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(ABSTRACT)

This dissertation describes the development and application of a characterization methodology that improves the performance of robotic systems. To achieve accurate positioning, robot geometry must be precisely defined, both in new system design and in upgrading existing robots. This can be accomplished by developing rigorous calibration methods to model, identify, analyze, and minimize errors in robot geometric parameters. Throughout this work, the geometric parameters that describe the kinematics of a given robot are treated as unknowns. The robot characterization process involves finding the optimal values of these parameters to best fit a set of measured or simulated positions of the robot end-effector.

In this dissertation, well-established robot kinematic link transformation techniques are first used to model the robotic manipulator system. Next, engineering knowledge of the robot system, its work environment and detailed component specifications are used to identify possible sources of error. This results in a list of error parameters and their range. A system sensitivity analysis is performed on these parameters to determine which have the greatest effect on system accuracy. To characterize an existing robot, experimental calibration data is gathered using a suitable measurement technique. Using this data, optimization of the previously isolated critical parameters is performed. The newly determined values of these
parameters are implemented into the control system and performance is compared before and after the characterization process.

To design a new robot system, the isolated critical parameters are again found through optimization. In this case, however, the measured data is gathered by a simulation, with the error parameter values randomly generated each time. The performance of the system is analyzed after this exhaustive simulation. In both of the cases described, the characterization process is iterative.

The characterization process has been successfully applied to the design of a positioning system for a mobile, underwater nuclear-reactor-vessel-inspection robot. Also, the performance of an existing PUMA 562 industrial robot has been improved using this characterization procedure.

The advantages of this methodology over previous ones are that it can be applied to both new and existing robot systems and it is specifically aimed at meeting performance goals. A cost-performance tradeoff is accomplished by optimizing only for the critical parameters required to meet the specified performance objectives.
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1. Introduction

The development and application of a new robot system characterization methodology is presented in this dissertation. The purpose of this calibration process is to improve the end-effector positioning accuracy in robot systems.

In this chapter, the motivation for this work is discussed followed by definitions and brief descriptions of robot systems, pose (position and orientation) errors, and sources of pose errors. Finally, a short presentation of the robot calibration methodology is included.

1.1 Motivation and Overview

The work presented in this dissertation evolved from and was motivated by recent nuclear service and inspection robot development efforts. It became apparent that robot
calibration issues are significant for accurate performance. Some of the calibration needs that were identified from this experience are also presented in this section.

1.1.1 Robot Development Experience

The United States produces nearly 100,000 MW of electric power using nuclear reactors. This is about 20 percent of the total domestic electric power consumption. Pressurized water reactors (PWRs) account for about two-thirds of the commercial nuclear-based power generation units. Each PWR has between two to four steam generators which are inspected and repaired every 15-18 months while the reactor is being refueled. Steam generators, in conjunction with pressurized water reactors, produce steam which powers turbines and generates electric power.

Steam generators are shell-and-tube heat exchangers consisting of between 5,000 and 15,000 tubes arranged vertically and supported at their ends by a thick tubesheet (Figure 1.1). Water is heated in the nuclear reactor and circulated through the primary inlet tubes and primary outlet of the steam generator before returning to the reactor. As the primary water flows through the tubes, heat is transferred across the tube wall to the secondary water which is converted to steam. The steam generator tubes form a boundary between the high pressure, primary water from the reactor and the secondary water and steam, which is under relatively lower pressure. To maintain the pressure boundary, power utilities spend about three weeks servicing steam generators out of the total six to eight week refueling outage. Minimization of inspection and repair time and also the amount
of radiation exposure to workers is important. Outage time cost is estimated as the cost of electricity lost due to reactor shut-down. This cost to the power utility can be as much as two million dollars for each day the unit is out of service.

**Figure 1.1: Steam Generator**

Steam generator tube-ends are accessed for servicing by installing a portable robot through a 0.4 m (16 in.) diameter manway into a hemispherical bowl beneath the tubesheet as shown in Figure 1.1 (Tidweil et al., 1991 and 1994). One such manipulator,
developed by B&W Nuclear Technologies (BWNT), is called Cobra. Cobra’s task is to position a variety of tools at particular open tube-ends for inspection and repair activities. Since Cobra must be installed through a small manway to access over 3.23 sq m (5000 sq in.) of tubesheet, it is classified as a limited access workspace (LAWs) robot (Shooter et al., 1992). Although it weighs only 50 kg (110 lb), Cobra can lift 68.2 kg (150 lb) at full extension of 1.94 m (77 in.). The accuracy requirements are quite high considering its strength-to-weight ratio and remote mounting. An absolute positional accuracy of ± 0.5 mm (± 0.02 in.) in the horizontal tubesheet plane is required to calibrate the manipulator base position. An accuracy of ± 1.25 mm (± 0.05 in.) is required for tool positioning.

Figure 1.2 shows a photograph of Cobra inside a steam generator.

Cobra is controlled by solving the inverse kinematic equations to determine the joint angles needed to position a tool at a desired tube. The joint proportional integral and derivative (PID) controller compares these reference angle inputs with feedback angles from joint synchro sensors to produce an error signal. The tool is positioned by moving the joints through angles such that the error signals to the controller become smaller and finally disappear. The position of the tool with respect to a particular tube in the tubesheet is found by knowing the steam generator and the robot geometry and measuring joint angles.

Since the robot and the environment are not perfect, there is an error in the tool position. This is due to the propagation of errors from various sources such as link lengths, link
offsets, link twists, initial joint angles, robot base position and orientation, tool geometry and pose (position and orientation), workpiece geometry and pose, compliance in joints and links, compliance in robot base, and relative joint angles. Since the error signal to the controller has ceased, a manual correction may have to be applied to the tool position to guide it under a tube. Manual correction is accomplished by an operator viewing the tool and tubesheet through a robot-mounted CCD camera.

![Cobra Inside Steam Generator](image)

**Figure 1.2: Cobra Inside Steam Generator**

Currently, error accumulation is minimized by precisely measuring intrinsic robot and tool parameters off-line, calibrating robot base pose parameters with a calibration process after Cobra is installed in the steam generator (Shooter and Reinholtz, 1992), and on-line
compensation for deflections in the robot and in the base mounting (Calkins, 1994). Of
the three robot base orientation parameters, two are known beforehand since the robot
base is initially mounted level with the tubesheet. The remaining four unknown base
pose parameters consist of three position and one orientation parameters. To calibrate
these parameters, the robot is tele-operated to three or more specific tubes and the tool-tip
is docked on the ends of these tubes. With the known robot and tubesheet geometry, the
base parameters are computed and used by the controller throughout the outage.

This method of separately measuring the intrinsic parameters and calibrating the base
pose parameters is time-consuming and may not reflect the robot geometry exactly. This
is because it may not be possible to physically measure the kinematic link lengths, link
twists and joint offsets. Also, these quantities will change as the manipulator joints
become worn or as a result of deformation due to impact or overload. A general
calibration procedure that identifies intrinsic as well as base pose parameters at the same
time without having to disassemble and physically measure each link is attractive.

In addition to steam generator maintenance, nuclear reactor vessel welds must also be
inspected periodically to ensure the pressure boundary integrity (Fallon et al., 1994b).
Full vessel weld inspection (approximately sixteen kilometers of ultrasonic scanning) is
required prior to initial service and every tenth year thereafter. Intermediate piping nozzle
inspection is also required forty months into each ten year period. A typical power station
reactor vessel is about nine meters high and has an inside diameter of about 4.5 m. Full
weld inspections are performed on the interior of the vessel after the closure head and the fuel rods are removed. The vessel remains full of borated water, which provides shielding against the residual radioactivity emanating from the vessel walls. The vessel geometry and underwater radiation environment are very demanding for robotic inspection systems. Reactor vessel inspections were performed by BWNT, a nuclear service company, for many years using a robot called ARIS (Automated Reactor vessel Inspection System). ARIS is a large, long-reach cylindrical manipulator, weighing over 13,182 kg (29,000 lb), requiring approximately 3 days for on-site assembly.

In 1992, the Robotics and Mechanisms group at Virginia Tech participated in a conceptual design effort with BWNT to develop the next generation of reactor vessel inspection systems. The objectives of the new reactor scanning system were to reduce the time required for all on-site reactor vessel examination activities, reduce employee radiation exposure, reduce the site impact created by scanning system maintenance, and reduce costs that result from off-site storage, maintenance, testing, training, and transportation. The concept that was born from the extensive conceptual design process is a mobile manipulator called URSULA (Ultrasonic Reactor Scanner Un-Like ARIS). URSULA consists of a six degree-of-freedom manipulator attached to a moveable base, as illustrated in Figure 1.3. The manipulator arm can reach over 2.3 m (90 in.) from the base, and the total system weight is less than 455 kg (1000 lb). Lee et al. (1993) have developed the inverse kinematics for URSULA. Suction cups hold the manipulator base to the vessel wall while the arm generates precise scanning paths on the curved vessel
surface. After completing a scanning area, the manipulator is repositioned manually using a long pole. Since URSULA is a mobile robot, it needs a base positioning scheme (BPS) that can find the position and orientation of the base after each move. The design, calibration and simulation of a BPS for URSULA using the methodology described in this dissertation is presented in detail in Chapter 6.

![Figure 1.3: Model of URSULA](image)

Currently, the intrinsic parameters of URSULA are precisely measured off-line. This method suffers from the same flaws as described earlier. The parameters being physically measured by this technique are not a direct measure of the kinematic parameters needed.
1.1.2 Calibration Philosophy

The experiences with Cobra and URSULA led to the philosophy that pose error and calibration of kinematic parameters (extrinsic and intrinsic) should be investigated in a unified way with respect to modeling, identification, analysis, and minimization. This methodology should be aimed at impacting the design of new robot systems as well as improving performance of existing systems. An example of new system design is the URSULA BPS design, which is described in Chapter 6. Calibration of URSULA’s or Cobra’s manipulator intrinsic parameters would be considered as existing system calibration. Another important consideration in the development of this calibration process is specific performance accuracy requirements for the robot system. This is critical because previous calibration techniques do not ensure specific accuracy. Further, a better understanding of the design is gained through error sensitivity analysis, which is an integral part of the proposed methodology. This understanding is useful in providing insight into future robot system design efforts or component upgrades in existing systems. These issues led to the development of the robust calibration methodology presented in this dissertation.

It should be noted that these calibration issues are also common to machine tools, plotters, and other positioning devices. Therefore, this general calibration philosophy can be applied to any computer-controlled mechanical positioning machine.
1.2 Robot Systems

Automation and robotics are closely related technologies. In an industrial context, automation can be defined as a technology that uses mechanical, electronic, and computer-based systems in the operation and control of production. Examples of industrial automation include transfer lines, mechanized assembly machines, numerically controlled machine tools, and robots. There are two broad classes of industrial automation: fixed (or hard) automation, and programmable (or soft) automation. Hard automation is used when the volume of production is high and therefore it is appropriate to design specialized equipment to perform predetermined functions in a manufacturing process very efficiently and at high production rates. An example of hard automation is in the automobile industry where machining operations are performed on engine components in highly integrated transfer lines with many workstations. Programmable or soft automation is used when the volume of production is relatively low and there are a variety of products to be made. In this case, the production equipment is designed to be adaptable to variations in product configuration. This adaptability is made possible by the use of a controller with a program of instructions specifically prepared for the given product. The products are made in batches.

Robotics is a subset of soft automation. An industrial robot is a general-purpose, computer-controlled manipulator which possesses certain anthropomorphic, or humanlike, characteristics. The manipulator typically consists of several rigid links.
connected in series by revolute or prismatic joints to form an open chain. The robot can be programmed to move its arm through a sequence of motions in order to perform certain tasks. A complete robot system consists of a robot base, manipulator arm, end-effector tool, a computer/controller, all the necessary cables, feedback devices, and control elements. The term robot originated from a Czechoslovakian play in the early 1920s by Karel Capek, called *Rossum's Universal Robots*. The Czech word “robota” means forced worker, and when translated into English, the word became robot.

Most common industrial robots are permanently installed in a location and are part of a workcell that has been developed for the automation task. More frequently, however, robots are finding application in servicing tasks in hazardous environments such as nuclear plants, toxic chemical sites, and also in deep-sea and space exploration. In such applications, the robot must be able to adapt to the existing environment. New classes of robots have emerged due to these new applications. To better classify these new robot applications, researchers have defined two new classes of robots, namely, portable robots, and mobile robots. Another class comprises robots with parallel manipulators as opposed to serial manipulators.

A portable robot is one that is transported to the field of operation and then installed once. The robot performs all of its functions while installed in this fixed location. The robot base pose needs to be calibrated every time the robot is installed. A good example of a portable robot is Cobra which was described in Section 1.1.1.
A mobile robot performs with its base being moved from one location to another. Every time the robot moves, its base pose needs to be calculated and a suitable base positioning system (BPS) is required. One example is URSULA, where the base is planted at one location and the base pose is found. Then the arm scans the reactor welds and URSULA is moved to a new location and the process is repeated. Another example of a mobile robot is a crawling vehicle that can be used in various applications like environmental site remediation (Stulce, 1995). This type of mobile robot may also function while it is moving.

Parallel manipulators consist of links connected to form one or more closed loops. Salerno (1993) proposes a special parallel manipulator for radioactive waste removal applications. The advantage of parallel manipulators is that the primary members are predominantly two-force members with pure tension or compression. They have a high stiffness-to-weight ratio which enables a light manipulator to carry heavy payloads. They are especially useful when a long reach is desired and serial manipulators are not practical because of bending and torsional loads developed over a long reach.

The robot calibration methodology presented in this dissertation can be applied to any of the classes of robots discussed in this section.
1.3 Pose Errors

Pose is defined as the position and orientation of an object in three-dimensional space. To completely define the pose of an object, six parameters are required. Three parameters are associated with position and three are associated with orientation of the object. If these six parameters are known, then the pose of the object is known.

The pose of a robot end-effector depends on the robot geometry. If there are any errors in the geometric parameters, they can propagate and result in errors in the pose of the end-effector.

1.4 Sources of Pose Errors

Several sources contribute to robot end-effector pose errors. There are three broad classes of pose error sources. These are kinematic or geometric errors, static compliance errors, and dynamic errors. Kinematic errors are errors in the link lengths, link offsets, link twists, initial joint angles, and object geometries. Static compliance errors include link bending and torsional deflections, joint compliance, robot base deflections, etc. Dynamic errors result from dynamic forces and the resulting deflections, and from control system errors. Control system errors consist of overshoot, settling time, and steady-state errors during joint actuation. Backlash in joints is another source of error which does not fall into any of the three previously described classes.
This dissertation addresses the issues of kinematic error sources only. Compliance errors, dynamic errors, and backlash are the subject of future work. Except in special cases like Cobra, deflections are generally not a significant source of errors because, for most industrial manipulators, the payload is only a small fraction of the manipulator link weight. The study of dynamic errors and backlash is beyond the scope of this work.

### 1.5 Characterization Methodology

The term "characterization" as used in the title of this dissertation is defined as the process of determining the as-built or actual robot system kinematic parameter values. This is required in order to improve the positioning accuracy of robots by minimizing pose errors. The term characterization is a better description for this methodology than calibration. Calibration usually refers to compensation by means of a functional relationship, for example, a look-up table or graph. In the methodology presented in this dissertation, the as-built kinematic parameters are updated in the robot controller. Therefore this process is different than traditional calibration.

The set of geometric parameter values that best fits the measured or simulated robot end-effector position data is identified by using this characterization methodology.

The characterization methodology is summarized as follows. The first step in the process is robot system modeling. The specific problem at hand is studied carefully and the robot is kinematically modeled using well-established link transformation techniques. This
modeling involves the representation of various link parameters like lengths, offsets, and twists and also joint parameters like initial and relative joint angles. This may also involve modeling the workspace, workpiece and tool geometry, robot base pose, and tool pose.

The next step in the process is to use the knowledge gathered about the robot system and its operating environment to identify sources of pose error in the system. This is accomplished by listing all the parameters that are in the system mathematical model. Then, each parameter is studied and, based on the knowledge of the robot component machine tolerances, component specifications (like encoders, joint motors, etc.), tool geometry, workpiece geometry, robot base location tolerances, and other information that is pertinent to the specific problem, the parameters are assigned a range or tolerance of error.

A sensitivity analysis is performed on the error parameters using the previously identified range of error. This helps in identifying and ranking critical parameters based on contribution to pose error. The sensitivity analysis is always modeled to check the effect of errors individually on the bottom-line performance objective. This is a powerful technique because it gives a good insight into the robot system design and performance. The effect of each parameter on the pose error of the robot characterization goal can be visualized directly. This also helps in future design efforts.
If an existing robot system is to be characterized, the next step is experimental data gathering. The robot should be set up in its working environment or an equivalent mockup and the required measurement equipment also should be set up. The measurement equipment should have an accuracy better than the desired robot-performance accuracy. A collected set of pose data is then used to solve the critical parameters previously identified. These parameter values are then incorporated into the controller. The accuracy of the robot should be significantly improved after this procedure.

In the case of new robot system design, this methodology is applied using simulation. In this case the experimental data is gathered using computer simulations. Using this data the values for the critical parameters are determined and then another simulation is performed with these new parameters to check the design performance. Based on the results of the simulation, the design is modified to improve performance or a decision is made to characterize certain parameters.

This characterization methodology is discussed in more depth in Chapters 3 and 4.

1.6 Research Contributions

It is believed that this dissertation represents a significant contribution to the area of robot characterization. Some of the most significant contributions are enumerated below.
1. This research is comprehensive from the development of the robot system characterization methodology through the application of this process.

2. It has been shown that this general robot system characterization methodology is applicable to both an existing industrial robot and to the design of a base positioning system for a mobile robot. Results of these applications are obtained and they are shown to meet the predefined performance goals.

3. This is a performance-goal-oriented approach to robot characterization. The required robot accuracy is specified before the methodology is applied and iteration is performed until the goals are met or until no further improvement is obtained.

4. In the design of new systems this process can be used to gain a cost-performance advantage. If the desired performance is obtained in the simulation, then some manufacturing tolerances can be relaxed or lower resolution components may be sufficient to achieve desired performance.

1.7 Overview of Dissertation Contents

The remaining contents of this dissertation will lay a foundation for general robot system characterization and performance enhancement. Chapter 2 contains a literature review in the areas of robot design and calibration, error modeling, sensitivity analysis and optimization techniques, mathematics, software, and hardware. Chapter 3 contains the description of the first part of the robot system characterization methodology. This includes robot system modeling, identification of error sources, and sensitivity analysis. In Chapter 4, various techniques of experimental data measurement are described followed by optimization techniques and implementation of error parameter values into
the control system. A section is also included that describes the simulation strategy for new robot design. The application of this characterization to a Unimation PUMA 562 industrial robot is described in Chapter 5 along with a presentation of results. Chapter 6 includes the application of this characterization process to the design of a base positioning system for an underwater, mobile, nuclear-reactor-vessel-inspection robot (URSULA). Results are presented at the end of the chapter. Finally, conclusions, recommendations, and suggestions for future work are included in Chapter 7.
2. Literature Review

The literature that is relevant to the work described in this dissertation has been divided into the following five areas: (1) robot system design and calibration; (2) error modeling and analysis; (3) sensitivity analysis and optimization techniques; (4) mathematics and statistics; and (5) hardware. When necessary, a review of the available software has been included in the appropriate section.

2.1 Robot System Design and Calibration

The texts by Craig (1989) and McKerrow (1991) are excellent sources for fundamentals on robot principles, manipulator link representations, forward kinematics, inverse kinematics, etc. Industrial robotics concepts have been described well in Groover et al. (1986).
The problem of improving robot accuracy has been the focus of much attention since the early 1980's. Many industrial robots have repeatability which is several times better than their absolute positioning accuracy. Therefore, there is scope for considerable improvement. Improved positioning accuracy becomes especially critical if the robot is programmed off-line, rather than through a sequence of pretaught positions. In off-line programming, motion of the robot is always described in an absolute sense, and referenced to some global coordinate system.

Hayati (1983) and Hayati and Mirmirani (1985) presented a method for estimating serial-link robot parameter errors. They use a linear kinematic model and add a separate error transform for each link. For non-parallel consecutive joints they use the Denavit-Hartenberg (DH) notation (Denavit and Hartenberg, 1955) and propose a new model for parallel consecutive joint axes for both revolute and prismatic joints because of the singularity associated with the standard link-length definition. They presented results from a computer simulation of the calibration of a PUMA 560 and the Stanford Arm but have not applied it to actual robots. Hayati et al. (1988) build on their previous work and also present a technique to solve the inverse kinematics of the updated robot. Whitney et al. (1984) present the calibration problem and model both geometric and non-geometric errors. The non-geometric errors are gear transmission error, compliance, and backlash. They use a fixed-angle representation to model the links. This includes six parameters per link whereas the DH notation describes a link with only four parameters. Although the geometric model they used is general, the non-geometric errors are modeled for a
specific robot by making direct measurements. They report a sixteen-fold improvement in accuracy. Mooring (1983) studied the effects of joint axis misalignment on robot positioning accuracy. He did not include any of the other link parameters in his study. Mooring and Tang (1984) present a method for robot calibration that is based on using an angle-axis model for link representation. This results in six calibration parameters per link. To model the errors in the links they concatenate six error transformation matrices per link to each of the six links, resulting in an excessive computational burden. They solve the equations by formulating the Jacobian (the problem is linearized by using the first-order terms in a Taylor’s series approximation for sine and cosine). No minimization is performed to find the best set of parameters. Stone et al. (1986) have developed an S-Model to describe the robot link kinematics. Each link is represented by 6 parameters. After the link parameter values are estimated, they are mapped into the equivalent DH parameters. Experimental results show the average positioning error was reduced by a factor of 5 to 10. Stone and Sanderson (1988) continued their work with the S-Model and performed a statistical evaluation of the technique. They compare the statistical performance of the S-Model with a conventional model based on mechanical design specifications. Their methodology utilizes Monte-Carlo simulation techniques for the generation of end-effector positioning and orienting errors. Veitschegger and Wu (1986 and 1987) propose adding a fifth parameter to the DH convention to eliminate the consecutive parallel axes singularity. They also include second-order terms in the Taylor’s series for sine and cosine in the error matrix model. They compare a first-order
model with the second-order model. The addition of a separate error matrix to the nominal link transformation matrix again makes the problem computationally complex. Chen and Chao (1987) use Euler-angle convention to model the links in the robot. The equations are solved by linearizing them similar to Mooring and Tang (1984). Everett et al. (1987) discuss various error modeling schemes by comparing them using three concepts, which they call completeness, equivalence, and proportionality. They do not recommend any particular model. They also discuss possible higher-pair joints and ways of modeling them. Shamma and Whitney (1987) present a method for inverse robot calibration. Inverse calibration involves finding the best joint angles required to position the robot end-effector at a desired location. The link and joint parameters representing the geometry of the robot are not found. The method consists of finding approximation functions by which corrections are made to the encoder readings. It does not provide insight into the robot link and joint errors. The method has not been tested on an actual robot. Broderick and Cipra (1988) describe a shape matrix concept of calibration. The shape matrix for each link is calculated using geometry. Each joint is individually and successively moved beginning with the last joint and ending with the first. Knowing the two positions of the end-effector for the isolated joint motion, a shape matrix can be determined. Thus the geometry of each link is calculated without any information of the link known beforehand. They have performed a computer simulation of this method. Hollerbach and Bennet (1988) use a laser-interferometry motion tracking system that is automatic so that there is minimal operator interaction required for the measurements of
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the robot end-effector position. Menq et al. (1988 and 1989), and Borm and Menq (1991) have studied error parameter space and defined an observability measure. When this measure is increased, the effect of unmodeled and measurement errors are reduced. Therefore, this measure can be used to determine optimal measurement configurations for robot calibration.

The significant references found in the area of robot calibration prior to 1989 have been described so far. There have also been three review papers during this period. Roth et al. (1987) have given an overview of work done in robot calibration. They present basic issues in calibration such as modeling, measurement, identification, and correction. They have classified robot calibration into three levels. Level 1 calibration is defined as "joint level" calibration. The goal is to find the joint zero offsets. A level 2 calibration is defined as the entire robot kinematic model calibration. Level 3 calibration is defined as "non-kinematic" calibration. Here, they include effects like joint compliance, friction, clearance, and link compliance. For each level, the authors describe the four steps involved in the calibration procedure, i.e., modeling, measurement, identification, and correction. They do not present any new research findings. They only discuss work done by other researchers. Ziegert and Datseris (1988) present basic considerations for robot calibration. They examine the effect of kinematic model choice on robot calibration. Section 3.1.1. of this dissertation presents these issues with detailed discussions as applicable to this work. They have also done an extensive review of literature available in the robot calibration area prior to 1988. Hollerbach (1989) presents a survey of
kinematic calibration. This survey is divided into five categories - parametric estimation of endpoint location, nonparametric estimation of endpoint location, robot repeatability, robot registration, and advanced instrumentation for endpoint tracking. There is a comprehensive review of literature until 1989.

After 1989, there was continued work in robot calibration but there have been no new survey papers. Zhuang et al. (1991 and 1992b) have presented observability issues of robot kinematic parameter errors by studying the relationship between end-effector and link Cartesian errors. Based on the error kinematic model and the measurement configuration, they have defined an observability measure. This measure is useful in finding optimal measurement configurations to identify error parameter values. Zhuang et al. (1992) present a kinematic model for robots that is complete and parametrically continuous (CPC). They use six parameters to represent a link. They present the mapping between DH model and the CPC model and present the application to robot calibration. Zhuang and Roth (1991) use the CPC model and a particular sequence of robot pose measurements to present a method for finding the actual kinematic parameters of a robot from the forward kinematic model. Zhuang et al. (1993) build upon their previous work and update the CPC model to bring it closer to the DH model. They call this model the modified CPC model (MCPC). They believe this is a much simpler error model than the CPC model. This model still has six parameters for each link. Berg (1991) performed calibration on three Kuka industrial robots. End-effector position measurements were taken using four theodolites. The theoretical model used for
calibration was not described. Ishii (1991) presents a review of robot calibration. He discusses the need for calibration, geometric and non-geometric errors, kinematic modeling schemes, and measurement techniques. Khalil et al. (1991) have used a modified DH model to represent the kinematics of a robot. They also calculate the number of optimum measurement points by finding the condition number of the Jacobian matrix. Powell's method is used to perform the optimization to solve for the values of the error parameters. The results presented in this work are based on a simulation of the robot calibration process. Renders et al. (1991) have cited various sources and estimate that the positioning error of the end-effector due to non-geometric effects like gear backlash, joint and link compliance, gear transmission errors, and temperature effects is about 10% of the total error. Therefore they address geometric error sources only. They use a modified DH model to represent the robot link kinematics. They have used precision linear axes as a measuring device which has three linear, mutually perpendicular axes. They have modeled the measurement errors of the device by introducing a link between the tool and the measuring device. Another unique aspect of their work is that they use a statistical approach based on a maximum likelihood estimator for errors due to noise and uncertainties like backlash. They have also determined the joint offsets using a separate procedure. They show the position error dropping to 0.5 mm after the calibration. Huang and Masory (1991) present a method for taking robot end-effector position measurements. They use a measurement device that is physically connected to the manipulator end-effector and forms a closed-loop mechanism with the
robot. The measurement device is an articulated mechanical linkage instrumented with position sensors. They have performed simulation studies and show this approach to be feasible, but they do not address the accuracy or calibration of the articulated linkage (measurement device) itself. Toyama and Hatae (1992) have calibrated a SCARA robot based on condition number and error map. The condition number is used to evaluate the measurement configurations. They show results that reduced the position error from 2.2 mm to 0.25 mm. Yang and Sadler (1992) have addressed the problem of joint and link compliance. They present a finite element model to represent the joints and links of revolute jointed robots. They call this element the joint-beam element. Their case studies reveal that joint compliance can contribute significant dynamically induced positioning errors. This modeling technique can be used to include link and joint compliance to the overall robot calibration.

Bay (1993) describes a technique for autonomous robot calibration. A Kalman filter is the basis of the method described. It is used as a linear recursive estimator for automatically finding the next measurement configuration or position. This direction is computed such that the estimates of the kinematic parameters converge faster. This technique has been simulated for a planar two-link robot. The estimator is optimal only for linear parameters. A formulation has been presented to apply this technique to general robots having six revolute joints. The advantage of this method is that a robot could calibrate itself from an initial condition without any operator input. This method is more complete than the technique presented by Borm and Menq (1991), since the
measurement configurations are determined off-line by Borm and Menq before the actual measurements are taken. The noise of the measuring device is not considered in this work. If Bay's technique is successfully applied to a robot with six revolute joints, it may be very useful for autonomous calibration. Goswami et al. (1993) perform calibration on a six degree-of-freedom robot by measuring a single linear position parameter (with a Linear Variable Differential Transformer). They use a data collection scheme that in effect mimics a Stewart's platform for each configuration of the robot. This can be a very time consuming process. Prenninger et al. (1993) present a real time 6 DOF pose measurement system for robot end-effectors. It is composed of a laser tracking system (LTS) that employs one laser beam. This is one of the few systems that can measure both position and orientation. Since it can measure pose in real time, it is an attractive system to use for autonomous robot calibration. This LTS system could be employed in conjunction with the algorithm of Bay (1993). Zak et al. (1991) employ a weighted least squares approach to robot kinematic parameter estimation. Weighting factors for the different measurement configurations are determined from the statistics on the data. They give a greater weight to measurements where the standard deviation of the noise in the data is lower. Zak et al. (1993) have developed a simulation of the calibration process and its evaluation. This is a system that can be used before the actual calibration is performed to evaluate its effectiveness.
2.1.1 Conclusions from the Robot Calibration Literature Survey

From the preceding survey, it is clear that no one has attempted to perform a sensitivity analysis of the various error parameters involved on the pose error of the robot. Another aspect that becomes apparent is that none of the previous robot characterization methods have been used in the design of a new robot system. These are two major aspects of the work presented in this dissertation. The literature review is used in this dissertation to provide answers regarding the different robot kinematic models and which models to use. These questions are discussed in detail in section 3.1.1.

2.1.2 Machine Tool Calibration

There has been ongoing research in the area of accuracy of machine tools since the mid 80's. Machine tools can also be modeled as robots. They primarily consist of prismatic joints. Some of the papers in the area are by Ferreira and Liu (1986a, 1986b, 1993), Kim and Kim (1991), Kiridena and Ferreira (1994a, 1994b, 1994c), Lin and Ehmann (1993), Wang and Ehmann (1994a, 1994b), Lo et al. (1994), and Mou and Liu (1994). The characterization methodology described in this dissertation can also be applied to machine tool accuracy improvement.

2.2 Error Modeling and Analysis

In this section, a review of literature in error modeling and analysis is presented. This literature is not limited to the area of robot calibration. Some of the literature in error
modeling for robot calibration has already been reviewed in the previous section. The purpose of the literature review presented here is to show the wide scope and importance of error modeling and analysis in engineering.

Chiu et al. (1993) present an analysis method for plane cams. They make use of the principle of offset curve to a plane curve. The offset curves are used in modeling the tool path to manufacture a certain cam profile. The pitch curve of the cam is also an offset curve of the cam profile curve and tool path. The authors perform a sensitivity analysis of the errors which occur during manufacture and assembly of cams. This is useful in the computer aided design and computer aided manufacture of plane cam mechanisms. Menq and Borm (1988) have characterized the position error of robot manipulators. They have studied the statistical properties of the position errors and have characterized them over the workspace. They formulated a linear relationship between the end-effector errors and the link parameter errors via direct geometric projection. There are six parameters describing each link-joint pair. The mathematical model is used to determine the end-effector position error envelopes via the standard linear transformation of random vectors while assuming the individual geometric errors to be independent and normally distributed. These envelopes are shown to be elliptic and are contours of equal probability of position error random vectors. To evaluate the total probability within an error ellipsoid, a variable with Chi-Squared distribution is introduced. The result provides a statistical measure of the position error of the end-effector at the given robot configuration. To characterize the error field over the workspace, five error measure
indices are proposed to show the quantitative distribution of the position error ellipsoid. This work is useful in the design and application of manipulators. Green and Philpott (1994) present an error modeling procedure for reverse-engineered free-form surfaces. This Integrated Reverse Engineering System (IRES) was developed as a research vehicle for process capability analysis, process control, and error tracking during replication. The authors have successfully demonstrated the ability to produce reverse engineered parts directly from an "unknown" surface, and to measure and evaluate associated dimensional errors. They have analyzed the form errors involved in the process by running experiments. The repeatability of the process is good and this process is iterative. A surface is error compensated during each iteration. Convergence to a final form of improved accuracy is therefore achieved. This research also has helped identify the numerous error-creating mechanisms present. Future error compensation algorithms can be improved based on this knowledge. Yang (1992) developed a technique to perform the transmission error analysis of a parallel symmetric geared linkage mechanism. Unsymmetric force transmission between two sides of a parallel symmetric mechanism can occur due to dimensional errors in the mechanism and the clearances in the kinematic pairs. This reduces the efficiency of the machine and also reduces the power-transmission capacity. The author presents the error analysis of a punch press which is a parallel symmetric geared slider-crank mechanism. Yang and Menq (1993) presented a study of the form accuracy of parts having end-milled sculptured surfaces. Their proposed method involves using discrete measurement data from coordinate measuring...
machines. This method involves three steps: optimal match, decomposition, and compensation. The optimal match is used to find the best fit between the measurement data and the design form to determine sampled form errors. Decomposition involves characterizing the sampled form errors into the deterministic and the random components, which are associated with the waviness and the roughness of the form errors, respectively. Finally, compensation for the waviness is applied to improve the form accuracy of the end-milled sculptured surface. This process involves at least one sample part to be milled so that measurements can be taken. Yao and Mohd Yusoff (1992) have presented a CAD-based error mapping and layout facility for precision robotic operations. The purpose of this system is to predict the distribution of the end-effector errors over the working volume of the robot. This error distribution is displayed in terms of an error map, such that the spot(s) with the minimum error, consistent with the nature of an operation, can be chosen to carry out the operation or the layout of the robotic cell can be altered. This system is useful in evaluation of robot operations and it reduces trial and error layout and operation tests. The drawback of this system is that it does not include a robot calibration module. This system, in conjunction with a robot calibration system, would be useful for industrial robot operations. Bhatti and Rao (1988) have developed a technique for reliability analysis of robot manipulators. A probabilistic approach to robot kinematics is presented and the concept of manipulator reliability is introduced to obtain a better evaluation of the performance of manipulators. Techniques to compute this reliability are presented. The relationship of manipulator reliability to the geometric
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parameters such as tolerances and arm configuration are discussed. Accuracy and repeatability of manipulators are explained in terms of reliability. Dhande and Chakraborty (1973 and 1975) used a stochastic approach for the error analysis and synthesis of linkages and cam-follower systems. Dhande and Chakraborty (1978) build upon their previous work and use a stochastic approach for mechanical error analysis of spatial linkages. Stochastic models of spherical, prismatic, and revolute joints are developed considering random clearances. Following this, stochastic models of RSSR and RRSS linkages are then developed. Mallik and Dhande (1987) again use a stochastic approach to perform the analysis and synthesis of mechanical error in path-generating linkages. The work by Dhande and Chakraborty (1973, 1975, and 1978), and Mallik and Dhande (1987) shows that stochastic modeling of mechanical allowances enables a designer to allocate tolerances and clearances on different design parameters. Moon et al. (1992) have established a statistical model to estimate the effects of robot geometric and nongeometric errors on the quality of operation for various operating speeds. Also, a stochastic optimization problem is formulated to obtain the optimal operating speed for a given accuracy of robotic operation. The errors obtained for different operating speeds can be used in designing and planning robotic operations.

The literature reviewed in this section as well as the literature pertaining to error modeling and analysis in the robot calibration area which was presented in the previous section stresses the importance of this rich and varied research field and how the performance of systems can be significantly improved by performing such error analyses.
2.3 Sensitivity Analysis and Optimization Techniques

Sensitivity analysis is an important tool for the understanding of the effect of error parameters on the goal. Cleghorn et al. (1993) present a technique for optimum tolerancing of planar mechanisms based on error sensitivity analysis. In this case, the goal is the output motion. Here the values of the partial derivatives that form elements of the Jacobian matrix are calculated for a four-bar mechanism. The relative values of these partials are the sensitivity indices, since they can be used as a measure of the contribution to output errors by errors of the input parameters. Examples are presented dealing with typical planar mechanisms. The algorithm is used to obtain and distribute tolerance bands reasonably and economically. Kaizerman et al. (1992) have presented an inverse robot calibration technique that is based on the minimization of the joint variable errors. It is generally impossible to obtain a closed-form inverse kinematic solution to the robot calibration model. Therefore, the authors have used two deterministic sensitivity analysis methods to find the matrix of partial derivatives of the joint variables with respect to the robot link parameters. An example case is presented with simulation of errors. Wu and Lankarani (1992) defined a new parameter called the Transmission Merit Parameter (TMP) which comprehensively reflects the transmission quality and output sensitivity of a mechanism to dimensional disturbance. The TMP is derived from direct differentiation of the independent relationships among the coordinates in the form of the determinant of the Jacobian matrix. This is useful when the mechanism is complex or there is more than one transmission angle. It can also be used in mechanism synthesis as an objective
function that maximizes the transmission quality. The TMP also reflects the output error sensitivity. Zak et al. (1992 and 1994) have presented an approach to optimizing the robot calibration process by including a cost minimization objective along with the residual end-effector pose error objective. This is a multiple-objective non-linear optimization problem. The authors approximate the residual error using a polynomial function known as a response surface. The coefficients of the response surface function are estimated by evaluating the robot's residual error for a number of carefully selected combinations of optimization variables. This can be done either experimentally or by computer simulation. This residual error data is used to estimate the response surface function. This technique was tested by a computer simulation.

2.4 Mathematics and Statistics

Press et al. (1992) have provided a useful reference on mathematics and have also provided programs in C. The chapters on random numbers, minimization, statistical description of data, and modeling of data were especially useful in this work.

Ott (1993) provides a good text in statistics and data analysis. Mathcad is a personal computer based software developed by MathSoft Inc. that is useful in performing mathematical simulations. Mathematica is a numerical and symbolic manipulator described by Wolfram (1991). Quattro Pro is a spreadsheet software developed by Borland. These different software packages were used during different stages of this research work.
2.5 Hardware

Unimation (1987) manufactured the PUMA 562 used in the experiments described in Chapter 5. Science Accessories Corp. (1993) manufactured the acoustic digitizer that is described in Chapter 5. B&W Nuclear Technologies (BWNT) manufactured URSULA, a mobile, underwater robot used for nuclear reactor vessel inspections. BWNT also developed URSULA’s base positioning system (BPS).
3. Error Modeling, Identification and Analysis

The literature review revealed that past works suffer from shortcomings in several areas. One significant shortcoming is the lack of a comprehensive methodology that can be applied to new robot system design as well as characterization of existing robot systems. This chapter and Chapter 4 describe an approach that overcomes this difficulty. This chapter treats the subjects of robot system and error modeling, error source identification, and error sensitivity analysis.

3.1 System Modeling

The first step in a successful methodology is to have an effective model. The model should include complete kinematic information about the manipulator as well as a description of the robot base pose in the world coordinate frame and the tool pose in the last link frame. Few researchers have included a complete description of the robot system
geometry in previous studies. The model should also have embedded in it all the parameters that are sources of pose error in the overall system. Also, for mobile robots, it is necessary to model the geometry of the environment in which the mobile robot operates. What follows in the next three subsections is a description of the various parts of the system model.

3.1.1 Robot Link-Joint Modeling

In this subsection the issues of manipulator link-joint modeling as they pertain to end-effector pose errors are presented. Based on this discussion, the model that is most suitable is described.

Five fundamental questions arise from literature review and from studying previous models. These questions are posed in italics in the paragraphs below. Each question is followed by a brief discussion describing the approach used in this dissertation.

- Should both geometric and non-geometric parameters be included in the error model?

No, except in special cases. Renders et al. (1991) have cited various sources of positioning error of the end-effector of an industrial robot due to non-geometric effects like gear backlash, joint and link compliance, gear transmission errors, and temperature effects. They estimate that these errors contribute about 10% of the total error. Geometric parameters like link lengths, link twists, link offsets, initial joint offsets, robot base pose, and tool pose contribute to the remaining 90% of the end-effector pose error. In this dissertation, only geometric parameters are considered in the error model. This accounts for most of the error while keeping
the model as computationally simple as possible. This is important because the inverse kinematics must often be solved in real time while the manipulator is in operation. Also, if force or velocity control is required, then the Jacobian matrix of partial derivatives must be computed. A complex kinematic model makes this more difficult, especially if the model contains discontinuous functions which represent gear backlash or when parameters become functions of joint variables rather than constants. There are examples of special-purpose robots like BWNT’s Cobra that have significant link compliance. In such cases it may be necessary to add a scheme to help compensate for deflections.

- *Should the model have a separate error transformation to identify parameter errors or should the correct parameter values be identified and updated in the original transformation matrix?*

The answer is no. In order to use the model with nominal values plus error transformations, the variations between the ideal and actual link and joint parameters are assumed to be sufficiently small so that they can be approximated as first-order differentials. Higher order terms can be ignored when concatenating the individual link transforms. This assumption means that the nominal parameter values must be accurate. If they are not sufficiently accurate, then the linearization assumption may introduce significant errors in the error identification process. This problem is avoided in this dissertation by attempting to find the proper values of the link kinematic model parameters so that the total manipulator transform yields the best predictions of global positions over the workspace.

- *What number of geometric parameters should be used to represent a link-joint in the robot model?*

It is well known that six independent parameters are required to describe the relative pose of two coordinate frames in three dimensional space, but it is
possible to represent a link in a robot with less than six parameters because of the geometry and constrained motion of the joints. For example, the Denavit-Hartenberg (DH) model uses just four parameters to represent a link-joint combination. Using the minimum number of parameters is advantageous because the computational problem is simplified and parameter redundancies are reduced or eliminated. The answer is four except is special cases where parameter redundancies exist.

- *Should the same model be used consistently for every link or should different models be used for different links based on link geometry and model suitability?*
  It is believed that each link or transform should employ the model that is most suitable. Therefore, the complete robot system may be modeled using more than one technique. This practice may result in some simplification of the overall kinematic model.

- *Should the robot base pose and the tool pose in the last link frame be modeled?*
  The answer to this question is a definite yes. Not knowing the position and orientation of the robot base can contribute significant errors to the end-effector as they propagate and magnify through the robot manipulator. Many previous researchers have neglected this aspect in their models, as discussed in the literature review.

After considering the afore-mentioned questions, it was decided that the best model to employ for the link-joint modeling was the Denavit-Hartenberg (DH) model. This model is well-established and widely used. Figure 3.1 shows a schematic of the DH model for one robot link. This kinematic representation was originally developed by Denavit and Hartenberg (1955) as a means to model links in lower-pair mechanisms. There are many
variations of the Denavit-Hartenberg convention. They differ in such details as frame numbering. The convention adopted in this dissertation is taken from Craig (1989) in Section 3.4.

![Schematic of Denavit-Hartenberg Model](image)

Figure 3.1: Schematic of Denavit-Hartenberg Model

The DH model uses only four parameters to describe a robot link. This is possible because of the way the frames are assigned. The origin of the frame is defined to be at the intersection of the axis of rotation with the common normal between consecutive axes. The X-axis must lie along the common normal. This specification causes the loss of two degrees of freedom in locating the frame, namely a translational displacement along the axis of rotation and a rotational displacement about it. This specification also means that all the parameters that describe a link can be specified only if the location of the previous link axis is known. A brief description of the DH model and the four
parameters is given. During this description, the reader is referred to Figure 3.1. Craig (1989) serves as the source for most of this material.

A manipulator consists of a set of links connected in a chain by joints. A lower pair joint between two bodies means the relative motion is the sliding of two surfaces over one another. Robot manipulators are generally constructed from joints which have just one degree of freedom. The two most common one-degree-of-freedom joints are revolute and prismatic. Revolute joints have a relative rotational motion between the adjoining links. Prismatic joints have a relative translational motion between the links. The base of the robot is considered to be link 0. The first moving link is numbered as link 1 and so on out to the last moving link which is numbered as link \( n \). Usually the end-effector of the serial robot is the last link in the manipulator. Kinematically, a link is a rigid body which defines the relationship between two neighboring joint axes of a manipulator. Joint axes are defined by lines in space. Joint axis \( i \) is defined by a line in space, or a vector direction, about which link \( i \) rotates or translates with respect to link \( i-1 \). In the DH model, a link is kinematically specified by two parameters which define the relative location of the two joint axes in space. For a link \( i-1 \), the link length, \( a_{i-1} \), is the distance along the common normal between the two joint axes. The second parameter needed to define the relative location of the two axes is the link twist. This link twist is measured on an imaginary plane that is perpendicular to the common normal between the two axes; this plane is located such that it contains joint axis \( i-1 \). The angle between the projection of axis \( i \) on the plane and axis \( i-1 \) is the link twist. This angle is measured from axis \( i-1 \)
to axis $i$ in the right-hand sense about $a_{i-1}$. This link twist for link $i-1$ is represented with $\alpha_{i-1}$.

Two more parameters are required to describe the connection (joint) between two links. A common revolute or prismatic joint axis exists between neighboring links in a robot arm. One parameter that describes the joint connection is the distance along this common axis. This parameter is called the link offset, $d_i$. The link offset $d_i$ is the distance measured along the axis of joint $i$ from the point where $a_{i-1}$ intersects the axis to where $a_i$ intersects the axis. The link offset is variable if the joint is prismatic. A second parameter describes the relative rotation about this common axis between one link and its neighbor. This is the joint angle, $\theta_i$. The joint angle $\theta_i$ is the angle between $a_{i-1}$ and $a_i$ measured about the axis of joint $i$. This is variable for a revolute joint.

A frame is attached to each link to describe the location of each link relative to its neighbors. The link frames are numbered according to the link to which they are attached. Frame \{i\} is rigidly attached to link $i$. The convention used to locate frames on the links is as follows: The Z-axis of frame \{i\}, called $Z_i$, is coincident with the joint axis $i$. The origin of frame \{i\} is located where $a_i$ intersects joint axis $i$. $X_i$ points along $a_i$ in the direction from joint $i$ to joint $i+1$. In the case of $a_i = 0$, $X_i$ is normal to the plane of $Z_i$ and $Z_{i+1}$. $\alpha_i$ is defined as being measured in the right-hand sense about $X_i$. $Y_i$ is formed by the right-hand rule to complete the $i$th frame. Figure 3.1 shows the locations of frames \{i-1\} and \{i\} for a general manipulator. Frame \{0\} is attached to the robot base, or link.
0. This is a fixed frame and is considered to be the reference frame for the robot kinematics. \( Z_0 \) is chosen along axis 1 and is coincident with \( Z_1 \). Frame \{0\} is located so that it coincides with frame \{1\} when the joint parameter (\( \theta_i \) for a revolute joint, \( d_i \) for a prismatic joint) is zero.

The transformation of frame \{i\} with respect to frame \{i-1\} is given by equation 3.1:

\[
{^{i-1}_i}T = \begin{bmatrix}
  c\theta_i & -s\theta_i & 0 & a_{i-1} \\
  s\theta_i c\alpha_{i-1} & c\theta_i c\alpha_{i-1} & -s\alpha_{i-1} & -s\alpha_{i-1} d_i \\
  s\theta_i s\alpha_{i-1} & c\theta_i s\alpha_{i-1} & c\alpha_{i-1} & c\alpha_{i-1} d_i \\
  0 & 0 & 0 & 1
\end{bmatrix}
\]  

(3.1)

where,

\( {^{i-1}_i}T \) is the transformation matrix from frame \{i\} to frame \{i-1\},

\( c \) and \( s \) are cosine and sine functions,

\( a_{i-1} \) is the distance from \( Z_{i-1} \) to \( Z_i \) measured along \( X_{i-1} \),

\( \alpha_{i-1} \) is the angle between \( Z_{i-1} \) and \( Z_i \) measured about \( X_{i-1} \),

\( d_i \) is the distance from \( X_{i-1} \) to \( X_i \) measured along \( Z_i \), and

\( \theta_i \) is the angle between \( X_{i-1} \) and \( X_i \) measured about \( Z_i \).

Once the link frames have been defined for the robot manipulator, the kinematic equations are developed. The individual link transformation matrices are computed and multiplied together to find the single transformation that relates frame \{N\} to frame \{0\}:

\[
{^0_N}T = {^0_1}T {^1_2}T {^2_3}T \ldots {^{N-1}_N}T.
\]  

(3.2)
This transform, \( ^0T \), will be a function of all \( n \) joint variables. The DH model described in this section will be used to describe robot manipulator kinematics in the remainder of this dissertation.

### 3.1.2 Representation of Position and Orientation

To completely define the position and orientation of a robot base in the world frame, it is necessary to use a six-parameter model. A six-parameter model is also required to represent the tool frame relative to the last link frame of the robot. There are several common methods for representing orientations, including X-Y-Z fixed angles, Z-Y-X Euler angles, and equivalent angle-axis. Section 2.8 in Craig (1989) gives a detailed description of these representations. Position is represented in all the cases by a 3x1 vector. A homogeneous transformation matrix from frame \( \{B\} \) to frame \( \{A\} \) including rotations using the X-Y-Z fixed angle convention and a translation of \( x \) along the \( X_A \) axis, \( y \) along the \( Y_A \), and \( z \) along the \( Z_A \) axis is represented as (Craig, 1989):

\[
^AT = \begin{bmatrix}
c\alpha c\beta & c\alpha s\beta & -s\alpha & x \\
s\alpha c\beta & s\alpha s\beta + c\gamma & c\beta c\gamma - s\gamma & y \\
-s\beta & s\beta s\gamma & c\beta c\gamma & z \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

(3.3)

From equation 3.3 it can be seen that a homogeneous transform contains a 3x3 rotation matrix and a 3x1 position vector. The last row makes this matrix a homogeneous 4x4 transform operator. This X-Y-Z fixed angle convention has been used in this dissertation.
to represent the robot base in the world frame and also to represent the tool in the last robot link frame.

3.1.3 Environment Modeling

In the case of a fixed or portable robot system, it is sufficient to model the geometry of links and joints, the robot base pose, and the tool pose. It is generally not required to model the workspace and robot environment in these situations. On the other hand, a mobile robot system will require modeling of its work environment. This is necessary because the robot base pose needs to be calculated every time the robot moves. Therefore, there is a necessity for a base positioning system (BPS). For the BPS to be developed, the work environment of the mobile robot will be modeled. Since this is a situation that is specific to and differs with different mobile robots, there is no general modeling scheme. Chapter 6 contains a description of URSULA's BPS. The nuclear reactor vessel is the work environment of URSULA, and it has been modeled in Chapter 6 as part of the BPS development.

3.2 Identification of Error Sources

Once the robot system has been kinematically modeled, it is necessary to identify the parameters that contribute to end-effector pose errors. These errors are classified as geometric, non-geometric, and dynamic errors. These different classes of errors are
described in the following sub-sections. Again it should be noted that only geometric errors are addressed in this dissertation in the robot system characterization methodology.

3.2.1 Geometric Errors

Geometric or kinematic errors are due to manufacturing errors like machining and assembly. The machined parts deviate from the nominal dimensions due to the tolerances specified. When a significant number of these machined parts are assembled together to form the robot, the tolerance stack-up causes the kinematic errors in the system. Other kinematic errors are also present which are due to location or placement of the robot base in the workcell and placement of the tool relative to the last link frame. A list of these geometric error parameters follows:

1. Position and orientation of the robot base in the world coordinate system. There are a total of six geometric error parameters due to the imprecisely known location of the robot base. Three are the robot base position parameters and three are the robot base orientation parameters. The robot base location is represented by the transform given in equation 3.3. To start with, the nominal values of these parameters are known and used in the transform. When the robot system has been characterized, then the actual values of these parameters are calculated and updated into the transform.

2. Link and joint geometry. When the DH representation is used, these parameters include the kinematic link length $a_i$, link offset $d_i$, and link twist $\alpha_i$ for a revolute jointed manipulator. For each link these three parameters are geometric error parameters. For a six-revolute-joint robot arm, there are a total of 18 link and joint geometric parameters. This is also the case if any prismatic joints are present.
3. **Initial joint angles.** Due to the joint encoder mounting and the drive from the motor to the joint, the initial kinematic joint angle will not be an exact match with the joint encoder zero. For every joint, these initial joint angle values need to be found so that they can be added to the encoder values. In case of prismatic joints the initial joint linear displacements need to be found.

4. **Tool position and orientation.** The description of the tool location relative to the last link frame of the robot system is accomplished by three position and orientation parameters. Errors in these six parameters also contribute to geometric error. Equation 3.3 is used to represent the tool pose in the end-effector frame.

5. **Workpiece pose and knowledge of robot work environment.** In certain robot operations, the end-effector tool performs operations on a workpiece. The pose of this workpiece must generally be known beforehand. Inaccurate workpiece pose will also contribute to errors in the robot operation. An extension of this concept is the knowledge of the robot workspace. The accuracy to which the workspace is known effects how well the robot will perform.

6. **Mobile robot base positioning system (BPS) calibration.** This situation is specific to mobile robots. Since mobile robots require a BPS, the accuracy to which the base pose can be found depends directly on how well the BPS has been calibrated. The calibration of the BPS involves determining its intrinsic geometric parameters. An example of such a calibration is described in Chapter 6 for the case of the BPS of URSULA.

The geometric parameters described above are directly embedded in the kinematic model of the robot system. After identifying the error parameters it is helpful to determine limiting values for these errors. A tolerance for each of these errors is defined based on the knowledge of the system and its component specifications. Mechanical drawings and
component specification sheets are helpful in finding this information. These error ranges are important for use during the sensitivity analysis phase.

The relative positioning errors of actuators are not modeled during the characterization process because this information is used as the basis for the characterization. During the simulation of new robot system design, the joint actuator errors are considered.

3.2.2 Non-Geometric Errors

Errors in the end-effector pose that are not due to the kinematic model description are partly due to non-geometric effects. Some of these are due to thermal expansion/contraction of the links, gear transmission errors, and compliance. The gear transmission errors are an accumulation of gear eccentricity, backlash or binding, and drive assembly errors. Compliance effects may be due to deformations in robot base, links, joints, mechanical connections, and end-effector tools caused by bending, shear, axial, and torsional loads.

As discussed in section 3.1.1, errors due to non-geometric effects are not modeled in this dissertation. Some researchers have addressed these errors partly in their work as described in the literature review of section 2.1.
3.2.3 Dynamic Errors

Some errors are introduced by the control system which are dynamic in nature. These dynamic errors include overshoot, settling time, and steady-state errors during joint actuation. Addressing these errors is beyond the scope of this dissertation.

Noise in measurement observations can be incorporated into the model by using estimation theory (Nahi, 1969; Melsa and Cohn, 1978; Jaech, 1985). Estimation is the process of extracting information concerning a parameter from noise-corrupted observations (experimental data). Estimation is a statistical process that involves modeling the randomness and uncertainties in the experimental data.

3.3 Error Sensitivity Analysis

The geometric parameters have a greater effect on the pose errors than others. It is useful to identify the most critical parameters based on their contribution to the end-effector pose errors. This can be accomplished using the sensitivity analysis technique described later in this dissertation. The objective of sensitivity analysis is to determine the effect of individual parameters on overall system output. Sensitivity analysis methods can be used to complement the physical model for three main purposes: (i) determine the sensitivity of the solution to the input parameters, (ii) identify critical parameters, and (iii) assess confidence levels of the result and uncertainties in parameter estimations.
Kalman filters can also be used to perform sensitivity analysis (Norton, 1986; Catlin, 1989). A Kalman filter is a linear minimum-variance estimator. The Kalman filter is the best linear filter for any distribution and it is the best filter of all possible linear and nonlinear estimators if the measurement noises as well as the initial state are gaussian. Sensitivity analysis is performed by the Kalman filter by weighting through the covariance matrix. It is believed that a better understanding of parameter error distributions is required before estimation theory can be applied to this work. Although Kalman filters are not used in this dissertation, it is recommended to use them in future extensions of this work.

3.3.1 Sensitivity Analysis Techniques

Common sensitivity analysis techniques include systematic perturbation methods, random perturbation methods, and analytical methods.

One method for performing systematic perturbation is the Brute Force Method (BFM). In BFM, the system of equations representing the physical problem is solved repeatedly by varying one input parameter at a time while keeping all others unchanged. This approach, with minor variations has been applied in Chapters 5 and 6. The variations include the way in which the individual parameters are perturbed. Another variation is to keep the individual parameters unchanged while perturbing everything else to their extreme values. Although the BFM requires more computation time than other methods, it is easily implemented and reliable.
3.3.2 Sensitivity Analysis Results

The results of the BFM sensitivity analysis are used to find the most critical parameters in the order of their effect on the system goals. The tolerance of these critical parameters is known beforehand. At this point, the strategy may differ depending on whether a new robot system is being designed or an existing system is being calibrated.

3.3.3 System Design Strategy

The critical parameters that are identified through the sensitivity analysis are studied. Each parameter perturbation value and its effect on the output is evaluated. If the results are reasonable, then the design is left as it is for that particular parameter dimension and tolerance. If the effect is deemed undesirable, then a decision is made whether to keep the design and calibrate the parameter after building it or to change the design. If a decision is made to change the design, then a tighter tolerance may be specified or the design may be completely revamped. A detailed case study that helps to highlight some of these points is presented in Chapter 6 for the design of URSULA’s BPS.

3.3.4 Existing System Characterization Strategy

For an existing robot system, the list of critical parameters is analyzed and, based on their individual effects, parameters to be calibrated are identified. This decision depends on the allowable end-effector pose error specification. By studying the individual effects of the parameters and the magnitude of pose error they contribute, the parameters to be
calibrated are isolated. Once the parameter characterization process is completed, the actual parameter values are updated and the overall system is tested for end-effector pose error. If the error is out of the specified bounds, then a few more parameter are added to the list of parameters to be calibrated. Thus, this is an iterative process.

In this chapter, the first three steps of the characterization process have been described. Namely, the system modeling, error source identification and error value tolerancing, and the error sensitivity analysis. Chapter 4 contains a description of the remaining steps in this process.
4. Error Minimization and System Update

The preliminary steps in the robot system characterization methodology were discussed in Chapter 3. The remaining steps will be discussed in this chapter. For the case where an existing system is to be calibrated, the next step is to gather accurate experimental data on robot position. Following this, an error minimization is performed on the critical error parameters using the experimentally gathered position data. This minimization finds the values of the critical system parameters that best fit the gathered position data. Once the critical system parameter values are found, they are implemented into the robot control scheme. All of these steps are described in this chapter. Also, for the case of new robot system design, a strategy for system simulation is presented such that the system design goals are satisfied as far as end-effector pose accuracy is concerned.
4.1 End-Effector Position Measurement Techniques

To characterize a robot it is necessary to find the actual values of the parameters used in the kinematic model by the control system for off-line programming. If the nominal (design) values of these parameters are used instead of the actual measured or computed ones, a significant amount of error may accumulate in the desired pose of the end-effector. In order to find these actual system parameter values through optimal calibration, position measurements of the robot end-effector must be taken and the joint angles that produced these end-effector poses recorded. Once this data is recorded, the best values of the system parameters that fit this data can be found by solving the kinematic equations and using the recorded position data. The natural questions that arise now are where to take the data, how much data to take, and what method should be used to take the data.

System identification is a subset of estimation theory (Norton, 1986). Identification is the process of constructing a mathematical model of a dynamical system from observations and prior knowledge. As mentioned in section 2.1 researchers like Born and Menq (1991) have addressed the problem of where to take data in the robot workspace by defining an observability measure using system identification principles. This is an efficient way to collect data as just the minimum amount of data is probably sufficient. On the other hand, if data is taken such that the robot arm configurations span the entire workspace, then it should be satisfactory. This would take into consideration the arm
characteristics over the entire workspace. The minimum amount of required data depends on the number of parameters that are being identified. If end-effector point position data is being taken, then each data point corresponds to three scalar kinematic equations. This implies that the minimum number of points required is one-third the number of parameters. Although this leads to a unique solution, it will probably not be the best solution. In reality, it is better to take as many point measurements as possible and cover as much of the workspace as is feasible in order to optimally define the robot geometry. In this way, a solution can be found that best fits the acquired data in a variety of robot configurations. The approach followed in the examples of this dissertation is to take as much position data as possible. Since this calibration process is performed with the robot off line, computation time and efficiency are lesser issues. In case a more time efficient and autonomous method is desired in future, then methods proposed by Bay (1993) or Borm and Menq (1991) can be adopted. If the robot operates in a subset of the workspace, then measurements should be taken in the local workspace of operation. This will give the best definition of the robot geometry for the specific local workspace.

The remaining question to be answered is how to take the measurements. The following sub-sections will briefly describe some techniques for measuring the robot end-effector position.
4.1.1 Laser-Based Techniques

Several common position measurement methods employ a laser. These include laser interferometry, intersecting laser planes of light, and a custom designed method in which a laser is mounted at the end of a robot arm. A brief description of these laser-based position measurement techniques follows.

Laser interferometry offers accurate, precision measurement in working volumes as large as 28.3 m³ (1000 ft³). Brown et al. (1986 and 1988) give a detailed description of one such system which consists of a laser tracker, one or more retro-reflectors on a moving object, a laser position sensor coupled to servo motors on the tracker, and an interferometer. A six axis pose measuring system employs multiple trackers to measure the position of three retro-reflectors. Each tracker is encoded to accurately measure the laser's azimuth and elevation pointing angles, while interferometry is used to measure the distance along the beam's length. Positions can reportedly be measured to within 8 microns (0.0003 in.) in 3.05 m (10 ft.).

Another laser-based position measurement system consists of a mobile detector and two or more scanning heads (Spatial Positioning Systems, 1995). Each head produces two moving planes of light that scan a large workspace. The detector's position defines the intersection of the planes of light, which then gives the detectors position in the workspace. This position is calculated from two sets of azimuth and elevation angles from the two heads.
A third measurement system includes a laser which is physically mounted on the robot arm at a certain known location. Three or four accurately located targets are placed in the workcell such that the laser beam can be pointed at these targets. The targets may consist of light sensors. The target locations in the world frame are known. Now the laser is aimed and pointed at the targets and the joint angles are then recorded. This process is repeated for many configurations of the robot arm; the same target can be shot with different arm configurations. With enough data, the required geometric parameters of the robot can be calculated. This approach was implemented by the Robotics and Mechanisms group at Virginia Tech as a possible solution for BWNT’s URSULA BPS problem. The first two laser-based systems described offer high performance, but they involve many complex components and are expensive. The laser-on-arm method is not expensive, but it involves careful design and assembly of the laser fixture, and it depends on accurate knowledge of the targets if the base position of the robot is desired, which is true in most of the cases.

4.1.2 Acoustic Systems

Acoustic systems use the time of flight of acoustic signals to determine the distance between acoustic source/receiver pairs. Expensive tracking hardware is not required for most acoustic systems because sound can propagate in all directions. Tidwell et al. (1993) describe such a system for measuring the pose of an underwater mobile robot (URSULA) in a nuclear reactor vessel. Accuracies of 20 mm (0.8 in.) are possible when
operating at ranges up to 100 m (328 ft.) in homogeneous underwater environments. Another acoustic system, used in air, consists of a hand-held pointing device and a fixed digitizing frame that contains three or more sound receivers (Science Accessories Corporation, 1995). Two sound emitters, precisely mounted on the pointing device, help the tip of the pointer to be located within the digitizer’s workspace. The pointing device can be attached to the robot end-effector for the purpose of taking position measurements. This system has been employed as the measurement system for the application described in Chapter 5. Accuracies of 0.5 mm (0.020 in.) are reported in volumes of 2.4 m³ (85 ft³) as a result of testing done by the author. Acoustic systems are less expensive than those based on laser interferometry, but they are not nearly as accurate and are sensitive to acoustic noise interference and variations in the propagation medium.

4.1.3 Calibration Template

Another approach for measuring end-effector position involves physically touching known points on a calibration template. A pointer-like touch probe is attached to the end-effector. The calibration template is a precise grid of known points rigidly located in the workspace of the robot. The template’s location is also known in the world frame which is needed if the robot base pose is to be calculated. Care must be taken to locate the pointer exactly at the grid point with minimal applied force. This can be simple to implement over a small portion of the robot’s workspace, but it may be impractical to build a template such that the whole robot workspace is covered. As a result of this, the
parameters that are identified will be reflecting the arm characteristics only in that small region of the workspace.

4.1.4 Computer Vision

Computer vision offers many approaches to sense the pose of objects, including stereo, multi-view monocular, and single-view monocular imaging. Stereo vision utilizes corresponding points in images obtained from two cameras with a known relative pose. The advantage of this method is that specific prior knowledge about the object geometry is not required. The disadvantages are that two cameras must be used and establishing a correspondence in the two images can be difficult. Multi-view monocular imaging is similar to stereo, but uses a single camera that undergoes known relative motion to create multiple images of the same object. Single-view monocular imaging requires only a single view from one camera and can be used if prior knowledge of the object geometry is available. The camera can be mounted on the end-effector with a known geometric object located in the workspace or vice versa. In some applications, computer vision can provide pose accuracies that are substantially better than acoustic systems, and at significantly lower costs than laser systems. The disadvantage to this approach is the long development effort that is often required. The time involved in developing the vision algorithms and in calibrating the camera can be extensive. Fallon et al. (1994a) describe a method to compute the static pose of a workpiece relative to a robot end-effector. Fallon (1995) also presents a technique to improve the positioning performance.
of robots by using computer vision. Both the work described in this dissertation and Fallon's work have the goal of improving the positioning capability of robots. The two approaches proposed to achieve the common goal, however, are vastly different. These approaches are not mutually exclusive though, they can be combined to achieve the best of both control methods. Using a built-in vision measurement system to optimize the system calibration parameters as described earlier would be such a common approach. This optimization can be easily performed whenever required, especially after the robot is serviced or re-configured. In addition, the vision system could provide pose information for small control corrections and quality assurance verification.

4.1.5 Theodolite

A theodolite is an instrument that is commonly used in surveying (Cooper, 1982). It gives the azimuth angle of the target relative to the instrument and elevation angle of the target relative to the horizontal. A ranging theodolite also gives the horizontal distance from the theodolite to the target. Either a theodolite or a ranging theodolite can be used as the end-effector position measurement system. If a theodolite is used, it is necessary to use at least two which are placed at fixed known locations in the world frame. A target is placed on the end-effector tool. This target is tracked manually by the two theodolites and two sets of azimuth and elevation angles are obtained. Using triangulation the end-effector position can be measured. If a ranging theodolite is used instead, only one is
needed. It gives the azimuth and elevation angles as well as the range distance information.

4.1.6 Precision Linear Axes

There are precision instruments available with one two, or three linear axes. One such instrument is a Coordinate Measuring Machine (CMM). These linear axes may have sub-micron resolution. One possibility is to use the CMM as the end-effector position measurement system. The end-effector has to be moved to the desired location and then the CMM tool is moved appropriately such that the desired position is measured. Another very precise set of axes is the Anorad axes. They have a resolution of 0.2 microns. Other companies, such as Adept, have linear axes that are modular and can be used to build a custom set of axes (either one, two, or three). For a linear travel of 1000 mm, the positional accuracy of the Adept axes is 50 microns.

The techniques for measuring a robot’s end-effector position that were presented here are not intended to be comprehensive. Other techniques like photogrammetry, techniques involving using Linear Variable Differential Transformer (LVDT), and other custom-made methods are also available.
4.2 Error Minimization Techniques

Reinholtz (1983) gives a concise introduction to the theory of optimization. He has applied optimization theory to the synthesis of spatial mechanisms. The purpose of optimization is to find the best result for a given set of circumstances. The best result is usually a minimization or a maximization of some scalar objective function. A maximization problem can usually be represented without any loss of generality as a negative minimization problem. The optimization problem is formulated such that the objective function is expressed as a function of a set of design parameters or variables over which the user has control. Allowable values of the design variables may be limited by constraints which are also expressed as functions of the design variables.

An optimization problem can be stated in the following general form (Rao, 1984):

\[
\text{Find} \quad X = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{bmatrix} \quad (4.1)
\]

which minimizes \( f(X,\Theta) \) subject to inequality constraints

\[
g_j (X,\Theta) \leq 0, \quad j = 1, 2, \ldots, m \quad (4.2)
\]

and equality constraints
\[ l_j(X, \Theta) = 0, \quad j = m+1, m+2, \ldots, p \] (4.3)

Here \( \Theta \) is an independent set of input variables having a predetermined range, \( X \) is called the design vector, and \( f(X, \Theta) \) is called the objective function. The design vector \( X \) contains the design variables \( x_1, x_2, \ldots, x_n \). The end-effector of a 6 degree-of-freedom robot can be described in the world frame by:

\[
^wT = ^0T ^1T ^2T ^3T ^4T ^5T ^6T
\] (4.4)

where,

- \( ^wT \) denotes the world frame,
- \( ^0T \) denotes the tool frame,
- \( ^0T \) denotes the robot base frame,
- \( ^1T, ^2T, \ldots, ^6T \) denote the robot link frames,
- \( ^0T \) and \( ^6T \) are represented using the fixed angle convention as shown in equation 3.4,
- and the remaining link description frames are represented using the DH convention as shown in equation 3.1.

The position of a point in the tool frame can be described in the world frame using the result from equation 4.4 as:

\[
^wT ^7P = ^wP
\] (4.5)

where,

- \( ^7P \) is the position vector defining the point in the tool frame, and
- \( ^wP \) is the position vector defining the same point in the world frame.

Equation 4.5 is a homogeneous vector equation. It contains three scalar equations that represent the \( x, y, \) and \( z \) coordinates of the point. In the robot system characterization
problem, the design variables are embedded in $wT$. The objective of the optimization problem is to minimize the error between the measured positions of the tool and the nominal values of the tool position. A logical, popular, and tried-and-tested approach to such problems has been to minimize the sum of the squares of the position vector errors for all the data points. This approach is called the least squares minimization. The objective function (O.F.) for the robot system characterization problem is:

$$\sum_{i=1}^{n} \left\| wP_i^{Measured} - wP_i^{Nominal} \right\|^2$$  \hspace{1cm} (4.6)

where,

\textit{n is the total number measured data points.}

This minimization problem can be solved using an unconstrained nonlinear optimization technique. Most of the available nonlinear optimization techniques have been developed for solving unconstrained problems. This is not a serious limitation because most of these methods can be extended to handle constrained problems, either by directly considering the constraints or by transformation to an unconstrained problem by using penalty functions. Unconstrained nonlinear minimization techniques are divided into two groups: direct search methods and descent (or gradient) methods. The gradient methods require either an analytical or a numerical derivative of the objective function with respect to the design variables, whereas the direct search methods do not. The direct search methods include random search, grid search, pattern search (Powell’s method and Hooke and Jeeves’ method), method of rotating coordinates (Rosenbrock’s method), and
simplex method. The descent methods include steepest descent method, conjugate gradient method (Fletcher-Reeves), Newton’s method, and variable metric method (Davidson-Fletcher-Powell).

Eason and Fenton (1974) have given a comparison of the many optimization methods commonly used to solve mechanical design problems. None of the codes tested by them fulfilled their requirement that ideal computer code for design optimization should solve any problem conveniently and at moderate cost. One method did stand out above the others though, namely, the pattern search method of Hooke and Jeeves.

More rigorous identification can be accomplished by using estimation theory to model observation noise (Deutsch, 1965).

4.2.1 Hooke and Jeeves Method

Based on the findings of Eason and Fenton’s (1974) regarding the Hooke and Jeeves method and examples of successful application to kinematics problems such as Reinholtz (1983), it was decided to use the Hooke and Jeeves method to solve the optimization problems in this dissertation.

This method is a direct, sequential stepping technique consisting of alternating exploratory and pattern moves. The exploratory move seeks to determine the local behavior of the objective function, and the pattern move uses this information in an attempt to jump to an improved position. Reinholtz (1983) gives a detailed description of
this method for a two-dimensional problem. Calkins (1995) developed the implementation of the Hooke and Jeeves algorithm that was used in this work. It also incorporates range penalty functions in case the design variables are constrained to lie in a particular range. The kinematic equations and the objective function must be supplied by the user. This method was found to be extremely robust and powerful, though it may not be as efficient as other methods. It should be cautioned that none of the nonlinear optimization methods can discriminate between a local and global minimum.

4.2.2 Other Methods

Another method was tested for this application which involved utilizing the direction of steepest descent in conjunction with line-searching techniques. This method was quicker in converging to minimum than the Hooke and Jeeves method, but it was less robust. The reader is referred to Rao (1984) for details on other nonlinear optimization techniques.

4.3 Control-Strategy Implementation Techniques

Once the critical robot system parameters are determined through optimization, their values need to be used in the kinematic model of the control system. This section describes the some ways in which this can be accomplished.
4.3.1 Calibration Process Goals

Before implementation can be attempted, it is important to check the characterization results. The optimized values of the parameters are used in the robot system model and a few new data points are used as the test set. The joint angles required for the newly measured configurations are stored. Now the end-effector position is calculated using the updated system model and compared with the measured positions. If the results are within the specified accuracy, the process can be stopped here. If the results are not satisfactory, additional manipulator parameters can be included in the optimization process. This procedure is repeated until the required accuracy is reached or until the parameter set is exhausted and no further improvement can be obtained.

4.3.2 Denavit-Hartenberg Parameter Update

One method for the implementation of the optimized system parameter values in the control system is to directly update the DH table and the base and tool transforms. This effectively redefines the geometry of the robot system to better match the measured results. This may at first appear simple from an implementation point of view. However, it is cautioned that this will significantly complicate the inverse kinematics of many robot systems. This is because almost all industrial robots take advantage of special geometry to simplify the inverse kinematics. Inverse kinematics solutions for a general six-revolute-joint robot are presented by Lee et al. (1991). They present a closed-form method for deriving the 16th degree polynomial defining the inverse kinematics.
Numerical techniques are then used to solve this polynomial. Once the sixteen solutions are presented, it is necessary to isolate the correct and required solution. This may be a non-trivial task. Almost all commercially available robots have a simplified geometry that leads to a governing equation of degree four or less. Changing even one parameter value by a small amount may lead to the general sixteen degree polynomial solution.

Another approach to the inverse kinematic computation is to iterate on the forward kinematics. This is the approach employed by the robot simulation software developed by New River Kinematics (1995) called Rhobot Pro. This software has been used in this dissertation as a tool for checking results and as a visualization aid. Rhobot Pro is also used to control the PUMA 562 robot that is discussed in Chapter 5. It is capable of accepting updated values of the robot parameters.

4.3.3 Goal Mapping

Another approach to implementation of optimization results is called goal mapping. This involves developing an algorithm and implementing it in the control system. Essentially this algorithm converts the target goal position of the end-effector into a fictitious goal such that the end-effector actually moves to the desired goal. This is because the control system still has the nominal values for the robot system parameters, but the goal mapping algorithm uses the optimized values to give a fictitious goal. The advantage of this approach is that the nominal values in the control system are untouched and hence the
inverse kinematics is not complicated. The disadvantage of this approach is that the goal mapping algorithm itself may be difficult to develop and implement.

4.4 Simulation in the Design of New Robot Systems

If a robot system design exists only on paper, it will not be possible to take measurements of the end-effector position. Therefore, it is necessary to simulate the robot system with some error introduced in the system parameters to check for their effect on the end-effector positional error. This simulation is intended as a design tool to help in arriving at the optimum design for both cost and accuracy performance. The steps in this simulation process are similar to those in the existing system characterization process. The first step is to model the robot system using the techniques presented in Chapter 3. Then, all the error sources are identified and their ranges are defined based on the components selected and the manufacturing tolerances. The system model, the error parameters, and their ranges are used to perform a sensitivity analysis on the end-effector positional error. Critical parameters are isolated and ranked in the order of their effect on the output error. The next step is to simulate errors and get end-effector position information in lieu of taking measurements. This is described in the following sub-sections.

4.4.1 Define Real World and Ideal World

Simulation of the errors in a robot system involves defining the real world and the ideal world. The real world is the as-built robot and the actual environment, i.e., it contains
errors. The ideal world is the nominal robot and its nominal environment, i.e., all values are exact. To simulate the real world, the critical error parameter values are randomly generated within their respective ranges. These randomly generated values are added to nominal parameter values to define a possible as-built case. At this point, we have a computer simulated as-built robot and its environment. This simulated robot is moved through a pre-determined sequence of joint motions and the end-effector position is recorded along with the joint angles for a series of points in the workspace. Some error can also be added to the end-effector position to simulate the measurement system error. Now, we have simulated measurement data. To get the nominal end-effector position, the ideal world simulation, which contains the nominal kinematic model for the robot system, is used.

4.4.2 Calibration of Critical Parameters

The simulated measured position information is used along with the nominal position information to go through an error minimization process similar to the one described in section 4.2. The optimization results are used to update the critical parameter values in the control system. Then, the newly designed robot system is tested using the modeled results at new points to see if the positional accuracy is acceptable. If the accuracy is acceptable, then the design is deemed acceptable and further development is undertaken. If the accuracy is still unacceptable, then either more accurate components (e.g. more accurate joint encoders) are selected or tolerances on the machined parts are made tighter.
Another option is to decide to add more critical parameters to the list that needs calibration and repeat the simulation. After this second simulation if the robot system meets the accuracy criteria, then the next step is to perform a rigorous overall simulation which is described in the next sub-section. If the desired accuracy is still not met, then the process is repeated until the robot performance is satisfactory.

4.4.3 Testing of Simulation

This overall simulation is performed to test the robustness of the design before the robot is actually built. The simulation involves performing a random generation of error values and going through the previously described calibration/design evaluation simulation over and over many times. The end-effector positional error is the ultimate evaluation criterion. This error is calculated at the end of each simulation iteration. Using a random generation of error parameter values in each iteration and a significant number of iterations, the design’s robustness is tested. All the positional error information can be graphed and analyzed to see if it is within acceptable range and confidence interval. If this overall simulation gives acceptable results, the design can be further developed and built. If the results are not satisfactory, then more precise components must be selected or the overall system must be redesigned.

This chapter dealt with end-effector position measurement techniques and critical parameter optimization techniques for existing robot system characterization. It also contains a general strategy for simulation of a robot system design for end-effector
positional accuracy evaluation and parameter calibration. This simulation technique has been applied to the BPS design of URSULA in Chapter 6.
This chapter describes the application of the robot system characterization methodology to a PUMA 562 existing industrial robot. A brief description of the PUMA robot is presented first. Then the PUMA system model is developed, followed by the identification of sources of pose errors in the robot system. Next the sensitivity of the PUMA system parameters is discussed. The results of the sensitivity analysis are used to isolate the critical error parameters that require optimization. The experimental position measurement system (an acoustic digitizer) is then described followed by a description of the measurement process. The acoustic digitizer performance is first tested and statistically characterized before it is used to take robot end-effector position measurements. The critical parameters are then optimized using the data gathered in the experimental position measurement process and the results are discussed. Finally, these
optimized parameter values are implemented into the robot control system. The desired end-effector positioning accuracy for the PUMA system is ± 2 mm.

5.1 Description of the PUMA 562 Robot

The UNIMATE PUMA 562 robot is a computer controlled serial robot system manufactured by Unimation Incorporated, which was a Westinghouse company in 1987, the year in which this particular robot was manufactured. The PUMA 562 has six rotational degrees of freedom. A model of the PUMA 562 robot base and serial arm is shown in Figure 5.1. All the coordinate systems are also shown. The coordinate frames were assigned using the Denavit-Hartenberg convention described previously.
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Figure 5.1: Model of PUMA 562
The coordinate frame with subscript 0 is the PUMA fixed frame. This frame is also referred to as the base frame. Frame \{1\} is attached to the waist joint. The base frame is coincident with the waist joint frame when \(\theta_1\) (waist joint angle) is zero. Frame \{2\} is attached to the shoulder joint. Frame \{3\} is attached to the elbow joint. The shoulder joint axis and the elbow joint axis are parallel. The axes of joints 4, 5, and 6 have a common intersection point at their origins. The joint axes 4, 5, and 6 are all mutually orthogonal. In many industrial robots, these three joints are referred to as the wrist joints. The wrist joints are in a roll-pitch-roll configuration. Joint 4 is the first wrist roll axis, joint 5 is the wrist pitch axis, and joint 6 is the second wrist roll axis.

Along with the robot arm, the PUMA 562 system consists of the controller, teach pendant, software (VAL II), and peripherals. The controller houses the components that control and power the robot arm. The peripherals include the Video Display Terminal and a disk drive unit. The teach pendant is used to manipulate the PUMA end-effector to desired locations. These locations can be recorded by the teach pendant to enable future robot moves to the same position. Robot programming can be done through the teach pendant or the video display terminal keyboard. In any of the programming methods, all taught points are stored as precision points (position information stored in the form of joint angles), transformations (point locations referenced to the robot base fixed coordinate system), or compound transformations (point locations referenced to previous locations as a measurement from a Cartesian coordinate system fixed to the robot tool
mounting flange). Real-time computations are performed during the actual running of the robot programs to convert stored data to position information.

The controller transmits instructions from its computer memory to the robot arm. Position data, obtained from incremental encoders and potentiometers in the robot arm, is transmitted back to the controller to provide closed loop control of arm motion. The robot interacts with its environment by using external input, output, and control signals.

The robot controller can run VAL II software. This is a high-level language that is a complete robot control system apart from being a programming language. The software is stored on a floppy disk. The disk drive is used to load the software to computer memory.

The robot arm weighs 63 kg (140 lb) and has a reach of 0.92 m (36.2 in.). It can carry a static payload of 4 kg (8.8 lb). The published repeatability of the PUMA 562 robot arm is ± 0.1 mm (± 0.004 in.). For a more detailed description of the PUMA system including mechanical details of the robot arm, the reader is referred to the PUMA equipment manual (Unimation Inc.).

5.2  System Model

Since the PUMA has six revolute joints the Denavit-Hartenberg parameter table consists of six rows. The last column of the DH table contains the joint angles. These joint angles are shown as a sum of the initial angles (zero offset) and the joint displacements.
The zero offsets are parameters that may need to be calibrated through optimization. Table 5.1 shows the DH parameters for the PUMA. Nominal values for the link lengths are given in millimeters in the PUMA equipment manual. Unimation does not adopt the DH convention in their kinematic model. As a result, the zero location of the elbow joint is different from the DH assignment, such that $\theta_3^* = \theta_3 - 180^\circ$ where $\theta_3^*$ is the elbow joint angle using Unimation's convention. This angle mapping has been implemented in the code when the joint angles are read in from the data file for the purposes of the work pertaining to this dissertation.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$i$ & $a_{i-1}$ & $d_i$ & $\theta_i$ & Joint Ranges \\
\hline
1 & 0 & 0 & $\theta_i = \theta_{i1} + \theta^i$ & -160 to +160 \\
2 & -90 & 0 & $\theta_2 = \theta_{i2} + \theta^2$ & -225 to +45 \\
3 & 0 & 432 & 149.5 & $\theta_3 = \theta_{i3} + \theta^3$ & -225 to +45 \\
4 & -90 & 20.3 & 433 & $\theta_4 = \theta_{i4} + \theta^4$ & -110 to +170 \\
5 & 90 & 0 & 0 & $\theta_5 = \theta_{i5} + \theta^5$ & -100 to +100 \\
6 & -90 & 0 & 0 & $\theta_6 = \theta_{i6} + \theta^6$ & -180 to +180 \\
\hline
\end{tabular}
\caption{Nominal Denavit-Hartenberg Parameter Table for PUMA (angles in degrees, lengths in millimeters)}
\end{table}

where,

$\theta_{i1}$ are initial joint angles and $\theta^i$ are relative joint displacements for $i = 1, 2, ..., 6$.

The joint ranges are the physical limits of the joint motion set in the software.

Equation 5.1 describes the position of a point on the tool in the world frame:

\begin{center}
\text{Chapter 5 - Application to an Industrial Robot}
\end{center}
\[ \begin{array}{c}
\begin{aligned}
\overrightarrow{wT} &= \overrightarrow{0T} \overrightarrow{1T} \overrightarrow{2T} \overrightarrow{3T} \overrightarrow{4T} \overrightarrow{5T} \overrightarrow{6T} \overrightarrow{7T} \overrightarrow{P} = \overrightarrow{wP} \\
\end{aligned}
\end{array} \tag{5.1} \]

where,

\( \overrightarrow{wT} \) is the transformation matrix from fixed PUMA base frame to world frame,

\( \overrightarrow{0T} \) is the transformation matrix from waist frame to fixed PUMA base frame,

\( \overrightarrow{1T} \) is the transformation matrix from shoulder frame to waist frame,

\( \overrightarrow{2T} \) is the transformation matrix from elbow frame to shoulder frame,

\( \overrightarrow{3T} \) is the transformation matrix from first wrist roll frame to elbow frame,

\( \overrightarrow{4T} \) is the transformation matrix from wrist pitch frame to first wrist roll frame,

\( \overrightarrow{5T} \) is the transformation matrix from second wrist roll frame to wrist pitch frame,

\( \overrightarrow{6T} \) is the transformation matrix from tool frame to second wrist roll frame,

\( \overrightarrow{7T} \) is the position vector of the desired point in the tool frame, and

\( \overrightarrow{wP} \) is the position vector of the desired point in the world frame.

The transformation matrices and the position vectors in equation 5.1 are described below in equation form:

\[ \overrightarrow{wT} = \begin{bmatrix}
\cos\alpha \cos\beta & \cos\alpha \sin\beta \sin\gamma - \sin\alpha \cos\gamma & \cos\alpha \sin\beta \cos\gamma + \sin\alpha \sin\gamma & x \\
\sin\alpha \cos\beta & \sin\alpha \sin\beta \sin\gamma + \cos\alpha \cos\gamma & \sin\alpha \sin\beta \cos\gamma - \cos\alpha \sin\gamma & y \\
-\sin\beta & \cos\beta \sin\gamma & \cos\beta \cos\gamma & z \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{5.2} \]

where,

\( x, y, \) and \( z \) describe the position of the fixed PUMA base frame in the world frame,

\( \alpha, \beta, \) and \( \gamma \) describe the fixed-angle orientation of the fixed PUMA base frame in the world frame.

\[ \overrightarrow{0T} = \begin{bmatrix}
(c\theta_0 \cos\theta^1 - s\theta_0 s\theta^1) & -(s\theta_0 \cos\theta^1 + c\theta_0 s\theta^1) & 0 & a_0 \\
(s\theta_0 \cos\theta^1 + c\theta_0 s\theta^1)sc\alpha_0 & (c\theta_0 \cos\theta^1 - s\theta_0 s\theta^1)sc\alpha_0 & -s\alpha_0 & -s\alpha_0 s_d_1 \\
(s\theta_0 \cos\theta^1 + c\theta_0 s\theta^1)s\alpha_0 & (c\theta_0 \cos\theta^1 - s\theta_0 s\theta^1)s\alpha_0 & c\alpha_0 & c\alpha_0 s_d_1 \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{5.3} \]
where, the link parameters (for \( i = 1 \)) are shown and described in Table 5.1.

\[
\begin{bmatrix}
    (c\theta_{a2}c\theta^2 - s\theta_{a2}s\theta^2) & - (s\theta_{a2}c\theta^2 + c\theta_{a2}s\theta^2) & 0 & a_i \\
    (s\theta_{a2}c\theta^2 + c\theta_{a2}s\theta^2) & c\alpha_1 & -s\alpha_1 & -s\alpha_1 d_2 \\
    (s\theta_{a2}c\theta^2 + c\theta_{a2}s\theta^2) & s\alpha_1 & (c\theta_{a2}c\theta^2 - s\theta_{a2}s\theta^2) & c\alpha_1 \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]  

(5.4)

where, the link parameters (for \( i = 2 \)) are shown and described in Table 5.1.

Similarly, transformation matrices \( \dot{3}_x \) to \( \dot{2}_x \) can be described using the same DH convention and using the link parameters shown in Table 5.1, and

\[
\begin{bmatrix}
c\alpha_T c\beta_T & c\alpha_T s\beta_T s\gamma_T & -s\alpha_T c\gamma_T & c\alpha_T s\beta_T c\gamma_T + s\alpha_T s\gamma_T & x_T \\
 s\alpha_T c\beta_T & s\alpha_T s\beta_T s\gamma_T & +c\alpha_T c\gamma_T & s\alpha_T s\beta_T c\gamma_T - c\alpha_T s\gamma_T & y_T \\
 -s\beta_T & c\beta_T s\gamma_T & c\beta_T c\gamma_T & & z_T
\end{bmatrix}
\]

(5.5)

where,

\( x_T, y_T, \) and \( z_T \) describe the position of the tool frame in the last link frame, i.e., the second wrist roll joint frame,

\( \alpha_T, \beta_T, \) and \( \gamma_T \) describe the fixed-angle orientation of the tool frame in the last link frame.

\[
\begin{bmatrix}
0 \\
0 \\
0 \\
1
\end{bmatrix}
\]

(5.6)

where,

the desired point on the tool is defined such that it is always at the origin of the tool frame.
Equations 5.2 to 5.6 describe the individual transformation matrices that are part of equation 5.1, which maps the position of a desired point on the tool into the world frame. To get an accurate position of a point in the world frame, it is necessary to have accurate values of the parameters in equation 5.1. Since only nominal values of these parameters are known, a characterization process must be undertaken to find the as-built values of the parameters in equation 5.1 that best describes the geometry of the physical robot system. Once this characterization process has been completed, equation 5.1 can be used to position the tool of the robot at a desired point location. The following sections describe the characterization process for the PUMA robot system.

5.3 Sources of Pose Error

The system model of the PUMA is analyzed to identify the system parameters. The system parameters that are potential sources of error are then listed. These parameters can be obtained from equation 5.1. The sources of robot end-effector pose error are listed below:

1. The description of the pose of the robot base in the world frame ($^{\text{w}}T_{\text{b}}$) contains six parameters. These parameters are $x$, $y$, $z$, $\alpha$, $\beta$, and $\gamma$. These parameters depend on robot installation in the work area and are prone to error. These need to be characterized every time the robot is installed in a new work environment for tasks that involve accurate positioning. (Total 6 parameters).

2. For all the six robot arm links the DH parameters are sources of pose error. These DH parameters are link lengths ($a_{i-1}$), link twist angles ($\alpha_{i-1}$), and link offsets ($d_{i}$).
Also, the initial joint angles (joint offsets) for all six joints are sources of error. In the DH table these are represented by $\theta_{ni}$. Therefore there are four parameters per link. (Total 24 parameters).

3. The tool frame is represented in the second wrist roll frame by the fixed-angle convention. There are three position parameters ($x_7, y_7, z_7$) and three orientation parameters ($\alpha_7, \beta_7, \gamma_7$) in this transformation matrix ($T_7^6$). These six parameters are also sources of pose error. But in our case, only the three position parameters are considered as sources of error since we are only interested in the position of a point on the tool. In cases where orientation is important the three orientation parameters are also included as sources of pose error. (Total 3 parameters).

These are the 33 error parameters. These parameters need to be bounded based on the knowledge of PUMA, its joints, encoders, and the tool. The error range values are presented below.

1. The position of the robot base in the world frame can be measured approximately to within 10-15 mm. Assuming it can be approximated to within $\pm 15$ mm, this number is used as the error range for $x$, $y$, and $z$. The orientation of the robot base can be measured approximately to within $\pm 2$ deg. This number will be used as the error range for $\alpha$, $\beta$, and $\gamma$.

2. Even though there may be geometric tolerances on the links and joints for manufacture and assembly, it is possible that the as-built values of the system parameters vary significantly more than these tolerances. This is because the DH convention represents the kinematic description of the robot, which does not correspond physically to the robot links. Therefore, for the purposes of sensitivity analysis, broad error values were used. For all six link lengths ($a_{i1}$) the error range value of $\pm 2.5$ mm was used. For the link twist angles ($\alpha_{i1}$), the error range used is $\pm 1$
deg. For the link offset \((d_i)\) the range used is ±5 mm. A large value is used for this because it is a parameter that can vary a large amount with just a small skew in the joint axis. For the initial joint offset angles \((\theta_{ini})\) the error range used is ±10 deg. The joint offset angle is prone to a large error because the encoders are mounted on the joint servomotor end of the joint drive system. After the encoder there is a gearing system through which motion is transmitted before the joint. Because of this situation the joint physical zero does not correspond to the encoder zero. Large errors are possible. Even though the PUMA robot comes with a diskette which contains potentiometer calibration values, a change in the components or disassembly will change these values. Also, if this calibration information is unavailable then characterization is even more important. Furthermore, all the desired parameters can be characterized at the same time instead of performing different calibration procedures for each different type of parameter.

3. The tool frame origin position can be approximated to within ±2 mm. This error range will therefore be used for \(x_T\), \(y_T\), and \(z_T\). These parameters are part of \(\mathbf{T}_T\).

The sources of geometric error in the PUMA robot system have been described in this section. These error parameters have been assigned an error range for the purpose of sensitivity analysis based on possible error values for the parameters.

### 5.4 Sensitivity Analysis

The effect of the 33 error parameters on the end-effector position error is analyzed in this section. This sensitivity analysis algorithm was coded in C. The steps in the sensitivity analysis code are outlined below.
1. Read in nominal values of the parameters, the joint angle limits, and the error ranges for all the parameters from a data file.

2. Include loops such that many robot configurations can be used to test sensitivity. For each joint angle, four positions were used in its joint angle range. Include all six joint angles in this nested loop module. These are the joint angle values at which the position of the end-effector is evaluated.

3. Next, for all the 33 error parameters, we calculate the tool pose with the nominal values. Then we perturb one parameter at a time to its extreme error range and re-evaluate tool pose. This tool pose is compared with the nominal tool pose. The difference of the two gives the error position vector and also the biggest error rotation angle. These two values are printed in an output file. This process of finding the position error vector and largest rotation error angle for the 33 parameters is repeated for all the joint angle configurations generated in step 2.

4. The perturbation of the individual parameters is performed in four different ways. First, all parameters are kept at the nominal value and each one is individually perturbed to the positive extreme value in its error range. Second, all parameters are kept at the nominal value and each parameter is individually perturbed to the negative extreme value in its error range. The third way is to keep all the parameters at the positive extreme value in the error range and to individually perturb each parameter value to the negative extreme. Finally, all the parameters are kept at the negative extreme and each parameter value is individually perturbed to the positive extreme. There are convexity assumptions here.

This sensitivity analysis was performed using the nominal parameter values shown in section 5.2 and the error range values shown in section 5.3.
The results of the sensitivity analysis show that translation parameters have a one-to-one effect on the position of the tool frame. If the error value is 2 mm, then we will see a 2 mm error in the output due to this parameter. This effect is uniform throughout the robot. When there is interaction between more than one translational error parameter, it becomes hard to visualize the effect on the output. Translational error parameters individually do not have any effect on the orientation of the tool frame. Another observation made from the sensitivity analysis results is that errors in the initial joint angles caused the most error in the position of the tool frame. This is because angular errors are amplified out at the end of the arm. Therefore, the closer an angular error parameter to the base or waist joint (away from the tool frame) the greater its effect on the tool frame error. Of course the particular joint angle configuration dictates which error parameters are most critical. In other words, it is possible, in some configurations, for the elbow joint error to have a greater effect than the waist or shoulder joints on the tool frame error. From these results we can conclude that all the angle parameters require characterization, since their effect is magnified. They also contribute to tool frame orientation errors. For the translational parameters a decision can be made based on what tool frame positioning accuracy is desired. Since in our case it was assumed that the robot base position error could be as great as 15 mm, it was decided to add these parameters into the optimization. In fact, all the 33 parameters were added to the optimization since none of them are known to within $\pm 2$ mm, which is the desired positioning accuracy for the tool. It was still important to perform sensitivity analysis because the effect of the angular parameters could be
quantified and also insights about the system design were gained. A sample of the parameters and their effects are shown in Table 5.2 below. A complete set of 33 parameters for one joint configuration and one perturbation style are given in Appendix 1.

**Table 5.2:** Sensitivity Results for Nominal Set, Positive Individual  
(Joint angle configuration: $\theta_1 = -160, \theta_2 = -225, \theta_3 = -225, \theta_4 = -110, \theta_5 = -100, \theta_6 = -180$)  
(Lengths in millimeters, angles in degrees)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Error Range</th>
<th>Position Error (mm)</th>
<th>Max. Rotation Error (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base x ($x$)</td>
<td>15</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>Base Rz ($\alpha$)</td>
<td>2</td>
<td>12.9</td>
<td>-2 about z</td>
</tr>
<tr>
<td>Alpha 2 ($\alpha_2$)</td>
<td>1</td>
<td>6.9</td>
<td>-0.69 about x</td>
</tr>
<tr>
<td>Theta 3 ($\theta_{i3}$)</td>
<td>10</td>
<td>75.3</td>
<td>0.18 about z</td>
</tr>
<tr>
<td>d 4 ($d_4$)</td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>a 5 ($a_5$)</td>
<td>2.5</td>
<td>2.5</td>
<td>0</td>
</tr>
<tr>
<td>Yt ($y_7$)</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Theta 1 ($\theta_{i1}$)</td>
<td>10</td>
<td>64.5</td>
<td>-10 about z</td>
</tr>
<tr>
<td>Theta 4 ($\theta_{i4}$)</td>
<td>10</td>
<td>44.3</td>
<td>-2.07 about y</td>
</tr>
<tr>
<td>Theta 6 ($\theta_{i6}$)</td>
<td>10</td>
<td>36.3</td>
<td>0.51 about x</td>
</tr>
</tbody>
</table>

The conclusion from the sensitivity analysis is to optimize all the 33 parameters. The following sections will describe the PUMA tool position data measurement and the optimization process.

### 5.5 Position Data Measurement

The next step after sensitivity analysis is to take position measurements of the robot arm end-effector while recording the joint angle values. The measurement system that was
used is an acoustic digitizer manufactured by Science Accessories Corporation (SAC, 1993).

5.5.1 Acoustic Digitizer Description

The acoustic digitizer is a Science Accessories Corp. model GP-12XL. It has a 2.4 m x 2.4 m x 2.4 m working volume. Figure 5.3 shows a photograph of the acoustic digitizer microphone array. The digitizer comes with the microphone array, hand-held probe with emitters, a pilot calibration assembly, software, and cables. There are four microphones arranged in a diamond-shaped array at known distances from each other (90 cm).

Acoustic digitizers are based on sound propagation between two points (a sound emitter and a sound receiver) at a speed which is known or can be calibrated. If a sound wave travels from a single emitter to three or more receivers that are positioned relative to each other in a known geometry, and the speed of sound and times of flight are known, it is possible to calculate the location of that emitter in three dimensional space.

One practical limitation of acoustic digitizers is that every emitter/receiver combination being used requires a direct line of sight. The probe emitters should face the microphone array. The higher the degree to which the speed of sound is calibrated, the higher the level of digitized accuracy. The SAC acoustic digitizer supports two types of real time speed-of-sound compensation, namely, probe compensation and pilot compensation.
These methods measure the speed of the sound in the digitizing environment at the time of digitizing.

Probe compensation works well in 1 m x 1m x 1m volumes. Probe compensation relies on knowing the distance between the two probe emitters and iteratively adjusting the speed-of-sound compensation factor until the digitized distance between the emitters is correct. A photograph of the probe is shown in Figure 5.2. The probe consists of two emitters and a probe tip which can be seen in the photograph. The distance of the probe tip from the two emitters is a calibrated distance that is supplied by the manufacturer along with the digitizer equipment. The digitized point is the probe tip. Pilot compensation is more accurate, particularly in larger volumes, than probe compensation. Pilot compensation requires additional hardware called the pilot bar which is assembled to the microphone array and is shown in Figure 5.3. Pilot compensation uses an emitter fixed at a calibrated distance from one or more receivers. Each time the offset probe is digitized, the pilot distance is also digitized, allowing calculation of the current speed of sound.

Figure 5.2: Acoustic Digitizer Probe
The GP-12XL control box is attached to a computer through a serial line. The digitizer software runs in DOS. The software allows the user to store the digitized data in a text file as x, y, and z position information. The probe emitters are digitized by either pressing a trigger on the hand-held offset probe or by pressing the F8 key on the computer keyboard. The software also allows the user to take 1-5 samples each time the trigger or
the key is pressed. For more details on the software the reader is referred to SAC's manual (SAC, 1993).

5.5.2 Digitizer Relative Accuracy Characterization

Before attempting to use the acoustic digitizer to take position measurements, an effort was made to characterize its relative position measurement accuracy. This information was not available from the manufacturer. The manufacturer does advertise the resolution to be 0.002 in. This number is a result of using the counter frequency to determine the number of counts it takes for a signal to travel from the emitter to the microphone for a known distance. The resolution is different from the repeatability, relative accuracy, or the absolute accuracy. Therefore it was decided to perform measurement tests against a milling machine which is advertised as having a relative positioning accuracy of 0.0005 in.

The microphone array was rigidly attached to the milling machine bed and the offset probe was rigidly connected to the milling machine chuck. Relative movements of the milling machine were recorded. At the same time, a large number of digitizer data points (approximately 100 x 5 samples/digitized keystroke) were recorded for the same milling machine positions. The relative distances were compared. The results showed that the average relative accuracy of the digitizer was ±0.017 in. (0.43 mm). Assuming the milling machine was not as accurate as advertised since it had not been calibrated for over
5 years it was decided to use ±0.020 in. (0.5 mm) as the relative accuracy of the acoustic digitizer. Tests were also performed to check the effect of noise and temperature variance on the digitizer performance. A heat gun was used to raise the temperature of the air near to microphones. This did not have a significant effect. Ambient acoustic noise interfered with the acoustic signals from the emitters and had a significant effect. It was concluded that the environment in which the digitizer is to be used needs to be as quiet as possible. An effort was made to maintain such an environment during the position measurement experiments with the PUMA. The tests also revealed that the acoustic digitizer needs about one hour of warm-up time. Digitizer data was consistent only after about an hour.

The number of samples required for every data point can be determined by examining the statistical distribution of random errors. If enough samples are taken for a data point, then the acoustic digitizer errors can be compensated by averaging if these errors are assumed to be random. The standard deviation of 5000 (1000 x 5) samples was calculated to be 0.005 in (0.127 mm). Then for a 99% confidence interval of width 0.001 in. (0.025 mm) the sample size is calculated from Ott (1993, page 208):

\[ n = \frac{(z_{\alpha/2})^2 \sigma^2}{E^2} \]  

(5.7)

where,

- \( n \) is the sample size,
- \( z_{\alpha/2} \) is the z-value for the confidence intervals which can be found in Table 5.1 on page 203 of Ott’s book,
- \( \sigma \) is the standard deviation, and
- \( 2E \) is the width of the confidence interval.
From equation 5.7 the sample size was calculated to be 665.64. A number of 670 was used. Since each keystroke actually takes 5 samples of digitized data, 670 samples were used which corresponds to 134 keystrokes. This was the number of samples taken for each data point.

5.5.3 Experimental Setup

Before any measurements were attempted, an effort was made to take as much of the backlash or bindings out of the joints as possible as per the instructions given in the PUMA equipment manual. There was still some backlash left in joints 4 and 6. The PUMA and acoustic digitizer are shown in the photograph in Figure 5.4. The digitizer microphone array was rigidly attached to the PUMA frame with C-clamps such that there could be no relative motion between the robot and the digitizer. The offset probe was rigidly attached to the end-effector flange at the end of the PUMA arm by means of a fixture. The acoustic digitizer coordinate system was assigned as the world coordinate frame for the PUMA since all the digitizer data was referenced to that frame. The approximate location of PUMA’s fixed base frame in the world frame was measured as \( x = 560 \text{ mm}, \ y = 265 \text{ mm}, \ z = 350 \text{ mm}, \ \alpha = -32 \text{ deg}, \ \beta = 0 \text{ deg}, \ \text{and} \ \gamma = 0 \text{ deg}. \) The approximate position of the probe tip in the second wrist roll frame was measured to be \( x_T = -8 \text{ mm}, \ y_T = -208 \text{ mm}, \ z_T = 150 \text{ mm}. \) Since the probe tip is a point, there is no orientation associated with it. So the three rotation parameters \( \alpha_T, \beta_T, \text{and} \ \gamma_T \) are set to zero.
Figure 5.4: PUMA and Acoustic Digitizer Setup

A total of 100 data points were recorded. The teach pendant was used to move the robot joints such that the probe tip reached a desired location in the microphone array workspace while the emitters faced the microphones with no physical obstructions. The PUMA joint angles were also recorded for these data points. The next section describes the optimization of the parameters and the calibration results.

5.6 Parameter Optimization

The PUMA forward kinematics were coded in C-language and implemented as a module in the optimization engine developed by Joe Calkins. The input to the program is a data
file with a sequence of data for each point. The data for each point is entered such that the six joint angles are listed first, followed by all the samples for the data point. This is followed by a character to tell the program that the data for that particular point has ended. All the points are entered in this file sequentially. The samples for each point is averaged by the program and the average values are used as the measured tool position. The nominal values were used as the starting points for the optimization. The objective function is the square of the position error of the tool as explained in Chapter 4. The results of the parameter optimization are shown in Table 5.4. Evaluation of the residuals show that the minimum absolute residual error is 0.1 mm, the average absolute residual error is 0.6 mm, the maximum absolute residual error is 2.0 mm, and the objective function value is 49.867753.

The joint angle zero offsets were coarsely determined by visual means and recorded. These visually determined values of the joint angle offsets are used to check the optimization results. The comparison between the coarse estimates and the optimized values of the joint angle offsets are shown in Table 5.3.

<table>
<thead>
<tr>
<th></th>
<th>$\theta_{01}$</th>
<th>$\theta_{02}$</th>
<th>$\theta_{03}$</th>
<th>$\theta_{04}$</th>
<th>$\theta_{05}$</th>
<th>$\theta_{06}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated</td>
<td>0.0</td>
<td>0.0</td>
<td>-2.9</td>
<td>0.0</td>
<td>3.3</td>
<td>-8.5</td>
</tr>
<tr>
<td>Optimized</td>
<td>0.89</td>
<td>0.26</td>
<td>-2.84</td>
<td>0.50</td>
<td>2.90</td>
<td>-8.21</td>
</tr>
</tbody>
</table>
Table 5.4: Parameter Optimization Results  
(Angles in degrees, lengths in mm)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Nominal Values</th>
<th>Optimized Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base X</td>
<td>560</td>
<td>557.199565</td>
</tr>
<tr>
<td>Base Y</td>
<td>265</td>
<td>265.623301</td>
</tr>
<tr>
<td>Base Z</td>
<td>340</td>
<td>334.106140</td>
</tr>
<tr>
<td>Base Rx</td>
<td>0</td>
<td>-0.972294</td>
</tr>
<tr>
<td>Base Ry</td>
<td>0</td>
<td>-0.217839</td>
</tr>
<tr>
<td>Base Rz</td>
<td>-32</td>
<td>-32.831484</td>
</tr>
<tr>
<td>Link 1 Alpha</td>
<td>0</td>
<td>0.524038</td>
</tr>
<tr>
<td>Link 1 a</td>
<td>0</td>
<td>-4.071697</td>
</tr>
<tr>
<td>Link 1 d</td>
<td>0</td>
<td>6.631116</td>
</tr>
<tr>
<td>Link 1 Theta Offset</td>
<td>0</td>
<td>0.886573</td>
</tr>
<tr>
<td>Link 2 Alpha</td>
<td>-90</td>
<td>-90.074567</td>
</tr>
<tr>
<td>Link 2 a</td>
<td>0</td>
<td>0.478741</td>
</tr>
<tr>
<td>Link 2 d</td>
<td>0</td>
<td>6.046096</td>
</tr>
<tr>
<td>Link 2 Theta Offset</td>
<td>0</td>
<td>0.259030</td>
</tr>
<tr>
<td>Link 3 Alpha</td>
<td>0</td>
<td>0.004621</td>
</tr>
<tr>
<td>Link 3 a</td>
<td>432</td>
<td>432.096463</td>
</tr>
<tr>
<td>Link 3 d</td>
<td>149.5</td>
<td>146.2205</td>
</tr>
<tr>
<td>Link 3 Theta Offset</td>
<td>0</td>
<td>-2.842551</td>
</tr>
<tr>
<td>Link 4 Alpha</td>
<td>-90</td>
<td>-90.30491</td>
</tr>
<tr>
<td>Link 4 a</td>
<td>20.3</td>
<td>20.22573</td>
</tr>
<tr>
<td>Link 4 d</td>
<td>433</td>
<td>432.636019</td>
</tr>
<tr>
<td>Link 4 Theta Offset</td>
<td>0</td>
<td>0.498658</td>
</tr>
<tr>
<td>Link 5 Alpha</td>
<td>90</td>
<td>90.016683</td>
</tr>
<tr>
<td>Link 5 a</td>
<td>0</td>
<td>0.23534</td>
</tr>
<tr>
<td>Link 5 d</td>
<td>0</td>
<td>-0.039068</td>
</tr>
<tr>
<td>Link 5 Theta Offset</td>
<td>0</td>
<td>2.900205</td>
</tr>
<tr>
<td>Link 6 Alpha</td>
<td>-90</td>
<td>-90.042208</td>
</tr>
<tr>
<td>Link 6 a</td>
<td>0</td>
<td>-0.195161</td>
</tr>
<tr>
<td>Link 6 d</td>
<td>0</td>
<td>-1.098543</td>
</tr>
<tr>
<td>Link 6 Theta Offset</td>
<td>0</td>
<td>-8.213363</td>
</tr>
<tr>
<td>Tool X</td>
<td>-8</td>
<td>-10.845857</td>
</tr>
<tr>
<td>Tool Y</td>
<td>-208</td>
<td>-208.039784</td>
</tr>
<tr>
<td>Tool Z</td>
<td>150</td>
<td>150.000</td>
</tr>
</tbody>
</table>
The results obtained were checked in Rhobot Pro, a robot simulation software package. They were also compared with results obtained using the nominal values. Results for six of the tested points are shown in Table 5.5. It can be seen that the characterization process was a success when compared to results using just the nominal values. It is, of course, possible to take more care in measuring the base position and the tool position, which may reduce some of the error for the nominal case. Also, using the approximate joint offset values could improve the results substantially. Another point to be noted is that the factory calibrated values could not be obtained despite a diligent effort to obtain them. Comparison with the factory calibration would have been a good gauge of the success of the characterization process.

Table 5.5: Comparison of Optimized and Nominal Positions (in millimeters)

<table>
<thead>
<tr>
<th>Measured Point</th>
<th>Absolute Error of Optimized Point</th>
<th>Absolute Error of Nominal Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>659.855, -138.419, 55.659</td>
<td>1.0</td>
<td>12.1</td>
</tr>
<tr>
<td>746.921, -268.636, 607.413</td>
<td>0.7</td>
<td>19.7</td>
</tr>
<tr>
<td>994.685, -564.696, 206.759</td>
<td>0.6</td>
<td>26.0</td>
</tr>
<tr>
<td>1029.899, -416.493, 366.705</td>
<td>0.6</td>
<td>26.4</td>
</tr>
<tr>
<td>1167.555, 110.261, 292.941</td>
<td>1.3</td>
<td>18.9</td>
</tr>
<tr>
<td>1123.082, 177.366, 213.054</td>
<td>0.7</td>
<td>13.5</td>
</tr>
</tbody>
</table>
5.7 Control System Update

The optimized parameters were implemented and checked in a simulation that was developed in Rhobot Pro. Rhobot Pro based control of PUMA is done by using iterative forward kinematics to perform inverse kinematics.

In summary, this chapter presented the application of the robot system characterization methodology to the PUMA 562 industrial robot. The results obtained are good from a simulation standpoint and when compared to using just nominal values.
6. Application to the Design of a Mobile-Robot Base Positioning System (BPS)

This chapter describes the application of the robot system characterization methodology to the design of a base positioning system (BPS) for a mobile, underwater, nuclear-reactor-vessel-inspection robot called URSULA. First, a brief background of URSULA's BPS problem is presented. Next, the URSULA BPS system model is described and the sources of pose error in the BPS and the reactor vessel are identified. Then, a sensitivity analysis discussion is presented. The results of the sensitivity analysis are used to decide upon the critical parameters that require calibration and to help select suitable subcomponents for the design. An exhaustive simulation of the design and its positioning performance is then presented. The chapter concludes with a discussion of actual system performance.
6.1 Background

URSULA, a mobile, underwater inspection robot developed by BWNT was introduced in Chapter 1. Figure 6.1 shows two URSULA mobile robots cooperating to inspect welds inside a nuclear reactor vessel. Figure 6.2 is a photograph showing URSULA scanning a weld in a nuclear reactor vessel mock up.

![Diagram of URSULA robots inside a nuclear reactor vessel]

**Figure 6.1:** Two URSULA Robots Inside a Nuclear Reactor Vessel

Mobile robot positioning accuracy involves a suitable robot base positioning system (BPS), and arm positioning system (APS), as well as efficient calibration procedures for...
both these systems. Since these robot systems are used in nuclear environments human involvement should be minimized during equipment setup, calibration, operation, and maintenance. Some traditional calibration schemes would be difficult or impractical for such contaminated equipment.

![Image](image.png)

**Figure 6.2:** URSULA Scanning a Weld in a Reactor Vessel Mock Up

Determining the position and orientation (pose) of a robotic end-effector involves two basic coordinate transformations. The first transformation describes the end-effector pose with respect to the base of the manipulator, while the second transformation describes the pose of the base with respect to the world coordinate system. In typical fixed base applications, the pose of the robot base in the world coordinate system is usually known and fixed, while the pose of the end-effector in the base coordinate system is determined from a kinematic model and joint feedback. In mobile robot systems, the base pose is not fixed and must be determined as the robot moves with respect to the world coordinate
system. Since URSULA is a mobile underwater robot, a positioning system for determining the base pose in the world coordinate system is required. In this application the reactor vessel coordinate system is considered the world coordinate system. As with traditional approaches, determining the global pose of URSULA may be considered in two parts. First, the pose of the end-effector relative to the robot’s tripod base coordinate system is determined using a kinematic model and joint feedback. The second part is to compute the pose of the tripod base with respect to the reactor vessel (world) coordinate system.

The initial design concept for the URSULA system called for an acoustic-transceiver-based BPS. Tidwell et al. (1993) presented the details of the development and testing of this system. This system finds the position of a mobile robot by measuring the time-of-flight of acoustic signals that are emitted and received by transceivers. Typically, one transceiver is placed on an underwater robot or remotely operated vehicle (ROV) and three transceivers are mounted at known locations in the world coordinate system. Standard triangulation techniques are then used with the time-of-flight (TOF) measurements and the known speed of sound in water to determine the position information. Because the speed of sound is a function of water temperature, unacceptable error is introduced into the system by the temperature variations found in the cooling reactor water. To improve the accuracy in the presence of temperature gradients, special algorithms were developed to decrease the temperature dependence of the system. This system was investigated for possible implementation for reactor vessel inspection by
placing three fixed transceivers at known locations in the reactor vessel flange stud holes. Three transceivers and two inclinometers are placed on URSULA. This hardware configuration combined with velocity compensation software enables the modified system measure both position and orientation of the robot’s tripod base in the reactor vessel. This method was abandoned due to unreliable hardware and poor performance problems due to noise in the reactor environment.

Another BPS approach that was considered involved using a laser rigidly mounted on the serial arm near the end-effector of URSULA. The robot arm itself can be used to aim and shoot the laser at known targets in the vessel frame. Then, using the geometry and kinematic models of the arm, vessel, laser position on the arm, and the data obtained from shooting the targets, the best fit to the solution of URSULA’s pose is calculated using non-linear optimization techniques. This method proved to be cumbersome in initial testing and did not meet base positioning accuracy requirements.

Since the first two attempts at solving the BPS problem for URSULA were unsuccessful, a new approach was needed. At this stage in the project, the time and cost-of-development constraints were more stringent, so accurate performance predictions and system modeling were essential. A few brainstorming sessions were held between the members of the BWNT group and the Robotics and Mechanisms Group from Virginia Tech. It was decided to break up the problem and to use different sensors to obtain the required information. A depth gauge (differential pressure transducer) would be used to
find the depth (z) of URSULA in the reactor vessel. Two inclinometers were already present on URSULA that can give two orientation parameters. Assuming URSULA to be in complete contact with the reactor vessel wall, the radius, r, is known. The only parameter that remained to be found was the circumferential location of URSULA in the vessel (θ). Therefore ideas that were aimed at finding θ were generated. The most promising ideas that met the time and estimated-cost constraints were reviewed and screened. Included among the ideas were approaches that involved computer vision, an approach involving acoustic technology, and several ideas based on laser pointing. The laser-based ideas included both laser beams and intersecting laser planes of light. All these ideas were modeled in Mathcad 5.0 (MathSoft, Inc.). The base positioning error was simulated in these models based on the reactor vessel geometry and the implementation details of each concept. The requirement of BWNT was to find the position of URSULA within 0.5 in. in the three Cartesian coordinates (i.e., its base location was required to be known within one-half inch cube). Only one of the modeled ideas met this requirement. This particular idea involves finding the circumferential position (θ) using a laser with two encoded revolute axes mounted at the center of a beam across the flange of the reactor vessel. This unit will hereafter be referred to as the laser-pan-tilt BPS. This unit is essentially a two degree-of-freedom robot. The pose of the laser is found in the reactor vessel (world) coordinate system using a calibration technique that was developed for this purpose. This calibration scheme is performed in the reactor vessel, and can be undertaken even with contaminated equipment as there is
no direct human involvement. Another calibration procedure is also performed for the intrinsic parameters of the laser-pan-tilt unit itself. This procedure is also performed in the reactor vessel, thereby avoiding the human handling necessary in traditional calibration schemes. Once calibration is complete, the circumferential location of URSULA at any position in the reactor vessel can be determined. This is accomplished by pointing the laser beam at a photosensor target mounted on the tripod base at a known location. Once URSULA is moved to a new location in the vessel, the laser beam is directed to hit the target on URSULA. When the laser beam is targeted on URSULA, the two encoded-axis readings representing the kinematics of the laser-pan-tilt unit, and the target to tripod base transform determined from the other sensor inputs are used to calculate the circumferential position ($\theta$) of the tripod base.

In summary, the positioning method for URSULA described above and currently being used by BWNT is a combination of different techniques to obtain different pose parameters. The tripod base pose parameters are $r$, $\theta$, $z$, $\alpha$, $\beta$, $\gamma$. The position parameters in cylindrical coordinates are $r$, $\theta$, $z$. The fixed-angle orientation parameters with respect to the world coordinate system in Cartesian coordinates are $\alpha$, $\beta$, $\gamma$. Cylindrical coordinates are used for the position because the reactor vessel is cylindrical in shape. A depth gauge (differential pressure transducer) is used to give the depth ($z$) of the tripod base in the reactor vessel. Two inclinometers are mounted on the tripod base to give the two inertial orientation angles ($\beta$, $\gamma$). The radial position ($r$) of the tripod base and $\alpha$ are
determined from the circumferential position ($\theta$) of the tripod base assuming URSULA is attached to the wall of an ideal vessel of known radius.

The Robotics and Mechanisms Group at Virginia Tech assisted in the BPS development by selecting the laser, the depth gauge, the optical glass, and the active sensors used as the laser targets. Since discussing these topics will digress from the characterization methodology description, it was decided to restrict the discussion to only those parts of this design project that are relevant to this dissertation.

The remainder of this chapter is focused on the use of the characterization methodology to design and develop the laser-pan-tilt BPS.

6.2 System Model

Figure 6.3 shows an isometric view of the laser-pan-tilt BPS. It has two revolute joints providing two rotational degrees of freedom, i.e., the pan axis and the tilt axis. The pan axis is coincident with the $z$-axis of the world frame (reactor vessel frame). The tilt axis is perpendicular to and intersects the pan axis. With these two rotations it is possible to aim the laser at any point in the reactor vessel.
The pan and tilt axis encoders give the two angle readings which are called $\theta$ and $\phi$ respectively. Part of the beam that is assembled on the flange in the middle of the reactor vessel is also shown in Figure 6.3. The beam is mounted to accurately machined stud holes in the flange. The laser-pan-tilt BPS is mounted on this beam. The laser is attached to the tilt axis of the BPS.

The coordinate frames of the laser-pan-tilt BPS and the reactor vessel are shown in Figure 6.4. By design, the pan and tilt axes are mutually perpendicular intersecting axes. There is a fixed coordinate frame for the BPS that is represented by the subscript 0. The pan
axis coordinate frame is subscripted with 1 and it is coincident with the BPS fixed coordinate frame. The pan axis frame moves with the pant axis, i.e., it has a rotation about the $Z_1$ axis. The tilt axis frame (represented by subscript 2) origin is coincident with the origin of the pant axis frame and the BPS fixed frame, but it is perpendicular to the pant axis as can be seen in Figure 6.4. This tilt axis frame has a rotation about the $Z_2$ axis. The laser frame is attached to the tilt axis frame and is coincident with it. It also rotates with the tilt axis frame. The laser frame is represented by the subscript L. The $Z_2$ and $Z_L$ frames are perpendicular to the plane of the paper and they point into the paper.

Based on this coordinate system convention, a Denavit-Hartenberg table (Table 6.1) has been constructed for the BPS. Since the BPS is essentially a two degree-of-freedom robot, the DH table contains two rows. The last column of the DH table for the BPS contains the pan and tilt joint angles. The joints angles are shown as a sum of the initial angles (zero offsets) and the joint displacements. The zero offsets are considered as potential parameters for optimization. By definition, four of the parameters are zero and they cannot have any error.

**Table 6.1:** Denavit-Hartenberg Parameter Table for BPS
(angles in degrees, lengths in inches)

<table>
<thead>
<tr>
<th>i</th>
<th>$\alpha_i$</th>
<th>$a_{i-1}$</th>
<th>$d_i$</th>
<th>$\theta_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\theta_1 = \theta_o + \theta$</td>
</tr>
<tr>
<td>2</td>
<td>-90</td>
<td>0</td>
<td>0</td>
<td>$\theta_2 = \phi_o + \phi$</td>
</tr>
</tbody>
</table>
where,

$\theta_0$ and $\phi_0$ are initial pan and tilt joint angles respectively, $\alpha_0 = 0$, $a_0 = 0$, $\alpha_1 = 0$, and $d_1 = 0$ by definition, $\alpha_1 = -90$ and $a_1 = 0$ are the axes perpendicularity and the link offset respectively, therefore they are parameters that can have errors.

Figure 6.4: Reactor Vessel and BPS Coordinate Systems

When the laser is targeted on a point, the location of that point in the world frame is given by equation 6.1:

$$R \overset{\text{RV}}{\overset{\text{0}}{T}} T \overset{\text{1}}{T} \overset{\text{2}}{T} \overset{\text{L}}{P} = \overset{\text{RV}}{P}$$  \hspace{1cm} (6.1)

where,

$R \overset{\text{RV}}{\overset{\text{0}}{T}}$ is the transformation matrix from fixed BPS frame to reactor vessel frame,

$\overset{\text{0}}{T}$ is the transformation matrix from pan-axis frame to fixed BPS frame,

$\overset{\text{1}}{T}$ is the transformation matrix from tilt-axis frame to pan-axis frame,

$\overset{\text{2}}{T}$ is the transformation matrix from laser frame to tilt-axis frame,

$\overset{\text{L}}{P}$ is the position vector of the desired target point in the laser frame, and
\( \mathbf{r}^v \mathbf{P} \) is the position vector of the desired target point in the reactor vessel frame.

The transformation matrices and the position vectors in equation 6.1 are described below in equation form:

\[
\begin{bmatrix}
  c\alpha c\beta & c\alpha s\beta y - s\alpha c\gamma & c\alpha c\beta y + s\alpha s\gamma & x \\
  c\alpha s\beta & s\alpha s\beta y + c\alpha c\gamma & s\alpha c\beta y - c\alpha s\gamma & y \\
  -s\beta & c\beta s\gamma & c\beta c\gamma & z \\
  0 & 0 & 0 & 1
\end{bmatrix}
\]

where,

\( x, y, \) and \( z \) describe the position of the fixed BPS frame in the reactor vessel frame, \( \alpha, \beta, \) and \( \gamma \) describe the fixed-angle orientation of the fixed BPS frame in the reactor vessel frame.

\[
\begin{bmatrix}
  (c\theta_o c\phi - s\theta_o s\phi) & -(s\theta_o c\phi + c\theta_o s\phi) & 0 & a_0 \\
  (s\theta_o c\phi + c\theta_o s\phi)c\alpha_o & (c\theta_o c\phi - s\theta_o s\phi)c\alpha_o & -s\alpha_o & -s\alpha_o d_1 \\
  (s\theta_o c\phi + c\theta_o s\phi)s\alpha_o & (c\theta_o c\phi - s\theta_o s\phi)s\alpha_o & c\alpha_o & c\alpha_o d_1 \\
  0 & 0 & 0 & 1
\end{bmatrix}
\]

where,

the Denavit-Hartenberg convention is used to describe the pan-axis frame in the fixed BPS frame, and all the Denavit-Hartenberg link parameters \((\text{for } i = 1)\) are described in Table 6.1.

\[
\begin{bmatrix}
  (c\phi_o c\phi - s\phi_o s\phi) & -(s\phi_o c\phi + c\phi_o s\phi) & 0 & a_1 \\
  (s\phi_o c\phi + c\phi_o s\phi)c\alpha_1 & (c\phi_o c\phi - s\phi_o s\phi)c\alpha_1 & -s\alpha_1 & -s\alpha_1 d_2 \\
  (s\phi_o c\phi + c\phi_o s\phi)s\alpha_1 & (c\phi_o c\phi - s\phi_o s\phi)s\alpha_1 & c\alpha_1 & c\alpha_1 d_2 \\
  0 & 0 & 0 & 1
\end{bmatrix}
\]

where,
again the Denavit-Hartenberg convention is used to describe the tilt-axis frame in the pan-axis frame, and all the Denavit-Hartenberg link parameters (for i = 2) are described in Table 6.1.

\[
^i_T = \begin{bmatrix}
    c\alpha_L c\beta_L & c\alpha_L s\beta_L s\gamma_L - s\alpha_L c\gamma_L & c\alpha_L s\beta_L c\gamma_L + s\alpha_L s\gamma_L & x_L \\
    s\alpha_L c\beta_L & s\alpha_L s\beta_L s\gamma_L + c\alpha_L c\gamma_L & s\alpha_L s\beta_L c\gamma_L - c\alpha_L s\gamma_L & y_L \\
    -s\beta_L & c\beta_L s\gamma_L & c\beta_L c\gamma_L & z_L \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]  \hspace{1cm} (6.5)

where,

\( x_L, y_L, \) and \( z_L \) describe the position of the laser frame in the tilt-axis frame, \( \alpha_L, \beta_L, \) and \( \gamma_L \) describe the fixed-angle orientation of the laser frame in the tilt-axis frame.

\[
^i_P = \begin{bmatrix}
    x_l \\
    0 \\
    0 \\
    1
\end{bmatrix}
\]  \hspace{1cm} (6.6)

where,

\( x_l \) is the length of the laser beam from the laser frame origin to the target point. The beam will be along the \( X_L \) axis according to the coordinate frame assignment convention. This laser length (\( x_l \)) is an unknown quantity in equation 6.1.

Equations 6.2 to 6.6 describe the individual transformation matrices that are part of equation 6.1. The position of a target point in the reactor vessel (world) frame is given by equation 6.1. This target point can be a point on URSULA, in which case the position of a point on URSULA can be found.

It can be clearly deduced that if the BPS is to be used to find the circumferential position \((\theta)\) of URSULA in the reactor vessel, then every parameter value must be known in
equation 6.1 except, of course, $x$ which is always unknown. Since only nominal values of all the parameters are known, there is a characterization that must be attempted to find the as-built values of the parameters in equation 6.1. Once this characterization process has been completed, equation 6.1 can be used to find the position of URSULA repeatedly as required.

The following sections describe the characterization process for the BPS design and then describe how the BPS is used to calculate the circumferential position ($\theta$) of URSULA.

### 6.3 Sources of Pose Error

The system model of the laser-pan-tilt BPS is analyzed to identify all the system parameters. First all the system parameters that are sources of pose error in the BPS are listed. These parameters can be obtained from equation 6.1. The list follows:

1. $x$, $y$, $z$, $\alpha$, $\beta$, and $\gamma$ are from $^rv_0T$; they are sources of error. They describe the pose of the laser-pan-tilt BPS in the reactor vessel frame. These errors depend on the beam manufacture and assembly. These are important parameters, especially the orientation parameters, because, if they are wrong, the error in the position of URSULA can be significant due to magnification. (Total 6 parameters).

2. $\theta_o$ is a source of error from $^0_0T$. This is the initial angle (joint offset) for the pan axis. This also can be significant. (Total 1 parameter).
3. $\alpha_1$, $a_1$, and $\phi_o$ are sources of error from $\frac{1}{2}T$. $\phi_o$ is the initial joint angle for the tilt axis. $\alpha_1$ and $a_1$ are the DH parameters of the second link in the BPS. These depend on how the BPS has been manufactured and assembled. (Total 3 parameters).

4. $x_L$, $y_L$, $z_L$, $\alpha_L$, $\beta_L$, and $\gamma_L$ are from $\frac{3}{4}T$ and they are sources of error. They describe the pose of the laser in the tilt-axis frame. (Total 6 parameters).

5. In order to characterize the BPS, it is necessary to take measurements of its laser positioning. One method of doing this is to place laser targets at known locations in the reactor vessel. The number of parameters needing characterization dictates the number of targets required. Every target point shot with the laser is represented by three scalar equations. But for every point shot with the laser there is one unknown that is added, i.e., the length of the laser beam ($x_l$). Every point therefore represents two pieces of information. If 16 parameters (the total number from items 1-4) need to be characterized, then 8 targets would be needed. Also this characterization process needs to be performed in the reactor vessel after the BPS is installed. Since 8 targets in the reactor vessel was deemed to be unacceptable, it was decided to narrow down the list of parameters to the most critical only. This process is described in the next subsection. In any case, each target represents three position parameters that are possible sources of error. (Total 3 parameters per target).

6. The joint angle readings of the pan and tilt axes are sources of error ($\theta$ and $\phi$). These readings depend on the positioning accuracy of the joints and the accuracy and resolution of the encoders that measure the angles. There are a set of two readings for every target point shot. Therefore, the number of parameters will be twice the number of targets for characterization plus the target on URSULA. (Total is 2 times the number of targets plus two).
7. The error parameters due to the target position knowledge of URSULA. These consist of knowledge of radius of vessel, targeting error in circumferential direction, and the depth information from the depth gauge. (Total 3 parameters).

8. The two inclinometers on URSULA are sources of error in reading the orientation angles. Each inclinometer is responsible for two sources of error. One is the error due to its mounting inaccuracy on URSULA and the other due to the accuracy of the inclinometer itself. (Total 4 parameters).

These are all the sources of error. After the sensitivity analysis of the BPS parameters is performed, the number of targets needed in the reactor vessel for characterization will be known. Once the number of targets is determined, the exact number of error parameters will be known. Next, the possible range of error for these error parameters is presented.

1. The BPS position parameters, x, y, and z, depend on the beam assembly tolerances. They are ± 0.25 in. The BPS orientation parameters are also dependent on the beam mounting. They are ± 1 degree. These numbers are from the beam assembly tolerances. The pose parameters of the BPS were loosely tolerated because it was decided that they were going to be characterized.

2. It was decided to mount the targets directly on the reactor vessel flange, which is a relatively accurate machined surface with known tolerances. Based on this, the error ranges for the targets on the flange were isolated as follows. In the x and y directions, the guide-lug tolerances were identical, i.e., ± 0.044 in. Added to this are the target assembly errors of ± 0.01 in. and a laser sighting error of ± 0.1 in. Therefore, the total error range in the x and y directions for the targets is ± 0.154 in. In the z direction, the tolerance on the guide lug location is tighter, ± 0.005 in. The target assembly error is the same, i.e., ± 0.01 in. and the laser sighting error remains ± 0.1 in. Therefore the
total error range in the $z$ direction for the target is $\pm 0.115$ in. This defines the error range for the targets on the flange that are required for BPS characterization.

3. The error range of the pan and tilt joint angles is a sum of the synchro resolution and the joint step resolution. A synchro with an absolute accuracy of 3 arc minutes was used for both the pan and tilt axes. But there is a 5 to 1 gear reduction employed on the joint such that the synchro resolution reduces to 0.6 arc minutes, which is 0.01 deg. The joint controller uses a 12 bit word, therefore it can divide a complete circle into 4096 step sizes. But since the 5 to 1 gear reduction is employed the number of step sizes actually become $5 \times 4096 = 20480$. Therefore, a single joint step is $\frac{360}{20480} = 0.0175$ deg. Therefore the total error range for the joint angle readings are $\pm (0.01 + 0.0175) = \pm 0.0275$ deg.

4. The initial joint angles can be off by as much as $\pm 0.5$ deg for the pan and tilt axes because the synchro is mounted on the motor end before the gear reduction.

5. The laser assembly on the tilt axis has the following machine and assembly tolerances. For $x_L$, $y_L$, and $z_L$, it is $\pm 0.02$ in. For $\alpha_L$, $\beta_L$, and $\gamma_L$, the tolerance is $\pm 0.25$ deg. These are manufacturing specifications of BWNT.

6. The link offset between the pan and tilt links of the BPS ($a_t$) has a possible error range of $0.02$ in. from the design drawings. The tolerance on the pan and tilt axis perpendicularity ($\alpha_t$) is 1 arc minute which is $0.0167$ deg. These numbers are also from the manufacturing and assembly tolerances of BWNT.

7. For the target on URSULA the following parameters effect the overall system performance. The radius of the reactor vessel is known to $\pm 0.5$ in over the circumference. Add to this the target mounting error of 0.05 in. and laser sighting error of 0.1 in. Therefore the total error in the radial direction is $\pm 0.65$ in. In the $z$ direction, the error range includes the depth gauge accuracy of $\pm 0.2$ in., the assembly
error of ± 0.05 in., and the targeting error of ± 0.1 in. The total error range in the \( z \) direction is ± 0.35 in. In the circumferential direction (\( \theta \)), a target mounting error of ± 0.1 in. and laser sighting error of ± 0.1 in., can be added to the final value calculated by using the BPS. The reactor vessel also has a cladding error of ± 0.125 in. which can effect the local height of URSULA’s tripod feet.

8. The two inclinometers have an accuracy of ± 0.05 deg. Since they are relative devices there is no mounting error.

The magnitudes of the error sources discussed above have been obtained from manufacturers literature, component and assembly drawings and through subcomponent testing and measurement. These parameters are critical to accurate prediction of system performance and the resulting system design.

6.4 Sensitivity Analysis

The first step in the sensitivity analysis was to decide which BPS parameters require calibration so that the number of targets required on the reactor vessel flange can be selected. The pose of the fixed BPS frame in the reactor vessel frame contains six parameters which definitely need characterization because every time the BPS is installed in a reactor vessel, these parameters will have new values. Also, for every target added we are adding one unknown for the laser length. A Mathcad model of the robot system was developed. This model had a real world simulation module and an ideal world simulation module. This output of this model was the circumferential position error of
URSULA. Nominal values of the parameters were used as a starting point in the analysis. This case gave an output error of zero, which helped to confirm that the model was working correctly. Following this, each parameter was individually perturbed to its maximum error and the output error on URSULA’s circumferential (hereafter referred to as theta) position error was recorded. This Mathcad analysis was performed for a set of arbitrary locations of URSULA in the reactor vessel. The results showed that the most sensitive parameter was $\beta_L$, which is the orientation of the laser frame about the Y2 axis (Tilt axis frame). This parameter definitely needed calibration, since an error of 0.2 deg produced an error of 1.131 in. for the theta position of URSULA. Unfortunately, this parameter could not be calibrated using the target-on-flange procedure described above. In this configuration, the laser is pointing horizontally at the target, which implies that the Y2 axis coincides with Z0 axis. The rotation angle $\beta_L$ is redundant with $\alpha$ in this configuration. This led to a different procedure for $\beta_L$ calibration, which is described in a later sub-section.

The second most sensitive parameter was $\alpha_1$ which is the perpendicularity of the pan and tilt axes of the BPS. An error of 0.01 deg in $\alpha_1$ produced a theta position error of 1.217 in. Once again, this parameter cannot be calibrated using the flange-target procedure because $\alpha_1$ errors have no effect on system accuracy when the beam is pointed at the flange. The system is also sensitive to the initial angle $\theta_0$ of the pan axis, which unfortunately is also redundant with $\alpha$. Another calibration procedure for these two
parameters will be described later. System performance was found to be insensitive to the remaining parameters, and calibration was not required. The results of this preliminary sensitivity analysis show that the sensitive parameters that need calibration are those that cannot be calibrated using the flange-target approach. Therefore, only the pose parameters \( x, y, z, \alpha, \beta, \) and \( \gamma \) need to be characterized using the flange-target approach. This implies for six parameters from our previous discussion we need a minimum of three targets. Three targets will ensure 9 equations in 9 unknowns (6 pose unknowns and 3 laser length unknowns). Four targets were selected to give additional information to use in the optimization process. Using four targets implies 12 equations in 10 unknowns. Now that the number of targets are known, the total number of error source parameters are 45.

At this point, an exhaustive sensitivity analysis was performed that checked the sensitivity of all the 45 error parameters. This sensitivity analysis code was written in C and C++ and also includes parts of code written by James Gayle and Joe Calkins. The purpose of this analysis was to identify the most sensitive parameters that contribute to the theta positioning error of URSULA. Once these parameters were identified, a decision was made as to which parameters needed calibration. Calibration procedures for these parameters also were developed. The input data file for the sensitivity analysis program is given in Appendix 2. The strategy employed for the sensitivity analysis is as follows. In the first run, all 45 parameter values are kept at the nominal values and then each one is perturbed one at a time to the positive extreme of its error range. The position
of URSULA is calculated along with the error associated with the perturbed parameter value. This analysis was performed for eight different locations of URSULA in the reactor vessel. These locations are at two heights, i.e., at flange height \((z = 0 \text{ in.})\) and at the bottom-most position of URSULA in the vessel \((z = -280 \text{ in.})\). At each of these two heights, there are four circumferential locations of URSULA, i.e., \(\theta = 0, 90, 180, \text{ and } 270\) deg. The results from these eight positions are considered to be a good representation of the complete reactor vessel. Also, other runs were performed that used different combinations of nominal, positive extreme, and negative extreme error parameter values. Values were then individually perturbed to positive extreme, nominal, and/or negative extreme of range.

The results of the sensitivity analysis helped in isolating the individual effects of the various parameters on the positioning accuracy of URSULA and also helped to identify the critical parameters which need calibration. This analysis confirmed the results of the Mathcad analysis. The two most sensitive parameters were \(\beta_L\) and \(\alpha_t\) in that order. At this point it was decided to develop a calibration procedure for \(\beta_L\) and then re-run the simulation.

The full results of one sample run of the sensitivity analysis are shown in the Appendix. A small subset of this output is shown in Table 6.2. As can be seen from the table, \(\beta_L\) is by far the most sensitive parameter and \(\alpha_t\) ranks a distant second. The next sub-section discusses the calibration procedure for \(\beta_L\). It should be noted that this sensitivity analysis
program includes the fixed BPS pose characterization performed using the four flange-targets. This explains why the error in these six parameters is zero in the sensitivity analysis output. The depth gauge has an error of 0.35 in. in the z direction, which shows up directly in the sensitivity analysis because we are not solving for z and we do not use the depth gauge information to calculate the theta position of URSULA. It is within the required 0.5 in. specification for the z depth.

**Table 6.2:** Sample of Sensitivity Analysis Output for Nominal Set, Positive Individual Perturbation
(Refer to Appendix 2 for complete code output)

<table>
<thead>
<tr>
<th>Theta - Radius</th>
<th>Depth at 0.0 inches</th>
<th>Depth at -280.0 inches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0°</td>
<td>90.0°</td>
</tr>
<tr>
<td>Target zL</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Target βL</td>
<td>0.0023</td>
<td>0.0023</td>
</tr>
<tr>
<td>Target α1</td>
<td>0.0016</td>
<td>0.0016</td>
</tr>
</tbody>
</table>

### 6.5 Calibration Parameters

It can be seen from the sensitivity analysis results that the system is most sensitive to errors in βL. This is the laser orientation parameter that describes the laser frame rotation about the Y2 axis, i.e., the tilt axis frame. As explained previously, this parameter cannot be calibrated using the flange-target procedure. The procedure devised for calibrating βL...
involves shooting a point on the reactor vessel wall with the tilt axis at a joint angle of zero, making a note of this point, and rotating the pan axis 180 deg and then the tilt axis 180 deg. The new point is also noted, and the circumferential angle difference between these two points is measured. Half of this angle difference is used as the calibrated value of $\beta_L$. A calibration procedure written in C has been implemented in the control system and the simulation software. This calibration procedure calibrated $\beta_L$ to within 0.05 deg consistently in simulation studies. Sensitivity analysis showed this to be an acceptable result.

With $\beta_L$ calibrated, an exhaustive simulation with the fixed BPS characterization was carried out. The purpose of this simulation was to analyze possible theta positional errors for URSULA to check for acceptability of the design. Another aspect of the design was to check the acceptability of the 3 arc minute synchro resolution. Although this appeared to be acceptable from the sensitivity analysis, with all other errors built into the model, the simulation would give a final result on this issue.

The initial values of the joint angles need calibration for the sake of implementing into the controller. The initial angle for the pan axis $\theta_o$ is a redundant parameter with the $\alpha$ parameter. As a result it gets characterized in the fixed BPS frame calibration procedure and zero is entered in the controller for this value. The procedure for the tilt axis initial joint angle $\phi_o$ is similar to the procedure for $\beta_L$. The procedure is the same as described
before, but this time the vertical angle difference is measured and halved. This value will be the initial angle for $\phi_u$.

6.6 Simulation

This simulation is intended to mimic the performance of the BPS in the real world prior to hardware fabrication. The purpose of the simulation is to evaluate the theta positional error of URSULA using the laser-pan-tilt BPS. By performing a large number of simulation runs and studying the resulting theta positional error of URSULA the design will be evaluated. A decision can be made if better components or additional calibration is required for other parameters. The simulation code was written in C and C++ and partly incorporates code written by James Gayle and Joe Calkins.

The simulation involves performing the following steps:

1. Read in the nominal values as the error perturbation ranges from the parameter data file. A sample file is shown in Appendix 2.

2. Simulate real world by randomly generating parameter error values within the respective ranges for every parameter. Generate pan and tilt joint angle values required to read the four targets on the flange which have errors built into them.

3. Generate pose of URSULA given a theta position, depth value, 2 inclinometer values, and radial position of the feet of URSULA. Use this pose information to calculate the position of the target on URSULA. This is performed with simulated error.

4. Generate pan and tilt angle values required to sight the laser on the URSULA target given the position of the target in the world frame.
5. Calibrate $\beta_{L}$ given the simulated error values in the system using the procedure outlined previously. Use this value of $\beta_{L}$ in future steps in the simulation instead of the ideal value of zero.

6. Add pan and tilt angle errors that are randomly generated to the values calculated in step 2 for the four targets. Given these values, the fixed BPS pose parameters are characterized. The nominal values of the other parameters are used at this juncture because this should simulate the ideal world, i.e., no errors. The calibrated value of $\beta_{L}$ is used. At this stage we have effectively simulated the fixed BPS characterization procedure using the four targets on the reactor vessel flange.

7. Using the fixed BPS pose, the nominal values for the other parameters and the calibrated $\beta_{L}$ value, the pose of URSULA is optimized by using the depth gauge value, theta position, radial feet position, and inclinometer values.

8. Compare the values of URSULA position from step 3 and step 7. Calculate the difference between these two values to give positional error of URSULA.

9. Compare the values of URSULA orientation from step 3 and step 7. Calculate the differences between these values and print the maximum error value and label between the three rotation parameters.

This exhaustive simulation was carried out for a total of 109,060 iterations of URSULA theta positional error evaluation. The results from this simulation are presented in the next sub-section.

6.7 System Performance

The exhaustive simulation of 109,060 runs produced the following results.

1. Maximum theta positional error magnitude of URSULA = 0.800394 in.
2. Maximum overall URSULA positional error magnitude = 0.900928 in.
3. Maximum rotational error = 1.066729 deg.
4. Maximum value that $\beta_L$ is calibrated within = 0.0512 deg.
5. The random value for $\beta_L$ corresponding to situation in step 4 = -0.192564 deg.
6. The calibrated value of $\beta_L$ corresponding to situation in step 4 = -0.141364 deg.
7. Number of times theta error was more than 0.1 in. = 48,273
8. Number of times theta error was more than 0.2 in. = 16,724
9. Number of times theta error was more than 0.25 in. = 9,510
10. Number of times theta error was more than 0.3 in. = 5,274
11. Number of times theta error was more than 0.4 in. = 1,477
12. Number of times theta error was more than 0.5 in. = 323
13. Number of times theta error was more than 0.6 in. = 51
14. Number of times theta error was more than 0.7 in. = 4
15. Number of times theta error was more than 0.8 in. = 1

From the above results it can be seen that in 99.7% of the cases URSULA's base theta position was within the required ± 0.5 in. range. URSULA is moved around only 60 times in an inspection outage. Since the simulation randomly placed URSULA in the vessel 109,060 times, the simulation of the design and characterization is considered a success. These results are with $\beta_L$ calibration incorporated and $\alpha_I$ not calibrated. Also, these results are for a synchro that has an accuracy of 3 arc minutes. The simulation shows that a more accurate synchro is not required and $\alpha_I$ does not require calibration.

The design will meet the performance specifications with the fixed BPS pose characterization and $\beta_L$ calibration. Also, before operation it is necessary to find the tilt axis initial joint angle as described earlier.
In summary, this chapter described the successful application of the robot system characterization methodology to the design of URSULA’s BPS. The system was modeled along with the reactor vessel environment. The sensitivity analysis was performed first to decide on the BPS parameter characterization and the number of targets required on the reactor vessel flange. Then the analysis was conducted to find the sensitivity of all the 45 error parameters to the URSULA positioning error. This identified parameters that needed calibration. Suitable calibration procedures were developed and implemented. Then an exhaustive simulation was performed to analyze the BPS design performance. The design was successful and the BPS was developed and tested in a reactor vessel mockup and was found to consistently find the \( \theta \)eta position of URSULA within \( \pm \) 0.5 in. The BPS was also taken to site along with URSULA to perform weld inspections in a reactor vessel. Although there are no quantitative results for comparison, the performance was found to be successful qualitatively.
7. Conclusions

This chapter reviews and highlights the accomplishments described in this dissertation. It also contains some conclusions about the newly-developed robot system characterization methodology and its potential for broad application.

7.1 Summary

The development and successful application of a robot system characterization methodology that improves the performance of robot systems has been described in this dissertation. This methodology involves modeling, identification, analysis, and minimization of errors in robot geometric parameters. The goal of this methodology is to find the set of parameters that best fits the measurement or simulation data for the robot end-effector position.
The motivation for this work was presented first. Brief descriptions and definitions of robot systems, pose errors, and sources of pose errors were included followed by a short discussion of the robot system characterization methodology. Previous experiences with robot system development and calibration were also presented. The literature review in the areas of robot design and calibration, error modeling, sensitivity analysis and optimization techniques, mathematics, software, and hardware was presented next. The robot system characterization methodology was described in detail which included the description of the robot system modeling techniques, identification of error sources, and sensitivity analysis. Kinematic link description techniques are first used to model the robot system in relation to the environment reference. Next, knowledge of the robot system, its environment and detailed component specifications were used to identify the sources of error that results in a list of error parameters and their error ranges. Sensitivity analysis was performed on these error parameters to determine which have the greatest effect on system accuracy. The description of the methodology continued with a presentation of various techniques of experimental data measurement, followed by description of optimization techniques and implementation of the optimized parameter values of an existing robot into the control system. A simulation strategy for new robot system design was also described. This characterization process is iterative. The application of this methodology to a Unimation PUMA 562 industrial robot was discussed. The results show that the performance of the robot improved significantly after the characterization was performed. The application of the characterization
methodology to the design of a base positioning system for an underwater, mobile, nuclear-reactor-vessel-inspection-robot was presented last. This base positioning system performed well both in computer simulations and in the field.

This methodology has broad application to the robot calibration field. If this characterization process was adopted, then there could be significant cost savings in the robot design and manufacture process. Expensive precision components could be replaced with less precise ones and manufacturing and assembly tolerances could be relaxed. There are also possible savings in design time.

It is believed that this work has made significant contributions in several important areas. These are briefly reviewed in the following list:

1. More than any previous work this research is comprehensive from the development of the robot system characterization methodology through the application of this process.

2. It has been shown that this general robot system characterization methodology is applicable not only to existing robot systems, but also to new robot system design, as presented in Chapter 6. No previous research has been found that applies such a methodology to the design of new robot systems.

3. This methodology is performance-goal-oriented and therefore practical. No other work has been found that is clearly directed at satisfying actual performance goals.

4. In new system design, decisions about cost-performance tradeoffs can be made using this methodology.
These contributions improve upon previous research in the area of robot design and calibration. There has been a significant amount of recent work in the area of robot calibration, which shows the need for a good robot system characterization methodology.

The results of the PUMA system characterization were good. Significant improvements were made in tool positioning accuracy. Using nominal values for the PUMA system parameters yielded absolute position errors of up to 20 mm and an average error of 12 mm. After the characterization process, the maximum absolute error was 2.0 mm and the average absolute error dropped to 0.6 mm. Comparison with the factory calibrated values was not possible due to unavailability of the information. A significant advantage of this methodology is that all geometric parameters can be calibrated at one time using one process.

A very significant aspect of this methodology is that it was successfully applied to the design of URSULA’s BPS as described in Chapter 6. The limitations imposed by the design constraints were strict and a rigorous conceptual design phase was warranted. But ultimately, the goal of developing and using a BPS that could find URSULA’s position to ± 0.5 in. in each of the coordinates was accomplished. The simulations based on the characterization methodology presented in this dissertation showed that URSULA’s positioning was within the performance goal of ± 0.5 in. 99.7% of the time. Subsequent to that the BPS was manufactured, assembled and used in the field successfully.
7.2 Recommendations for Future Work

Now that the methodology has been proven to work, more computationally efficient algorithms and techniques can be implemented to perform the same functions. For example, sensitivity analysis techniques like the Direct Sensitivity Approach (DSA) and the Adjoint Sensitivity Method (ASM) can be tested and the best one can be implemented. Similarly, other optimization techniques that may be more efficient and robust than Hooke and Jeeves' pattern search method can be explored and the best one used along with a suitable objective function formulation. Current efforts are being undertaken by another researcher toward this end and preliminary results show the gradient-based methods to be slightly better than Hooke-Jeeves method. Non-geometric parameters like backlash, and link and joint compliance can be added to the methodology. Similarly control system errors like offshoot and settling can be modeled. While taking measurements, a process using Kalman filters can be implemented that automates the data acquisition similar to that described in Bay (1993). This process can also be used to decide on where and how much data to take. Statistical modeling of uncertainties in the system can also be incorporated into the model using estimation theory. A general, six degree-of-freedom robot inverse kinematics algorithm can be implemented such that the controller can perform the inverse kinematics even after updating of system parameter values (Lee and Reinholtz, accepted for publication in 1994). The current data measurement techniques rely on joint angle information from the robot system. This means that the technique is dependent on the joint relative positioning accuracy. An
improved technique can be devised such that this dependence is eliminated. The hardware can be designed such that it is attached to the required joints and relative angle measurements can be taken from these added sensors. The advantage is that this system can be designed to the required accuracy and the complete characterization system is independent of the robot. In other words, the complete system can be made portable.
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Appendix 1

This is the input data to the PUMA sensitivity analysis code.

6 links  PUMA 562 System D&H Kinematic Parameters
(i) (alpha i-1) (a i-1) (d i) (joint limits) dh table (For joint 6 actual limit 532 deg)
1  0  0  0  320
2 -90  0  0  270
3  0  432  149.5  270
4 -90  20.3  433  280
5  90  0  0  200
6 -90  0  0  360
560 265 350 0 0  -32 Base transform
-8 -208 150 0 0 Tool tip transform to link 6 (Or you could define a link 7)
1  2.5  5  10  link 1 alpha err, a err, d err, theta err
1  2.5  5  10  link 2 errors  (error in dh table)
1  2.5  5  10  link 3 etc
1  2.5  5  10
1  2.5  5  10
1  2.5  5  10  link 6
15 15 15 2 2 2 Base transform error
2 2 2 0 0 0 Tool tip transform to link 6 error
This is sample sensitivity analysis results for all 33 parameters with one joint angle configuration and a parameter perturbation style of positive individual with the remaining parameters at nominal values.

**Absolute Distance Error (mm), Style 1: Nominal set, Positive Individual**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value 1</th>
<th>Value 2</th>
<th>Value 3</th>
<th>Value 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xb</td>
<td>15.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Yb</td>
<td>15.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Zb</td>
<td>15.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>RXb</td>
<td>13.759</td>
<td>-1.696</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>RYb</td>
<td>5.025</td>
<td>-1.696</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>RZb</td>
<td>12.921</td>
<td>-2.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Alpha0</td>
<td>6.880</td>
<td>-0.848</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>a0</td>
<td>2.500</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>d1</td>
<td>5.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Theta1</td>
<td>64.526</td>
<td>-10.000</td>
<td>Rz</td>
<td></td>
</tr>
<tr>
<td>Alpha1</td>
<td>6.710</td>
<td>-0.208</td>
<td>Ry</td>
<td></td>
</tr>
<tr>
<td>a1</td>
<td>2.500</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>d2</td>
<td>5.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Theta2</td>
<td>29.321</td>
<td>0.180</td>
<td>Rz</td>
<td></td>
</tr>
<tr>
<td>Alpha2</td>
<td>6.882</td>
<td>-0.691</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>a2</td>
<td>2.500</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>d3</td>
<td>5.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Theta3</td>
<td>75.322</td>
<td>0.180</td>
<td>Rz</td>
<td></td>
</tr>
<tr>
<td>Alpha3</td>
<td>7.860</td>
<td>-1.000</td>
<td>Rz</td>
<td></td>
</tr>
<tr>
<td>a3</td>
<td>2.500</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>d4</td>
<td>5.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Theta4</td>
<td>44.330</td>
<td>-2.069</td>
<td>Ry</td>
<td></td>
</tr>
<tr>
<td>Alpha4</td>
<td>6.678</td>
<td>0.198</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>a4</td>
<td>2.500</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>d5</td>
<td>5.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Theta5</td>
<td>26.184</td>
<td>-3.272</td>
<td>Ry</td>
<td></td>
</tr>
<tr>
<td>Alpha5</td>
<td>4.476</td>
<td>-0.997</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>a5</td>
<td>2.500</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>d6</td>
<td>5.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Theta6</td>
<td>36.284</td>
<td>0.507</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Xt</td>
<td>2.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Yt</td>
<td>2.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
<tr>
<td>Zt</td>
<td>2.000</td>
<td>-0.000</td>
<td>Rx</td>
<td></td>
</tr>
</tbody>
</table>

**Appendix 1**
Appendix 2

This is the sensitivity analysis input data for URSULA BPS design.

-29.06 -7.07 -15.89  Foot 1 rel to Base
-29.06 18.22 -17.431 Foot 2 rel to Base
  0  0  -18.633  Foot 3 rel to Base
-6.875  -2  -8.047  Laser Target rel to Base
1.0  Foot 1 Error
1.0  Foot 2 Error
1.0  Foot 3 Error
1.0  Laser Frame Z error (side to side in laser frame)
0.0  Laser Frame Y Error (up-down in laser frame)
1.0  Pressure Gage Z Error
1.0  Left Right Inclinometer
0.0  Back Front Inclinometer
4  Number of circumferential locations to put Ursula
0 90 180 270  Theta Circumferential Values
2  Number of depth locations
0 -280  Depth values
***** Nominal Values of the Parameters
80.0  Radius of RV
4  Number of Targets
80.0  0.0  0.0
0.0  80.0  0.0  xyz location of targets
-80.0  0.0  0.0
0.0 -80.0  0.0
0.0 0.0  Initial Pan and Tilt (theta_i, phi_i)
0.0 0.0 0.0  Gimbal Pose x, y, z
0.0 0.0  0.0  Gimbal Pose alpha, beta, gamma
0.0 0.0 0.0  Laser Pose x, y, z (extrinsic)
0.0 0.0 0.0  Laser Pose al,bl,gl
0.0 -90.0  Gimbal D-H parameters a1, alpha1  (d2 = 0)
0.0 0.0  Inclinometer readings (R-L, F-B)
0.0 0.0  Extrinsic Inclinometer Mounting
*** Ranges of Perturbation
0.65 inch  radius deviation  1
0.35 inch  depth range zu  1  2
0.25 inch  x Target  4
This is the sensitivity analysis results for URSULA BPS design for one particular parameter perturbation style (individual parameter is perturbed to positive extreme while the remaining parameters are kept at nominal values).

Distance Error in Inches, Style 1: Nominal set, Positive Individual

<table>
<thead>
<tr>
<th>Depth 0.000000 inches</th>
<th>Depth -280.0000000 inches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theta- 0.00 90.00 180.00 270.00</td>
<td>0.00 90.00 180.00 270.00</td>
</tr>
<tr>
<td>Radius 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000</td>
<td></td>
</tr>
<tr>
<td>Target X0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000</td>
<td></td>
</tr>
<tr>
<td>Target Y0 0.0018 0.0005 0.0007 0.0006 0.0018 0.0005 0.0007 0.0006</td>
<td></td>
</tr>
<tr>
<td>Target Z0 0.0000 0.0001 0.0000 0.0001 0.0000 0.0000 0.0043 0.0000 0.0043</td>
<td></td>
</tr>
<tr>
<td>Target X1 0.0006 0.0018 0.0005 0.0007 0.0006 0.0018 0.0005 0.0007</td>
<td></td>
</tr>
<tr>
<td>Target Y1</td>
<td>0.0000</td>
</tr>
<tr>
<td>Target Z1</td>
<td>0.0001</td>
</tr>
<tr>
<td>Target X2</td>
<td>0.0000</td>
</tr>
<tr>
<td>Target Y2</td>
<td>0.0007</td>
</tr>
<tr>
<td>Target Z2</td>
<td>0.0000</td>
</tr>
<tr>
<td>Target X3</td>
<td>0.0005</td>
</tr>
<tr>
<td>Target Y3</td>
<td>0.0000</td>
</tr>
<tr>
<td>Target Z3</td>
<td>0.0001</td>
</tr>
<tr>
<td>Theta_i</td>
<td>0.0000</td>
</tr>
<tr>
<td>Phi_i</td>
<td>0.0000</td>
</tr>
<tr>
<td>X Gimbal</td>
<td>0.0000</td>
</tr>
<tr>
<td>Y Gimbal</td>
<td>0.0000</td>
</tr>
<tr>
<td>Z Gimbal</td>
<td>0.0000</td>
</tr>
<tr>
<td>a Gimbal</td>
<td>0.0000</td>
</tr>
<tr>
<td>b Gimbal</td>
<td>0.0000</td>
</tr>
<tr>
<td>g Gimbal</td>
<td>0.0000</td>
</tr>
<tr>
<td>X Laser</td>
<td>0.0000</td>
</tr>
<tr>
<td>Y Laser</td>
<td>0.0000</td>
</tr>
<tr>
<td>Z Laser</td>
<td>0.0108</td>
</tr>
<tr>
<td>a Laser</td>
<td>0.0000</td>
</tr>
<tr>
<td>b Laser</td>
<td>0.0023</td>
</tr>
<tr>
<td>g Laser</td>
<td>0.0000</td>
</tr>
<tr>
<td>a1 Gimbal</td>
<td>0.0000</td>
</tr>
<tr>
<td>alpha1 Gimbal</td>
<td>0.0016</td>
</tr>
<tr>
<td>L-R Inclinom</td>
<td>0.0078</td>
</tr>
<tr>
<td>F-B Inclinom</td>
<td>0.0000</td>
</tr>
<tr>
<td>Extr L-R Incl</td>
<td>0.0000</td>
</tr>
<tr>
<td>Extr R-B Incl</td>
<td>0.0000</td>
</tr>
<tr>
<td>Depth</td>
<td>0.3500</td>
</tr>
<tr>
<td>Theta Target</td>
<td>0.0003</td>
</tr>
<tr>
<td>Phi Target</td>
<td>0.0000</td>
</tr>
<tr>
<td>Theta Target</td>
<td>0.0001</td>
</tr>
<tr>
<td>Phi Target</td>
<td>0.0000</td>
</tr>
<tr>
<td>Theta Target</td>
<td>0.0001</td>
</tr>
<tr>
<td>Phi Target</td>
<td>0.0000</td>
</tr>
<tr>
<td>Theta Target</td>
<td>0.0001</td>
</tr>
<tr>
<td>Phi Target</td>
<td>0.0000</td>
</tr>
<tr>
<td>Foot 1 radius</td>
<td>0.2536</td>
</tr>
<tr>
<td>Foot 2 radius</td>
<td>0.2475</td>
</tr>
<tr>
<td>Foot 3 radius</td>
<td>0.6339</td>
</tr>
<tr>
<td>Theta Ursula</td>
<td>0.0269</td>
</tr>
<tr>
<td>Phi Ursula</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
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