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Biological network data is plentiful with practically every experimental methodology giving ‘network views’ into cellular function and behavior. Bioinformatic screens that yield network data include, for example, genome-wide deletion screens, protein-protein interaction assays, RNA interference experiments, and methods to probe metabolic pathways. Efficient and comprehensive computational approaches are required to model these screens and gain insight into the nature of biological networks. This thesis presents three new algorithms to model and mine network datasets. First, we present an algorithm that models genome-wide perturbation screens by deriving relations between phenotypes and subsequently using these relations in a local manner to derive gene-phenotype relationships. We show how this algorithm outperforms all previously described algorithms for gene-phenotype modeling. We also present theoretical insight into the convergence and accuracy properties of this approach. Second, we define a new data mining problem—constrained minimal separator mining—and propose algorithms as well as applications to modeling gene perturbation screens by viewing the perturbed genes as a graph separator. Both of these data mining applications are evaluated on network datasets from *S. cerevisiae* and *C. elegans*. Finally, we present an approach to model the relationship between metabolic pathways and operon structure in prokaryotic genomes. In this approach, we present a new pattern class—biclusters over domains with supplied partial orders—and present algorithms for systematically detecting such biclusters. Together, our data mining algorithms provide a comprehensive arsenal of techniques for modeling gene perturbation screens and metabolic pathways.
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Chapter 1

Introduction

Over the last two decades, data mining methodologies have become extremely popular in many scientific domains, including bioinformatics [85]. A key factor has been the availability of high-throughput biotechnologies (e.g., microarrays, proteomic assays) for studying complex biological processes. Many of the datasets obtained through these methodologies yield ‘network views’ of biology, i.e., the data can be viewed as capturing information about different biological networks. We categorize these networks into two groups: undirected and directed networks.

1. **Undirected Networks**: Three key data sources that yield undirected network information are protein-protein interaction experiments, gene co-expression data, and genome-wide deletion mutants.

   For instance, proteins form cellular complexes (e.g., by binding to each other) to perform structural and functional roles. Some proteins might interact together to form a channel that allows substrate to move from one enzyme to the next without diffusional losses away from the biosynthetic assembly. Such associations between proteins are referred to as protein-protein interactions (PPI). Besides being objects of intrinsic interest, protein complexes have been used to support phenotype predictions [22]. From a computational perspective, protein-protein interactions are usually modeled as un-weighted, undirected networks where the nodes are proteins.

   Gene expression datasets being generated from transcriptional profiling provide another source of undirected network data. Here, the nodes are genes and the edges (possibly) represent co-regulation of the associated genes. The weight of the edge typically indicates the strength of the co-expression. Gene co-expression data also has been used to elucidate relationships between genes and phenotypes [56, 61].

   Technologies such as genome-wide deletion mutants [64, 76], using either homologous recombination (knockouts) or RNA interference (knockdowns) [13, 21, 36], are a third source of data that more directly help associate phenotypes to thousands of genes. Here, gene-phenotype relations can be modeled as a bipartite network between genes and phenotypes.
The link between a gene and a phenotype means that perturbing the gene gives rise to the corresponding phenotype.

2. **Directed Networks:** Directed networks are also popular in bioinformatics databases, with sources being transcriptional regulation, biochemical pathways, and signal transduction networks. Sources of data for directed networks are based upon transcriptional regulation experiments, biochemical pathway analysis, and signal transduction network perturbations.

A transcription factor (a type of protein) can either activate or inhibit the expression of a gene. A transcriptional regulatory network is a collection of genes coding for transcription factors and their regulated targets. The hierarchical structures of the transcriptional network of many model organisms have been studied [42, 87]. Such a network is best modeled as a directed graph, where the direction of an edge distinguishes the regulator from the regulated.

A biochemical pathway can be viewed as a series of chemical reactions, where downstream reactions process the products of the upstream reactions. A metabolic network is a collection of such biochemical pathways. The structure of a metabolic network is more complicated than the previously described networks. It can potentially embody multiple types of relations (e.g., between reactions and reactions, and between enzymes and reactions). There are some open databases that integrate enzymes/reactions/pathways data of multiple organisms [4, 48, 49].

Signaling transduction networks comprise the chemical processes by which cells detect and respond to changes in the environment. Once a receptor receives a signal, it transmits the information into the cell resulting the response. Similar to a metabolic network, signal transduction networks also involve multiple relations over many different domains.

In this thesis, we leverage diverse network sources to yield insight into two key problems: phenotype and pathway modeling. We begin with motivations for both of them. A “principal goal of [modern] genetic research is to identify specific genotypes that are associated with human phenotypes” [23]. One of the most compelling areas of interest is understanding the nature of human diseases and discovering new drug targets for them based on their genetic causes [11]. However, many disease-causing genes are still unknown. Moreover, it is infeasible to experimentally test genes individually for the purposes of discovering drug targets. Hence it is necessary to use computational approaches to identify candidate genes for controlling a phenotype by utilizing all available data sources. Extending this argument further, the functional state of a metabolic network can be considered as a phenotype. Successfully modeling the relations between gene regulation and metabolic pathways is very important to understanding any causality relationships between genes and phenotypes. Although many existing data mining approaches work for biological data, new and effective algorithms are still required considering the speciality of these applications and the characteristics of data. In this dissertation, we develop new methodologies for mining network data sets and apply them to modeling phenotypes and metabolic pathways.
Figure 1.1: An example of relations between genes and phenotypes. The thickness of the edge represents the strength of the connections.

1.1 Research Questions

We propose the following research questions involving mining undirected and directed network datasets. Each of these questions arises from a biologically motivated context involving the modeling of phenotypes and/or metabolic pathways.

1. **How can we predict unknown relationships between genes and phenotypes using data from protein-protein interactions and gene perturbation screens?**

   It is clear that gene perturbation screens yield direct insight into the relationship between genes and phenotypes. It also has been shown that genes encoding for proteins in the same protein complex are likely to exhibit the same phenotypes when perturbed [22]. Therefore, knowledge about protein-protein interactions is a second basis for understanding phenotypes.

   Previous studies have shown that phenotypically similar diseases are often caused by functionally related genes [65, 66]. For example, Stickler, Marshall, and OSMED syndromes are caused by mutations in functionally related genes—COL2A1, COL11A1, and COL11A2—all of which code for collagens [2, 31, 79]. Fig. 1.1 depicts relations between collagens and the associated phenotypes. These syndromes share similar phenotypes, and the genes causing these syndromes are functionally related. Hence, two similar phenotypes are likely to share the same causative genes. This observation tells us that the relationship between phenotypes is probably important to model, in order to better predict relations between genes and phenotypes.

   In Chapter 2, we present a new method (P³) [44] that first derives relations between phenotypes and uses them in a local manner to derive new gene-phenotype relationships. This work has parallels to the *user-based* [39] and *item-based* [75] approaches from the recommender systems literature. We show how P³ consistently outperforms all other methods for phenotype modeling.
2. **How can we identify a minimal set of genes to knockout/remove from a network such that certain functions are blocked but with minimum side effects to other functions?**

Genes are situated as critical players in complex biological networks. For instance, some genes encode for enzymes that serve to catalyze crucial biochemical pathways. We can study the effect of knocking out/removing a gene on the overall structure of a network.

One example arises in the study of desiccation tolerance in *C. elegans*. Figure 1.2 shows a brief description of the important pathways and genes/proteins in this process. It is known that the insulin/IGF-1 signalling (IIS) pathway is a key regulator of the aging process in *C. elegans*. Reduced IIS increases longevity by activating the function of *daf-16*. Further, it is known that *pha-4* regulates diet-restriction-mediated longevity. *pha-4* is not required for the response of reduced IIS, and *daf-16* is not required in the regulation of longevity under dietary restriction. However, both *daf-16* and *pha-4* positively regulate a superoxide-dismutase (*sod-5*), that slows down metabolism. We can thus view these two independent pathways as being connected through a critical point (*sod-5*). Biologists will select *sod-5* to mutate in order to investigate the survival situations under desiccation stress with normal metabolism, instead of *pha-4* or *daf-16*. This idea naturally maps to target selection based on the topological location of *sod-5* in the pathway network as shown in Figure 1.2.

We consider the set of perturbed genes as a *graph separator* and aim to understand which parts of the underlying network are disconnected as a result of removing the set. In Chapter 3, we define a new data mining problem—*constrained minimal separator mining*—and propose algorithms as well as applications to modeling gene perturbation scree [45].

3. **How can we model the relationship between transcriptional regulatory networks and metabolic networks?**

Transcriptional regulatory relationships and the structure of metabolic networks are highly
inter-twined. For example, a partial model for regulation of *C. elegans* larval development, metabolism, and longevity is shown in Figure 1.3. Both *daf-15* and *daf-2* pathways are essential for larval development. Figure 1.3 (left) shows the case when food is abundant. *let-363/daf-15* is up-regulated and in turn transduces a sufficient nutrient signal to permit growth to the reproductive adult. This signal is also required for *daf-2*/insulin signaling to stimulate growth. When nutrients are limited as shown in Figure 1.3, the *let-363/daf-15* signal is insufficient, with concomitant down regulation of the *daf-2* pathway, and the organism will enter the dauer stage.

To model the close relationships between gene regulation and pathway regulation, we exploit natural orderings between reactions and genes. There is a partial order that can be posed over reactions, since the products of one reaction are the reactants to the subsequent reaction. Similarly, there is a partial order between genes that reflects their location and hence possible co-regulation. We formulate a data mining problem that aims to identify concerted clusters of genes and reactions that obey/reflect these partial orders. In this problem, we generalize the notion of biclusters over sets to biclusters over partially ordered sets in Chapter 4. We present algorithms for mining such biclusters on the relations between reactions and co-regulated genes. We use a prokaryotic example (*E.coli*) for ready availability of data.

1.2 Outline

The remainder of this dissertation is organized on the base of the research problems. Related work is presented contextually, within the setting of each chapter.

- Chapter 2 describes a relative importance based method for modeling gene perturbation screens.
• Chapter 3 describes algorithms for mining constrained graph minimal separators and applications in the study of multiple knockouts/knockdowns.

• Chapter 4 describes algorithms for computing biclusters over domains with supplied partial orders, and presents applications to modeling pathways and transcriptional regulatory relationships.

• Chapter 5 concludes this dissertation and outlines possible directions for future work.
Chapter 2

Relative Importance Methods to Model Gene Perturbation Screens

With the advent of high-throughput gene perturbation screens (e.g., RNAi assays, genome-wide deletion mutants), modeling the complex relationship between genes and phenotypes has become a paramount problem. One broad class of methods uses ‘guilt by association’ to impute phenotypes to genes based on the interactions between the given gene and other genes with known phenotypes. Yet these methods are inadequate for genes that have no cataloged interactions but which nevertheless are known to result in important phenotypes.

In this chapter, we present an approach to first model relationships between phenotypes using the notion of ‘relative importance’ and subsequently use these derived relationships to make phenotype predictions. This new approach sheds insight into relations between phenotypes and yields improved accuracy on *S. cerevisiae* deletion mutants and *C. elegans* knock-down datasets.

2.1 Introduction

There are now a variety of mechanisms to study loss of function phenotypes in specific cell types or at different stages of development in an organism. Genome wide deletion mutants, e.g., for *Saccharomyces cerevisiae* [64, 76], use homologous recombination to replace genes with targeted cassettes so that the resulting strain can be screened for specific phenotypes. RNA interference methodologies, in organisms such as *Caenorhabditis elegans* [72, 80], use post-transcriptional gene silencing to degrade specific RNA molecules, thus causing a drastic attenuation of gene expression. Since RNAi may not completely deplete the expressed RNA molecules, its use is referred to as a ‘knockdown’, in contrast to a complete ‘knockout’ exhibited by a deletion mutant. Through the use of high-throughput screens, both these techniques now support large scale phenotypical studies.

A central goal of bioinformatics research is to model the phenotypic effects of gene perturbations.
The mapping between gene function and expressed phenotype is complex. A single gene perturbation (through deletion or RNAi interference) can lead to a cascade of changes in transcription or post-transcriptional pathways. It is impractical to make a comprehensive empirical analysis when there is a large number of candidate genes. An emerging area of interest therefore is to use diverse, highly heterogeneous, data (e.g., microarrays, RNAi studies, protein-protein interaction assays) to computationally model phenotype effects for mutations.

Previous studies have shown that by considering interactions between candidate genes and target genes (which have been known to result in a desired phenotype) the accuracy of phenotype prediction can be improved. Examples of interactions that have been considered include physical interactions between proteins [67], interactions underlying protein complexes [53], and integrated gene networks constructed from multiple data sources [56]. Most of these methods can be classified as ‘direct’ methods since they require a direct interaction between a gene and another gene with the target phenotype in order to predict the phenotype for the given gene.

The combination of gene expression and protein interaction data have been used to prioritize genes, e.g., CGI [57] and GeneRank [61]. In addition to direct interactions, these methods take into account indirect interactions, i.e., links from genes to target genes through other intermediate genes. However, these approaches assume that there is at least one path from a candidate gene to some target gene(s). Since many genes do not have any catalogued interactions, this limits the applicability of these approaches.

Markowetz et al. [59] proposed the NEM (nested effects models) approach to rank genes according to subset relations between phenotypes. NEM uses phenotype profiles only, i.e., it does not consider any protein-protein interactions. While this overcomes the limitations mentioned previously, NEM has shortcomings in scalability with respect to the number of phenotypes. To overcome the increased computational cost, NEM focuses only on inference from pairwise and triple relations.

The key contributions of this chapter are several fold. We propose a new graph theoretic approach to predicting phenotype effects of gene perturbation using phenotype relations (P$^3$). Our approach focuses on relative importance methods to infer relations between phenotypes and uses these relations to predict phenotypic effects. We integrate phenotype profiles with the gene network to derive phenotype relations. It is assumed that genes that are tightly connected are likely to share the same phenotypes. We use a weighted directed graph to model the relations between phenotypes such that more complicated relations can be illustrated and interpreted instead of just subset relations. Since predictions are carried out purely based on the phenotype relations derived, there is no requirement for known interaction paths from candidate genes to target genes. Furthermore, once the relations between phenotypes are derived, they can be used repetitively in the prediction process. In particular, complete perturbation effects across all phenotypes can be predicted simultaneously from the relations between known phenotypes and others. Therefore, P$^3$ is more effective for large-scale phenotype prediction than previous methods that rank genes for each phenotype, one at a time. Experimental results on S. cerevisiae and C. elegans networks also show that our approach outperforms the direct and GeneRank methods consistently. In particular, for genes without any interactions in S. cerevisiae, we show that our method can predict 96% of their
phenotypes with AUC (area under ROC curve) greater than 0.8, and 60% of the phenotypes in *C. elegans*.

We also aim to explain the success of our framework using theoretical concepts as well as further experimental exploration. First, we develop a hybrid importance weighting method that interpolates between relative and global importance methods and demonstrate that relative importance is crucial to the success of P$^3$. Second, we provide a new semi-definite programming formulation for optimizing the initial settings of the relative importance algorithm and discuss its implications. Finally, we provide a formal proof of the convergence of the relative importance algorithm used in P$^3$.

### 2.2 Problem Definition

Let $\mathcal{G} = \{g_1, g_2, ..., g_n\}$ be a set of genes. Genes interact with each other, and these interactions are encoded in an $n \times n$ connection matrix $W$, where $w_{i,j}$ denotes the weight of the connection between gene $g_i$ and gene $g_j$. $W$ is a symmetric matrix whose diagonal is uniformly 0. Let $\mathcal{P} = \{p_1, p_2, ..., p_m\}$ be a set of phenotypes. Each phenotype has a set of genes associated with it, represented by a vector $\vec{p}_j = \langle v_1, v_2, ..., v_n \rangle$, where $v_i = 1$ indicates that gene $g_i$ is known to result in $p_j$. If the relationship between the gene $g_i$ and the phenotype $p_j$ is unknown, then $v_i = 0$. These vectors are grouped together to form an $m \times n$ phenotype-gene matrix $V$, where rows are phenotypes and columns are genes.

The objective is to rank the set of genes to each phenotype to find unknown gene-phenotype relations. We hypothesize that similar phenotypes are associated with closely functionally related genes. The following example shows the importance of taking into account both gene interactions and phenotype relations.

Table 2.1 describes an example of phenotype profiles resulting from many gene perturbations. These phenotype profiles constitute one part of the training data for phenotype prediction. Table 2.2 shows the test data for evaluating prediction performance. In the two tables, each row represents a phenotype and each column a gene. The cell value indicates whether the gene perturbation exhibits the corresponding phenotype, e.g., perturbing $g_1$ gives rise to $p_1$ but not $p_2$ and $p_3$. Gene $g_7$ is known to give rise to phenotype $p_3$ (see the last column of Table 2.1), and we seek to determine if $g_7$ also will cause $p_2$ and/or $p_1$.

A second form of data available is a gene network as shown in Figure 2.1 (left), that shows interactions between genes. For ease of interpretation, genes that result in the same phenotype are grouped in Figure 2.1 (left).

- **Using phenotype profiles:** If we were to use only Table 2.1 to make a prediction, it is not clear whether $g_7$ should result in $p_1$ or $p_2$. $p_1$ and $p_2$ involve three genes each, and $p_3$ has (exactly) one gene in common with both sets. Obviously, $p_1$ and $p_2$ have an equal chance to be predicted, no matter what association measure is used.
Table 2.1: Input data for phenotype prediction.

<table>
<thead>
<tr>
<th>g1</th>
<th>g2</th>
<th>g3</th>
<th>g4</th>
<th>g5</th>
<th>g6</th>
<th>g7</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>p2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>p3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.2: Test data.

<table>
<thead>
<tr>
<th>g7</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1</td>
</tr>
<tr>
<td>p2</td>
</tr>
<tr>
<td>p3</td>
</tr>
</tbody>
</table>

- **Using network information:** If we assume that all links in Figure 2.1 (left) have the same weight, then in fact the prediction result will be \( p_1 \). To see this, observe that \( g_7 \) has only one interaction partner \( g_2 \), and it is known that \( g_2 \) contributes to \( p_1 \) only. And there are no paths from \( g_7 \) to any genes resulting in phenotype \( p_2 \). Hence, no matter what graph theoretic methods are used, \( p_1 \) has a better chance of being predicted.

As we can see, neither the phenotype profiles or network information allows us to accurately predict the phenotypes as shown in the test data (Table 2.2). We propose to combine the selective superiorities of the two methods to model phenotypes. In this process, we develop a method that resembles a collaborative filtering algorithm [38] used in recommender systems research. First, we derive relationships between phenotypes from Table 2.1 and Figure 2.1 (left). Figure 2.1 (right) demonstrates the relationships between phenotypes obtained by applying our algorithm presented in the following section. The value on the arrow from phenotype \( p_i \) to phenotype \( p_j \) denotes the tendency that a gene perturbation causing \( p_i \) also causes \( p_j \). From such a relation, we can predict that if a gene perturbation results in \( p_3 \), then it is more likely to result in \( p_2 \) rather than \( p_1 \). Some characteristics of existing methods and our approach are listed in Table 2.3.

### 2.3 Methods

#### 2.3.1 Inferring Relations Between Phenotypes

As stated earlier, inferring relations between phenotypes is a one-time cost and can be amortized over the prediction process. Our method is motivated by the study of relative importance in networks [86]. Original link analysis methods, such as PageRank [68] and HITS [51], rank nodes according to their “importance” or “authority” in the entire network. Relative importance analysis focuses on determining the importance of nodes with respect to a subset of the network, called the “root set.” Multiple algorithms have been proposed for relative importance computation, such as
Figure 2.1: (left) Example of gene network. (right) Induced relationships between phenotypes.

Table 2.3: Comparison of \( P^3 \) to other methods for phenotype prediction.

<table>
<thead>
<tr>
<th>Method</th>
<th>Use phenotype profiles?</th>
<th>Use gene interactions?</th>
<th>Ability to rank phenotypes?</th>
<th>Induce phenotype relations?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wormnet (Direct)</td>
<td>( \checkmark )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GeneRank</td>
<td>( \checkmark )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEM</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>( P^3 )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
</tbody>
</table>

\( k \)-short path, \( k \)-short node-disjoint paths, PageRank with priors, HITS with priors, and the \( k \)-step Markov approach, which are all surveyed by White and Smyth [86].

Using the same notation defined in the problem definition, suppose that there are \( n \) genes \( G = \{ g_i \mid 1 \leq i \leq n \} \), and \( m \) phenotypes \( P = \{ p_i \mid 1 \leq i \leq m \} \) in a study. Let \( W \) denote the connection matrix of the network between genes, and \( V \) indicate the relations between phenotypes and genes. Given a phenotype \( p_j \), genes resulting in this phenotype form a root set \( R_j \). Similar to PageRank with priors, each gene is assigned a prior rank score, as shown in Equation 2.1. Observe that the sum of all initial rank scores is 1. If \( R_j \neq 0 \),

\[
 r^0_{g_ip_j} = \begin{cases} 
 \frac{1}{\|R_j\|} & \text{if } g_i \in R_j, \\
 0 & \text{otherwise}. 
\end{cases}
\]  

(2.1)

Let \( N(g_i) = \{ g_j \mid w_{i,j} > 0, i \neq j, \text{and } g_j \in G \} \) denote the set of all other genes that interact with \( g_i \). Define parameter \( \beta \), \( 0 \leq \beta \leq 1 \), to be the relative weight between the original score of a gene and the score that results through the influence of its neighbors. The formula for iteratively computing gene rank scores is shown in Equation 2.2.
\[ r_{g_ip_j}^{k+1} = \beta r_{g_ip_j}^0 + (1 - \beta) \left( \sum_{g_i \in N(g_i)} \frac{w_{i,j}}{\pi_{g_i}} r_{g_ip_j}^k \right). \]  

(2.2)

Here, \( \pi_{g_i} = \sum_{j=1}^{n} w_{i,j} \) is the total weight of interactions involving gene \( g_i \). \( k \) in the equation indicates the number of iterations. After convergence, we obtain rank scores of all genes with respect to each phenotype. The convergence of this algorithm is discussed in Section 2.5. The above procedure can be repeated for every phenotype to obtain the corresponding list of rank scores of all genes. The list of rank scores of genes to a phenotype corresponds to a vector \( \vec{R}_{p_i} = \langle r_{g_1}, ..., r_{g_n} \rangle \), where \( r_{g_k} \) is the rank score of \( g_k \). Let \( C \) denote a \( m \times m \) “closeness” matrix of phenotypes, where both rows and columns are phenotypes, and each entry \( c_{i,j} \) stores the closeness value from phenotype \( p_j \) to \( p_i \). The previous example shown in Figure 2.1 (right) is a network view of the closeness matrix between phenotypes. It is defined as the \( p_i \)’s average rank scores of genes causing \( p_j \). The formula is given in Equation 2.3, where \( \vec{p}_j^T \) is the transpose of \( \vec{p}_j \).

\[
c_{i,j} = \begin{cases} 
  \vec{p}_j^T \times \vec{R}_{p_i} & i \neq j, \\
  1 & i = j.
\end{cases}
\]  

(2.3)

Note that the closeness matrix \( C \) is not necessarily symmetric, since the rank score of a gene to a phenotype depends on the scores of its neighbors, but for two phenotypes \( p_i \) and \( p_j \), genes involved in phenotype \( p_i \) may not have the same neighbors as genes involved in phenotype \( p_j \). For simplicity, the diagonal of the matrix is set to 0, because the closeness of a phenotype to itself is not of interest. This matrix thus maps to a weighted directed graph, such as seen in Figure 2.1 (right), where nodes are phenotypes, and the weight of the directed edge from phenotype \( p_i \) to phenotype \( p_j \) is \( c_{i,j} \). After the whole matrix \( C \) is computed, prediction is carried out using this matrix.

2.3.2 Predicting Phenotype Effects of Gene Perturbations

Algorithms for ranking genes to a phenotype and ranking phenotypes for a gene using the phenotype graph are described below.

Ranking Genes for a Phenotype

Given a phenotype \( p \), suppose that there is a gene \( g \) which is known to result in phenotypes \( \{q_1, ..., q_k\} \). The closeness of phenotype \( q_i \), \( 1 \leq i \leq k \), to \( p \) is the weight of the edge from \( p \) to \( q_i \) in the phenotype graph. There are multiple ways to define the rank score of a gene \( g \) to the phenotype \( p \), for example, we can utilize the maximum closeness from \( q_i \), \( 1 \leq i \leq k \), to \( p \). Here, we used the average closeness from known phenotypes of the gene to the target phenotype. The rank scores of all genes to all target phenotypes can be calculated simultaneously by a simple
matrix computation, as shown in Equation 2.4.

\[ RG = V' \times C \]  

\( V' \), with entries \( v'_{i,j} = \frac{v_{j,i}}{\sum_{k=1}^{m} v_{k,i}} \), is obtained by transposing the phenotype-gene matrix \( V \) and dividing each entry by the number of 1s in the corresponding row. \( R_G \) is thus an \( n \times m \) matrix, where rows are genes and columns are phenotypes, and the value of each cell is the rank score of the gene to the corresponding phenotype.

The matrices \( V' \), \( C \), and \( R_G \) for the example shown in Figure 2.1 are demonstrated in Figure 2.2. Each column of the matrix shown in Figure 2.2(c) represents the list of ranking values of genes for the corresponding phenotype.

\[
\begin{array}{c|ccc}
 p_1 & p_2 & p_3 \\
 g_1: & 1 & 0 & 0 \\
 g_2: & 1 & 0 & 0 \\
 g_3: & 0 & 1 & 0 \\
 g_4: & 0 & 0.5 & 0.5 \\
 g_5: & 0 & 0.5 & 0.5 \\
 g_6: & 0 & 0 & 1 \\
 g_7: & 0 & 0 & 1 \\
\end{array}
\]

\[
\begin{array}{c|ccc}
 p_1 & p_2 & p_3 \\
 g_1: & 1 & 0.04 & 0.1 \\
 g_2: & 1 & 0.04 & 0.1 \\
 g_3: & 0.03 & 1 & 0.12 \\
 g_4: & 0.03 & 1 & 0.12 \\
 g_5: & 0.03 & 1 & 0.12 \\
 g_6: & 0.55 & 0.095 & 0.55 \\
 g_7: & 0.1 & 0.15 & 1 \\
\end{array}
\]

Figure 2.2: (a) \( V' \), (b) \( C \), and (c) \( R_G \) for the example shown in Figure 2.1.

Ranking Phenotypes for a Gene

Given a gene \( g \), assume that it is known to result in phenotypes \( \{p_1, ..., p_k\} \). For any other phenotype \( p' \) in the phenotype graph, the closeness from \( p' \) to phenotype \( p_i \), \( 1 \leq i \leq k \) is the weight of the edge from \( p_i \) to \( p' \). The method of ranking phenotypes to a gene is very similar to ranking genes for a phenotype, described above. In ranking genes, the weights on the edges incident on phenotypes \( \{p_1, ..., p_k\} \) are used, but in ranking phenotypes, the edges outgoing from phenotypes \( \{p_1, ..., p_k\} \) are considered. The rank score of phenotype \( p \) to gene \( g \) is the average of the closeness values from \( p' \) to phenotypes \( \{p_1, ..., p_k\} \). Analogously as stated earlier, rank scores of all phenotypes to all genes can be computed at the same time. Equation 2.5 describes the method, where \( R_P \) is the resulting rank score matrix.

\[ R_P = V' \times C^T \]  

The only difference from the method to ranking genes is that the transpose of the closeness matrix is used here.

The matrices \( V' \), \( C^T \), and \( R_P \) for the example shown in Figure 2.1 are demonstrated in Figure 2.3. Each row of the matrix \( R_P \) shown in Figure 2.3(c) represents the list of ranking values of phenotypes for the corresponding gene.
2.3.3 Computational Complexity

We analyze the computational complexity of the algorithm for each step separately. The second step computes ranks for all genes to all phenotypes simultaneously by a simple matrix multiplication. The time complexity is $O(n \times m^2)$, where $n$ is the number of genes and $m$ is the number of phenotypes. The most time consuming part of the algorithm is the first step. Here, the time complexity is $O(K \times (2|E|))$, the same as the standard PageRank algorithm, where $K$ is the number of iterations and $E$ is the number of edges in the network. Since $\mathcal{N}$ is an undirected graph, in each iteration each edge is accessed two times. It has been theoretically proven that the PageRank algorithm will converge [20], and it has been established experimentally that the number of iteration is much less than the number of nodes in the network, i.e., $I \ll n$ [68]. Many optimization mechanisms have been proposed to improve the computational performance of PageRank [37,46,47,55]. All of them are applicable to the approaches proposed in this chapter.

2.4 Experimental Results

We illustrate the effectiveness of our methodology by comparing it to the “Direct” method (as used in Lee et al. [56]) and GeneRank [61] on two real datasets: deletion mutants on yeast and an RNAi study of early embryogenesis in the *C. elegans* nematode. We further analyze the phenotype graphs derived by clustering phenotypes with high closeness values and present a biological interpretation.

2.4.1 Data

Two datasets are used in this study: the dataset of *C. elegans* RNAi induced early embryo defects [80] and the yeast knockout dataset from the Munich Information Center for Protein sequences (MIPS) database [60].

We focus on 45 RNAi induced defect categories in the *C.elegans* early embryo (data available...
in [70]) and use an interaction network extracted from Wormnet [56]. The original core Wormnet contains 113,829 connections and 12,357 genes. To compare with the Direct and GeneRank methods, we select genes resulting in at least two early embryo defects and interacting with at least one other gene, and retain all interactions between them in Wormnet. To evaluate the applicability of $P^3$ on predicting phenotypes for genes without interactions, we prepare another gene set that retains genes without any interactions.

In the yeast data, the underlying network involves protein-protein interactions and is built by combining the yeast protein interaction data from several sources (CYGD [34], SGD [15], and BioGrid [12]). Phenotypes and genes are selected according to the same criteria as above. The statistics of these datasets are listed in Table 4.1.

### 2.4.2 Experiment Setup

We implement the Direct method and use the log-likelihood value of each interaction published with Wormnet as the edge weights for the C. elegans network. For a given phenotype, genes known to result in that phenotype are considered as the root set. The rank score of other genes are the sum of the log-likelihoods of interactions with the root set. In the case of yeast, we simply set the same weight on all interactions.

<table>
<thead>
<tr>
<th>Organism</th>
<th>Genes</th>
<th>Interactions</th>
<th>Phenotypes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caenorhabditis elegans</td>
<td>420</td>
<td>6677</td>
<td>45</td>
</tr>
<tr>
<td>Saccharomyces cerevisiae</td>
<td>1232</td>
<td>13228</td>
<td>72</td>
</tr>
</tbody>
</table>

In addition to the connectivity matrix of the network, GeneRank has another input, namely the expression changes vector, which is used to set initial ranks. In our case, we use a binary phenotype signature vector, where 1 means that the corresponding gene is known to show that phenotype, 0 otherwise. There is also a parameter $d$ that determines relative weights of expression changes and connectivity information to the rank value. We tried multiple values on $d$ from 0.1 to 0.9 with interval 0.1, and chose the one that gives optimal prediction results in performance comparison (0.1). The implementation published with the original paper is used.

To compare with the above methods, our algorithm $P^3$ for ranking genes for a given phenotype is applied. Another algorithm to ranking phenotypes for a given gene is used to predict phenotypes for genes without any interactions. There is one parameter $\beta$ in $P^3$ to derive relations between phenotypes. We studied different values on $\beta$ from 0.1 to 0.9 with step 0.1, and found that 0.6 gives the best performance. We used 0.6 in all the experiments described below.
Figure 2.4: Overall performance comparison on the \textit{C. elegans} dataset. Direct: ranking genes using the interaction network only; GeneRank: $d = 0.1$; $P^3$: $\beta = 0.6$.

Figure 2.5: (left) ROC curves on \textit{C. elegans}. (right) Precision vs. Recall on \textit{C. elegans}. Direct: points, GeneRank: dashed line, $P^3$: solid line; square: P1-AB Nuclear-Size-Shape, star: Four Cell Stage Nuclei-Size-Shape, circle: Tetrapolar Spindle.
Figure 2.6: Overall performance comparison on yeast phenotype dataset. Direct: ranking genes using the interaction network only; GeneRank: $d = 0.1; P^3: \beta = 0.6$

### 2.4.3 Results

To evaluate the prediction performance for each phenotype, we used the leave-one-out and $k$-fold cross validation approaches [27, 81]. For the leave-one-out approach, one gene/phenotype pair is ignored from the original dataset each time, and the prediction algorithm is applied on the remaining dataset to see if that gene/phenotype pair is predicted correctly. Results show that our method outperforms the direct method and GeneRank method in almost all cases. We compared the Area Under the Receiver Operating Characteristic (AUC ROC) curve for each phenotype and plot the ROC curve and Precision-Recall curves for some phenotypes for further performance comparison. For $k$-fold cross validation, the original gene/phenotype pairs are separated into $k$ groups, 10 in *C. elegans* and 5 in yeast, one of them is selected as test data and the remaining are used as training data. The distributions of AUC were compared. $P^3$ outperforms other methods in all cases. In the experiment of predicting phenotypes to genes without any interactions, results show that $P^3$ is able to predict a majority of these phenotypes with high accuracy.

**Leave-one-out**

*C. elegans*: For each phenotype prediction, we computed true-positive rate versus false-negative rate to measure the recovery of genes with the given phenotype. The comparison of the area under the Receiver Operating Characteristic curve for each phenotype is shown in Figure 2.4. For visualization purpose, 20 defects are randomly selected for discussion here. The defect “AB Spindle Orientation” shows the highest AUC in the results of all three methods, with values of 0.99
in $P^3$ and GeneRank, and 0.76 in the Direct method. $P^3$ is always better than the Direct method and outperforms the GeneRank method in most cases. The AUCs of $P^3$ are greater than those of Direct method and GeneRank by 0.37 and 0.2, in average respectively, and the maximum differences are 0.6 and 0.73, respectively. Only three defects, “Egg Size/Shape”, “AB Spindle Orientation” and “P1/AB Cortical Activity” show that GeneRank method is slightly better than $P^3$, with the maximum difference of AUC as 0.028. Three phenotypes, “Tetrapolar Spindle”, “Four Cell Stage Nuclei-Size-Shape”, and “P1-AB Nuclear-Size-Shape”, that have both high AUC and precision-recall for $P^3$ were chosen for further comparison. Figure 2.5 (left) shows their ROC curves, and the corresponding precision-recall curves are shown in Figure 2.5 (right).

**Yeast:** Similar to the study in *C. elegans*, we computed true-positive rate versus false-negative rate and precisions at certain recall levels. The comparison of the area under the Receiver Operating Characteristic curve for each phenotype is shown in Figure 2.6. For simplicity, we show the results for 28 phenotypes among the 72 examined phenotypes. The highest AUC in the selected results of $P^3$ is 0.98, from “Cell wall-Hygromycin B”, that of the Direct method is about 0.81, from “Peroxisomal mutants”, and GeneRank has the highest AUC value about 0.88, from “Sensitivity to immunosuppressants”. $P^3$ outperforms GeneRank and the Direct method in most cases. The AUCs of $P^3$ are greater than those of Direct method and GeneRank by 0.4 and 0.2 in average respectively, and the maximum differences are 0.6 and 0.8 respectively. Three phenotypes that have both high AUC values and precisions among the result of $P^3$ method were chosen for further comparison. They are “Conditional phenotypes”, “Carbon utilization”, and “Cell morphology and organelle mutants”. Figure 2.7 (left) shows their ROC curves, and the corresponding precision-recall curves are shown in Figure 2.7 (right).
**Figure 2.8:** AUC distributions on *C. elegans*. Direct method (left), GeneRank method (middle), and $P^3$ (right).

**Figure 2.9:** AUC distributions on yeast. Direct method (left), GeneRank method (middle), and $P^3$ (right).

**k-fold cross validation**

*C. elegans*. 10-fold cross validation was carried out on *C. elegans* data. Figure 2.8 shows the distributions of AUC values of each method. The median, lower quantile, and upper quantile of each group is plotted. As is evident, the performance is considerably improved by using $P^3$ for phenotype prediction.

*Yeast*. 5-fold cross validation was carried out on the yeast data. Figure 2.9 shows the comparison of distributions of AUC. The median, lower quantile, and upper quantile of each group is plotted. $P^3$ outperforms the other two methods in all cases.

**Predicting Phenotypes to genes without any interactions**

To evaluate our approach in predicting phenotypes for genes without any interaction information, we identified those genes that have at least two phenotypes but without interactions in both datasets. We used the phenotype graphs obtained in the leave-one-out experiment, that were derived without any information about the test genes. The target gene/phenotype pairs are separated almost equally
into two groups: one for training and another for testing. For example, for each gene, if it has two phenotypes then one is in the training group and another is in the test group. Results show that P$^3$ can predict most of the phenotypes successfully. Table 2.5 presents the characteristics of the data and results.

<table>
<thead>
<tr>
<th>Organism</th>
<th>Genes</th>
<th>Predicted with AUC $\geq$ 0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Caenorhabditis elegans</em></td>
<td>42</td>
<td>24</td>
</tr>
<tr>
<td><em>Saccharomyces cerevisiae</em></td>
<td>48</td>
<td>46</td>
</tr>
</tbody>
</table>

### 2.4.4 Phenotype Relations

The complete directed graph of phenotypes (representing the closeness matrix of the phenotypes) is too complex to describe in detail here. Therefore, we partition the graph into several highly connected subgraphs by using the CAST [5] algorithm. CAST is a heuristic approach for solving the ‘corrupted cliques’ problem. It transforms an undirected graph into a set of cliques or almost cliques by repetitively adding nodes having maximum average similarity to the current clique, as long as the similarity is above a threshold $\lambda$, and removing nodes with minimum average similarity to the clique, when the similarity is less than the threshold. The process stops when there are no more nodes to add or remove. First, directions are removed from the edges in the original phenotype graph. For each pair of phenotypes, two directed edges are merged into one undirected edge. Every new edge is assigned a new weight that is the average of weights of the original two edges associated to the two phenotypes. The graph is further adjusted by deletions of “weak” connections between phenotypes. For example, if the weight of the connection between phenotype $p$ to $q$ is less than a threshold $t$, then the corresponding edge is removed. We run the CAST algorithm on this simplified graph. A set of cliques and almost cliques is obtained. Each clique/almost clique is a cluster of single or a set of highly related phenotypes. Genes causing these phenotypes tend to interact or function together. Figure 2.10 and Figure 2.11 show some of the phenotype cliques obtained. The thickness of links represents the closeness between phenotypes. Multiple values are used for parameters $t$ and $\lambda$. As $t$ and $\lambda$ decrease, the number of cliques/almost cliques decreases and the size of the maximum clique/almost clique increases. We choose the parameter values that give small cliques so that they are relatively easy to interpret biologically. In *C. elegans*, there are 23 cliques/almost cliques, and the largest clique/almost clique contains 11 nodes, one clique with 5 nodes, 4 nodes, and 3 nodes respectively, three cliques with 2 nodes, and the rest are singletons. In yeast, there are 41 cliques/almost cliques, and the largest clique contains 11 nodes, one clique with 4 nodes, six with 3 nodes, and six with 2 nodes; the remaining are singletons.

The *C. elegans* phenotypes identified in Figure 2.10 are all related to cell division. The edges suggest that there are distinct relationships between the formation and behavior of the nuclei,
Figure 2.10: Phenotype cliques in the *C. elegans* dataset derived from P$^3$.

Figure 2.11: Phenotype cliques in the *S. cerevisiae* dataset derived from P$^3$. 
indicative of a functional role for structural proteins. The role of structural proteins, acting as conduits for macromolecular and organellar movement, also can be seen in the largest clique where cytokinesis (splitting of the cytoplasm to form two cells) and furrow formation (where the cells are divided in half) are related.

The larger yeast cliques in Figure 2.11 pertains to drug sensitivities, including antibiotics. Such associations could potentially be reflective of the role of the extracellular domain in resistance or non-resistance to select antibiotics. Caffeine sensitivity has been related to the synthesis of phospholipids (cell membrane components) and changes in calcium flux. Indeed, the smaller clique relates all of these concepts through sensitivity to immunosuppressants, a sensitivity that is related to phosphorylation-based signal transduction cascades.

### 2.5 Discussion

We have presented an approach to modeling phenotype relations and using these relationships to predict phenotypes for uncharacterized genes. The strong results indicate that the combination of gene networks and phenotype profiles provides a powerful synergy that is not obtainable with either method alone. One limitation is that to be able to make predictions, a gene should have at least one known phenotype.

In understanding the success of our framework, there are three key questions that arise:

1. Can we formally prove the convergence of iterations using Eqn. 2.2?
2. How crucial is the notion of relative importance (vis-a-vis global importance) in inferring relationships between phenotypes?
3. If relative importance is critical, how sensitive is the algorithm to the setting of the initial ranks in Eqn. 2.1?

We proceed to answer these questions below.

#### 2.5.1 Proof of Convergence

First, we study the convergence properties of our algorithm. We prove that it converges under conditions based on the Perron-Frobenius theorems and the theory of Markov chains. The convergence property of our algorithm also can be inferred from previous studies on the convergence of PageRank and similarly motivated algorithms [10]. The related definitions are given below, which are drawn from [6, 26, 30, 40].

**Definition 2.5.1.** A matrix $M$ is non-negative if every entry $m_{ij} \geq 0$. Similarly, a vector is non-negative if every entry is non-negative.
Definition 2.5.2. A square matrix is right/left stochastic if every entry has a non-negative value and the sum of each row/column of the matrix is 1.

Definition 2.5.3. A square matrix $A$ is non-singular if there is another matrix $B$ such that $AB = I$, where $I$ is the identity matrix. $B$ is also written as $A^{-1}$.

Definition 2.5.4. Let $A$ be a matrix. If there is a non-zero vector $\vec{x} \in R^n$ such that $A\vec{x} = \lambda \vec{x}$ for some scalar $\lambda$, then $\lambda$ is called an eigenvalue of $A$ with corresponding (right) eigenvector $\vec{x}$. The eigenvalue with the largest magnitude is called the dominant eigenvalue of $A$.

Definition 2.5.5. A non-negative square matrix $M$ is irreducible if and only if for any pair of indices $(i$ and $j)$ there is a positive integer $t$ such that $(M^t)_{ij} > 0$.

If an undirected graph is connected, i.e., for every pair of vertices there exists a path between them, then the adjacency matrix of this graph is irreducible.

We now turn to some definitions involving Markov chains [54]. Every gene in the network can be considered as a state, i.e., the gene set $G$ is the state space. First, we define $X = \{X_i | 0 \leq i\}$ to be a set of random variables over same probability space, where $i = 0, 1, 2, ...$ (non-negative integers) denotes the discrete time step, and $X_i$ indicates the state of the system at time $i$. If the future state of the system is only influenced by its current state, then the system is said to have the Markov property. More precisely,

$$P_{r}(X_{i+1} | X_0, X_1, ..., X_i) = P_{r}(X_{i+1} | X_i).$$

A Markov chain has stationary transition probabilities or is said to be homogeneous on time, if for all $l, k \geq 0$ and for all $g_i, g_j \in G$, it satisfies

$$P_{r}(X_{l+1} = g_i | X_l = g_j) = P_{r}(X_{k+1} = g_i | X_k = g_j).$$

The conditional probability

$$t_{j,i} = P_{r}(X_{l+1} = g_i | X_l = g_j)$$

is called the transition probability of this Markov chain. Let the size of the state space is $s$, then the transition matrix is a $s \times s$ matrix as follows:

$$T = \begin{pmatrix} p_{1,1} & p_{1,2} & \cdots & p_{1,s} \\ p_{2,1} & p_{2,2} & \cdots & p_{2,s} \\ \vdots & \vdots & \ddots & \vdots \\ p_{s,1} & p_{s,2} & \cdots & p_{s,s} \end{pmatrix}$$

$T$ is a right stochastic matrix based on Definition 2.5.2.

Definition 2.5.6. The period of a state $X_i$ is $k$ if any return to state $X_i$ must occur in multiples of $k$ time steps. A Markov chain is called aperiodic if all of its states have period 1.
Notice that a Markov chain is aperiodic if and only if there is no integer \( k > 1 \) that divides the length of every cycle of the directed graph associated with the transition matrix. The gene network in this study can be interpreted as a directed graph by replacing each edge with two directed edges pointing to two end nodes respectively. In the following, we call a network aperiodic if the corresponding directed graph has the above property.

**Definition 2.5.7.** A Markov chain is irreducible if its transition matrix is irreducible.

**Definition 2.5.8.** The vector \( \pi \) is called a stationary distribution of the chain, if \( \pi \) has entries \( \pi_i, i \in S \), (\( S \) is the state space), such that

1. \( \pi_j \geq 0 \) for all \( j \), and \( \sum_j \pi_j = 1 \).
2. \( \pi = \pi T \), i.e., \( \pi_j = \sum_i \pi_i T_{ij} \) for all \( j \).

**Theorem 2.5.9.** ([30] p.66) Let \( \{\lambda_1, \lambda_2, ..., \lambda_n\} \) be the eigenvalues of a square matrix \( A \). If the dominant eigenvalue of \( A \), i.e., \( \max_{1 \leq i \leq n} |\lambda_i| \), is less than 1, then

1. \( I - A \) is non-singular, and
2. \((I - A)^{-1} = \sum_{k=0}^{\infty} A^k, (A^0 = I)\).

**Theorem 2.5.10.** ([6] p.49) The dominant eigenvalue of a stochastic matrix is 1.

**Theorem 2.5.11.** ([54] see page.73) If a finite Markov chain is irreducible and aperiodic, then

\[
\lim_{k \to \infty} \pi_0 T^k = \pi,
\]

where \( T \) is the transition matrix, \( \pi_0 \) is the initial probability distribution. The Markov chain has a unique stationary distribution, \( \pi \).

Let \( W_j = \sum_{i=1}^{n} w_{ji} \) be the total weight of interactions involving gene \( g_j \). Without loss of generality, we assume that the gene network does not contain singletons, i.e., a single node without any adjacent edges. We define an \( n \times n \) left stochastic matrix \( T \) as below:

\[
T_{ij} = \begin{cases} \frac{w_{ji}}{W_j} & \text{if } W_j > 0, \\ 0 & \text{otherwise.} \end{cases}
\]

(2.6)

where the sum of each column equals to 1. \( T \) is the normalized adjacency matrix of the network, i.e., dividing each cell with the sum of the corresponding column. Note that this matrix is completely dependent on the weights of interactions, which do not change in the whole process. The equation for iteratively computing the ranks shown in Equation 2.2 can be written in the vector format as follows:

\[
r_p^k = \beta r_p^0 + (1 - \beta) T r_p^{k-1}.
\]

(2.7)

where \( p \) denotes the phenotype.
Theorem 2.5.12. When $0 < \beta \leq 1$, the proposed algorithm presented by Equation 2.7 converges. When $\beta = 0$, the algorithm converges, if all connected components of the associated network are aperiodic.

Proof. 1. When $\beta = 1$, there is no iterative part in the equation, i.e., the initial ranks will be the solution, and so the algorithm converges.

2. Consider $0 < \beta < 1$. In order to prove that Equation 2.7 converges, we have to show that $\vec{r}_p$ exists such that
\[
\vec{r}_p = \beta \vec{r}_p^0 + (1 - \beta)T\vec{r}_p.
\]
(2.8)
\[
\Rightarrow
\]
(\[I - (1 - \beta)T\])\[\vec{r}_p] = \beta \vec{r}_p^0.
\]
(2.9)
where $I$ is the identity matrix. Let $C = (1 - \beta)T$. The dominant eigenvalue of $T$ is 1 based on Theorem 2.5.10, so the dominant eigenvalue of $C$ is $1 - \beta < 1$. According to Theorem 2.5.9, $I - C$ is non-singular and
\[
(I - C)^{-1} = I + C + C^2 + C^3 + ...
\]
Thus Equation 2.9 reduces to
\[
\vec{r}_p = \beta \vec{r}_p^0 (I - C)^{-1}.
\]

Assuming $\lambda$ is an eigenvalue of $C$ and $x$ is the corresponding eigenvector, then
\[
(I + C + C^2 + C^3 + ...)x = (1 + \lambda + \lambda^2 + \lambda^3 + ...)x
\]
The absolute value of $\lambda$ should be less than or equal to the dominant eigenvalue of $C$, so $|\lambda| < 1$. Therefore, $1 + \lambda + \lambda^2 + \lambda^3 + ... + \lambda^i + ...$ converges when $i \to \infty$. Therefore, the algorithm converges to $\vec{r}_p$.

3. When $\beta = 0$, Equation 2.7 reduces to
\[
\vec{r}_p^k = T\vec{r}_p^{k-1}.
\]
(2.10)
\[
\Rightarrow
\]
(\[\vec{r}_p^k\]^T = (\[\vec{r}_p^{k-1}\]^T T^T.
\]
(2.11)
$T^T$ is a right stochastic matrix. The above equation represents a finite Markov chain with transition matrix $T^T$. 
(a) If the network is connected, then the transition matrix $T^T$ is irreducible based on Definitions 2.5.5 and 2.5.7. The associated Markov chain is also irreducible. According to Theorem 2.5.11, the algorithm converges when the Markov chain is aperiodic. It also means that the underlying network (presented as a directed graph) should be aperiodic. If the network is not aperiodic, then the Markov chain may not converge. For example, a periodic network could contain only two nodes and one edge, with the transition matrix given by

$$ T = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} $$

In this case, as $n \to \infty$, the powers $T^n$ approach two different matrices:

$$ T^n = \begin{cases} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & n = 2m, \\ \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, & n = 2m + 1, \end{cases} $$

therefore, this Markov chain does not converge.

(b) If the network contains multiple connected components, the indices of the transition matrix can be arranged such that the transition matrix is in the form of a block diagonal matrix as below:

$$ T = \begin{pmatrix} T_{11} & 0 & 0 & 0 \\ 0 & T_{22} & 0 & 0 \\ 0 & 0 & \ldots & 0 \\ 0 & 0 & 0 & T_{kk} \end{pmatrix} $$

where $k$ is the number of connected components. Each block $T_{jj}, 1 \leq j \leq k$ is the transition matrix of the corresponding connected component. Thus

$$ T^n = \begin{pmatrix} T^n_{11} & 0 & 0 & 0 \\ 0 & T^n_{22} & 0 & 0 \\ 0 & 0 & \ldots & 0 \\ 0 & 0 & 0 & T^n_{kk} \end{pmatrix} $$

Hence, as $n \to \infty$, $T^n$ converges when each diagonal block converges. The above conclusion can be applied to each block matrix. Therefore, when $\beta = 0$, the algorithm converges, if all connected components of the associated network are aperiodic.
2.5.2 Relative Levels of Relative Importance

In this section, we study the improvement afforded by the relative importance method as compared to a global importance formulation. Specifically, we study the effect of two different ways of setting the prior probabilities (which controls the balance between relative-vs-global) and study their effects on prediction performance. This strategy is implemented by designing an interpolation scheme that smoothly morphs from the original relative importance method on the one hand, and the global importance method on the other.

There are two ways this interpolation can be realized. In the first case, we use a parameter $\alpha$ to set up the prior probabilities as:

$$
 r^0_{g_i} = \begin{cases} 
 1/(\alpha n + (1-\alpha)\|R\|), & \text{if } g_i \in R \\
 \frac{\alpha}{\alpha n + (1-\alpha)\|R\|}, & \text{otherwise}.
\end{cases} 
$$

(2.12)

where $n$ is the number of total genes in the network and $\|R\|$ denotes the size of the root set $R$. Notice that the sum of the total prior probabilities is 1. When $\alpha = 0$, observe that Equation 2.12 reduces to Equation 2.1, our original formulation. When $\alpha = 1$, every gene (including genes in the root set) is assigned with prior probability $1/n$.

In the second interpolation scheme, $\alpha$ is used as follows:

$$
 r^0_{g_i} = \begin{cases} 
 \frac{1-\alpha}{\|R\|} + \frac{\alpha}{n}, & \text{if } g_i \in R \\
 \frac{\alpha}{n}, & \text{otherwise}.
\end{cases} 
$$

(2.13)

When $\alpha = 0$, Equation 2.13 reduces to Equation 2.1 as before. When $\alpha = 1$, every gene is assigned an equal prior probability $1/n$.

Thus, both schemes interpolate between the same extremes but different in how they raise the influence of relative importance.
Table 2.6: Results of first interpolation scheme between relative and global importance methods on the *C. elegans* dataset ($\beta = 0.5$).

<table>
<thead>
<tr>
<th>#Gene</th>
<th>AB Spindle Orientation</th>
<th>Tetrapolar Spindle</th>
<th>P0 Cytokinesis Furrow Ingression</th>
<th>Meiotic Arrest</th>
<th>P0 Pronuclei Number</th>
<th>P1-AB Nuclear-Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.1496</td>
<td>0.1722</td>
<td>0.1763</td>
<td>0.7056</td>
<td>0.7523</td>
<td>0.6712</td>
</tr>
<tr>
<td>0.9</td>
<td>0.1797</td>
<td>0.1951</td>
<td>0.1851</td>
<td>0.7726</td>
<td>0.7688</td>
<td>0.7062</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2025</td>
<td>0.2334</td>
<td>0.2039</td>
<td>0.8323</td>
<td>0.7826</td>
<td>0.7263</td>
</tr>
<tr>
<td>0.7</td>
<td>0.2933</td>
<td>0.2920</td>
<td>0.2239</td>
<td>0.8791</td>
<td>0.7899</td>
<td>0.7447</td>
</tr>
<tr>
<td>0.6</td>
<td>0.3630</td>
<td>0.3710</td>
<td>0.2464</td>
<td>0.9130</td>
<td>0.7981</td>
<td>0.7598</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5210</td>
<td>0.5002</td>
<td>0.2894</td>
<td>0.9172</td>
<td>0.8036</td>
<td>0.7667</td>
</tr>
<tr>
<td>0.4</td>
<td>0.7356</td>
<td>0.6468</td>
<td>0.3674</td>
<td>0.9211</td>
<td>0.8111</td>
<td>0.7741</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9261</td>
<td>0.8051</td>
<td>0.5549</td>
<td>0.9237</td>
<td>0.8127</td>
<td>0.7740</td>
</tr>
<tr>
<td>0.2</td>
<td>0.9874</td>
<td>0.9105</td>
<td>0.7703</td>
<td>0.9222</td>
<td>0.8118</td>
<td>0.7750</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9886</td>
<td>0.9590</td>
<td>0.8953</td>
<td>0.9245</td>
<td>0.8076</td>
<td>0.7733</td>
</tr>
<tr>
<td>0.0</td>
<td>0.9880</td>
<td>0.9710</td>
<td>0.9178</td>
<td>0.9276</td>
<td>0.8070</td>
<td>0.7726</td>
</tr>
</tbody>
</table>

Table 2.7: Results of second interpolation scheme between relative and global importance methods on the *C. elegans* dataset ($\beta = 0.5$).

<table>
<thead>
<tr>
<th>#Gene</th>
<th>AB Spindle Orientation</th>
<th>Tetrapolar Spindle</th>
<th>P0 Cytokinesis Furrow Ingression</th>
<th>Meiotic Arrest</th>
<th>P0 Pronuclei Number</th>
<th>P1-AB Nuclear-Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.1496</td>
<td>0.1722</td>
<td>0.1763</td>
<td>0.7056</td>
<td>0.7523</td>
<td>0.6712</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9880</td>
<td>0.9354</td>
<td>0.8796</td>
<td>0.9167</td>
<td>0.7979</td>
<td>0.7582</td>
</tr>
<tr>
<td>0.8</td>
<td>0.9880</td>
<td>0.9637</td>
<td>0.9087</td>
<td>0.9227</td>
<td>0.8082</td>
<td>0.7719</td>
</tr>
<tr>
<td>0.7</td>
<td>0.9880</td>
<td>0.9678</td>
<td>0.9147</td>
<td>0.9227</td>
<td>0.8127</td>
<td>0.7745</td>
</tr>
<tr>
<td>0.6</td>
<td>0.9880</td>
<td>0.9688</td>
<td>0.9166</td>
<td>0.9229</td>
<td>0.8123</td>
<td>0.7748</td>
</tr>
<tr>
<td>0.5</td>
<td>0.9880</td>
<td>0.9695</td>
<td>0.9160</td>
<td>0.9231</td>
<td>0.8123</td>
<td>0.7733</td>
</tr>
<tr>
<td>0.4</td>
<td>0.9880</td>
<td>0.9702</td>
<td>0.9163</td>
<td>0.9261</td>
<td>0.8099</td>
<td>0.7734</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9880</td>
<td>0.9702</td>
<td>0.9163</td>
<td>0.9269</td>
<td>0.8068</td>
<td>0.7735</td>
</tr>
<tr>
<td>0.2</td>
<td>0.9880</td>
<td>0.9707</td>
<td>0.9163</td>
<td>0.9269</td>
<td>0.8072</td>
<td>0.7732</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9880</td>
<td>0.9710</td>
<td>0.9169</td>
<td>0.9273</td>
<td>0.8068</td>
<td>0.7730</td>
</tr>
<tr>
<td>0.0</td>
<td>0.9880</td>
<td>0.9710</td>
<td>0.9178</td>
<td>0.9276</td>
<td>0.8070</td>
<td>0.7726</td>
</tr>
</tbody>
</table>
We ran the algorithm with the two modified prior probability distributions on both the *C. elegans* and *S. cerevisiae* datasets. In both cases, \(\alpha\) was varied from 0 to 1 with step size 0.1. We compared the area under the ROC curve for different phenotypes with different settings of \(\alpha\). Table 2.6 and Table 2.8 demonstrate the results of the first interpolation scheme on the *C. elegans* and *S. cerevisiae* datasets.

### Table 2.8: Results of first interpolation scheme between relative and global importance methods on the *S. cerevisiae* dataset (\(\beta = 0.5\)).

<table>
<thead>
<tr>
<th>#Gene</th>
<th>153</th>
<th>25</th>
<th>48</th>
<th>26</th>
<th>31</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.0870</td>
<td>0.1287</td>
<td>0.6459</td>
<td>0.8278</td>
<td>0.8301</td>
</tr>
<tr>
<td>0.9</td>
<td>0.1184</td>
<td>0.1447</td>
<td>0.6641</td>
<td>0.8357</td>
<td>0.8356</td>
</tr>
<tr>
<td>0.8</td>
<td>0.1919</td>
<td>0.1730</td>
<td>0.6882</td>
<td>0.8469</td>
<td>0.8406</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3858</td>
<td>0.2206</td>
<td>0.7197</td>
<td>0.8653</td>
<td>0.8444</td>
</tr>
<tr>
<td>0.6</td>
<td>0.7154</td>
<td>0.3341</td>
<td>0.7519</td>
<td>0.8794</td>
<td>0.8534</td>
</tr>
<tr>
<td>0.5</td>
<td>0.8975</td>
<td>0.5858</td>
<td>0.8004</td>
<td>0.8945</td>
<td>0.8608</td>
</tr>
<tr>
<td>0.4</td>
<td>0.9575</td>
<td>0.8719</td>
<td>0.8602</td>
<td>0.9119</td>
<td>0.8703</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9801</td>
<td>0.9856</td>
<td>0.9051</td>
<td>0.9299</td>
<td>0.8843</td>
</tr>
<tr>
<td>0.2</td>
<td>0.9866</td>
<td>0.9911</td>
<td>0.9275</td>
<td>0.9455</td>
<td>0.8965</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9877</td>
<td>0.9912</td>
<td>0.9413</td>
<td>0.9650</td>
<td>0.9132</td>
</tr>
<tr>
<td>0.0</td>
<td>0.9879</td>
<td>0.9926</td>
<td>0.9501</td>
<td>0.9770</td>
<td>0.9245</td>
</tr>
</tbody>
</table>

### Table 2.9: Results of second interpolation scheme between relative and global importance methods on the *S. cerevisiae* dataset (\(\beta = 0.5\)).

<table>
<thead>
<tr>
<th>#Gene</th>
<th>153</th>
<th>25</th>
<th>48</th>
<th>26</th>
<th>31</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.0870</td>
<td>0.1287</td>
<td>0.6459</td>
<td>0.8278</td>
<td>0.8301</td>
</tr>
<tr>
<td>0.9</td>
<td>0.8714</td>
<td>0.9923</td>
<td>0.9164</td>
<td>0.9568</td>
<td>0.9028</td>
</tr>
<tr>
<td>0.8</td>
<td>0.9754</td>
<td>0.9923</td>
<td>0.9373</td>
<td>0.9686</td>
<td>0.9145</td>
</tr>
<tr>
<td>0.7</td>
<td>0.9857</td>
<td>0.9923</td>
<td>0.9434</td>
<td>0.9713</td>
<td>0.9181</td>
</tr>
<tr>
<td>0.6</td>
<td>0.9874</td>
<td>0.9923</td>
<td>0.9451</td>
<td>0.9732</td>
<td>0.9211</td>
</tr>
<tr>
<td>0.5</td>
<td>0.9876</td>
<td>0.9924</td>
<td>0.9473</td>
<td>0.9740</td>
<td>0.9227</td>
</tr>
<tr>
<td>0.4</td>
<td>0.9878</td>
<td>0.9925</td>
<td>0.9490</td>
<td>0.9754</td>
<td>0.9231</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9878</td>
<td>0.9926</td>
<td>0.9497</td>
<td>0.9762</td>
<td>0.9238</td>
</tr>
<tr>
<td>0.2</td>
<td>0.9878</td>
<td>0.9926</td>
<td>0.9498</td>
<td>0.9766</td>
<td>0.9240</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9878</td>
<td>0.9926</td>
<td>0.9499</td>
<td>0.9769</td>
<td>0.9241</td>
</tr>
<tr>
<td>0.0</td>
<td>0.9879</td>
<td>0.9926</td>
<td>0.9501</td>
<td>0.9770</td>
<td>0.9245</td>
</tr>
</tbody>
</table>
cerevisiae datasets, respectively. Table 2.7 and Table 2.9 demonstrate the results of the second interpolation scheme on the C. elegans and S. cerevisiae datasets, respectively. The results show that any amount of relative importance weighting renders the algorithm more effective than the global importance method, for both interpolation schemes. Furthermore, the performance increases with the increase in the amount of bias afforded to the root set, with the first interpolation scheme demonstrating a more aggressive performance improvement than the second.

Now that we have established the role of the relative importance method, we turn to significance evaluation of the actual root sets involved. For each phenotype, we randomly select a set of genes from the entire gene network as the root set for computing the ranks of genes for that phenotype. The size of this randomly selected root set is maintained the same as the number of genes known to give rise to that phenotype. Then we compute the p-value of the rank performance (i.e., AUC value) with random root set greater than that of the original root set. All phenotypes with original root sets have p-value much less than $10^{-3}$. This demonstrates that the performance of our algorithm is statistically significant and that the ranking of genes for a phenotype is highly dependent on the local region of genes known to associate with that phenotype.

### 2.5.3 Optimizing Initial Ranks

The third question that emerges from the above discussion is the importance of setting the ‘right’ values for the prior probabilities. In our discussion so far, every gene in the root set is given the same, uniform, prior probability. However, it may be argued that a particular subset of the root set may play a more important role for an accurate prediction than the remainder of the root set. An interesting question is if further tuning of these prior probabilities can lead to tangible improvements in performance.

We define an optimization problem to address this question. Let $\vec{r}_p^0$ be the vector of prior probabilities (initial ranking) for a given phenotype $p$. Recall that the probabilities of all genes are computed iteratively as follows:

$$
\vec{r}_p^k = \beta \vec{r}_p^0 + (1 - \beta) \mathbf{T} \vec{r}_p^{k-1}.
$$

(2.14)

where $k$ is the number of iterations, and $\mathbf{T}$ is the transition matrix. Equation 2.14 can be re-written by extending the recursion implicit in $\vec{r}_p^{k-1}$ down to $\vec{r}_p^0$:

$$
\vec{r}_p^k = \beta \vec{r}_p^0 + \beta(1 - \beta) \mathbf{T} \vec{r}_p^0 + \beta(1 - \beta)^2 \mathbf{T}^2 \vec{r}_p^0 + \cdots + \beta(1 - \beta)^{k-1} \mathbf{T}^{k-1} \vec{r}_p^0 + (1 - \beta)^k \mathbf{T}^k \vec{r}_p^0
$$

$$
= (\beta I + \beta(1 - \beta) \mathbf{T} + \beta(1 - \beta)^2 \mathbf{T}^2 + \cdots + \beta(1 - \beta)^{k-1} \mathbf{T}^{k-1} + (1 - \beta)^k \mathbf{T}^k) \vec{r}_p^0
$$

$$
= \mathbf{A} \vec{r}_p^0.
$$

(2.15)

where $I$ is the identity matrix and $\mathbf{A}$ denotes the right part of the previous equation except $\vec{r}_p^0$. Previously, we have proved that the algorithm will converge, so we can bound the number of
iterations \( k \) by a sufficiently large integer, and thus treat \( \mathcal{A} \) as a constant matrix. Given a phenotype \( p \), we need to compute the prior probabilities \( \vec{r}_p^0 \) that will produce the best ranking prediction. When used with our training data, note that \( \vec{r}_p^k \) is provided only as ranks, not as absolute values. Hence this problem is more complicated than that of solving a traditional linear system.

As an aside, this type of problem can be interpreted as an ‘inverse information retrieval’ problem where \( \mathcal{A} \) can be viewed as a term-document matrix representing a collection, \( \vec{r}_p^0 \) represents the input query (in term space), and \( \vec{r}_p^k \) denotes the final ranking (of documents). We seek to identify the right query that will produce a desired ranking of documents.

In our gene perturbation context, the motivations are similar. For every pair of genes \( g_i \) and \( g_j \) in the root set \( R_p \) of phenotype \( p \), if it is known from the given data that \( r_{g_i} < r_{g_j} \), then we want the predicted rankings to follow the same order, i.e., \( \hat{r}_{g_i} < \hat{r}_{g_j} \). (An example of how such rankings can be obtained is by ordering genes according to the reproducibilities of observing the phenotype after knocking them down.)

We now show how computing the desired prior probabilities can be formulated as a semi-definite programming (SDP) problem. First, we present some background about SDP. The problem of optimizing a linear function over the intersection of the cone of positive semidefinite matrices with an affine space is called semidefinite programming (SDP) [84]. A standard formula is described below:

**Given:**

\[
A_k, \ C \in \mathbb{R}^{n \times n}, \ A_k \text{ is a symmetric matrix} \ b_k \in \mathbb{R}, \ k = 1, 2, \ldots, m
\]

**Objective function and constraints:**

\[
\begin{align*}
\text{minimize} & \quad C \bullet X \\
\text{such that} & \quad A_k \bullet X = b_k, \ k = 1, \ldots, m \\
& \quad X \geq 0
\end{align*}
\]

where \( X \in \mathbb{R}^{n \times n} \) is the variable. The operation \( P \bullet Q \) represents the trace inner product of two matrices \( P \) and \( Q \).

A second notion we will find useful is mixed semidefinite-quadratic-linear programs. These are linear optimization problems over a product of semidefinite cones, quadratic cones, and the non-negative orthant. Together, these cones make up all possible homogeneous self-dual cones over the reals. SDP-Pack [1] is a software package to solve such programs. The standard formula of a mixed semidefinite-quadratic-linear program is as follows:

**Given data:**

\[
(A_S)_k, \ C_S \in \mathbb{R}^{n_S \times n_S}, \ C_S \text{ and } (A_S)_k \text{ are diagonal matrices}; \\
C_Q, (\vec{a}_Q)_k \in \mathbb{R}^{n_Q}, \vec{c}_L, (\vec{a}_L)_k \in \mathbb{R}^{n_L} \text{ are vectors}, \ b_k \in \mathbb{R}, \ k = 1, 2, \ldots, m
\]
Objective function and constraints;

\[
\begin{align*}
\text{minimize} & \quad C_S \bullet X_S + c_Q^T x_Q + c_L^T x_L \\
\text{such that} & \quad (A_S)_k \bullet X_S + (a_Q)_k^T x_Q + (a_L)_k^T x_L = b_k, \quad k = 1, ..., m \\
& \quad X_S \succeq 0 \\
& \quad (x_Q)_1 \geq \sqrt{\sum_{j=2}^{n_Q} (x_Q)_j^2} \\
& \quad (x_L)_j \geq 0, \quad j = 1, ..., n_L.
\end{align*}
\]

where \( X_S \) is the positive semidefinite symmetric matrix variable, \( x_Q \) and \( x_L \) are vector variables.

As described earlier in Equation 2.15, for a given phenotype \( p \), \( r_p^0 \) is the optimal initial ranks we are trying to find. Let \( \tilde{p} \) be a binary vector, where a cell with value 1 means that the corresponding gene is known to give rise to \( p \), otherwise 0. The problem of learning the optimal initial ranks can be formulated as a mixed semidefinite-quadratic-linear programming problem with following mappings:

- Let \( r_p^0 = X_S \tilde{p} \) where \( X_S \in R^{n \times n} \) is a symmetric matrix variable.
- Let \( c_L \) and \( x_L \) be one element vectors, with values \( c_L = [1] \), \( x_L = [t] \).
- Let \( x_Q \) be a vector variable with elements \( [t, (AX_S \tilde{p} - \tilde{y})] \), where \( \tilde{y} \) is a vector variable with a length of \( n \). \( \tilde{y} \) is an auxiliary variable used to enforce that the predicted ranking is consistent with given rankings. In other words, the elements of \( x_Q \) are \( t \) and followed by the elements in the vector \( (AX_S \tilde{p} - \tilde{y}) \).
- Let \( k = 1, A_S, C_S \) be zero matrices, \( a_Q, c_Q, \) and \( a_L \) be zero vectors.

The optimization formula can then be stated as:

\[
\begin{align*}
\text{minimize} & \quad t \\
\text{such that} & \quad \| AX_S \tilde{p} - \tilde{y} \|_F \leq t, \\
& \quad X_S \succeq 0, \\
& \quad \sum_{i=1}^{n} (X_S \tilde{p})_i = 1, \\
& \quad \tilde{y}_i \geq 0, \quad \text{for all } 1 \leq i \leq n, \text{ and} \\
& \quad \tilde{y}_i \geq \tilde{y}_j + \epsilon, \quad \text{for all } 1 \leq i, j \leq n, i \neq j, \text{ if } g_i \text{ ranked higher than } g_j \text{ in the given data.}
\end{align*}
\]

where \( \epsilon \) is a non-negative small constant and \( \| \|_F \) denotes the Frobenius matrix norm. The first constraint maps to the quadratic constraint in the standard formula 2.16. The third constraint says that the sum of the prior probabilities should be 1.
We have solved this mixed semidefinite-quadratic-linear programming problem using SDP-Pack [1] and compared the performance improvement obtained by optimizing initial ranks versus using the original uniform assignment. Table 2.10 outlines experimental results on the *C.elegans* RNAi-induced early embryo defects dataset [80] and the *S.cerevisiae* knockout dataset [60]. Each dataset is separated into training and test sets. The training data is used to compute the optimal prior probabilities which then are used to predict the rankings of genes for phenotypes in the test set. Multiple ranking correlation metrics, such as Kendall’s tau [50], Spearman’s rho [41], and degree of agreement [77], were used to assess the results. The input of these correlation metrics are two ranking lists, one is the known gene-phenotype relation, another is computed using $P^3$ with the optimal initial rank. The results indicate that optimizing prior probabilities marginally improves the prediction accuracy beyond the vanilla uniform weighting scheme originally used.

These results mirror observations made by Ding et al. [18] who show that (web search) rankings obtained by using power iteration algorithms such as HITS, PageRank (and our algorithm as well) are actually quite similar to those obtained by ranking using indegree or outdegree metrics.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Kendall’s tau</th>
<th>Spearman’s rho</th>
<th>Degree of agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>C.elegans</em></td>
<td>3%</td>
<td>9%</td>
<td>5%</td>
</tr>
<tr>
<td><em>S.cerevisiae</em></td>
<td>4%</td>
<td>6%</td>
<td>4%</td>
</tr>
</tbody>
</table>

Table 2.10: Performance improvement with optimized prior probabilities.
Chapter 3

Constrained Graph Minimal Separator Mining

In this chapter, we introduce the problem of finding constrained minimal separators in interaction networks and show how closed itemset mining algorithms can be adapted to find desired separators. This work finds application in identifying sets of genes to knockdown for use in RNA interference or other gene perturbation studies. Experimental results on S. cerevisiae and C. elegans interaction networks demonstrate the applicability of this approach.

3.1 Introduction

Biology has entered the “network” era where, with the aid of high-throughput technologies, we are now able to analyze entire systems by taking into account complex and multi-faceted interactions between molecules. Investigating the structure and function of biological systems by gene perturbations using RNA interference technology is a case in point. RNA interference is a post-transcriptional gene perturbation approach, so that transcription proceeds unhindered but conversion of mRNA molecules to proteins (i.e., translation) is disrupted, potentially triggering a cascade of events, which in turn cause changes in phenotypes. In contrast to deletion mutants (“knockouts”) using homologous recombination that interrupt gene function at the level of transcription itself, RNA interference is sometimes referred to as a “knockdown”, since mRNA degradation is an imperfect process and some basal level of translation might be retained. Nevertheless RNA interference has proved to be a powerful, high-throughput, approach to elucidate gene function. Because the effect of a perturbation in levels of protein products is closely related to how a gene is situated in the larger network of interactions, the choice of which gene to knockdown must take into account not only the direct effects of such a knockdown but also the other subsystems indirectly influenced by the knockdown.

To model the relationship between gene perturbations and the resulting phenotypes, with an eye
toward capturing the complexity of gene interactions, we can formally study the effects of a perturbation using the terminology of graph separators [73]. In other words, to study the network effects of perturbation of a given gene or a set of genes, we investigate the sub-networks or subprocesses that the selected gene(s) separate. More interestingly, we can study the reverse problem of gene perturbation design: Which genes should be knocked down in order to separate targeted sub-networks from others with minimum side effects? In this chapter, we present an algorithm to address precisely this question by leveraging recent results [9] on the connection between graph separators and closed itemset mining.

3.2 Related Work

Finding minimal separators has important applications in biology and has been studied in different contexts. The minimal knockout problem, studied by Ruths et al. [74], seeks a minimum set of molecules to remove from a biological network such that some set of molecules are disconnected from the network but the other parts remains connected. In [74], it is shown that this problem is NP-hard using a reduction from the minimum set cover problem. This work also proposes a heuristic approach to find an approximate solution. It first constructs a candidate set that contains a knockout set. Second, a randomized search over all nodes in the candidate set is performed by iteratively removing a node until the graph is disconnected. It repeats the second step for a certain number of times, and finally returns the knockout set with smallest size. However, the problem formalized in [74] does not consider the impact of the knockout to the other parts of the network. For example, it only aims to find a minimal set of nodes that disconnect, say, set T from set S, but it does not take into account minimizing the number of “non-T” parts disconnected from S.

Some theoretical work focuses on finding all minimal separators of graphs [7, 52]. Berry et al. [7] proposed an algorithm to obtain all minimal 2-separators with time complexity $O(n^3)$ per separator. However, it is not clear how to apply these methods to solve constrained minimal separator problems efficiently. In general, it is infeasible to list all minimal separators and then test them one-by-one.

Correspondences between lattices (as used in itemset mining [69,71,88]) and graph separators have been explored [9]. It is proved that, given a binary relation, there is a one-to-one map between the elements of the itemset concept lattice and minimal separators of an undirected graph [8]. The underlying undirected graph is a co-bipartite graph (i.e., the complement of a bipartite graph) where one part represents the set of objects (e.g., genes) and the other part is the set of properties (e.g., sub-systems or biological processes). For each concept, the complement of the union of its intent and extent with respect to the whole sets of objects and properties corresponds to a minimal separator of the graph.

We present an algorithm to efficiently compute constrained minimal separators. First, it models the relations between genes (objects) and processes (labels) as a bipartite graph. Given two sets of processes to be separated, it then quickly enumerates all subgraphs that contain the potential min-
imal separators by harnessing the closure operator of the corresponding concept lattice. Second, the minimal separators of each set of processes that have to be excluded from the final results are computed as filters for the next step, using a newly developed efficient method. Third, the minimal separators of each candidate subgraph are generated, using the output of the second step as filters. We prove the correctness of the algorithm theoretically and experimentally.

3.3 Problem Definition

The notion of a graph minimal separator was first introduced by Dirac [19], and has been extensively studied [7, 73]. The definition of minimal separator is given below, please refer to [29].

**Definition 3.3.1.** Given a graph $G(V, E)$ and two non adjacent vertices $a$ and $b$, a subset $S \subseteq V$ is an $(a, b)$-separator if the removal of $S$ separates $a$ and $b$ into different connected components. If no proper subset of $S$ is an $(a, b)$-separator, then $S$ is referred to as a minimal $(a, b)$-separator. A minimal separator is a set of vertices $S$ for which there exist non-adjacent vertices $a$ and $b$ such that $S$ is a minimal $(a, b)$-separator.

Let $\mathcal{O} = \{o_1, o_2, \ldots, o_n\}$ be a set of objects. Objects interact with each other, and these interactions are encoded in an undirected graph $G_\mathcal{O}$, where vertices denote objects and edges denote interactions. Let $\mathcal{P} = \{p_1, p_2, \ldots, p_m\}$ be a set of properties. Each object is associated with one or more properties. In this study, we do not consider the case when there are some objects that do not associate with any properties. The relationship between objects and properties is captured in a relation $E \subseteq \mathcal{P} \times \mathcal{O}$, where for any $o \in \mathcal{O}$ and any $p \in \mathcal{P}$, there is $(o, p) \in E$, if the object $o$ has the property $p$, otherwise $(o, p) \notin E$. The whole network is represented as a bipartite graph $G(\mathcal{P}, \mathcal{O}, E)$. Each property $p_i$ corresponds to a subgraph of $G_\mathcal{O}, G_\mathcal{O}(\{p_i\})$, that is induced by the set of objects associated with $p_i$, and edges between them. Two properties $p_i$ and $p_j$ are said to be connected if their corresponding subgraphs share objects or objects associated with two properties are connected in the object network; otherwise they are said to be disconnected.

Suppose that two sets of properties $P \subset \mathcal{P}$ and $Q \subset \mathcal{P}$ are required to be separated. The objective of constrained minimal separator mining is to find a minimal set of objects to delete from $G_\mathcal{O}$ such that $P$ and $Q$ are disconnected from each other, while the connectivities of objects in $P$ and $Q$ are retained as much as possible. Here, connectivity is measured in terms of the number of edges, so in other words, the separators should retain as many edges in each partition as possible.

Figure 3.1 (left) depicts an example where $\mathcal{O} = \{a, b, c, d, e, f, g, h, i, j\}$ and $\mathcal{P} = \{p_1, p_2, p_3, p_4, p_5\}$. If the goal is to separate $p_1$ from $p_5$, then two minimal separators are $\{b\}$ and $\{d\}$. However, $\{d\}$ has fewer connections with the other objects than $\{b\}$, hence this would be chosen as the solution to the constrained minimal separator problem.

Given an undirected graph, the problem of finding all minimal separators has been well studied. Many efficient algorithms with polynomial time complexity per separator have been proposed.
Figure 3.1: (left) An example of an interaction graph between genes with labels on sub-networks denoting sub-processes. (middle) A co-bipartite graph $G(\mathcal{O}, \mathcal{P}, E)$. For simplicity the edges within $\mathcal{O}$ and within $\mathcal{P}$ are not shown. (right) The corresponding relation $R$ denoting the complement of $E$.

Notice that, in general, the number of minimal separators can be exponential. As stated earlier, it has been proved that deciding whether there is a separator of cardinality less than a given integer is NP-hard [74]. Therefore, exhaustively listing all the minimal separators and then finding minimal separator that cause minimal influences to the separated components is practically infeasible. Generally, a gene network contains hundreds to thousands of genes and an order of magnitude greater number of interactions. It is thus important to develop an algorithm to quickly restrict the search space, i.e., to rapidly locate the subgraph that contains the real solution and has dramatically smaller size than the original graph. In this study, we do precisely this, by exploiting the correspondence between concept lattices and graph minimal separators.

### 3.4 Concept Lattices and Minimal Separators of Graphs

**Definition 3.4.1.** Given a set of objects $\mathcal{O}$, a set of properties $\mathcal{P}$, and a relation $R$ that is defined as a subset of the Cartesian product $\mathcal{P} \times \mathcal{O}$, the triple $C = (\mathcal{P}, \mathcal{O}, R)$ is called a context. A concept, also called a closed set, is a sub-product $A \times B \subseteq R$ such that for every property $x \in A$ and every object $y \in B$, $(x, y) \in R$, and for all property $x' \in \mathcal{P} - A$, there exists an object $y \in B$, such that $(x', y) \notin R$, and for all objects $y' \in \mathcal{O} - B$, there exists a property $x \in A$ such that $(x, y') \notin R$. $A$ is referred to as the intent of the concept, and $B$ is referred to as its extent. The concepts, ordered by inclusion of the intents, define a concept lattice.

**Definition 3.4.2.** An undirected graph $G(V_1, V_2, E)$ is called a co-bipartite graph if it is the complement of a bipartite graph. In other words, $G$ has two disjoint vertex sets $V_1$ and $V_2$, and $E$ includes edges that constitute a clique of $V_1$, a clique of $V_2$, and possibly some edges between $V_1$ and $V_2$.

Berry and Sigyret [8] have identified a one-to-one correspondence between the concepts of a
Figure 3.2: Example concept lattice, each element of which corresponds to a minimal separator.

concept lattice and the minimal separators of a co-bipartite graph. Given a co-bipartite graph $G(\mathcal{P}, \mathcal{O}, E)$, the mapping concept lattice is defined on the context $C(\mathcal{P}, \mathcal{O}, R)$ as follows:

1. $\mathcal{O}$ is an object set;
2. $\mathcal{P}$ is a property set;
3. $R \subseteq \mathcal{P} \times \mathcal{O}$ is a relation, for any $x \in \mathcal{P}$ and $y \in \mathcal{O}$, $(x, y) \in R$ if and only if $(x, y) \notin E$.

The last constraint says that the relation $R$ is a complement of the relation represented by $E$. Suppose that a pair $(A, B)$ is a concept of the context $C$, with $A \neq \emptyset$, $B \neq \emptyset$, $A \neq \mathcal{P}$ and $B \neq \mathcal{O}$. Then $S = (\mathcal{O} - B) \cup (\mathcal{P} - A)$ is a minimal separator of the graph $G$, which separates $A$ from $B$.

Figure 3.1 (middle) shows an example of a co-bipartite graph between a set of properties $\mathcal{P} = \{a, b, c, d, e\}$ and a set of objects $\mathcal{O} = \{1, 2, 3, 4, 5, 6\}$. Edges between properties and between objects are not shown for simplicity. The corresponding relation $R$ is shown in Figure 3.1 (right). The concept lattice built on $R$ is shown in Figure 3.4. For instance, the concept $a, b \times 2, 3$ maps to a minimal separator $\{c, d, e, 1, 4, 5, 6\}$: namely, the one that separates $\{a, b\}$ from $\{2, 3\}$.

However, the applicability of the above correspondence is limited. The network $(G)$ is required to be co-bipartite, whereas, in practice, most networks do not have this property. In this thesis, these requirements are loosened to a more general case where (a) the property set $\mathcal{P}$ is an independent set, i.e., no edge exists between any two properties; (b) the object set $\mathcal{O}$ is an arbitrary undirected graph; (c) there are edges between $\mathcal{P}$ and $\mathcal{O}$. This situation corresponds to the context of the problem defined earlier in Section 3.3. Here, $G_\mathcal{O}$ is the undirected graph of the object set and $E$ is the set of edges between $\mathcal{O}$ and $\mathcal{P}$.

In the next section, we construct the mapping between a concept (or a closed set) and a constrained minimal separator and theoretically prove it. Figure 3.4 demonstrates the key steps of the construction and proofs. First, we establish the correspondence from a concept to a minimal separator that separates a set of properties from the rest but retains as much as possible the connectivities.
of the remaining properties. Second, based on the previous conclusion and the proof of the first step, we construct a minimal separator from concepts. This minimal separator disconnects a set of properties from the remaining properties and retains as much as possible the connectivities of both separated parts.

Some terms used in the rest of this chapter are defined below.

**Definition 3.4.3.** Given an undirected graph $G(V, E)$, if $X \subset V$, the *neighborhood* of $X$ in $G$, denoted by $N_G(X)$, is the set of vertices that link to vertices in $X$, that is $N(X) = \{y \mid (x, y) \in E, x \in X, y \notin X\}$.

**Definition 3.4.4.** Given a graph $G(V, E)$ and a vertex set $A \subset V$, the *neighborhood graph of $A$*, denoted as $G(N(A))$, is defined as the subgraph of $G$ that is composed of $N_G(A)$ and the edges between vertices in $N_G(A)$.

**Definition 3.4.5.** A separator $S$ is called a *$k$-minsep* of a graph $G(V, E)$, if there are $k$ vertices $\{a_1, a_2, ..., a_k\}$, with $k \geq 2$, such that each vertex $a_i$ is in a different component of $G(V - S)$ and no proper subset of $S$ has this property.

Notice that every $k$-minsep ($k \geq 3$) is a union of 2-minseps. For example, a $k$-minsep, which separating vertices $\{a_1, a_2, ..., a_k\}$ into $k$ different connected components, is a combination of $a_i a_j$-minimal separators where $i \neq j, i, j \leq k$. Since for every pair of connected components, $C_{a_i}$ and $C_{a_j}$, there is a set of vertices in the separator that link to both components, then this set will form an $a_i a_j$-minimal separator. Obviously, there is no vertex in the separator that links to only one component, otherwise the separator will not be minimal.
Figure 3.4: (left) Relationship between $A$ and $\mathcal{P} - A$ described in Lemma 3.4.6. (right) Relationship between $N_{G_O}(B) - Z$ and $N_{G_O}(O - B - Z)$ described in Lemma 3.4.7.

### 3.4.1 Mining Constrained Minimal Separators

Given a graph and its mapping context as defined in the previous section, Lemma 3.4.6 below gives the mapping between an element of the concept lattice and the minimal separator that separates a set of properties from the rest and yet retains the connectivities in one of the disconnected parts as much as possible, among all minimal separators.

**Lemma 3.4.6.** Let $G(\mathcal{P}, \mathcal{O}, E)$ be a bipartite graph and $C = (\mathcal{P}, \mathcal{O}, R)$ be the corresponding context. Let $G_O$ be the network of objects $\mathcal{O}$. Suppose that each object $o \in \mathcal{O}$ links to at least one property $p \in \mathcal{P}$ in $G$. Let $A \times B$ be a concept in the context $C$. Then $S = N_{G_O}(B) \cup (N_{G}(\mathcal{P} - A) \cap N_{G}(A))$ is a minimal separator that disconnects $A$ from $\mathcal{P} - A$ and retains the connectivities of the subgraph induced by $\mathcal{P} - A$ as much as possible.

**Proof.** The proof is structured as follows:

1. First, we prove that $N_{G}(A)$ is a separator that separates $A$ from $\mathcal{P} - A$. Since $\mathcal{P}$ is an independent set, two elements of $\mathcal{P}$ will be connected only indirectly, through objects in $\mathcal{O}$. $A \times B$ is a concept, so for all $a \in A$, for all $b \in B$, $(a, b) \in R$, i.e., $(a, b) \notin E$. Because every object links to at least one property, $N_{G}(A) = \mathcal{O} - B$. This means that there is no path from $A$ to $\mathcal{P} - A$ after removal of $\mathcal{O} - B$. Figure 3.4 (left) shows these relations. Therefore, $N_{G}(A)$ is a separator that disconnects $A$ from $\mathcal{P} - A$.

2. Second, based on the proof of the first step, $N_{G}(A)$ must contain a minimal separator that disconnects $A$ from $\mathcal{P} - A$. Let $S = N_{G_O}(B) \cup (N_{G}(\mathcal{P} - A) \cap N_{G}(A))$. $S$ is a subset of $N_{G}(A)$, because $N_{G_O}(B)$ is a subset of $\mathcal{O} - B$, and $N_{G}(A) = \mathcal{O} - B$. Now, we prove that $S \subseteq N_{G}(A)$ is a minimal separator that disconnects $A$ from $\mathcal{P} - A$. Let $Z = N_{G}(\mathcal{P} - A) \cap N_{G}(A)$ be the neighbors of both $A$ and $\mathcal{P} - A$ as shown in Figure 3.4(left), then $S$ can be re-written as $S = N_{G_O}(B) \cup Z$. 

Suppose that $S$ is not a separator, then there is an object $a \notin S$ but $a \in O - B$, such that $a$ links to $A$ and has a path to $P - A$ in the remaining graph. Thus, $a$ either belongs to $Z$ or has a path to an object in $N_{G_O}$. This contradicts the definition of $S$. Suppose that $S$ is not minimal, then there is a subset $S' \subset S$ that is also a separator. Let $a \in S$ but $a \notin S'$, then $a$ should not belong to $Z$, otherwise $S'$ will not be a separator. If $a \in N_{G_O}(B)$, after removing $S'$ from the graph $\mathcal{G}$, there still exists a path from $A$ to $P - A$. This contradicts that $S'$ is a separator. Therefore, $S$ is a minimal separator that disconnects $A$ from $P - A$.

3. Suppose that an object $x$ does not associated with any properties. And $x$ connects to two objects $a$ and $b$. If $a$ and $b$ are neighbors of $A$ and $P - A$ respectively, and $a, b \notin S$, then $S$ will not be a separator. Therefore, the constraint that every object is associated with one or more property is necessary.

4. Now, we prove that the minimal separator $S$ has the smallest impact on the connectivities of the subgraph induced by $P - A$, $G_O(P - A)$. Suppose that this is not true, then there must be another minimal separator $S'$, $S' \not\subseteq O - B$, such that $S'$ separates $A$ from $P - A$ and results in better connectivities in $G_O(P - A)$ than $S$ does. There should be a vertex $b \in S' \cap B$, because $Z$ links to properties in both $A$ and $P - A$. Hence, $S'$ must contain $Z$. The overlap between $S$ and $N_G(P - A)$ is $Z$, but $S'$ shares $Z$ and $b$ with $N_G(P - A)$. This contradicts the assumption about the minimal impact of the removal of $S'$.

Using the “closed” property of a concept, it is easy to answer whether the required minimal separators exist. For example, if a property $p_1$ needs to be separated from $p_2$ and $p_3$, but every concept containing $p_1$ also contains $p_2$, then this reveals that there could be no such separator. The minimal separator constructed in Lemma 3.4.6 is contained in the neighborhood of $A$. The connectivity of the graph induced by $P - A$ remains at most, but the connectivity of $A$ itself is not considered. Lemma 3.4.7 shows that how the minimal separator, which separates two sets of properties and remains the connectivities of both sets as much as possible, can be constructed from the corresponding concept lattice.

Let $\mathcal{G}(P, O, E)$ be a given bipartite graph, $G_O$ be the graph of objects $O$, and $C = (P, O, R)$ be the corresponding context. For a concept $A \times B$, let $Z = N_G(A) \cap N_G(P - A)$ as shown in Figure 3.4 (left). We define a co-bipartite graph $G_{A \times B}(V_1, V_2, E')$ as follows:

- $V_1 = N_{G_O}(B) - Z$, objects in $V_1$ form a clique;
- $V_2 = N_{G_O}(O - B - Z)$, objects in $V_2$ form a clique;
- for any pair of vertices $x \in V_1$, $y \in V_2$, $(x, y) \in E'$ if and only if there is a link between $x$ and $y$ in the graph $G_O$. 

\[\square\]
Lemma 3.4.7. Let \( G(\mathcal{P}, \mathcal{O}, E) \) be a given bipartite graph, \( G_O \) be the graph of objects \( \mathcal{O} \), and \( C = (\mathcal{P}, \mathcal{O}, R) \) be the corresponding context. Suppose that each object \( o \in \mathcal{O} \) links to at least one property \( p \in \mathcal{P} \). For every concept \( A \times B \), let \( G(V_1, V_2, E') \) denote the corresponding co-bipartite graph as defined above. Then, \( S = S_G \cup (N_G(\mathcal{P} - A) \cap N_G(A)) \) is a minimal separator that separates \( A \) from \( \mathcal{P} - A \) and keeps graphs induced from both \( A \) and \( \mathcal{P} - A \) as connected as possible internally, where \( S_G \) is a minimal separator that separates \( G \) into two connected components.

Proof. The proof is structured as follows:

1. Lemma 3.4.6 proves that a subset of \( \mathcal{O} - B \), \( S' = N_{G_O}(B) \cup (N_G(\mathcal{P} - A) \cap N_G(A)) \) is a minimal separator that disconnects \( A \) from \( \mathcal{P} - A \) while keeping the graph of \( \mathcal{P} - A \) as connected as possible. Now, in addition to the connectivity of the graph of \( \mathcal{P} - A \), the connectivity of the graph \( A \) also needs to be considered. \( A \) connects to \( \mathcal{P} - A \) only through objects in \( \mathcal{O} \), according to the definition of \( G \). The neighborhood of \( A \), \( N_G(A) \), may overlap with \( N_G(\mathcal{P} - A) \) and/or some objects in \( N_G(A) \) may be adjacent to some objects in \( N_G(\mathcal{P} - A) \). Therefore, the minimal separator \( S \) must contain the overlaps between \( N_G(A) \) and \( N_G(\mathcal{P} - A) \) and some nodes that connect the two sets located in the boundary of two sets. Lemma 3.4.6 only considers the vertices located in the boundary of \( N_G(A) \).

2. Let \( Z = N_G(\mathcal{P} - A) \cap N_G(A) \) be the overlaps between neighborhoods of \( A \) and \( \mathcal{P} - A \). Since every object links to one or more properties, the neighborhood of \( \mathcal{P} - A \) is the union of \( B \) and \( Z \). Let \( G(-Z) \) denote the graph \( G \) after removing the vertices in \( Z \). In \( G(-Z) \), \( N_{G_O}(B) - Z \) indicates the set of vertices in \( \mathcal{O} - B \) that links to \( N_G(\mathcal{P} - A) \); and \( N_{G_O}(\mathcal{O} - B - Z) \) is the
set of vertices in $B$ that directly links to $\mathcal{O} - B$ (i.e., $N_G(A)$), as shown in Figure 3.4 (right). $N_{G_{O}}(B) - Z$ and $N_{G_{O}}(\mathcal{O} - B - Z)$ indicate the objects in the boundary that connect two induced graphs of $A$ and $\mathcal{P} - A$.

3. $G(V_1, V_2, E')$ is the co-bipartite graph of $A \times B$. We can define a corresponding context $C'(V_1, V_2, R'_E)$, where $R'_E$ is the complement of $E'$. Based on the previous work by Berry et al., there is a one-to-one mapping between every concept generated on $R'_E$ and every minimal separator that separates $G(V_1, V_2, E')$ into two connected components. Therefore, all the concepts generated on $R'_E$ represent all the minimal separators that disconnect $A$ from $\mathcal{P} - A$ in the original graph $\mathcal{G}$ after the removal of $Z$. Suppose that $S_G$ is the minimal separator of $G(V_1, V_2, E')$ that results in minimal influences to connectivities of both graphs induced by $A$ and $\mathcal{P} - A$. $S = S_G \cup Z$ is the minimal separator of $\mathcal{G}$ that disconnects $A$ from $\mathcal{P} - A$ and keeps both parts as connected as possible.

3.5 Mining Constrained Minimal Separators

Lemma 3.4.7 provides a guide to mine the constrained minimal separators. It points out that the most important part is to find the minimal separator $S_G$ of the co-bipartite graph $G(V_1, V_2, E')$ of a concept. The concept implicates the two property sets that are required to be disconnected. Obviously, the search space is reduced dramatically as the size of $G(V_1, V_2, E')$ is much less than the size of the original whole graph $\mathcal{G}$. However, it is not efficient to generate all of the minimal separators and test them one-by-one, since in some cases, the size of the co-bipartite graph may still be large. We propose an algorithm to efficiently generate $S_G$ without listing all the minimal separators in Section 3.5.1. One issue is that $S_G$ should not disconnect both separated components. Another issue is that $S_G$ may not be unique. For instance, there may be two minimal separators $S_{G1}$ and $S_{G2}$. Both of them keep the graphs induced by $A$ and $\mathcal{P} - A$ connected respectively. In this case, the one that keeps more edges in the remaining graphs should be preferentially selected as the final answer.
Algorithm 3.1 MinSepOfV\( (G(V,E), Z) \)

**input**: \( G \) is the graph with vertices \( V \) and edges \( E \)
**input**: \( Y \) is the set of vertices from which the minimal separators are made
**output**: \( F \) the set of minimal separators

for \( x \in Y \) do
    \( N'(x) \leftarrow Y \cap N(x) \);
    for component \( C \in G(V - \{x\} - N'(x)) \) do
        \( F \leftarrow F \cup N(C) \);
    end for
end for

\( tmp \leftarrow \emptyset \);
while \( F - tmp \neq \emptyset \) do
    \( F \in F - tmp \);
    for \( y \in F \) do
        \( N'(y) \leftarrow Z \cap N(y) \);
        \( F \leftarrow F \cup \{N(C) | C \in G(V - F - N'(y)) \} \);
    end for
    \( tmp \leftarrow tmp \cup \{F\} \);
end while
return \( F \).
3.5.1 Quickly Generate $S_G$

Let $G_{O-Z}(A)$ and $G_{O-Z}(P - A)$ be the graphs induced by $A$ and $P - A$ respectively from $G(-Z)$. Let $\mathcal{G}(-Z)$ be the graph after removing $Z$ from $\mathcal{G}$. To retain the connectivities of both graphs, $S_G$ should not contain any minimal separators of $G_{O-Z}(A)$ or any minimal separators of $G_{O-Z}(P - A)$. Notice that only those minimal separators that are composed of vertices in $N_{G_{O}}(B) - Z$, and those minimal separators that consist of vertices in $N_{G_{O}}(O - B - Z)$, are necessary to be used as filters. The question can be further simplified as to generate only 2-minseps from a given subset of vertices, since every $k$-minsep, $k \geq 3$, is a combination of several 2-minseps. Kloks and Kratsch [52] proposed an approach to use a minimal separator to generate another $(a, b)$-minimal separator. This method was extended to generate all 2-minseps with time complexity $O(n^3)$ per separator [7].

Given a graph $G(V, E)$ and a set of minimal separators $X$, it is known that if $x \in X$, for every component of $C \in G(V - X - N(x))$, the neighborhood of $C$ is also a minimal separator [7]. Here, this approach is modified to generate minimal separators that are only composed of a specific set of vertices. We use $G_{O-Z}(A)$ as an example to describe the idea of this method. Let $V_A$ and $E_A$ be the vertex set and the edge set. Let $Y = N_{G_{O}}(B) - Z$ be the specific set of vertices in the boundary. For all vertices $y \in Y$, and every component $C \in G_{O-Z}(A)(V_A - \{y\} - (N(y) \cap Y))$, $N(C)$ must be a minimal separator and $N(C)$ is a subset of $Y$. Applying the above theorem iteratively, if there is a minimal separator $S \subseteq Y$, for any vertex $x \in S$, and every component $C \in G_{O-Z}(A)(V_A - S - (N(x) \cap Y))$, $N(C)$ is also a minimal separator and this separator is contained in $Y$. The details of this algorithm is described in Algorithm 3.1.

After these specific minimal separators of $G_{O-Z}(A)$ and $G_{O-Z}(P - A)$, denoted by $\mathcal{F}$, are generated, they are used to guide the generation of minimal separators of the co-bipartite graph $G(N_{G_{O}}(B) - Z, N_{G_{O}}(O - B - Z), E')$. The minimal separator $S_G$ maps to a concept of the corresponding concept lattice, which has the following properties: neither the complement of the intent nor the complement of the extent contains any elements in $\mathcal{F}$.

3.5.2 Algorithm

The proposed algorithm is formally described in this section. In addition to the object network and the associations between properties and objects, the input also contains two sets of properties $P$ and $Q$ that need to be separated. The whole process has three steps. First, we compute the concepts on the relation between properties and objects whose intent contains $P$ but not $Q$ and store them in a list. When $P \cup Q$ is not equal to the whole set of properties $P$, there can be multiple minimal separators depending on how the remaining properties are partitioned. Figure 3.6 shows an example. Suppose that the request is to separate $p_1$ from $p_4$ and $p_5$. There are multiple candidates, for instance, $\{p_1\} \times \{b, c, d, e, f, g, h, i, j\}$ and $\{p_1, p_2\} \times \{d, e, f, g, i, j\}$. We adapt the closed itemset mining algorithm CHARM [88] to compute the concepts where constraints are added in the process of extending the intent. Figure 3.6 demonstrates the search and extension process using the
Algorithm 3.2 MinSepWithFilter(\(G(V_1, V_2), \mathcal{F}\))

**Input:** \(G\) is the co-bipartite graph with two parts \(V_1\) and \(V_2\)

**Input:** \(\mathcal{F}\) is a collection of the set of vertices that the resulting minimal separators should not contain

**Output:** \(S\) the set of minimal separators

transform vertices of \(V_1\) to transaction ids and vertices of \(V_2\) as items
define transactions based on the negation of edges between \(V_1\) and \(V_2\), i.e., if \(a \in V_1\), \(b \in V_2\) is not adjacent, then transaction \(a\) contains item \(b\).

using CHARM to generate the concept lattice saved in \(L\)

for \(A \times B \in L\) do
    \(S \leftarrow (V_1 − A) \cup (V_2 − B)\);
    if \(S \not\in \mathcal{F}\) then
        \(S \leftarrow S \cup \{S\}\);
    end if
end for

\[\text{return } S.\]

---

example data shown earlier. The intent containing \(p_1\) is extended, but the properties \(p_4\) and \(p_5\) will not be included. The extension stops when no more properties can be extended. If every concept with the intent including \(A\) also includes \(B\), then there are no such separators satisfying the separation request. Second, one concept \(A \times B\) is picked from the list. The overlap between \(N_G(A)\) and \(N_G(P − A)\) is computed and saved in \(Z\). Then the minimal separators of the graph induced by \(A\) only contain vertices in \(N_{G_O}(B) − Z\), and the minimal separators of the graph induced by \(P − A\) that only contain vertices of \(N_{G_O}(O − B − Z)\) are computed respectively. The detailed algorithm is described in Algorithm 3.1. Third, we compute the minimal separator of the co-bipartite graph that consists of \(N_{G_O}(O − B − Z)\) and \(N_{G_O}(B) − Z\). The minimal separators generated in the second step serve as filters. The detailed approach is presented in Algorithm 3.2. The second and third steps will be repeated until all candidates are examined. If there are multiple results, then those \(S\)s removing the minimal number of edges will be selected. The final result will be the union of \(S\) and \(Z\).

### 3.6 Experiments

**Dataset.** The characteristics of the datasets used for experimental evaluation are shown in Table 4.1. The yeast pathways, including both metabolic pathways and regulatory pathways, are downloaded from the Kyoto Encyclopedia of Genes and Genomes (KEGG) [48]. In this study, the goal is to find a minimal set of genes to knock out such that two sets of pathways are disconnected from each other and both sets are connected within themselves as much as possible. Therefore, only genes are considered; any other chemical compounds and directions of reactions are ignored.
Figure 3.7: A portion of the *C. elegans* integrated gene network.

Table 3.1: Dataset characteristics.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#objects</th>
<th>#interaction</th>
<th>#labels</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>S. cerevisiae</em> interactions</td>
<td>1217</td>
<td>3877</td>
<td>105</td>
</tr>
<tr>
<td><em>C. elegans</em> integrated gene network</td>
<td>259</td>
<td>4588</td>
<td>16</td>
</tr>
</tbody>
</table>

Two genes are connected if their products (enzymes) participate in successive reactions within the original pathway. Two pathways are connected if they share the same gene or the product of one pathway is the substrate of the other one. The *Caenorhabditis elegans* gene network is taken from the study of *C. elegans* early embryogenesis [35]. Each gene is assigned to one or more “molecular machines” in this study. The interactions of genes are extracted from the recently proposed gene network of *C. elegans* [56]. Here, we desire to identify the minimal set of genes to delete or knock down such that two sets of molecular machines are separated with each set remaining as connected as possible.

**Yeast.** In this experiment, we propose to separate the “Cell Cycle” pathway from “Carbohydrate Metabolism” and “Energy Metabolism”. In the dataset, there are: one “Cell Cycle” pathway, 15 “Carbohydrate Metabolism” pathways, and 6 “Energy Metabolism” pathways. Our algorithm yields 5 genes as the result: *FUS3, FAR1, SWI4, SWI6*, and *PHO5*. All “Carbohydrate Metabolism” and “Energy Metabolism” pathways are kept the same as before when these 5 genes are removed. Only the “Cell Cycle” pathway is disconnected, but the connectivities of the rest of the pathways remain unchanged. All these 5 genes are located at the boundary of “Cell Cycle” pathway and the other pathways. In particular, the first 4 genes are located at the end of the “MAPK signaling”
pathway but the start of “Cell Cycle”. Therefore, one can predict that the deletion of these genes should induce mostly cell cycle related phenotypes. Previous work shows that knockout of SWI14, SWI6 cause cell cycle defects, budding mutants, and cell wall mutants [62,78]; the removal of FAR1 induces mating defects and cell cycle arrest [83]; and FUS3 is known to control the transition into cell cycle arrest [14]. PHO5 is located at the end of the “Cell Cycle” pathway but at the start of “gamma-Hexachlorocyclohexane degradation” and “Riboflavin metabolism” pathways. It is known that PHO5 causes nutrient relevant mutants. In our dataset, there are 109 genes involved in “Cell Cycle”. The deletions of these 5 genes only slightly influence the connectivities of the entire pathway. It also has been proved biologically that the phenotypes resulting from the knockdown of the above genes are all viable [28]. Therefore, removing these 5 genes can separate the desired pathways and also keep both parts as connected as possible.

C. elegans. In this case study, “Cell Polarity” is separated from “Oocyte Integrity” and “Meiosis”. “Cell Polarity” is connected to the other 6 molecular machines and “Oocyte Integrity” and “Meiosis” connect to all of them. 6 genes are picked for deletion based on our algorithm. Those are T09A5.10, F09E5.1, F25H2.10, K08E3.6, M03D4.1, and F32H2.3. The first two genes are categorized into “Cell Polarity”, the third gene belongs to “Ribosome”, and the remaining are contained in “Microtubule Cytoskeleton”. Figure 4.12 shows the subgraph of “Cell Polarity” and its neighborhood, where colors represent different molecular machines. Pink nodes represent genes “Cell Polarity”, among which three genes are connected to genes of other components. It is obvious that T09A5.10 must be deleted, otherwise the other 7 genes have to be removed, which affects the connectivities of other components. Between F09E5.1 and F54E7.3, F09E5.1 is selected, because it connects with more outside genes. Although F54E7.3 still connects with other components after removing the above two genes, it is retained, since the removal of this gene will cause the “Cell Polarity” sub-network to become disconnected. After removing these genes, the disconnected components are still connected within each other. For visualization simplicity, the connections between genes of remaining molecular machines are not shown in Figure 4.12.

3.7 Discussion

We have defined a new constrained minimal separator problem and designed an algorithm based on the relationships between concept lattices and minimal separators in graphs. Instead of considering the whole graph at one time, our algorithm quickly locates the subgraph where the actual minimal separators lie. A set of candidate subgraphs is generated by computing closures on relationships between labels and objects. The minimal separators of the candidate subgraphs are generated using the mappings between a concept lattice and graph minimal separators. A minimal separator of the candidate subgraph combined with the shared objects between two sets of labels forms the actual separator of these two sets. We proved the correctness of the proposed algorithm theoretically and evaluated its performance on biological datasets.
Chapter 4

Mining Biclusters with Supplied Partial Orders

In this chapter, we generalize the notion of biclusters over sets to biclusters over partial orders. We present formalisms and algorithms for mining such biclusters from binary datasets. This problem finds application in many structured data mining problems where prior domain-specific information about orders must be harnessed to yield meaningful clusters of entities. We have applied the algorithms for study the coupling of the co-regulation of genes in metabolic pathways in E.coli.

4.1 Introduction

Biclustering is a well studied technique to identify sub-groups of related entities in bipartite graphs. The input to bicluster mining [58] is a set of instances of a relationship between two domains. Figure 4.1 describes relationships between dates (rows) and weather conditions (columns) in Blacksburg, VA. A bicluster is a subset of rows along with a subset of columns with the property that each row element is related to each column element (stricter notions of biclusters are covered in [58] and later in our work). Figure 4.1 (right) lays out seven biclusters in the matrix as contiguous sub-matrices by re-ordering the rows and columns of the matrix [33], repeating rows and columns if necessary. For example, the bicluster spanning rows three through six and columns two through four states that each of the four days from July 1–4, 2004 experienced each of the weather conditions “> 60 F,” “Daylight > 10 h,” and “Cloudy.”

While biclustering (and variations of it, such as co-clustering [17]) is a well studied topic, most existing algorithms assume that the domains (over which biclusters are mined) are unordered sets. However, in real applications, many domains have natural orderings that we would like biclusters to either obey or exploit. For example, genes are located in the DNA sequences along a total order, metabolic reactions are partially ordered according to DAGs of pathways, and so on. Figure 4.2 describes the high osmolarity glycerol pathway in S.cerevisiae. Glucose is consumed by the organ-
ism and transformed to Glycerol and transported to the environment through a series of reactions. Each reaction is catalyzed by an enzyme. Consider the binary matrix of reactions and enzymes, and assume that the reactions are ordered as they appear in the pathway, with the enzymes also ordered accordingly. The resulting matrix is hence a diagonal matrix and a traditional biclustering algorithm would merely identify all the diagonal entries of the matrix individually as biclusters. A motivation for our work is to somehow ‘push’ the underlying order of reactions into the mining algorithm.

The exact problem as proposed above has not been studied before although there are close connections with some prior work. Mannila et al. [82] study the problem of finding a partial order of rows/columns from a binary matrix given an ordering over the other side (columns/rows). The principle behind their proposed algorithm is to find an ordering which induces as many consecutive ones as possible. A good application of this approach is in paleontological applications, where columns are species and rows are sites. The goal is to find the ordering of evolutionary stages of sites. The occurrences of species have natural partial ordering: species arise and disappear, and the existence of species thus forms an interval. The matrix captures the durations in which each species lives in the corresponding location. Therefore, when looking at each column, a good ordering of


sites should yield as many consecutive ones as possible.

### 4.2 Preliminaries

This section describes necessary background about partially ordered sets, biclusters and other notations used in subsequent sections. For a detailed introduction to these concepts, please see [16].

A partial order on a set \( O \) is a binary relation \( \leq_P \subseteq O \times O \) that is reflexive, antisymmetric, and transitive, i.e., for all \( a, b, c \in O \) the following properties hold:

1. reflexive: \((a, a) \in \leq_P,\)
2. antisymmetric: \((a, b) \in \leq_P \) and \((b, a) \in \leq_P\) implies \(a = b\), and
3. transitive: \((a, b) \in \leq_P \) and \((b, c) \in \leq_P\) implies \((a, c) \in \leq_P\).

The pair \((O, \leq_P)\) is referred to as a partially ordered set or a poset. For any \( a, b \in O \), we write \( a \leq_P b \) if \((a, b) \in \leq_P \). When the cardinality of \( O \) is finite, \((O, \leq_P)\) is referred to as a finite poset. A strict partial order on a set \( O \) is a binary relation that is irreflexive and transitive, written as \( <_P \).

Given a poset \((O, \leq_P)\), two distinct elements \( a, b \in O \) are referred to as comparable, written as \( a \perp_P b \) if either \( a \leq_P b \) or \( b \leq_P a \); otherwise, \( a \) and \( b \) are incomparable, written as \( a \parallel_P b \). If every two distinct elements \( a, b \in O \) are comparable, then the poset \((O, \leq_P)\) is a totally ordered set, and the relation \( \leq_P \) is a total order on \( O \).

If \( a \leq_P b \) and there is no \( c \in O \) such that \( a \leq_P c \) and \( c \leq_P b \), then we say \( b \) covers \( a \). A poset \((O, \leq_P)\) corresponds to a directed acyclic graph \( G(O, E) \), where \( E = \{(a, b) \mid b \) covers \( a\), and \( a, b \in O\}\). This graph is called Hasse diagram of \((O, \leq_P)\), denoted by \( H(O, \leq_P)\).

As an example, let \( O = \{a, b, c, d, e, f, g\} \), and

\[
\leq_P = \{(a, b), (a, c), (a, d), (a, e), (a, f), (a, g),
(b, c), (b, d), (b, e), (b, f), (b, g), (c, f)(c, g),
(d, e), (d, f), (d, g), (e, f), (e, g), (f, g)\}.
\]

The corresponding Hasse diagram is shown in Figure 4.3. In this example, \( a \) and \( b \) are comparable (i.e., \( a \perp_P b \)) and, further, \( b \) covers \( a \), but \( c \) and \( d \) are incomparable (i.e., \( c \parallel_P d \)).

A linear extension \( \leq^*_P \) of a partial order \( \leq_P \) on a set \( O \) is a total order, such that for any \( a, b \in O \), \( a \leq_P b \), it is also true that \( a \leq^*_P b \). A partial order may have multiple linear extensions. For example, a linear extension of the above poset is \( a \leq_P b \leq_P c \leq_P d \leq_P e \leq_P f \leq_P g \), and \( a \leq_P b \leq_P d \leq_P c \leq_P e \leq_P f \leq_P g \) is another linear extension. If the partial order is an empty relation, then every possible total order of \( O \) is considered as a linear extension. For example, if the size of \( O \) is \( n \), then the number of linear extensions is \( n! \).
Figure 4.3: Hasse diagram of an example poset.

$C$ is a chain of $(O, \leq_P)$, if $C \subseteq O$ and for every pair of distinct elements $a, b \in C$ is comparable, $a \perp_P b$. If $(O, \leq_P)$ is a totally ordered set, then $O$ itself is a chain. An antichain of $(O, \leq_P)$ is a subset $C$ of $O$ in which every two distinct elements $a, b \in C$ are incomparable, i.e., $a \parallel_P b$. In the previous example, $C = \{a, b, e, f, g\}$ is a chain, and $C' = \{c, d\}$ is an antichain.

We define that a subset $C \subseteq O$ is a consecutive chain of $(O, \leq_P)$, when the subgraph $G'(C, \{(a, b) \in E \mid a \in C, b \in C\})$ of the Hasse diagram $G(O, E)$ forms a connected path. In other words, $C$ is a chain, and in its linear extension $a_1 \leq_P a_2 \leq_P \ldots \leq_P a_{|C|}, a_{i+1}$ covers $a_i, 1 \leq i \leq |C| - 1$. Taking the above example, $C = \{a, b, f, g\}$ is a chain but not a consecutive chain. $C' = \{a, b, c, f, g\}$ is a consecutive chain, since it corresponds to a path $a \leq_P b \leq_P c \leq_P f \leq_P g$.

Given a poset $(O, \leq_P)$, let $\mathcal{P}(O)$ denote the power set of $O$. A mapping $\theta : \mathcal{P}(O) \rightarrow \mathcal{P}(O)$ is a closure operator \[25, 89\] on $O$, if $\theta$ satisfies the following conditions for any $X, Y \subseteq O$:

(i) Extension: $X \subseteq \theta(X)$,

(ii) Monotonicity: $X \subseteq Y$ implies that $\theta(X) \subseteq \theta(Y)$, and

(iii) Idempotency: $\theta(\theta(X)) = \theta(X)$.

Given a binary matrix $M$ and a total order $\leq_{T_r}$ on the row set, assume that the rows are ordered according to $\leq_{T_r}$. The Lazarus count of columns with respect to $\leq_{T_r}$, $L_c(M, \leq_{T_r})$, is defined as the sum of the number of zeros between ones in each column. Such zeros are called Lazarus events. Similarly, when a total order over the columns $\leq_{T_c}$ is given and the columns are ordered accordingly, the Lazarus count of rows with respect to the total order, $L_r(M, \leq_{T_c})$, is the sum of the number of zeros between ones in each row.

For example, in Figure 4.4(a), the Lazarus count of columns is 1, because in the third column, the third row has value 0. The Lazarus count of rows of the example shown in Figure 4.4(b) is also 1. The third example, Figure 4.4(c), has zero Lazarus count for both rows and columns.

The formal description of the old definition of a bicluster is given below. Let $R(A, B)$ be a relationship between entity sets $A$ and $B$, i.e., $R \subseteq A \times B$. A bicluster $(X, Y)$ on $R$ is a set $X \subseteq A$ and a set $Y \subseteq B$ such that $X \times Y \subseteq R$, i.e., every pair of entities in $X \times Y$ belongs to $R$. Further, the bicluster $(X, Y)$ is closed if
(i) for every entity $x \in A - X$, there is some entity $y \in Y$ such that $(x, y) \not\in R$, and

(ii) for every entity $y \in B - Y$, there is some entity $x \in X$ such that $(x, y) \not\in R$.

That is, adding an entity in $A - X$ or $B - Y$ to the bicluster will violate the condition defining the bicluster.

### 4.3 Generalizing the Definition of Biclusters

In this section, we generalize the definition of biclusters to accommodate the notion of orders over the entity sets.

Let $R$ be a binary relation between entity sets $A$ and $B$, $R \subseteq A \times B$, and let $\leq_{P_A}, \leq_{P_B}$ be partial orders on $A$ and $B$ respectively. A **bicluster $(X, Y)$** on $R$ is a set $X \subseteq A$ and a set $Y \subseteq B$ such that for all $x \in X$, $y \in Y$,

(i) for every linear extension $\leq_{P_A}^*$ of $\leq_{P_A}$, and for every linear extension $\leq_{P_B}^*$ of $\leq_{P_B}$, it is true that $L_r(R(X, Y), \leq_{P_B}^*) = 0$, and $L_c(R(X, Y), \leq_{P_A}^*) = 0$,

(ii) for all $x \in X$, $\sum_{y \in Y} R(x, y) \geq s$, and, and for any $y \in Y$, $\sum_{x \in X} R(x, y) \geq s$,

where $s$ is a user-specified support threshold. When $s$ is a positive number, the second condition will limit the case when an entire row or column is zeros.

The old definition of biclusters requires that every pair of entities in the bicluster must obey the binary relation. In other words, every entry of the corresponding binary matrix should have value 1. The original notion of biclusters is thus a special case of the new definition of biclusters. When both entity sets $A$ and $B$ are non-ordered sets, i.e., when $\leq_{P_A} = \emptyset$ and $\leq_{P_B} = \emptyset$, the new definition of biclusters will reduce to the original definition of biclusters.

The major difference between the newly defined bicluster and the old bicluster is that the new definition allows 0s in the binary matrix of the bicluster, when at least one of the entity sets has order information. More clearly, some entity pairs that do not obey the binary relation $R$ are still allowed in the bicluster, as long as the the ordered entity subset contributes a zero Lazarus count.
Figure 4.5 illustrates the characteristics of the new definition of biclusters. When both rows and columns are non-ordered sets, the bicluster obeys the original definition as shown in Figure 4.5 (right). When one entity set is totally ordered and the other is non-ordered, the pattern shown in Figure 4.5 (left) is also a legal bicluster. When both entity sets are totally ordered, the pattern shown in Figure 4.5 (middle) is also allowed.

Figure 4.5: (left) Rows are non-ordered, and columns are totally ordered. (middle) Both rows and columns are totally ordered. (right) both are non-ordered.

Figure 4.6: Examples of binary relations between two entity sets. Rows are non-ordered, and columns are totally ordered. (left) Relation 1. (right) Relation 2.

### 4.3.1 Closed Biclusters

Figure 4.6 (left) illustrates an example of a binary relation on two data sets \{a, b, c, d, e\} and \{1, 2, 3, 4, 5, 6\}. Suppose that \(\epsilon\) is 1, (\{a, b, c, d\}, \{1, 2, 3\}) is a bicluster, as is (\{a, b, c, d, e\}, \{1, 2, 3, 4, 5\}), and the latter contains the former. A bicluster that is not contained in any other proper bicluster is called a closed bicluster. A set may correspond to multiple closed biclusters. For example, given a set \{1, 2, 3\} as shown in Figure 4.6 (right), both (\{1, 2, 3\}, \{a, b, c\}) and (\{1, 2, 3\}, \{c, d, e\}) are closed biclusters. In this section, a closure operator on an entity set is described, and a formal definition of a closed bicluster is given based on the closure operator.

Let \((A, \leq_{PA})\) and \((B, \leq_{PB})\) be two posets, and \(R\) be a binary relation on \(A\) and \(B\), \(R \subseteq A \times B\). Let \(\mathcal{P}(A)\) and \(\mathcal{P}(B)\) denote the power sets of \(A\) and \(B\) and consider \(X \subseteq A\) and \(Y \subseteq B\).

A pair \((X, Y)\) is called a valid pair, if for any linear extensions \(\leq_{PA}^*, \leq_{PB}^*\) of \(\leq_{PA}\) and \(\leq_{PB}\), the Lazarus counts of rows and columns of the matrix derived by \(X\) and \(Y\) are zeros, i.e., \(L_{\epsilon}(R(X, Y), \leq_{PA}^*)\)
Let \( L_r(R(X, Y), \leq_{P_B}^*) = 0 \). In a valid pair \((X, Y)\), \( Y \) is called \textit{maximal}, if there is no proper superset \( X' \supset Y \), such that \((X, Y')\) is also a valid pair. These definitions can be similarly posed over \( X \). We define two relations as follows:

\[
\phi \subseteq \mathcal{P}(A) \times \mathcal{P}(B), \quad (X, K) \in \phi, \quad \text{if } K \subseteq B, \quad (X, K) \text{ is a valid pair, } \forall x \in X, \sum_{y \in Y} R(x, y) \geq s, \quad \text{and in this pair,K is maximal.}
\]

\[
\varphi \subseteq \mathcal{P}(B) \times \mathcal{P}(A), \quad (Y, I) \in \varphi, \quad \text{if } I \subseteq A, \quad (Y, I) \text{ is a valid pair, } \forall y \in Y, \sum_{x \in I} R(x, y) \geq s, \quad \text{and in this pair,I is maximal.}
\]

\textbf{Lemma 4.3.1.} \textit{Let } \phi \circ \varphi \textit{ denote the composition of two relations } \phi \textit{ and } \varphi, \quad \phi \circ \varphi \subseteq \mathcal{P}(A) \times \mathcal{P}(A) \textit{ and dually let } \varphi \circ \phi \textit{ denote the composition of } \varphi \textit{ and } \phi, \quad \varphi \circ \phi \subseteq \mathcal{P}(B) \times \mathcal{P}(B). \textit{Then both } \phi \circ \varphi \textit{ and } \varphi \circ \phi \textit{ are closure operators.}

\textit{Proof.} \textit{Let } (A, \leq_A) \textit{ and } (B, \leq_B) \textit{ be two posets.}

1. \textit{Extension:} Let \( X \) be a subset of \( A \). The extension property means that for all \( X' \subseteq A, \quad (X, X') \in \phi \circ \varphi, \quad X \subseteq X' \) holds. Suppose that there is a subset \( X', \quad (X, X') \in \phi \circ \varphi \) \textit{and } \( X \not\subseteq X' \). Let \( \mathcal{Y} = \{Y \mid (X, Y) \in \phi\} \), then there is \( Y \in \mathcal{Y} \), and \( (Y, X') \varphi \). This means that there is \( x \in X, \quad x \notin X' \), \textit{and based on the definition of } \varphi, \quad L_r(R(x, Y), \leq_{P_B}^*) > 0. \textit{This contradicts the definition of } \phi.

2. \textit{Monotonicity:} Let \( X_1, \quad X_2 \) be two subsets of \( A \), and \( X_1 \subseteq X_2 \). The goal is to prove that for all \( X'_1 \subseteq A, \quad (X_1, X'_1) \in \phi \circ \varphi \) \textit{and for all } \( X'_2 \subseteq A, \quad (X_2, X'_2) \in \phi \circ \varphi, \quad X'_1 \subseteq X'_2 \). Let \((X_1, Y_1) \in \phi\), \textit{then based on the definition of } \phi, \textit{there is } (X_2, Y_2) \in \phi \textit{ and } Y_2 \subseteq Y_1. \textit{Let } (Y_2, X'_2) \in \varphi, \textit{then there is } (Y_1, X'_1) \in \varphi, \textit{and based on the definition of } \varphi, \quad X'_1 \subseteq X'_2 \textit{ holds.}

3. \textit{Idempotency:}

Let \( X \) be a subset of \( A \), and \( (X, X') \in \phi \circ \varphi, \quad (X', X'') \in \phi \circ \varphi \). Based on the proofs of the above two properties “Extension” and “Monotonicity”, it is true that \( X \subseteq X' \text{ and } X' \subseteq X'' \). Suppose that \( X' \subseteq X'' \), \textit{then there is an element } \( x \in X'' \) \textit{but } \( x \notin X' \). Let \((X', Y) \in \phi \) \textit{and } \((Y, X'') \in \varphi, \textit{then based on the definition of } \phi, \textit{there is } Y' \subseteq Y, \textit{such that } (X, Y') \in \phi. \textit{Therefore, } x \textit{ should be contained in } X' \textit{ also. This contradicts the previous assumption that } x \notin X'.

\( \square \)

For every subset \( X \subseteq A \), if there is \( X \subseteq X' \) \text{ and } (X, X') \in \phi \circ \varphi, \textit{then } X' \textit{ is a closure of } X \text{, and } X' \text{ is a closed set. Suppose that } Y \subseteq B, \quad (X, Y) \in \phi, \textit{then there is } X \subseteq X', \quad (Y, X') \in \varphi, \textit{and } (X', Y) \textit{ is a closed bicluster. Considering the example shown in Figure 4.6 (left), } \{(1, 2, 3), \{a, b, c, d, e\}\} \in \phi \text{ and } \{(1, 2, 3, 4, 5), \{a, b, c, d, e\}\} \in \varphi \text{, therefore } \{1, 2, 3, 4, 5\} \text{ is a closed set and } \{(1, 2, 3, 4, 5), \{a, b, c, d, e\}\} \text{ is a closed bicluster.}
4.4 Algorithm

The algorithm for computing closed biclusters is described in this section. Assume we are given two posets \((A, \leq_{PA})\) and \((B, \leq_{PB})\).\(X = a_1 a_2 ... a_n\) is a sequence of \((A, \leq_{PA})\), written as \(X \subseteq (A, \leq_{PA})\), if \(a_i \in A\) for \(1 \leq i \leq n\) and \(X\) is consistent with a linear extension of \((A, \leq_{PA})\). An \(AB\) pair is a pair of sequences from the two sets \(A\) and \(B\) respectively, \(X \subseteq (A, \leq_{PA})\) and \(Y \subseteq (B, \leq_{PB})\), written as \(X \times Y\). When the entity set is non-ordered, sequences with any order of entities are allowed. An \(AB\) pair is considered as a candidate bicluster (or valid), if the Lazarus count of rows/columns of the binary matrix \(R(X,Y)\) is zero. (Notice that when computing the Lazarus count, the matrices \(R(X,Y)\) with all possible combinations of orders of rows and columns must be computed. All matrices must have zero Lazarus count.)

Before describing the algorithm, for ease of simplicity, we refer to a node in a Hasse diagram that does not have preceding nodes as a “root node”, and a node that does not have following nodes as an “end node”. Figure 4.7 shows two posets and a relation between them. The partial orders are described using Hasse diagrams. The whole procedure of computing closed biclusters is accomplished by going through the Hasse diagram level by level. Notice that when there is no partial order information for a given set, the Hasse diagram will reduce to a set of singletons. At the beginning, for each element in \(A\), all \(AB\) pairs are computed by searching the Hasse diagram of \(B\). Notice that every \(AB\) pair computed in this step only has one element in the \(A\) part. Next, the \(A\) part of the \(AB\) pairs are extended starting from the root nodes of the Hasse diagram of \(A\). As shown in Figure 4.8, there are two root nodes \(a\) and \(b\) with \(AB\) pairs \(a \times 145\) and \(b \times 1256\). The child node (following element) of \(a\) is \(c\). To extend the sequence \(a\) to \(ac\), the two \(AB\) pairs \(a \times 145\) and \(c \times 2\) need to be merged. The merged sequence of \(B\) parts is 1245. However, \(ac \times 1245\) is not valid, because the Lazarus count of \(a\) is not zero. The sequence 1245 has to be separated...
and the separated subsequences must be maximal. Therefore, the valid $AB$-pairs are $ac \times 245$ and $ac \times 12$. Because both of them do not contain $a \times 145$, $a \times 145$ should be saved for possible later extensions.

Similar rules apply to the root node $b$. $d$ is a child node of $b$. The $B$-parts of $b \times 1256$ and $d \times 346$ have three possible combinations, viz. $123456$, $132456$, and $124356$. The valid $AB$-pairs must have zero Lazarus count in the three possible orderings. A node (or element) is not to be processed until all its parents are visited, i.e., nodes of the Hasse diagram are accessed in a breadth-first search (BFS) order. For example, node $c$ has another parent $b$, so before extending to the following nodes of $c$, the extension from $b$ to $c$ should be completed first. Similar to the previous steps, the valid $AB$-pairs of $bc$ are saved in node $c$, and meanwhile the $AB$-pairs of $bc$ should merge with previously computed $AB$-pairs of $ac$. The results are shown in Figure 4.9.

When there are multiple end nodes, a virtual end node will be added to the Hasse diagram, and all original end nodes will have an arrow to the virtual end node. The reason for adding a virtual end node is to calculate combinations of $AB$-pairs between different branches. For example, as shown in Figure 4.7, the actual end nodes of $A$ are $f$ and $h$, $i$ is a virtual end node, and both $f$ and $h$ have an arrow to $i$ respectively. In the case that the partial order information is not given, the combinations only happen when visiting the virtual end node. It is not necessary to check all linear extensions of the elements (when the size of the set is $n$, there will be $n!$ linear extensions). Because whenever there are two or more 1s, it is not possible to add any zeros.

Algorithm 4.1 formally describes our procedure for computing closed new biclusters. In the pre-processing step, the Hasse diagrams of both posets are created. When a partial order is an empty set, the original Hasse diagram is a set of singletons. In this case, a virtual end node will be added
Figure 4.9: Outline of procedure for computing biclusters, Step 2.

in the Hasse diagram, and a set of arrows starting from every original node and pointing to the virtual node will be added. When a Hasse diagram has multiple end nodes, a virtual end node also will be added. Therefore, every Hasse diagram has only one end node. In the first step, for each element of $A$, the corresponding sequences of elements in $B$ are computed. In other words, $AB$-pairs with single element in $A$ and zero Lazarus counts are calculated. There may be multiple sequences of $B$ matching an element of $A$. In the second step, the $A$ parts of the $AB$-pairs calculated in the first step are extended. An $AB$-pair with zero Lazarus count and no further extensions on both $A$ and $B$ parts will be a closed bicluster. Algorithm 4.2 and Algorithm 4.3 demonstrate the first and the second step in details.
Algorithm 4.1 Algorithm for computing biclusters over partial orders.

**Input:** Partially ordered set \((A, \leq_{PA})\)

**Input:** Partially ordered set \((B, \leq_{PB})\)

**Input:** Binary relation \(R\) on \(A\) and \(B\)

**Output:** Closed biclusters \(C\)

/* create Hasse diagrams of both posets */

\[ H_B = \text{Hasse diagram of } (B, \leq_{PB}); \]

\[ H_A = \text{Hasse diagram of } (A, \leq_{PA}); \]

\[ P = \emptyset; \text{ /* store AB_pairs */} \]

/* initializing AB_pairs for each element of \(A\) */

foreach \(x \in A\) do

\[ \mathcal{Y} = \text{ABPairs.singleA}(R(x, B), H_B); \]

\[ P = P \cup x \times \mathcal{Y}; \]

/* computing closed biclusters */

\[ C = \emptyset; \text{ /* store a set of closed biclusters */} \]

\[ C = \text{Extension}(H_A, P); \]

return \(C\);

Initially, the maximal \(AB\_pairs\) of each element of \(A\) are computed by searching through the Hasse diagram of \((B, \leq_B)\), as shown in Algorithm 4.2. Here, a maximal \(AB\_pair\) \(x \times S\) means that \(S\) can not be expanded by adding any elements to the head or to the end, i.e., there is no element \(b \in B, b \notin B\) such that \(R(x, bS) = 0\) or \(R(x, Sb) = 0\). Leading and ending zeros are allowed in \(S\), which is for simplicity in the second step in which the \(A\) parts will be extended. Therefore, for each element of \(A\), there may be multiple corresponding sequences. Each node in the Hasse diagram is described with five terms \(n(id, children, NParent, S, visited)\), where \(id\) denotes the element, \(children\) is a collection of the links to the child nodes, \(NParent\) indicates the number of parent nodes of \(n\), \(S\) is a set of candidate \(AB\_pairs\), and \(visited\) records visiting times of \(n\). \(visited\) is used to count if all parents of a node have been processed. \(S\) stores entries of the form \(X \times \{Y\}\), where the left part is a sequence, and the right part is a set of sequences. For example, for an element \(x \in A\), when processing a node \(n \in H_B\) if there are two corresponding sequences \(Y_1\) and \(Y_2\), then \(n.S = x \times \{Y_1, Y_2\}\). The first three terms are initialized when the Hasse diagram is built, but the last two terms will be updated. A queue \(Q\) is used to store the nodes that need to be processed and to control the access of nodes in first-come-first-served order. Notice that a node will be put into the queue only when all its parent nodes have been visited, i.e., when \(n.visited = n.NParent\). Each sequence \(S\) of \(n\) is extended by adding the child node to the end of the sequence. When the Lazarus count of the new vector \(R(x, Sc.id)\) is not zero, there are two following steps. First, \(S\) needs to be saved in the child node \(c\), because \(S\) may be extendable by adding the offspring of \(c\). Second, some elements of \(S\) will be deleted such that the new sequence can expand to \(c\). There are two ways of modification: one is taking out all zeros after ones; another is removing ones. When adding a new sequence to the node \(c\), the new sequence should not be the subset or superset of any other sequences already in \(c\). When \(c\) has multiple parents, two sequences may come from different parents. In this case, the two sequences may be able to be combined
into one long sequence. After the new sequence is computed, it is necessary to check if it can be combined with already computed sequences to form a longer sequence.

**Algorithm 4.2** ABPairs_single\(A\): Computing AB pairs of each element of \(A\).

**Input**: An element in \(A, x\)

**Input**: Binary vector, \(R(x, B)\)

**Input**: Hasse diagram of \((B, \leq_B), H\)

**Output**: \(Y = \) candidate sequences of \(B\)

\(Y = \emptyset; Q = \emptyset;\)

/* Put root nodes into the queue */

\(Q \leftarrow\) root nodes;

**while** \(Q \neq \emptyset\) **do**

\(n \leftarrow\) the first entry of \(Q;\)

**if** \(n.children = \emptyset\) **then** \(Y = Y \cup n.S;\) **else**

foreach \(c \in n.children\) **do**

\(S = \emptyset;\) /* new sequences need to add */

foreach \(S \in n.S\) **do**

**if** \(L_r(R(x, Sc.id)) = 0\) **then** \(S = S \cup \{Sc.id\};\) **else**

\(c.S = c.S \cup \{S\};\)

/* 1. Removing zeros appearing after the last 1 */

\(S' = S - \text{zeros appearing after the last 1};\)

\(S = S \cup \{S'.c.id\};\)

/* 2. Deleting ones in the sequence */

\(S'' = S - \{y \mid y \in S, R(x, y) = 1\};\)

\(S = S \cup \{S''.c.id\};\)

merger sequences in \(S\) with sequences already in node \(c;\)

\(c.visited = c.visited + 1;\)

**if** \(c.NParent = c.visited\) **then** add \(c\) to the end of \(Q;\)

**return** \(Y;\)

For the function of merging candidate sequences, there are three inputs: an element \(x\) of \(A\), the current node \(c\), and the collection of sequences \(S\). If there are existing sequences in the current node \(c\), then the function will check if it is possible to combine the new sequences with existing sequences. If a new sequence is a subset of another existing sequence, then there is no further action required. If an existing sequence is a subset of a new sequence, then the old sequence will be removed. Because the sequences computed in this step are one part of the candidate closed bicluster, they must be maximal. When combining two sequences, the last common node is computed first. If the last common node is the last node of both sequences, then the second last common node is computed. Combination will be computed between two subsequences starting from the second last common node to the last common node of both original sequences. If the last common node is not the last node of both sequences, the combination will happen between two subsequences starting from the
last common node of each. The previous part of the sequence will not be considered, because the combination of them has already been evaluated when processing the second last common node or the last common node. When the two subsequences are completed un-ordered, the two sequences can be merged only when the Lazarus count for any possible order is 0. When both sequences have some zeros and ones, there are multiple ways of combinations: combining only ones of both sequences; combining all zeros of one sequence with one 1 of the other sequence or combining all zeros of one sequence with one 1 of the other.

Algorithm 4.3 computes the closed biclusters by extending the $A$ part of the $AB$ pairs computed in the previous steps. The way of extending is similar to the method used in Algorithm 4.2. Here the extension is conducted by following the Hasse diagram of the poset $(A, \leq_A)$. Handling the case when Lazarus events happen is more complicated. If combining the two $AB$ pairs causes a Lazarus event, there are three ways to make modifications: deleting columns (elements from the sequence of $B$); deleting rows (elements from the sequence of $A$); and deleting both some columns and some rows that cause Lazarus events. In the end, the algorithm will compute combinations of the new $AB$ pair with any existing $AB$ pairs of the current node. The rules of combining two $AB$ pairs are similar to combining two sequences as described above.
Algorithm 4.3 Extension: Extending $A$ parts of $AB$ pairs.

**Input:** Hasse diagram of $A$, $H_A$
**Input:** $AB$ pairs with single element in $A$ part, $P$
**Output:** Closed biclusters $C$

$c = \emptyset$; $q = \emptyset$

foreach root node $n$ of $H_A$ do
  $n.S = n.S \cup n.id \times P(n.id)$;
  add $n$ to the end of $Q$;
while $Q \neq \emptyset$ do
  $n \leftarrow$ the first entry of $Q$
  if $n.children = \emptyset$ then
    $C = C \cup n.S$;
  else
    foreach $c \in n.children$ do
      $Y_c = P(c.id)$;
      foreach $X \times Y \in n.S$ do
        foreach $Y \in Y$ and $Y_c \in Y_c$ do
          if $Y \cap Y_c = \emptyset$ then
            $S = S \cup X \times Y$;
          else
            $S = Y \cap Y_c$;
            /* lazarus count is zero */
            if $L_c(R(Xc.id, S)) = 0$ then
              $S = S \cup X \times Y$;
            else
              generate different combinations of rows or columns $X' \times Y'$;
              $S = S \cup X' \times Y'$;
          merge candidate $AB$ pairs in $S$ with those already in node $c$;
          $c.visited = c.visited + 1$;
      if $c.NParent = c.visited$ then add $c$ to the end of $Q$
foreach $C \in C$ do remove rows and columns with all zeros;
return $C$;

4.5 Experimental Results

To illustrate the applicability of our approach, we have applied our algorithm to study the coupling of co-regulated genes and metabolic reactions in E.coli. The E.coli K-12 transcriptional regulation data set obtained from publicly accessible database RegulonDB [24] was used. This dataset also contains the sequence position of each gene in the genome. The metabolic pathways are collected from the Kyoto Encyclopedia of Genes and Genomes database (KEGG) [48]. The characteristics of these datasets are listed in Table 4.1.

The partial order of reactions is derived by following the directions of reactions in the metabolic
Table 4.1: Characteristics of datasets used in this work.

<table>
<thead>
<tr>
<th>Type</th>
<th>Operons/Pathway</th>
<th>Genes/Enzymes</th>
<th>Reactions/Regulations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transcriptional regulation</td>
<td>2,665</td>
<td>4,576</td>
<td>3,013</td>
</tr>
<tr>
<td>Metabolic pathway</td>
<td>85</td>
<td>1,347</td>
<td>1,023</td>
</tr>
</tbody>
</table>

Figure 4.10: Number of biclusters of each size. These biclusters are functionally enriched with p-value 0.001.

pathway. Thus Reaction $A$ precedes Reaction $B$ if the products of $A$ are the reactants of $B$. Operons are ordered according to the physical locations of genes in the genome. The order of operons also forms a partial order, because some of the operons share common genes. Reactions and operons form a binary relation, i.e., if the genes in an operon code for enzymes that catalyze a reaction, then the operon and the reaction has a relation, otherwise not. We computed biclusters over this reaction-operon matrix. Figure 4.10 depicts the number of new biclusters for each size range. The biclusters listed in this figure are statistically significant with respect to the functional annotations of genes in the bicluster. Because of the structure of Gene Ontology [3], when computing the over-represented GO terms of a given gene set, the parent-child relationships between GO terms need to be considered. Otherwise, more specific terms under known over-represented terms tend to be falsely detected as over-represented as well. We used the strategy proposed by Grossman et al. [32] that takes the parent-child relationships into account. Figure 4.11 shows the cumulative density distribution of the biclusters. For example, the $y$-axis value when $x = 0.4$ indicates the number of biclusters whose densities are equal to or less than 0.4. The densities of most biclusters range from 0.07 to 0.2.
Figure 4.11: Density of biclusters that are functionally enriched with p-value 0.001.

Figure 4.12 shows three biclusters computed from the above dataset. Genes are color-coded according to which operons they belong to. The solid arrow in the figure means that the two genes/reactions are consecutive. The dotted arrow means that there are other genes/reactions in between. The solid lines between genes and reactions represent genes coding for enzymes that catalyze the corresponding reactions. The first two biclusters show examples where the physical locations of genes on the DNA sequences match to the order of metabolic reactions that are catalyzed by their products. In the first bicluster, genes belonging to the same operon code for enzymes catalyzing consecutive reactions. In the second bicluster, operons located upstream in the DNA sequences code for enzymes catalyzing reactions also upstream in the metabolic reactions. The third bicluster shows another case where the locations of genes in the genome do not match the order of reactions catalyzed by their products. In this third bicluster, upstream genes code for enzymes that catalyze the reactions in the middle, but the subsequent genes are connecting with upstream reactions.

We also calculated the number of biclusters exclusively in a single pathway. The results are listed in Table 4.2. The remaining biclusters contain reactions of more than one pathways. Purine metabolism contains most of the exclusive biclusters that appear in one pathway. This is consistent with the fact that purine metabolism contains a large number of reactions.

We computed the reaction coupling of co-regulated genes, i.e., co-regulated genes appearing in the same biclusters, and compared these with the results of a previous study on the flux coupling of co-regulated genes [63]. In this study, the flux coupling of co-regulated genes are computed
Table 4.2: Number of biclusters in the same pathway.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Number of bicluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>GlycolysisGluconeogenesis</td>
<td>7</td>
</tr>
<tr>
<td>Fructose and mannose metabolism</td>
<td>2</td>
</tr>
<tr>
<td>Purine metabolism</td>
<td>278</td>
</tr>
<tr>
<td>Peptidoglycan biosynthesis</td>
<td>3</td>
</tr>
<tr>
<td>Butanoate metabolism</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 4.12: Examples of biclusters. Solid line: direct connection, Dashed line: indirect connection.
Table 4.3: Coupling of co-regulated genes.

<table>
<thead>
<tr>
<th>Study</th>
<th>Common pairs</th>
<th>Total pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biclusters with partial order information</td>
<td>64</td>
<td>1530</td>
</tr>
<tr>
<td>Flux coupling</td>
<td>64</td>
<td>191</td>
</tr>
</tbody>
</table>

based on flux balance analysis techniques. Table 4.3 shows the comparison results. Our approach was able to re-produce 30% of the flux coupling co-regulated gene pairs that have been reported in the previous study. Many other potentially interesting reactions coupling gene pairs were also discovered.

4.6 Discussion

We have shown how a more expressive notion of biclusters leads to biologically relevant results for understanding the interplay between operon structure and reaction pathways. Further work will focus on domain enrichment of the biclusters and using the proposed algorithms for genome-genome comparisons.
Chapter 5

Conclusion and Future Work

This dissertation has presented new algorithms for mining biological network datasets. These algorithms have been motivated by current topics in bioinformatics research: discovering unknown gene-phenotype relationships and understanding of the coupling of co-regulated genes in metabolic networks. Empirical results on real datasets have shown the applicability and effectiveness of the proposed methodologies.

5.1 Contributions

The specific contributions of our work can be summarized as follows.

Relative Importance Methods.

- Prior state-of-the-art: Relative importance methods have been originally proposed by White and Smyth [86].

- Our contributions: We have adapted the originally published relative importance methods to mining problems where two types of networks are supplied: an undirected network and an undirected bipartite network. In the original work of White and Smyth, only a single (undirected) network was used. Our proposed algorithm has also been applied to predict unknown relationships between genes and phenotypes. Relationships between phenotypes are derived first, and a prediction step is defined based on the relations between phenotypes just inferred. Experiments on C.elegans early embryogenesis and S. cerevisiae deletion mutants datasets show that our algorithm consistently outperforms other approaches. The strong results indicate that the combination of gene networks and phenotype profiles provides a powerful synergy that is not obtainable with either method alone. To explain the success of
our framework, we have further discussed several aspects of the algorithm. We have theoretically proved the convergence of the algorithm. The sensitivity of the initial rank has been discussed in detail. The problem of finding the optimal initial rank (i.e., the initial rank can produce the best prediction accuracy) has been formulated as a semidefinite programming problem. Further, we have studied the improvement afforded by the relative importance method as compared to a global importance formulation.

Constrained Graph Minimal Separators.

- **Prior state-of-the-art**: The problem of computing minimal separators of a graph has been studied for many years [7, 52]. Berry and Sigyret [8] have built an one-to-one mapping between minimal separators of a co-bipartite graph and the elements of the corresponding concept lattice.

- **Our contributions**: We have generalized the traditional problem of finding minimal separators to the problem of mining constrained minimal separators, where some parts of the graph are intended to be disconnected from each other whereas others are expected to be as connected as possible. We have loosen the requirement for a co-bipartite graph to a more general bipartite graph. We have constructed the mapping between a concept and a constrained minimal separator of a general bipartite graph and theoretically prove it. We have presented an efficient algorithm to compute constrained minimal separators and proved its correctness. This algorithm transforms the given problem instance so that the computation is conducted over a smaller graph than the original network of interactions. This approach has been applied to model gene perturbation screens by viewing the perturbed genes as a graph separator in *S. cerevisiae* and *C. elegans*. The sub-networks that our case studies separate and the phenotypes that result have been validated by published research. Ours is the first work that provides a computational approach that can be used to model multiple gene perturbations.

Mining Biclusters with Supplied Partial Orders.

- **Prior state-of-the-art**: No formulation exists that infers biclusters over domains with partial orders.

- **Our contributions**: We have generalized the notion of biclusters over sets to biclusters over partially ordered sets. Our work is the first to consider the order information of entities in forming biclusters. We have formally defined a closure operator in this new space and proved its correctness. The new definition includes the case where the order information is not given, thus subsuming the classical definition of biclusters. An efficient algorithm has been designed to compute the new biclusters. Experiments on *E.coli* metabolic networks and transcriptional regulations datasets have discovered many biologically interesting patterns of coupling between co-regulated genes and metabolic reactions.
5.2 Future Work

Our work can be extended in many algorithmic directions as well as to many new applications.

The success of the relative importance method and the close-to-optimal setting of the initial weights deserves further study. This approach can be investigated for other problem domains such as recommender systems and social networks which rely on the situation of a node in a graph to make recommendations or predictions.

The constrained graph minimal separator method can be extended to consider many different types of constraints. Posing separator problems over multiple graphs simultaneously is an interesting direction. Another direction is to develop methods to mine constraint minimal separators over directed graphs such as metabolic networks. The measure of the influence of the discovered minimal separator to the ‘other’ parts of the network can be further studied. In terms of new applications, this work finds uses in domains such as social networks and pandemic disease modeling (e.g., quarantining a subset of the population to prevent infections from spreading).

Finally, the new notion of biclusters developed here can be used in a compositional data mining framework [43] where we can compose together biclusters from multiple relations together to form long chains of inference. This work will find applications in many biological applications involving richer forms of datasets.
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