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ABSTRACT

A nonlinear statistical MESFET model is presented which shows good
agreement with measured results. A single stage GaAs power amplifier tuned
at 13.5 GHz is simulated with the model and accurately predicts output
power, input return loss, and power added efficiency. Not only is nominal
performance good, but the spreads of amplifier performance seen over many
wafers and several lots is represented well. The model consists of capturing

low order statistics (means, variances, and correlations) of equivalent circuit



model parameter sets and using these to produce a continuous distribution of
devices representative of those seen from manufacturing. Complete nonlin-
ear and statistical modeling extraction software packages are also presented
which allow easy investigation of many aspects of statistical models such as
sensitivity of data set statistics as a function of sample size and how model

parameters vary as a function of time with a given fabrication process.
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Chapter 1

Introduction

1.1 Motivation for Research

The drive to reduce the size and cost of electronics products such as cellu-
lar phones, personal communications systems, transmit/receive chips used
in military radar, and laptop computers is forcing modern semiconductor
foundries to increase chip complexity while reducing chip size. Due to the
highly competitive nature of this industry, engineers must design circuits
which push the limits of current fabrication technology in an economic fash-
ion. An unnecessarily expensive product will almost certainly prove dis-
atrous, as a competitor will soon under price it in the market. Many factors
contribute to unit cost including circuit topology, source material costs, labor

costs, unit yield and unit complexity. The ability to optimize for yield can



help alleviate many of the limitations imposed by these factors. If yield can
be improved sufficiently, components or circuit blocks may be eliminated or
a tuned component may be fixed, reducing unit complexity and cost. Tol-
erances may even be loosened on source material specifications or process
precisions.

In analyzing and optimizing yield, a good characterization of the vari-
ations in the fabrication process is necessary. In a MMIC (monolithic mi-
crowave integrated circuit) design, variations in process parameters such as
implantation dosage, annealing temperature profile, and lithographic preci-
sion limitations will all contribute to the uncertainties in circuit performance.
In the designs in this research, basic distributed models were used for trans-
mission lines, and lumped element equivalent circuits were used to model
FETs, capacitors, and inductors. Active device variations are the dominant
contributors in MMIC yield loss. Developing a statistical model using an
equivalent circuit for a MESFET involves finding the mean and standard
deviation of each parameter along with the correlations between them. The
correlations between model parameters are often neglected in the literature

of modern statistical modeling, but this results in a FET model demonstrat-



ing different statistical variations than than will seen in measured FETs. A
more complete statistical model includes parameter correlations, and gives a
more accurate representation of the real device.

A statistical FET model takes into account many sources of error other
than just those encountered in the fabrication process. There are errors in-
troduced in the simulation process, the measurement process, and in the
extraction of equivalent circuit models from measured data. All of these
sources of error affect the statistical model’s accuracy. Although it is not
necessary to accurately quantify each source of error, it is important to un-
derstand roughly how each of them contributes to the statistics of the model.
For example, there will be a certain amount of error in the measurements
taken by one technician, where another technician may have larger errors or
different mean measurement values depending on his particular calibration
and the environmental conditions under which the tests were performed. It
is important to understand the origins of the various errors contributing to
the statistics of the measured data and their relative significance in order to

decide how to focus yield improvement efforts.



1.2 Objectives and Contributions

The objective of this research is to develop a versatile, easy to implement
statistical FET model for improving MMIC yield. The model should not
only produce results consistent with measurements, but should be incorpo-
rated into a commercial CAD package in a seamless manner so as to allow
the design engineer to perform complete circuit design and performance op-
timization along with accurate yield predictions and yield optimization.

A high speed nonlinear MESFET extraction software package, XFET, is
developed to support this objective. A statistical extraction software package
with the capability of plotting changes in statistics with sample size or lot or
wafer groups, and joint distributions between up to three model parameters
is also presented.

Distributions of all model parameters are given and compared to ideal
Gaussian curves to show the errors associated with the assumption that
model parameters are Gaussian in nature. Attention is also paid to de-
termining when enough samples are used in the model extraction as well as

how to isolate poor data in sample groups.



The author makes the following specific contributions in the area of yield

optimization:

e Development of a new nonlinear statistical model using low order statis-
tics of equivalent circuit MESFET model parameters.

e Analysis of statistical errors as a function of sample size.

e Accurate nominal performance and performance spread predictions of
a single stage, nonlinear, 13.5 GHz MESFET amplifier.

e Integration of a custom written statistical modeling package and a com-
mercial software package in a seamless manner.

In addition to the work presented here, several amplifiers using MES-
FETs of various gate peripheries have been designed and will be fabricated
for future studies of how statistics change with FET size as well as further

validation of the accuracy of the proposed model.

1.3 Thesis Overview

Chapter 2 discusses previous work done in the statistical modeling area in-
cluding various published papers and books. Previous publications challeng-
ing the methods used here are discussed and explanations are given for the
author’s ability to successfully use modeling techniques previously consid-
ered ineffective. Basic requirements for a good statistical FET model are

also presented and used to evaluate the effectiveness of existing models.



Chapter 3 introduces the concept of design for yield. There is a distinct
difference between optimizing for performance and optimizing for yield. This
chapter discusses these briefly, then introduces some of the common yield
optimization methods and their relative advantages and disadvantages.

The statistical model extraction process in discussed in Chapter 4. This
chapter proceeds through the extraction process in a step by step manner,
from gathering measured data to validating the nonlinear model against mea-
surements of the FET used in a single stage amplifier. The data used in
extracting the model is plotted and discussed along with simulations of the
extracted model parameter sets and plots of the distributions of each model
parameter. The mathematics behind the statistical model are also presented
along with a method for generating new model parameter sets during yield
analysis. The affects of using correlations between model parameters is ad-
dressed in detail. This chapter also presents the baseline nonlinear model
equations, briefly discusses the physical meaning of many of the model equa-
tions, and introduces some of the rules used in scaling with gate periphery.

Chapter 5 gives conclusions of the modeling process and proposes some

suggestions for improvements and ideas for future study. The author’s in-



tended future work in statistical modeling is also presented.

It is often difficult to take accurate measurements, especially at the fre-
quencies used in this research. The types of data, methods of testing, cali-
bration procedures, and test setups are discussed in Appendix A.

The high speed nonlinear extraction software developed for this research is
discussed in Appendix B. Various program modules contained in this package
are discussed along with how to effectively use the program. Considerable
attention is given to the nonlinear root solvers this software uses since this
plays a significant role in the efficiency of the extraction. Other important
issues such as formulation of the figure of merit for numerical optimizers is
also addressed.

Appendix C presents the statistical extraction software package written
for this research. It discusses how to use the various program modules to
extract statistics, investigate how various statistics change with sample size,
what model parameters are strongly correlated, and effective techniques for

helping to determine whether the data taken is good or bad.



The model is incorporated into a commercial CAD package, Libra 5.0
by HP-EESOF, in a seamless manner. The user interface is shown and its

effectiveness is discussed is Appendix D.



Chapter 2

Previous Work in Statistical
Modeling

Statistical modeling of radio frequency integrated circuits (RFICs) and mono-
lithic microwave integrated circuits (MMICs) has become increasingly impor-
tant over the last two decades. This interest has pushed modeling engineers
to consider the problem of characterizing process variations in devices due to
disturbances in the fabrication process. Most of the work done in the area of
statistical integrated circuit design has been based on silicon fabrication pro-
cesses, but is easily applied to other processes such as gallium arsenide. The
major contributions of variations in IC performance are from active devices

such as bipolar junction and field effect transistors. The research presented



in this thesis deals with statistical modeling of GaAs MESFETs.
There are several issues that must be dealt with in statistical modeling of
FETSs. These have all been addressed in the various publications to date, but

have not all been addressed in a single model until now. The most important

issues in RFIC and MMIC modeling are:

e Models should have nonlinear capabilities.

Models should be frequency and bias dependent.

Adequate data must be used in device characterization.

The model should produce all of the expected variations in fabrication,
not just the discrete samples contained in a measured database.

The model must be efficient when implemented in CAD packages.

Most of the statistical modeling techniques presented do not have three of
these issues: nonlinear capabilities, bias dependence, and adequate data use.
Each of these issues will be discussed briefly, followed by a look at some of
the various statistical modeling methods used so far and how each of them
deals with the issues listed above.

The term “average device” has been used 1n the literature for some time,
often without a clear definition. By average device, authors are usually re-

ferring to the device resulting from the averaging of model parameters of

10



an equivalent circuit model from a series of extractions. This is sometimes
confused with the term “nominal device.” If many devices were measured,
resulting in a spread of measurements, the nominal device would be the one
which falls closest to the middle of the spread. The average and nominal de-
vices are not, in general, the same. The problem with dealing with an average
device is that all correlations of model parameters are lost in the averaging
process. If statistics of equivalent circuit model parameters are used without
correlations, this averaging may result in simulation of a non-physical device.

Nonlinear simulation capabilities are important in many circuit designs.
Power amplifiers, mixers, oscillators, and many other circuits rely on the
nonlinear behavior of devices for their operation. Other circuits, such as small
signal amplifiers or linear power supplies, may not need to take nonlinear
effects of devices into account. In general, nonlinear capabilities of active
device models should be available.

Frequency dependence and bias dependence of models is necessary in
almost all RFIC and MMIC designs. Nonlinear simulation capability implies
a bias dependence of the model, and frequency dependence can be considered

a must. The most basic performance requirements of most circuits could not

11



be evaluated without frequency dependence.

Much of the work done to date does not base models on adequate data.
Data must come from many wafers and many lots, spanning a long time pe-
riod. Variations in the fabrication process can be divided into two categories:
short term, and long term. Data taken over a short time interval will capture
variances due to short term effects such as lithographic and implant impre-
cisions. It may miss the variations over long time intervals such as changes
in source materials due to the use of more than one supplier, and long term
drifts and adjustments in the fabrication process as a whole. The importance
of using adequate data can not be over-emphasized in statistical modeling.

Data from a given set of measurements contains a certain number of dis-
crete data points. Although these are real data points and represent devices
seen from fabrication perfectly (with the exception of measurement error),
they do not completely characterize the true distributions of the device’s
properties. Assuming an extremely large data base were used to extract the
model, the effects of this discretization should be negligible, but due to the
inherent high costs of fabricating and measuring devices, there will inevitably

be a tradeoff made with respect to the amount of available data and the costs

12



associated with it. A good modeling approach should address this issue.
The statistical models will eventually be used in CAD packages to per-
form circuit design and optimization. Even the fastest computers available
have very real limitations on their computational power, and inefficient sta-
tistical models will be of no practical use. A single nonlinear simulation of a
simple two stage amplifier may take up to 10 seconds on a fast workstation
with efficient models. If many thousands of simulations are performed during
a yield optimization, this simulation time can easily turn into days. A good
example of this limitation is seen in electromagnetic simulators. Although
they are typically more accurate than, say, simple distributed transmission
line models, the simulation time is prohibitively expensive, and useful only
in fairly simple cases. The computational expense of using physics based
models has been addressed by Strojwas [1]. He observed that physics based
simulators such as SUPREM III [2] and Sedan III [3] cannot be used prac-
tically as circuit simulators. Hybrid approaches to these simulations have
been developed in which partially physical and partially analytical modeling
is used such as FABRICS [4] [5]. To help extract parameter statistics from

low-level process variations, other programs such as PROMETHEUS (6] have

13



been written. One paper by Spanos [6] presents a general method for finding
the statistical moments of a set of independently varying parameters.

Some of the key issues in statistical modeling of FETs have been pre-
sented. The present approaches to statistical modeling will now be intro-
duced along with a discussion of how each approach deals with these issues.

One of the earlier, well respected papers in statistical modeling was by J.
Logan [7]. He was one of the first to investigate the real meaning of what an
average device really is. He also addressed some of the difficulties in perform-
ing Monte Carlo yield analysis. P.J. Rankin [8] looked at two approaches for
statistically modeling integrated circuits. One approach consists of a physics
based model that uses transformations of electrical performance parameters
of a model to and from physical parameters of the device structure. He also
discussed the possibilities of using standard device models to characterize the
electrical behavior of the integrated circuit, which suggests the use of equiv-
alent circuit models. He proposes using standard statistical techniques to
fit the distributions of measured data using correlation coefficients between
model parameters. Rankin also addressed the issue of using large data bases

for statistical models.
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Table C.4: SampleSense Configuration File Commands

| Keyword | Values | Description ]
| InputFile filename input data filename
OutputFile filename output data filename
PlotFiles TRUE/FALSE | whether plot files should be generated
PercentageAxes | TRUE/FALSE | whether y-axis should be absolute or percentage

for the mean and variance plots. If either the mean or variance for a given
model parameter has not converged to some value while nearing the right
side of the plot, more samples are almost certainly needed, or there are some
extractions ranges where a good fit was not achieved, and should be removed.

Two files must be present to execute SampleSense:

e file containing data to be plotted

e SmpleSense.cfg - configuration file

The data file is in the same format as the input data file for StatExtract:
columns denote parameters, and one parameter set is contained on each row.
The configuration file is in the same format as that described for StatExtract

in Table C.1. The allowed tokens are listed in Table C.1.4.
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Figure C.6: SampleSense Plot of a Parameter Value
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Variance vs Sample Size
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Appendix D

Incorporating the Model Into
a Commercial Simulator

Incorporating the statistical model into a commercial CAD package in a
seamless manner is of the upmost importance. The model must be readily
available and easy to use for the design engineer. Libra, by HP-EESOF, offers
a very convenient way to do this through user defined models written in C. It
will not only allow a user-defined model to be described, but it can generate
statistical number sets, and allow optimization based on model parameter
perturbations.

A C program may be written and compiled with Libra which lists the
various model parameters, and contains routines to calculate y-parameters

and noise parameters. The design engineer will enter values for the various
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parameters in a dialog box when he places an instance of the element. These
values will be passed to the C routine, which may do whatever it likes with
them. Eventually, it must return a y-parameter matrix to Libra.

The user defined model schematic symbol i1s shown in Figure D.1. The
gate and drain bias blocks are added separately. The eight port FET symbol
allows the user to probe various points in the FET model to see voltages,
currents, and so forth. The gate and drain bias blocks contain DC voltage
sources, current meters, test points, and other items to allow power and
efficiency calculations. The list of 16 parameters under the schematic symbol
have nominal values of zero, which results in simulating the nominal device.
During yield analysis or yield optimization, these parameters are varied as
unit Gaussian deviates. The user defined model takes these deviates and
transforms them to ensure they have the desired variances, correlations, and

means.
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Figure D.1: TFET Schematic Symbol as Viewed in Libra
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