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(From Enumerated Type Description) 
( Type Name Definition 

(NI, N2, R2, N3, N4, NS, RS, N6, 
N7, NS, N9, NlO, Nll, Rll); 

(From Object Specification) 
{Object.. Attribute 

tot_walt_time 
deps 
exp_wait_tirne 

(From Initialization Transition Specification) 
FOR k := Nl TO Rll DO 

CREATE ( dir_lane [k1 ); 
dir_lane [kJ.tot_wait_time 0; 
dir_lane [k].exp_wait_time 0; 
dir_lane [kJ.deps := 0; 
END FOR 

Type } 

nonnegative real; 
nonnegative integer; 
nonnegative real; 

Figure 4.7 Excerpts from OS Application 
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Since an object may represent a set of objects and a process graph node may 

represent an underlying network of process graph nodes, we believe that the OOP and 

PGM also allow definition of m:n relationships. However, the OOP and PGM applica­

tions in Chapter 3 do not demonstrate this. 

Although our experience from applications to the TI system is limited concerning 

abilities of the CFs for m:n relationships, we offer the following perceptions: 

• ERA offers the most straightforward approach for m:n relationships when assisted 

by the entity-relationship diagram. 

• CM and SM suggest excellent capabilities for m:n relationships based on the 

experience gained from the literature review and in performance of Chapter 3 appli­

cations. Ease in use of the SM within the SML is limited. 

• EAS, STA, and CS allow definition of m:n relationships but without the direct, 

natural clarity of the above approaches. 

• OOP and PGM should permit designation of m:n relationships. 

,f.2.,f Explicit Input/Output SpecificaUon 

The CS and STA both contain explicit requirements for input and output 

specification. For the CS, the input, output, and report specification serve this require­

ment. The INPUT, OUTPUT, and output function components of the DEVS formalism 

provide this facility for the STA. Model parameters (e.g., LOSS, DELAY in the STA 

application of Chapter 3, Section 3.13) contribute to the input/output specification under 

the STA. The CM outline includes a section for interaction with the environment which 

also serves this function. Section II of the CM outline (see Section 3.1 in Chapter 3), enti-
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tIed Modeling Environment, covers model boundaries, input description, and output deci­

sions. Other CFs, through the use of object and attribute facilities, may provide a simi­

lar result; however, the requirement is not explicit. 

4.2.S Summarizing Comparisons Based on Desz'gn Guidance 

Table 4.3 outlines the comparisons of CFs based on design guidance. Each CF that 

has been considered in this section provides a level of design guidance that is sufficient to 

adequately define model structure. Depending on the aspect, certain CFs maintain a clear 

advantage for the modeler. 
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Table 4.3 Comparisons Based on Design Guidance 

CONCEPTUAL OOP ERA EAS CM§ SM§ CS§ STA§ PGM§ 
FRAMEWORK 

OBJECT Yes Yes Yes Yes Yes Yes Yes Yes 
NAMING 

ATTRIBUTE Yes Yes Yes Yes Yes Yes Yes Yes 
NAMING 

CAP ABILITY FOR 
DYNAMIC DESIGN No No No Limited No Limited Limited No 
SPECIFICATIONS 

TOP·DOWN 
HIERARCHICAL Yes Yes Yes Yes Yes Yes* Yes Yes 

DECOMPOSITION 

CAP ABILITY FOR 
MANY-MANY Yest Excellent Yest Excellent Good Limited Limited Yest 

RELATIONSHIPS 

EXPLICIT 
INPUT/OUTPUT No No No Yes No Yes Yes No 
SPECIFICATION 

t Not observed 
* With set extension 
§ Includes documenting features 



CHAPTERS 

A TAXONOMY OF CFs 

Based upon the comparative review of Chapter 4 we consolidate the results into a 

single table, Table 5.1, which places each CF according to the type of guidance that it 

provides. From this vantage point, we are able to step back from the details of the com­

parison and to grasp a broader appreciation and perspective of the CFs under review. In 

first considering the capabilities of the CFs with regard to the type of guidance provided, 

we notice varying levels of modeler support. Furthermore, we see that CFs may be 

categorized by the range of guidance provided. The development of a taxonomy of CFs is 

naturally focused on guidance types, perceived levels of modeling support, and the range 

of guidance. 

5.1 Taxonomy Base Categories 

The foundation for the categories of the taxonomy is derived from the types of gui­

dance that a CF provides. CFs may be classified, therefore, as implementatz'on or design 

CFs. 

An implementation CF is defined as one providing guidance that determines the 

mode and method of model sequencing. The mode and method of sequencing within 

implementation guidance suggest that CFs may also be distinguished as: 

• event-oriented - having the event as the mode of sequencing and explicit 

scheduling of events within its method of sequencing, 

• activity-oriented - having the activity as the mode of sequencing and condi-

263 
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Table 5.1 Classifications of the CFs Under Review 

IMPLEMENTATION DESIGN DESIGN 
(STATIC) (DYNAMIC) 

ES EAS CM 
AS ERA OS 

TPA CM STA 
PI SM 
TF OOP 

PGM 
OS 

STA 
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tiona} scanning of state conditions within its method of sequencing, or 

• process-oriented - having the process as the mode of sequencing and schedul­

ing or scanning of objects within its method of sequencing. 

The design CF contains guidance that assists the modeler in defining and specifying 

the model static and dynamic structure. Based upon the comparative discussion in 

Chapter 4, it follows that design guidance also contains two sub-categories, static and 

dynamic. 

• static - providing guidance which aids the definition of model static structure. 

• dynamic - providing guidance that guides the modeler in specifying model 

dynamics. 

Notice in Table 5.1 that the ES CF is an implementation CF while CS is both a 

static design CF and a dynamic design CF. Figure 5.1 shows the resulting taxonomy 

tree. 

We noted earlier that the boundaries among CFs (based upon these categories alone) 

are not well defined. A taxonomy must necessarily include additional categorizations to 

allow further clarification where overlaps occur. These additional categorizations are now 

introduced to the taxonomy. 

5.2 Support Level Categories 

Implementation guidance, as discussed in Chapter 4, includes guidance that directly 

relates to the programmed execution of the model. As such, the modeling routine formats 

(as derived from the sequencing mode) and the model executive or monitor structure ( the 

method of sequencing or the algorithmic strategy) represent the lowest level aspects of the 
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TAXONOMY 

IMPLEMENTATION DESIGN 

EVENT ACTIVITY PROCESS STATIC DYNAMIC 

ORIENTED ORIENTED ORIENTED 

Figure 5.1 The Taxonomy Tree 
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model. Low-level guidance requires more intimate involvement by and retrieval of details 

from the modeler. Issues of syntax, etc., are also at a low-level. In general, we seek to 

shield the modeler from such low-level participation in order that he or she may devote 

full attention to the model at a higher level, free from the entanglement of details. 

The CFs that provide dynamic design guidance tend to be characterized by both 

low-level and high-level directions. For example, CS offers high-level guidance for the 

specification of model dynamics as imposed by the transition specification requirements. 

However, the transition specification also forces the modeler to a low-level with its syntax 

requirements for the construction of the Condition Action Pairs, CAPs (use of sequencing 

primitives, etc.). A similar argument can be made concerning the STA. In this regard, 

the CM's flexibility helps to keep the modeler at a higher level. Dynamic design guidance, 

therefore, typically occurs with both low and high-level components and represents a con­

ceptual bridge between low and high-level requirements that are placed on the modeler. 

In general, the highest level of guidance for the modeler is that found within avail­

able static design guidance, applied to representing the model's static structure. At this 

level, the modeler is completely unencumbered with implementation details and focuses 

strictly on the model's static representation. 

Figure 5.2 summarizes the notions of variations in support level. On the basis of 

this perspective, CFs may be classified as low-level or high-level CFs. When a CF con­

tains guidance with both low and high-level components of support, such a CF is referred 

to as being a mid-level CF. 
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J1dPLEMENTATION DYNAMIC (DESIGN) STATIC (DESIGN) 

Lowest 

[execution, program design) 
implementation 

+-

Highest 

[definition and specification] 
model design 
-+ 

Figure 5.2 Low-level versus High-level Guidance 
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5.3 Range Capabilities and Resulting Categories 

We speculate that a model representation must include the data derived from some 

form of implementation, and static design and dynamic design guidance if it is to be fully 

translatable into executable code. A OF which provides all three guidance types is con­

sidered to be a full-range OF in that it makes the "full-range" of guidance capability 

available to the modeler. Such a OF I if it were to exist, would provide significant advan­

tages to the modeler. There are, however, no known full-range OFs. 

The capabilities of a full-range OF are instead provided by comp08z'te OFs. Over­

street and Nance [1986] and Zeigler [1976] discuss at length how the OS and STA OFs 

may be adapted into implementation OFs (ES, AS, or PI). By transforming these OFs 

(the OS and STA, both of which are static design and dynamic design) to include imple­

mentation details, a composite CF is formed. Therefore, a composite CF is by definition 

one constructed from the combination of two or more CFs that provide distinct types of 

guidance. The use of an SPL, for example, by the modeler can be considered to be the 

implicit use of a composite OF. The SPL provides some type of implementation guidance 

(e.g., SIMULA provides the PI CF) and the data necessary for the static structural 

definition and the dynamic structural specification is modeler-defined through his use of 

the available primitives of the SPL. 

The preceding discussion infers that a composite CF may be derived from the base 

guidance types and may not contain full-range capabilities. Because such a CF does not 

contain the full-range of guidance and contains only parts of the whole, it'is considered to 

be fragmentary, Note that every CF is fragmentary. 
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5.4 Summary of Taxonomy Categories 

CFs may be categorized on the basis of their guidance, i.e., as implementation 

(event-oriented, activity-oriented, or process-oriented), static design, or dynamic design. 

Level of support to the modeler determines whether a CF is classified as low, mid, or 

high-level. CFs may also be labeled as composite, fragmentary or full-range, depending 

on the range of guidance that they provide. Table 5.2 summarizes the terminology which 

has been developed for the taxonomy. 
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Table 5.2 Definitions of Categories of the CF Taxonomy 

CATEGORY DEFINITION 
Implementation Provides guidance that determines the mode 

and method of sequencing the model. 
Event-oriented Having the event as the mode of sequencing 

and explicit scheduling of events 
within the method of sequencing. 

Activity-oriented Having the activity as the mode of sequencing 
and conditional scanning of state conditions 
within the method of sequencing. 

Process-oriented Having the process as the mode of sequencing 
and scheduling or scanning of objects 
within the method of seouencimz:. 

Design Provides guidance that assists the modeler in 
defining and specifying model static or dynamic structure. 

Static Provides guidance which aids the definition of model 
static structure. 

Dynamic Provides guidance that guides the modeler in specifying 
the model dynamics. 

Low-level Provides low-level support to the modeler with 
particular emphasis on implementation details. 

High-level Provides high-level support to the modeler with 
particular emphasis on model design. 

Mid-level Provides both low and high level components of 
modelinlr suPPort. 

Full-range Provides a minimum of implementation, static design, 
and dynamic design guidance. 

Composite Constructed from the combination of two or more CFs 
that provide distinct base types of guidance. 

Fragmentary Provides guidance support that is less than full-range 
in capability. 



CHAPTER 6 

CONCLUSIONS AND SIDv.[MARY 

This research contributes a comprehensive comparative review of CFs which is 

based on their individual application to a complex modeling problem 1 modeling the 

Traffic Intersection. Several represent a first-time application to this type of problem. In 

addition 1 a taxonomy of CFs is developed. The significant benefits of this research 

include determination of those features that are desired in a CF, improved knowledge of 

the types of guidance available to the modeler 1 insights into the information which is 

required from the modeler during the model design process, and implications for future 

research in CF development. 

6.1 Characteristics of a Next-Generation CF 

In Chapter 1 we noted that the CF or CFs for the SMDE MG tool must permit 

development of representations that will enable the subsequent development of model 

specifications which are analyzable, domain-independent, and fully translatable. The fol­

lowing features are desirable in any CF which is to accomplish these objectives for the 

realization of the automation-based paradigm [Balzer et al. 1983]. We discuss these 

features and offer comment on the current status of their availability among today's CFs . 

• High-level - This feature supports the ease of use which will undoubtedly charac­

terize CFs of the future. With a high-level CF, the use of simulation for discrete­

event systems will be available to a larger audience. Certainly, we must provide 

CFs which can be used by modeler's who are not programmers or simulation 

experts. For example, the low-level features of the SM, CS, and STA CFs make 
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their direct use by the modeler an extremely difficult task. CFs which support 

high-level features are often relegated to static design guidance only. 

• Independent of Domain - This feature will support domain independence require­

ments of resulting specifications. The modeler will be able to remain at a higher 

level, removed from world view considerations. Success in studying a particular 

problem domain is closely tied to the choice of implementation guidance for the 

modeL The implementation guidance rather than static design or dynamic design 

guidance determines the world view. Currently, we see from the literature and from 

our experience that the CS, STA, and CM CFs are apparently free of ties to world 

view and can be transformed to suit a particular view, suggesting a tendency toward 

domain independence. However, the low-level features of the CS and STA are again 

highlighted with concern. 

• Natural for Model Representation - Here, we consider that such a CF will pro­

duce a representation which will enable (from both static and dynamc information) 

the realization of a usable specification. The OOP, although limited in naturally 

representing other than IS-A hierarchies, brings substantial utility to the modeler 

through inheritance and encapsulation. Given current trends, future CFs will most 

likely be based upon the OOP. The OOP, although well suited to a PI- and TF­

based representation, is not easily adaptable to other implementation CFs for the 

accomodation of different world view orientations. This issue is necessarily a prob­

lem which must be dealt with if a singular (OOP-based) CF must be relied on for 

general application to any problem domain. 

• Broad Range of Guidance Support - In order to permit translation into execut­

able code, the CF or CFs must guide in both the model static and dynamic design, 
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and in the implementation as well. This range of guidance is currently not available 

from a single CF. This is not necessarily a problem since composite CFs which offer 

static and dynamic design and implementation guidance are easily derived. 

6.2 The Role of CFs 

The role of CFs can be characterized as being two-fold: providing guidance to the 

modeler and information retrieval for the express purpose of developing a usable model 

specification. Both of these areas are considered strongly linked to the base guidance 

categories (implementation, static design, and dynamic design) of the taxonomy which 

has been developed. In the case of the first role, this link is obvious; the provision of gui­

dance has been typed and classified by the taxonomy. In the latter case, as the modeler is 

guided in the model representation, the guidance must be sufficient to match the 

modeler's level of expertise and to enable the retrieval of information sufficient for the 

development of a model specification. Therefore, it is not surprising that the two roles 

work hand-in-hand with the success of the second role depending heavily upon the capa­

bility of the first. The interface (like the MG tool) between the modeler and the CF 

becomes critical in appropriating the capabilities of the CF and in transporting the infor­

mation from the mind of the modeler to the final specification. 

The applications of Chapter 3 and the comparative review of Chapter 4 leads to the 

following conclusions concerning the observed roles of the CFs under review. 

• The implementation CFs (namely the ES, AS, TPA, PI, and TF CFs) were 

shown to deliver excellent guidance to the modeler. 

• For best performance, the implementation guidance which is chosen by the 

modeler should be matched to the problem domain and level of model component 
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interaction. This matching could possibly be delayed until after some type of 

analysis of the model design. 

• To keep the modeler free of the low-level details of the implementation CF, the 

interface and knowledge-based "participating assistant" [Balzer et al. 1983J must be 

heavily utilized to create the implementation level details that can be transformed 

into formatted code (event routines, process descriptions, etc.) and efficient algo­

rithmic strategies. 

• The issues of locality indicate that a CF must effectively retrieve information 

pertinent to time, state, and object localities. 

• Improvements are required for static design and dynamic design guidance. 

Current approaches are manual-based and require heavy low-level modeler involve­

ment. With regard to dynamic design guidance, only CS, CM, and STA CFs pro­

vide limited support in this area. 

6.3 Areas of Future Research 

This work suggests future areas of research aimed at the eventual development of a 

new CF philosophy (applicable for the SMDE MG tool), namely: 

• the study of inheritance mechanisms - especially directed at improvements in 

representing m:n relationships and the various hierarchical relationships, 

• investigation into the requirements for specification analysis - a review of existing 

analysis techniques and their distinguishing features, 

• a review of the domains of applicability - determining the required range of gen­

ericity may suggest other features necessary in CFs, 
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• the study of the issues of the knowledge-based assistant - particularly in the 

areas of matching the domain to world view, transforming the the representation to 

a specific world view, and aiding the modeler in static design and dynamic design 

represen tation, 

• the development of an integrating CF or CFs which will contain the desirable 

characteristics, and 

• the development of the interface requirements for the new CF or CFs. 

6.4 Summary 

The research reported in this thesis has clarified the differences that exist among the 

myriad of CFs that are in use today. In particular, the comparative review highlights the 

significant CF features that are necessary for successful model representation of discrete­

event systems. The taxonomy provides a useful and meaningful classification of CFs and 

produces insights into the conceptual relationships that exist among them. The charac­

teristics of a CF or CFs that will effectively support the SMDE MG tool are identified. 

The roles of CFs are better understood and specific potential directions for future 

research are pinpointed. 
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