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(ABSTRACT)

This thesis describes the Graph Object Access Language (GOAL) and optimization techniques to execute GOAL statements. GOAL can be used to retrieve information stored in an object-oriented database system modeled as an information graph. It is an extension of the LEND query language developed by Chen et al. The expressive power of GOAL and the effectiveness of the optimization techniques have been demonstrated using the WordNet database. Queries for the database have been identified and formulated using GOAL. The effectiveness of the optimization techniques has been demonstrated for six typical query forms with randomly selected words.
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Chapter 1

Introduction

1.1 Background

Due to the advances in software and hardware technology, computers are being used in an ever-increasing number of applications. An important software technology that has contributed to the wide use of computers is database systems. Database systems provide users with a uniform method of storing, updating and retrieving data. Uniformity in data management ensures the integrity, security and reusability of data and makes it easier to develop new applications or improve existing applications [Dat87].

The majority of the database systems currently being developed are based on the relational model proposed by E. F. Codd [Cod70, Dat87]. In the relational database model, the data is stored in relations. A relation contains information about a set of entities of the same type and it can be viewed as a table. A row in the table corresponds to an entity, and the columns correspond to the attributes that need to be recorded for the entities.

The relational model is a simple model and is easily understood. Relational database management systems (RDBMSs) are database management systems based on the relational model. Query languages for RDBMSs are based on the relational algebra or calculus. They define operations on relations and result in relations. SQL [Dat87, SQL] is the most widely used query language for RDBMSs. One key feature of query languages for RDBMSs is that they lend themselves to optimization techniques. (See [JK84, Gra93, ME92] for a review of implementation and optimization techniques.)

Though RDBMSs are useful for a wide variety of applications, they have a number of limitations such as:
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- Applications that consist of complex objects with complex relationships cannot be modeled easily as a set of relations. For example, CAD (Computer Aided Design) systems are made up of a large number of components which are in turn made up of other components. The relational database model is not suitable for expressing these nested relationships. CAD systems also require that the different CAD designs and versions be represented as views of the database. RDBMSs provide little support for modeling complex objects and relationships, making it difficult to use them for CAD applications [Kim90].

- RDBMSs sometimes do not satisfy the storage and time efficiency requirements of the applications [Lyn87]. This limitation may exist for applications where large amounts of data are processed and those that require fast response times or the execution of expensive operations [Lyn87].

- Another limitation of RDBMSs is that due to the limitations in the relational algebra and calculus, they may fail to provide the functionality required by the application. For example, Aho and Ullman [AU79] describe a class of useful queries involving least fixed points that cannot be expressed using relational algebra or calculus.

Information retrieval (IR) systems are difficult to implement efficiently using an RDBMS unless suitable extensions are made [Lyn87]. IR systems store information regarding documents and are used to retrieve information that would satisfy a user's needs. There are many types of documents, e.g., books, journals and dictionaries. These documents often are complex objects that can in turn be made up of other objects. Thus, books are made up of chapters that are in turn made up of sections and so on. IR systems also employ complex relationships between objects in the database. For example, they may have information stored in dictionaries. The words in a dictionary have different types of relationships such as synonymy, antonymy and morphological variant of.

IR systems typically store large amounts of information and require fast retrieval. The optimization techniques used by standard RDBMSs often do not apply because insufficient
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data is captured to allow estimation that would take into account the occurrence distributions commonly found [Lyn87].

Many IR systems also require functionality that is not provided by the RDBMSs. Thus, uncertainty, which is of importance in IR systems, cannot be suitably expressed by RDBMSs [Lyn87]. Furthermore a class of generalized linear recursive queries that is useful for IR applications cannot be expressed using relational algebra or calculus. An example of a generalized linear recursive query is to find all the words that can be reached, starting from a user supplied list, following synonymy links stored in an IR system containing information from dictionaries.

Due to these requirements, RDBMSs traditionally have not been used for IR applications. Extensions to RDBMSs to solve one or more of the problems listed above have been proposed. Thus, Fox [Fox81] proposed extensions to the relational database model to allow attributes of relations to be abstract data types and an extended relational algebra to manipulate such complex objects. Lynch [Lyn87] proposed extensions to improve the performance of relational systems and to support IR operations such as ranking and weighted retrieval.

Recently, object-oriented database management systems (OODBMSs) and extended relational database systems have been proposed for applications that cannot effectively use relational database technology. They are able to capture better the semantics of the objects and make use of this information to improve the modeling capabilities, efficiency and functionality provided by the database system. Furthermore, they provide features that make it feasible to develop a whole new range of applications, and are often referred to as next-generation database systems [Cat91].

OODBMSs [Cat91, Kim90, ABD+89] are based on the object-oriented paradigm popular in programming languages [Seb92]. Research in the area of OODBMSs is ongoing. Cattell [Cat93] describes a proposal for a standard object-oriented database query language.

Kim [Kim90] has defined an OODBMS as a database consisting of a set of objects instead of relations. The value of an attribute of an object can be an object in its own right. Objects
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are assigned unique IDs by the system. Details about the components of the objects and the procedures (program code) required to manipulate them are stored with the objects. The properties of objects of the same type are abstracted into a class definition and a class can inherit properties of another class. Examples of database systems that satisfy this definition are ORION [K+89], O2 [D+91], ObjectStore [LLOW91], GEMSTONE [BOS91] and LEND [Che92, FCF91].

Extended relational databases are RDBMSs that have been extended with object-oriented constructs [Cat91]. Examples of such systems are POSTGRES [SK91a] and Starburst [LLPS91].

In the following section we describe the LEND (Large External object-oriented Network Database) system [Che92, FCF91] developed at VPI&SU. LEND is an OODBMS developed primarily to provide database support to manage IR data obtained from documents, thesauri, dictionaries and hypertext systems.

1.2 LEND

LEND satisfies the definition of an OODBMS given in the previous section. LEND consists of three layers as shown in Figure 1.1.

1. The lower-most LEND layer is the storage layer. It provides support for storage and retrieval of data. It is composed of hashing and clustering algorithms that are very efficient [FCDH90, FCDH91, FCHD89, FCHD90, FCHD92, Che92]. It also provides some basic object types such as strings, integers, tuples and sets that can be used to build other objects. For example, an object representing a person’s name can be derived from a string object.

2. The LEND graph layer provides support for uniform representation of the data. At this level, data is modeled as a graph. The nodes of the graph contain information about entities in the database and the arcs of the graph represent relationships between the entities. The nodes and arcs of the graph are each objects belonging to a class
and have the member variables and member functions defined for that class. A class can inherit member variables and functions of another class and an object can be composed of other objects.

3. Finally, the LEND application layer is built on top of the LEND graph layer. Applications provide users with different views of the data stored in the database. For example, an IR collection can be modeled as a graph [Che92, FCF91]. Objects in the application and information about their relationships are mapped to node and arc objects in the graph layer. The application layer also provides the functionality required by the application. This functionality is built using a series of graph-level operations.

The key difference between LEND and other OODBMSs is that LEND provides a graph view of the data that distinguishes between node, arc, path and graph objects. We call this database graph an Information Graph. An information graph is a natural representation for real-world systems containing complex relationships between objects. In a LEND information graph, the relationships between two objects are represented as arcs of the information graph. Other OODBMSs represent relationships between two objects by nesting the first
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object as a component of the second and the second object as a component of the first [Cat91].

In [Che92] it has been shown that an information retrieval system can be easily built using the different components of the graph level. The clustering and hashing techniques discussed there make an efficient implementation possible. Lavinus [Lav92] studied clustering techniques that would reduce the input-output cost of searching an information graph.

LEND has successfully provided database functions required by the MARIAN system which is under development at the VPI&SU Computing Center. The MARIAN system is a state-of-the-art OPAC (On-line Public Access library Catalog) system [FFS+93]. It provides access to the University Library’s MARC (MAchine Readable Catalog) bibliographic database.

A query language has been proposed for the LEND graph layer [Che92, FCF91]. Section 2.3.3 contains a detailed description of this language, that can be used to retrieve information from a LEND database. The language can be used in two ways. First, tasks required by applications can be mapped into queries. This approach helps in the development of applications because the LEND query language can be embedded in a high-level language that can access the data. Second, users can directly query an information graph, using ad-hoc questions.

The LEND query language only allows the retrieval of data and cannot be used to modify data. The decision to restrict the language to retrieval of data was made because the first few applications that used the language were static and did not allow for any database modification. A future project could be to extend the language and enable it to modify the databases.

The problem of describing the characteristics of user required information from the database is analogous to the problem of specifying the characteristics of a subgraph of the information graph. Thus, LEND query language operators can be used to specify a graph pattern that describes the characteristics of the subgraph of interest. That subgraph can be a node or a path or a larger portion of the information graph. A path is a sequence of
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alternating node and arc objects. New patterns can be formed using patterns previously defined.

[Che92] gives examples of queries for IR systems that cannot be expressed using relational query languages but can be expressed using the LEND query language. For example, for a database containing information about words and the synonym relations between them, the LEND query language can be used to find all the words that can be reached by following synonym links starting from a given word.

1.3 Research Summary

The objectives of this research were to increase the expressive power of the LEND query language and demonstrate optimization techniques for efficient execution of queries for the improved language. The new improved language is called GOAL (Graph Object Access Language). Specific improvements that have been made are:

1. The expressive power has been increased, to better support retrieval of information stored in an IR system.

2. Optimization techniques that make it feasible to use the language for IR systems have been developed.

We have illustrated the expressive power of GOAL and the effectiveness of the optimization techniques by using GOAL to query the WordNet database [MBF+92], which contains information about words and their meanings. Queries for this database have been identified, GOAL query statements for those queries have been formulated and finally the effectiveness of the optimization techniques has been demonstrated by both implementing the optimization techniques and executing the queries. Also, we have shown that the optimization techniques are able to significantly lower the execution costs of frequently used and expensive operations.

We believe these improvements will make it easier to retrieve information stored in a LEND information graph, develop new IR applications and improve existing applications.
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We expect that GOAL will be helpful in these ways in connection with Project ENVI-
SION [BCF+93, Fox92, FL93, FHH91, FHN+93] and further work on the MARIAN system
[FFS+93].

1.4 Organization of Thesis

Chapter 1 provides an introduction to the topic of database systems and IR systems.
Chapter 2 has two sections. Section 2.1 reviews other database models such as the network
and hierarchical database models, the relational database model and the object-oriented
database model. It also reviews query languages based on these models. Section 2.2 reviews
query languages based on graph models, and includes a description of the LEND query
language.

Chapter 3 contains a detailed description of our enhanced information graph model and
the GOAL query language. It gives the motivation for all GOAL constructs and examples
of GOAL queries. Section 3.4 describes how GOAL differs from the approaches described
in Chapter 2. Chapter 4 contains a description of the implementation of GOAL and the
optimization techniques that have been used.

Chapter 5 describes how GOAL can be used with the WordNet database. In Chapter 6
we conclude with a discussion of possible extensions to GOAL.
Chapter 2

Literature Review

This chapter is divided into two sections. Section 2.1 reviews important database models and their query languages. Section 2.2 describes query languages based on the graph model. It also includes a description of LEND and the LEND query language.

The discussion in this chapter is geared towards describing the features of other database systems in order to serve as a platform for the discussion in Section 3.4, where we explain the differences between other database systems and GOAL.

2.1 Important Database Models and Query Languages

In this section we describe the important features of the hierarchical, network, relational, object-oriented and extended relational database models along with query languages based on these models.

2.1.1 Hierarchical Databases

The Information Management System/Virtual Storage (IMS) system [McG77, Dat87] developed at IBM is a classic example of a hierarchical database management system. An IMS database has an associated schema tree. The nodes of the schema tree (also called records or segments) give types for the objects or entities in the application system. These records are made up of fields, which represent the different attributes of the objects that are recorded by the system. Relationships between the entities are represented as parent-child links between the nodes.

The IMS database consists of an ordered set of trees. These trees have the same node
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types and parent-child links as the schema tree. The fields of the nodes in the database trees have values associated with them. Two nodes of the same type having the same parent are called twins. The database trees are ordered. The nodes in each tree are also ordered, with the child nodes and twins following each other in the ordering.

The IMS query language can be used to perform the following operations:

- Select a database tree based on the value of the fields of any of the nodes in the tree.
- Sequentially examine the objects in the database by considering the database trees in sequence and following links between nodes for each tree.
- Add and delete nodes.
- Create views of the database by hiding nodes (and consequently the trees rooted at those nodes) and also hiding fields of nodes that are not required in the view.
- Create logical databases by changing the structure of the tree or combining two database trees into one.

The restructuring mechanisms to create logical databases do not have a good theoretical basis. As a result there are restrictions on the types of restructurings allowed and the implementation is ad-hoc. This makes systems requiring restructuring complex and difficult to maintain.

The hierarchical databases are useful for applications with an inherent hierarchical structure because they provide good performance. But many real-world applications do not fall in this category. Such applications when forced into a hierarchical structure lead to non-intuitive and complex systems [Dat87].

2.1.2 Network Databases

A network database [Dat87] is also made up of nodes representing the entities in the application system and the links between the nodes representing their relationships. However, unlike hierarchical systems, a child node can have multiple parents. The nodes of the
system are called records and they are made up of fields. Most network database systems do not allow cycles, or any links between the same type of nodes.

IDMS (Integrated Database Management System) is the most widely used database system based on the network model [Dat87]. It is based on the proposals of the Data Base Task Group (DBTG) of the Programming Language Committee of the "Conference on Data Systems Languages" (CODASYL) ([DBT71, X3H84]). IDMS operators can be used to seek nodes that have specific values for their fields, and then move from one node to the next from this retrieved set or follow the links from a node to another node.

IDMS (and IMS) programs tend to get complicated because the operations supported by the systems operate on records. The operations provided by other database languages for relational or object-oriented databases (including the LEND language and GOAL) are preferred because they operate on sets. Since a set is made up of records, a set-level operation is equivalent to a sequence of record-level operations, and so can be considered as a 'higher-level' operation when compared with a record-level operation [Dat86b].

2.1.3 Relational Databases

Relational databases [Dat87, Cod70], introduced in Chapter 1, consist of relations that can be viewed as tables. The rows of the tables are called tuples and each row contains information about an entity. The columns of the tables are called attributes. They represent the different types of information regarding the entities in the table that should be recorded. A particular tuple stores the different attributes of a particular entity.

A relation has the following properties [Dat87]:

- Each tuple in a relation is distinct from other tuples in the relation; a minimal set of attributes which distinguish tuples from others is called a primary key.

- The tuples are unordered.

- Attributes are unordered.
CHAPTER 2. LITERATURE REVIEW

- All attribute values are atomic, i.e., an attribute cannot be composed of a set of values.

Query languages for relational databases operate on relations and result in relations. They are based on the relational algebra and relational calculus, which are formal languages for relational databases [EN89]. The relational algebra operators are procedural while the relational calculus operators are declarative. The operations can be used to create relations as follows [Dat87]:

- Create a relation containing a subset of the tuples in the given relation (select).
- Create a relation containing a subset of the attributes of the given relation (project).
- Create a relation containing the cartesian product of the tuples in two relations (product).
- Restrict the tuples of the relation formed by the cartesian product to those satisfying given conditions and possibly restrict the attributes in the result (join).
- Given two relations $R_1$ and $R_2$ create a relation $R$ satisfying the condition that the product of $R$ and $R_1$ is $R_2$ (divide).
- Create a relation that is the set union (union), set intersection (intersect), or set difference (diff) of the tuples in two relations.

Klug [Klu82] extended relational algebra and calculus to include the aggregate operator in order to make it easy to generate reports and extract information from a relational database. The aggregate operator operates on a relation and requires two arguments: a list of attributes of the relation and an aggregate function name. The relation generated by this operator is created by first partitioning the tuples in the given relation by the values in the columns or attributes specified as arguments and then applying the aggregate function to each partition. For example, if the query "find the total number of parts available at each location" is used to query a relation with three attributes – the location number, the part
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number and the number of parts available at that location – the aggregate function can be used to group the tuples by location number and then add the number of parts available for each part to find the total for each location.

2.1.4 Object-Oriented and Extended Relational Databases

In this section we discuss object-oriented and extended relational databases. Both OODBSs and extended relational database systems can be used to manage complex objects. Complex objects that are made up of other objects can be stored as nested objects. Relationships between objects are also represented by nesting objects of one type within another object. A one-many relation between objects of type A and B is represented by nesting a set, list or array of objects of type B within objects of type A and an object of type A within objects of type B.

The behavior of an object is defined by the methods (program code) defined for the object. These database systems come with an assortment of other capabilities such as maintaining versions, knowledge management, tools to help program development, etc.

The two main differences between query languages for these database systems and those for relational database systems are:

1. The query languages for OODBSs and extended relational database systems allow objects to be retrieved based on the values of their components that are nested at any depth. For example, if an employee object (Emp) stores the department (Dept) of the employee and a department object stores the floor (Floor) in which the department is located, it is possible to find the employees that work on the first floor by specifying a condition such as (Emp.Dept.Floor == '1'). Of course, the syntax will vary with the query language.

2. The query languages allow objects to be retrieved by specifying conditions on values returned by methods applied to the objects. For example, if an employee object (Emp) stores the salary received each month (Salary[12]), and has an associated method
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YearlySalary() that computes the yearly salary by adding the salary for a twelve month period, it is possible to retrieve the employees whose yearly salary is more than $40,000 by finding the value returned by the method YearlySalary().

A method can be considered as a procedure that encapsulates a property of an object. A method is actually program code; as a result query languages for object-oriented databases are linked closely with object-oriented programming languages. In fact, most OODBs have extended object-oriented programming languages with support for database operations or are based on an object-oriented programming language. Thus, the ObjectStore [LLOW91] system is an extension of the object-oriented language C++ [Cat91]. On the other hand, the query languages for extended relational database systems have been formed by extending query languages for relational databases with object-oriented features; e.g., POSTGRES [SK91a] is an extension of the INGRES query language for relational databases.

2.2 Query Languages based on a Graph Model

This section describes three query languages for database systems based on an underlying graph model. These query languages use a graph pattern to describe the characteristics of the required information. The query processor finds matchings, i.e., subgraphs of the database graph that match the graph pattern.

The GraphLog (Section 2.2.1) and GOOD (Section 2.2.2) query languages described below are called graphical query languages because their systems provide the user with a graphical user interface in which the user can cut and paste parts of a graph to describe the graph of interest. The LEND query language described in Section 2.2.3 uses a command language to describe the desired results.

2.2.1 GraphLog Query Model and Language

In the GraphLog model [CM90] data is modeled as a directed graph with the nodes representing the objects and edges representing their relationships. The edges of the graph
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have labels associated with them, and both the nodes and the edges can have attributes associated with them. Figure 2.1 shows a GraphLog database graph containing information about cities and the distance between them. The nodes in the figure represent cities and the edges represent the distance between the cities. The names of the cities and the distance between them are stored as attributes of the nodes and edges, respectively. The edges are labeled Dist to indicate that they represent the distance between the cities.

A query is expressed visually on the screen as a query graph pattern with a specially marked edge called the distinguished edge, that is marked with a bold line. The nodes in the query graph pattern may be labeled with constant values or variables and the edges can be either solid edges or dashed edges. Optionally, the edges can be crossed and labeled with regular expressions. (See for example Figure 2.2.)

The query processor finds matchings. The labels and the different types of lines (solid, dashed, crossed) for the edges are interpreted as follows by the query processor.

- Constant values for nodes are matched onto nodes with those values.

- Nodes with variables can match any node in the matched graph.

- Solid edges match edges of the database graph.

- Dashed edges match paths in the database graph.

- If a solid line is crossed, the matching process returns nodes that are not connected by edges.

- If a dashed line is crossed, the matching process returns nodes that are not connected by paths.

- The order of the labels of the edges in the matching are consistent with the regular expression(s) in the query graph.

For each matching, the query processor adds the distinguished edge to the database
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graph. The matchings and the corresponding distinguished edges are shown to the user by either highlighting them in the database graph or presenting each matching separately.

GraphLog allows labels of the distinguished edges defined in previous queries to be used when defining new queries. But, the label of the distinguished edge can occur only once in a query; hence it is not possible to recursively define the distinguished edges.

![Figure 2.1: Sample GraphLog database](image)

Figure 2.2: A Graphlog query to find descendents of Peter who are not descendents of John (Adapted from [CM90])

GraphLog also allows edges in the query graph to be annotated with aggregate operators (see Figure 2.3). The aggregate operators allow aggregation of information along a path.
CHAPTER 2. LITERATURE REVIEW

as well as multiple paths that have the same source and sink nodes. For example, the query shown in Figure 2.3 finds the shortest path between the cities New York and Los Angeles. The \texttt{Sum(Dist)} function aggregates information in a path while the \texttt{Min()} function aggregates information along multiple paths.

![Diagram](image)

Figure 2.3: A GraphLog query to find the shortest path from New York to Los Angeles (Adapted from [CM90])

To summarize, GraphLog allows users to specify graph patterns of interest and to add (distinguished) edges to the database graph. Consens and Mendelzon [CM90] have shown that the expressive power of GraphLog is equivalent to stratified linear DataLog, first order logic with transitive closure, and non-deterministic logarithmic space (assuming ordering on the domain). The GraphLog system has been implemented using the Smalltalk-80\textsuperscript{TM} and a graph editor called NodeGraph90 [CM90].

2.2.2 GOOD Query Model and Language

Joint work between the University of Indiana and the University of Antwerp, Belgium has focussed on developing a model for a graph based database called GOOD (Graph Object-Oriented Database) [AGP+92, PBA+92, GPBG].

A GOOD database is made up of nodes linked by directed, labeled arcs. (See Figure 2.4.) The nodes can be either of two types: base nodes or abstract nodes. Base nodes have values associated with them and do not have any outgoing edges. In the figure the base nodes have been marked with ovals. Abstract nodes do not have any values associated with
CHAPTER 2. LITERATURE REVIEW

them. In the figure they have been marked with rectangles.

![Sample GOOD database diagram](image)

Figure 2.4: Sample GOOD database

The nodes in the database correspond to the different objects in the application system. The abstract nodes correspond to complex objects, while the base nodes correspond to simple objects that are not composed of other objects. The abstract nodes are connected to the base nodes that they are composed of. Thus, city and name edges link a node corresponding to a person with the nodes corresponding to their name and city. Abstract nodes are also connected to other abstract nodes with the links representing various relationships between the objects. For example, a person node can be linked to another person node to represent that the second person is a child of the first person.

The GOOD query is expressed visually on the screen as a graph. The query graph consists of a pattern and an action. The pattern is similar to the GOOD database graph with the exception that it need not have values for the base nodes. The query results in a number of matchings. A matching is a subset of the database graph that has the same
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structure as the pattern graph with the labels in the matchings the same as those in the pattern. If a label is not present in the pattern, it can be matched by any base node.

The action consists of a GOOD operation. The action is applied on each matching. The GOOD operations are: node addition, node deletion, edge addition, edge deletion and abstraction. We describe below each operation in detail.

- **Node Addition:** Node addition is used to add new objects to the database. The node addition operation is frequently used to select nodes of interest by creating a pattern graph containing a node with the characteristics of interest and using the node addition operation to add a new node that is linked to the interesting node from the pattern. Thus, Figure 2.5 shows a GOOD query to find people living in New York for the database graph shown in Figure 2.4. The nodes and links in bold face are the nodes and links that are added as part of the node addition operation.

![Figure 2.5: GOOD query illustrating Node Addition](image)

- **Edge Addition:** The GOOD edge addition operation is used to define new relationships. Thus, the query shown in Figure 2.6 adds a new relationship grandchild (shown in bold face) between people and their grandchildren.

- **Node Deletion:** The node deletion operation, shown in a query using the dashed outline shape, is used to remove objects from the database that are no longer of interest. For example, the query shown in Figure 2.7 is used to remove all people who live in New York from the database.
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Figure 2.6: GOOD query illustrating Edge Addition

Figure 2.7: GOOD query illustrating Node Deletion
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- **Edge Deletion:** The edge deletion operation is used to remove links between nodes. For example, Figure 2.8 describes a GOOD query to change the city corresponding to the person Susan from New York to Chicago. This is accomplished by first deleting the edge linking the person node associated with Susan to the city with value New York and then adding an edge linking the same person node to the city with value Chicago.

![Diagram](image)

Figure 2.8: GOOD query illustrating Edge Deletion

- **Abstraction:** Abstraction is used to create a unique object that will replace a set of objects that each have the same properties. For example, Figure 2.9 describes a GOOD query to create a node called Parent connected to person nodes that have a child node attached. The abstraction operation consists of three parts distinguished in the figure using solid, dashed and bold lines and outlines. The solid outline represents the pattern that should be matched, the dashed line represents the condition for equality, and the bold lines and outlines specify the types of nodes and edges that
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should be added as a result of the operation. Double-headed arrows are used in the figure to represent the fact that the source node of the arc can be connected to more than one sink node.

Figure 2.9: GOOD query illustrating Abstraction

GOOD also provides the method and macro facilities to group a sequence of operations. Users can use the method facility for frequently used operations. Methods can also be used to specify recursive processes. Macros differ from methods because they have special operators that make them easy to use. The macros are predefined.

Gysevans et al. [GPBG] discuss the computational power of the language and show that it can be considered as an object-oriented database language using the definition of [ABD+89]. Further, it has been shown that GOOD is relationally complete and has the computational power to simulate arbitrary Turing Machines [GPBG, BGAG92].

A GOOD query can be viewed as a specification for a graph transformation. Andries et al. [AGP+92] show the use of graph transformations as a mechanism to restructure the database schema, query the data, specify constraints, update the database, update the database schema, view the data in a feasible manner and browse the database.

The GOOD system is being implemented using two approaches. The first approach (used at University of Antwerp) is to build it on top of SQL. GOOD programs are translated into C++ embedded SQL programs. The second approach is to implement the GOOD system using the binary relational model called the Tarski Data Model[SSG91]. An implementation using the Tarski Data Model is underway at the University of Indiana.
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2.2.3 LEND Query Model and Language

The LEND query model [Che92, FCF91] is based on a graph view of the data, i.e., objects in the database are represented by nodes and the relationships between the objects are represented by directed arcs linking the nodes. The LEND database model satisfies the definition of an object-oriented database given in Chapter 1.

The LEND query language can be used to retrieve sets of nodes or paths from the database. A path is an ordered sequence of alternating nodes and arcs beginning and ending with a node. Table 2.1 gives the Backus Naur Form (BNF) definition of the language.

New sets of paths can be created using four operators: virtualPaths, compose, iterate and closure. The virtualPaths operator creates a set of paths that link nodes and paths from the given sequence in the given order. The compose operator can be used to create a set of paths that are formed by joining a path from the first set of paths to a path from the second set when the sink node of the first path is the same as the source node of the second. The iterate operator creates a set of paths by repeatedly joining the paths at least as many times as the third argument and at most as many times as the fourth argument under the condition that the source nodes of the paths belong to the first set of nodes and the sink nodes of the paths belong to the second set of nodes. For example, if $X$ and $Y$ are sets of nodes and $P$ is a set of paths, the statement $P.iterate(X, Y, 1, 3)$ finds paths that link nodes from the set $X$ to those in the set $Y$. The paths are formed by repeatedly joining paths in the set $P$ once, twice or thrice. The closure operator repeatedly joins the paths as above but without any restriction on the length of the paths generated.

New sets of nodes can be created using the sinks, select, forward and backward operators. The sinks operator finds the nodes that are connected to the given set of nodes by arcs having the specified label. The select operator finds the nodes that satisfy the given condition. The condition can compare a component of the object to another component of the object or a constant value. The forward and backward operators find the nodes from the given path that occur at the given position from the beginning or end of the path.
Table 2.1: Partial BNF syntax for the LEND query language Adapted from [Che92]

| Paths       | ::= Path.ClassName |
|            | virtualPaths(Nodes, Label, Nodes [LabelNodeList]) |
|            | Paths.compose(Paths) |
|            | Paths.iterate(Nodes, Nodes, Num, Num) |
|            | Paths.closure(Nodes, Nodes) |

| Nodes      | ::= Nodes.ClassName |
|           | Nodes.sinks(Label) |
|           | Nodes.select(Select.Exp) |
|           | Paths.forward(Num) |
|           | Paths.backward(Num) |

| Label      | ::= Label.Name |

| LabelNodeList | ::= , Label, Nodes [LabelNodeList] |

| Select.Exp  | ::= Select.Exp AND Select.Exp |
|            | Select.Exp OR Select.Exp |
|            | NOT Select.Exp |
|            | (Select.Exp) |
|            | Component OP Value.Object |

| Component  | ::= attribute_name |
|           | forward(Num) |
|           | backward(Num) |
|           | [.Component] |

| OP        | ::= == | < |
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The language definition also includes the intersect, union and difference operators that find the set intersection, union and difference for two sets of nodes and paths.

In summary, the LEND query language can be used to specify patterns that contain either a single node or a path. The operators can be used to join existing patterns to form new patterns. However, the LEND language has the following limitations:

1. The LEND language cannot be used to describe a graph pattern containing more than one (unconnected) component. Such graph patterns are useful to answer queries such as “find pairs of people such that the first person earns less money than the second” for an information graph containing information about people and their earnings. Though it is possible to express the query using the LEND query language if the nodes representing the people are connected by arcs representing this relation, it is unreasonable to expect that the database manager has defined all such relations. It would also be infeasible to store relations of all such types.

2. The LEND query language can be used to restrict the types of nodes and arcs that make up the path. Some useful queries require other restrictions on the characteristics of the paths that are not supported by the LEND query language, e.g., to restrict the paths to those that start and end at the same node (i.e., form a cycle.) Other queries require that paths that are ‘better’ than others be retrieved. These restrictions depend not on the characteristic of a single path, but on the relative characteristics of paths. One such application is to find the shortest path between two given nodes.

In the next chapter we describe the GOAL query language that is an extension of the LEND query language. GOAL has more expressive power than the LEND query language, and allows users to describe graph patterns that do not have the restrictions listed above.
Chapter 3
GOAL Language Description

This chapter is divided into three sections. Section 3.1 describes our design goals and approach. Sections 3.2 and 3.3 describe the GOAL data model and query language, respectively. These two sections motivate the different features of the model and language. These features are explained in the context of the design goals (Section 3.1) and are contrasted with the LEND model and language (Section 2.2.3). In addition, Section 3.3 illustrates the use of all the GOAL operators. (Chapter 4 contains more examples of GOAL queries for the WordNet database.)

Section 3.4 contains a comparison of GOAL with the query models and languages that were discussed in the previous chapter.

3.1 Approach

The objectives of this research are to increase the expressive power of the LEND query language and develop optimization techniques so that the improved language will satisfy the requirements of information retrieval (IR) systems. Other considerations are ease of use and conformance to language design guidelines.

We expect that GOAL will be used to ease the development of applications and to answer ad-hoc queries posed by users. Hence, a typical user of GOAL would be a programmer developing applications with LEND support or a person familiar with the data stored in a LEND database, and using GOAL to query it on a regular basis. Familiarity with graph constructs such as subgraphs, paths, nodes, and arcs is assumed. An attempt has been made to make the operators intuitive and easy to remember. The syntax of the language
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is similar to that of the C++ programming language [Lip92].

Though there are advantages in limiting the language to an essential set of operators (e.g., it is easier to learn, implement and extend), some additional operators were included to make it easier for users to express frequently used queries.

Conformance to language design guidelines was considered during the design. We describe in the following section design decisions to make the language orthogonal, simple and regular [Da86a, Mac87].

3.2 GOAL Data Model

In the GOAL model, data is stored in the nodes and arcs of an information graph. GOAL variables have type - graphSet, pathSet or nodeSet - and can be assigned a set of graphs, paths or nodes, respectively. A graph \( G = (N, A) \) is composed of a set of nodes \( N \) and a set of arcs \( A \) such that an arc \( a \) connecting nodes \( n_1 \) and \( n_2 \) belongs to the set \( A \) only if the two nodes it connects are present in the set \( N \), i.e., \( n_1, n_2 \) belong to the set \( N \). A path \( P \) is an alternating sequence of nodes and arcs starting and ending with a node, i.e. of form \( (n_1, a_1, n_2, \ldots n_k, a_k, n_{k+1}) \) such that \( a_i \) links \( n_i \) and \( n_{i+1} \) for \( 1 \leq i, j \leq k \). The first node in a path is called its source and the last node its sink. For example, the source of the path \( P \) given above will be the node \( n_1 \) and the sink \( n_{k+1} \). The length of a path is the number of arcs in the path. For example, the length of the path \( P \) given above is \( k \). A path of length one is an arc; i.e., an arc is of the form \( (n_1, a_1, n_2) \).

The LEND query language allowed retrieval of sets of paths and nodes but could not retrieve sets of graphs. The graph retrieval feature was added to GOAL because some useful queries for IR systems result in the retrieval of unconnected graphs (see Section 2.2.3).

Both the LEND language and GOAL allow retrieval of path sets. A path has ordered nodes and arcs, and so cannot be replaced by a graph because a graph simply represents a set of nodes and a set of arcs, implying that there is no ordering. A path can represent a list. Paths also are of value since many useful queries require an ordered set to be retrieved.
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For example, the query "find the different routes one can take to go from NY to Chicago", for an airline database containing information about cities and flights, requires that a set of lists of cities be retrieved. A path is also a convenient tool to describe some connected graphs. For example, they are valuable to represent hypertext tours.

Sets of nodes can be considered as sets of graphs containing only one node object. The GOAL definition does not include sets of arcs because they can be represented as sets of paths each containing only one arc.

Nodes, paths, arcs and graphs are objects. All objects of the same type belong to a class. A class of objects can be derived from another class and can inherit properties defined for that class. Objects are complex if composed of other objects; otherwise they are simple objects. Paths and graphs are always complex objects because they each are made up of node and arc objects. Complex objects can be recursively composed of other complex objects and/or simple objects. The simple objects can be user defined objects or standard objects from the LEND storage layer (described in Section 1.2 and [Che92]). The value of a component of a complex object is accessed using the dot (.) notation (see Section 2.1.4). The dot notation is similar to that used in the LEND query language [Che92] and other database systems [SK91b]. Objects have associated methods (program code) that define their behavior. These methods are defined for the class when the database is created.

3.3 GOAL Language Description

GOAL language statements are of four types: comment, declaration, assignment and retrieval. Comments are statements that begin with two slash signs, just as in the C++ language. Statements are terminated with the semicolon sign. It is possible to declare a variable and assign a GOAL expression to that variable in one statement. Variables were added to GOAL (and also to LEND) to help express complex queries.

GOAL expressions apply GOAL operators on sets of graphs, paths, and nodes to create objects of any of these three types. Retrieval statements consist of a GOAL expression
CHAPTER 3. GOAL LANGUAGE DESCRIPTION

followed by a period and the name of a function. The retrieval statements can be used to create a set of objects corresponding to the GOAL expression and apply the given function to the resulting set of objects. Such a function is Print(), which displays on the screen either the objects in the set, or required parts of the objects in the set. Other functions can be defined for a set of objects, in which case the function is applied on each object in the set. If no function is specified in the retrieval statement the Print() function is applied to the retrieved set of objects.

Examples of possible methods are:

- Display(): which can be used to display multimedia objects on the screen;

- Count(): which can be used to display the number of objects in the retrieved set instead of displaying all the objects;

- SortAndPrint(): which accepts the names of components of objects as arguments, sorts the objects based on the value of the component corresponding to the first argument and prints the values of the components corresponding to the other arguments; and

- Print(): which accepts names of components of objects as arguments and prints only the values of those components instead of all the parts of the object.

In our implementation of GOAL, discussed later in Chapter 4, we have programmed the Print() and Count() functions; others can be added as needed.

Query language operators have arguments that are sets of graphs, paths, or nodes. In the following sections query language operators begin with lower-case letters and their arguments begin with capital letters. There are two types: GOAL set operators, used to create sets of any of the three GOAL types, and GOAL type operators, that only create sets of a particular type. We first describe the GOAL set operators and then the GOAL type operators to create pathSets, nodeSets and graphSets, respectively. The following sections
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define the operators, motivate them, and illustrate their use with examples. Each subsection first describes a set of operators and then gives examples of queries illustrating the use of the operators.

The examples use a hypothetical bibliographic database to illustrate the use of the different operators and the data modeling and querying possibilities of GOAL. The bibliographic database that we consider has been modeled as an information graph made up of Documents, Authors and Keywords nodes (see Figure 3.1). A document node contains the title of the document and the year in which it was written. For Authors nodes, the names of the authors and the organization that they belong to are stored. For Keywords nodes the keyword string is stored. A document node is connected to another document node with an arc of type Cites if the first document has cited the second document. A document node is connected to an author node with an arc of type HasAuthor if the document has been written by the particular author. Finally, a document node is connected to a keyword node with a HasKeyword arc if the document is indexed by the keyword. The HasKeyword arc contains the document weight (DocWt) of the document with respect to the keyword. Each keyword node may be connected to other keyword nodes that are synonyms of the keyword with Synonym arcs.

Figure 3.1: Sample information graph
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3.3.1 GOAL Set Operators

Definition

In the following list of GOAL set operators, “Set” can be a set of any of the three GOAL types, and a “SetList” is a comma separated list containing one or more sets of GOAL objects of the same type.

- \textit{union(SetList)}: This operator finds the set union of the sets in the list.

- \textit{intersect(SetList)}: This operator finds the set intersection of the sets in the list.

- \textit{diff(Set, Set)}: This operator finds the objects that are in the first set but not in the second set.

- \textit{Set.select(Condition)}: The \textit{select} operator returns the set of objects satisfying the given condition. The condition, usually expressed in terms of a function, can optionally have arguments that are either names of components of the objects in the set (for example, the source of a path object) or constant values (for example, the value “2”) that will be used when selecting the objects.

A function appearing in the \textit{Condition} should be defined for one of the following two classes:

- the class corresponding to an object in the given set, or
- the class corresponding to the whole set of objects.

In the first case, the function will return \textit{true} if the object satisfies the given condition, and \textit{false} otherwise. In the second case, the function will select from the given set that subset satisfying the condition. For example, if a function is defined for the class \textit{path} associated with a path object, it will return \textit{true} if the given path satisfies the condition. On the other hand, if a function is defined for the class \textit{pathSet} associated with a set of paths, it will return the appropriate subset of the paths.
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These functions will have to be defined by the database manager when designing the classes for the database. Inheritance and virtual functions can be used to ease the development process. The query processor will call the functions when processing the queries to find the set of objects retrieved using the select operator.

GOAL allows any arbitrary condition to be used as an argument for the select operator; the LEND query language allowed only conditions that compared components of objects with constant values or other components of the objects.

The select condition partEqConst(ComponentName, Const) is used very often. It has two arguments: a component name and a constant. It returns “true” if the value of the component for the object is equal to the given constant value. In order to make the condition partEqConst easier to use, it can also be expressed as ComponentName == Const (see queries listed below).

- **Set.aggregate([GroupList], AggregateFunction):** Here, GroupList is a comma separated list of component names of the objects in the set and AggregateFunction is the name of a function that can be applied to sets of objects present in the set. The aggregate operator is evaluated by first grouping the objects in the set into subsets having identical values for the objects in GroupList. The aggregate function is then applied to each subset to create one resulting object corresponding to each subset. The keyword All can be used in place of the GroupList in order to specify that all the objects in the set should form one group.

The AggregateFunction can optionally have arguments that are either names of components of the objects in the given set or constant values. (See also the description above of the select operator.)

A function corresponding to the aggregate function appearing in the query should be defined for the class corresponding to the objects in the given set. This function will be defined by the database manager when designing the classes for the database.
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The function will be used by the query processor when aggregating objects. Each object in the given set will be considered in turn, and the result set will be updated if the function associated with the object returns true. The function will return true if it is necessary to update the result set because of the object being considered. When returning true, the function will also return an aggregated object that will have to be added to the result set and a set of objects that have to be deleted from the result set as a result of adding the aggregated object.

Aggregate operators in relational databases (see Section 2.1.3) made relational database systems more useful because they could be used to generate statistical information often required for reports. The aggregate operator provides the same function in GOAL. In addition, GOAL allows this operator to be applied on sets of paths. This makes it possible to express a large number of useful queries in GOAL.

This operator can be used to group paths having the same source and to aggregate the information in the subsets thus created. For example, the aggregate function Count(NumInSet) can be used to find the number of paths in the set that start from the same node and assign this number to a part called NumInSet of the path object.

It also is possible to find the shortest or longest paths by retaining only the paths that have the minimum or maximum length using the aggregate functions Min(length()) and Max(length()). Similar useful queries can be expressed by grouping the paths leading to the same sink node or by grouping paths having the same source and sink nodes.

- ClassName: It is also possible to create new sets by specifying the name of the class of an object. The class name that is specified can be for a graph, arc, or node object and the resulting set will be a set of graphs, paths and nodes, respectively. The result will be all of the objects in the information graph that belong to that class. The ClassName also can be the name of a public base class associated with the object. For example, an employee class is a public base class of a salesman class; it is possible
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to retrieve only salesmen by specifying the className as salesman and retrieve all
employees including salesmen by specifying the className as employee. The query
processor will recursively check the hierarchy for the different types of objects in the
database to see if they belong to the specified class.

This approach is different from the POSTGRES [SK91a] approach where it is possible
to retrieve objects belonging to a particular class by specifying the name of the class,
and to retrieve objects that belong to a class derived from a public base class by
following the class name by an asterisk. For example, a search for objects of type
employee in POSTGRES will result in retrieving all employees and not special types
of employees such as salesmen. On the other hand, a search for objects of type
employee * will retrieve salesmen and all other types of employees. We believe our
interpretation is suited for LEND because we allow public inheritance, and public
inheritance by definition implies an “isa” relationship. Thus, in GOAL it is possible
to find employees who are not salesmen, using the query diff(employee, salesman).

• SetVariableName: The set of objects retrieved by specifying a variable name will
be those assigned to the given variable. Note that a variable must be defined and
assigned a GOAL expression before it can be used.

Examples

In this section we give examples of queries illustrating the use of the GOAL Set operators.

1. Display all the keyword nodes.

   GOAL Query:

   Keywords.Print();

   Comments: This GOAL query applies the Print() function to all the node objects
   in the Keywords class. The Print() function can be omitted from this query because
   it is the default function that is used. Hence, we will omit it in the following examples.
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2. Find the keyword node(s) corresponding to the keyword *software engineering*.

**GOAL Query:**

```java
Keywords.select(name == "software engineering");
```

**Comments:** The GOAL statement uses the `select` operator to select the keyword node(s) with the given name and then prints the information stored in the node.

3. If variables D.A, D.B, D.C and D.D have been assigned to the set of document nodes that are connected to the keywords A, B, C and D respectively, find the set of documents that are relevant to the query "((A but not B) or C) and D".

**GOAL Query:**

```java
intersect(union(diff(D.A, D.B), D.C), D.D);
```

**Comments:** The GOAL query uses the `union`, `intersect` and `diff` operators to find the required set of documents. Document nodes that are connected to given keyword nodes can be found using path operators given in the next section.

4. Find the number of documents in the database written each year.

**GOAL Query:**

```java
Documents.aggregate([Year], Count(NumInSet)).
Print(Year, NumInSet);
```

**Comments:** The GOAL query finds the set of document nodes and uses the `aggregate` operator to partition the set into subsets of documents written the same year. The `Count()` aggregate function is used to find the number of documents in each subset and to assign the result to the component `NumInSet` of the `Documents` object. The number of documents is then printed together with the year, for each subset.

The following sub-sections describe the GOAL type operators.
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3.3.2 GOAL Path Operators

Definition

The following operators create sets of paths.

- \texttt{getPaths(Nodes, Paths, ... Nodes)}: This operator creates a set of paths starting from the first set of nodes, connected by paths in the first set of paths to the nodes in the next set of nodes, and so on.

For example, the statement 
\texttt{getPaths(N1, P1, N2, P2, ..., Nn+1)}, will retrieve a set of paths \( P \) such that a path \( p \) belonging to \( P \) is formed by joining paths \( p_1, p_2, \ldots, p_n \) belonging to the sets \( P_1, P_2, \ldots, P_n \) respectively, if for \( 1 \leq i \leq n \) the following conditions hold:

- the source node of \( p_i \) belongs to the node set \( N_i \);
- the sink node of \( p_i \) belongs to the node set \( N_{i+1} \); and
- the sink node of the path \( p_i \) is the source node of the path \( p_{i+1} \).

The \texttt{getPaths} operator is a generalized form of the \texttt{virtualPaths} operator of the LEND query language. The \texttt{virtualPaths} operator allowed only arc labels as arguments; the \texttt{getPaths} operator allows sets of paths as arguments. This generalization does not add to the power of the language but should make the language easier to use.

- \texttt{pCompose(Paths, ... Paths)}: This operator creates paths that are formed by joining paths in the comma separated list of paths. A path in the first set is joined to a path in the next set if the sink node of the first path is the same as the source node of the following path. Similarly the paths in the second set are joined to the paths in the third set (if present in the list), and so on. \texttt{PathsList} is a comma separated list of one or more paths.

For example, the statement \texttt{pCompose(P1, P2, ..., Pn)}, will retrieve a set of paths \( P \) such that a path \( p \) belonging to \( P \) is formed by joining a path \( p_i \) belonging to the
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set $P_i$ to a path $p_{i+1}$ in the set $P_{i+1}$ if the sink node of the path $p_i$ is the source node of the path $p_{i+1}$ for all $1 \leq i \leq n$.

The $pComposition$ operator is a generalized form of the $compose$ operator of the LEND query language. The $compose$ operator can be used to join paths in two path sets. The $pComposition$ operator can be used to join an arbitrary number of path sets. This generalization does not add to the power of the language but should make GOAL easier to use.

- **allPaths(Node, Paths, Node)**: This operator repeatedly joins paths in the given set of paths to find all paths that connect nodes in the first set of nodes to nodes in the second set of nodes. The resulting set of paths may be of varying lengths because first, the set of paths can be of varying length and second, there is no restriction on the number of times the paths are joined. Hence, they may be joined as many times as possible to generate paths that satisfy the conditions. A path in the resulting set cannot contain the same arc more than once, though it can contain the same node more than once.

For example, the statement $allPaths(N_1, Q, N_2)$, will retrieve a set of paths $P$ such that a path $p$ belonging to $P$ is formed by joining a sequence of paths $q_1, q_2, \ldots, q_n$ belonging to the path set $Q$, if the following conditions hold:

- The source and the sink of the path $p$ belong to the node sets $N_1$ and $N_2$, respectively.
- The sink of the path $q_i$ is the source node of the path $q_{i+1}$ for all $1 \leq i \leq n$.
- No arc occurs more than once in the path $p$.

The $allPaths$ operator is equivalent to the LEND closure operator. The $select$ operator can be applied on the set of paths retrieved by the $allPaths$ operator to restrict the lengths of paths retrieved. This will provide the same function as the LEND $iterate$ operator.
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Finding the shortest path, longest path and other similar queries can be expressed by following the allPaths operator with the aggregate operator. The allPaths operator is very expensive. Useful optimization techniques allow execution of the two operators together, leading to faster execution in LEND (see Chapter 4).

- **Graphs.graphGetArcs()**: Given a set of graphs, this operator returns a set of paths, each made up of only one arc, that are present in the given graph set.

- **Paths.pathGetArcs([DigitsSeq])**: This operator returns the set of paths of length one that are made up of the arcs in the given set of paths, occurring at the designated positions in the digits sequence. The digits sequence is a sequence of digits that can be specified either as [Digit1–Digit2] or [Digit1, Digit2] or [Digit]. For example, if the digit sequence is [2–5], it will return arcs at positions 2, 3, 4 or 5; if it is [3, 5], it will return arcs at position 3 and 5; if it is [3], it will return arcs at position 3.

The LEND query language did not include an operator equivalent to the pathGetArcs operator to allow us to retrieve arcs from paths that occur at given positions. In contrast the language did allow retrieval of nodes that occurred at a given position in the path using the **forward** and **backward** operators. The pathGetArcs operator was added to GOAL to make it regular.

- **←(Paths) or reverseArrow**: This operator creates a set of paths that run in the opposite direction as the paths in the given set. The number of paths in the result is the same as that in the given set.

For each path \( p = (n_1, a_1, n_2, \ldots, n_n) \) belonging to the path set \( Paths \) there will be a corresponding path in the resulting set of the form \( (n_n, a_{n-1}, n_{n-1}, \ldots, n_1) \).

The ← or reverseArrow operator is not present in the LEND query language. It is included in GOAL because it helps us to express queries naturally (see for example query 1 given below and Chapter 5.) It makes it possible to traverse the graph by following the arcs (or paths), starting at the sink and ending at the source.
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Examples

1. Find all paths that link the document with title XXX to the nodes of documents that cite it.

   GOAL Query:

   \[
   \text{pathSet } P = \text{getPaths}((\text{Documents} \cdot \text{select}(\text{Title} \equiv \text{"XXX"})),
   \quad
   \hookrightarrow(\text{Cites}), \text{Documents});
   \]

   Comments: The getPaths operator is used to find all paths that start from the given document and are connected to another document node with arcs of type Cites. We have used the reverseArrow operator because we want to follow the links in the opposite direction of the Cites arcs.

2. Find the paths that connect the document node representing the document with title XXX with the author nodes of the documents that cite it.

   GOAL Query:

   \[
   \text{pCompose}(P, \text{HasAuthor});
   \]

   Comments: "HasAuthor" is the name of the class of arcs that link document nodes to the corresponding author nodes. As a result, the set of paths associated with the second argument of the pCompose operator will be a set of paths linking document nodes to the corresponding author nodes. The pCompose operator is used to join the paths created in the previous example (linking the document with title XXX to the documents that cite it), to the set of paths retrieved using HasAuthor as an operand.

3. Find the paths made up of Cites arcs that are of length at most 3 and are connected to the document node with title XXX.
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GOAL Query:

\[
\text{pathSet } Q = \text{allPaths} (\text{Documents.select(Title == "XXX")},
\]
\[
\text{Cites, Documents). select(Length_LT("4"));}
\]

Comments: In this example we use the allPaths operator to find all paths that start from the given document node and follow arcs of type Cites. We use the select operator to restrict the lengths of the paths to less than or equal to 3. In this example we have assumed that a path object has a member function Length_LT() that returns the value “True” if the length of the path is less than the value of the argument.

4. If \( G \) is a graph containing the set of document nodes, find all the HasAuthor arcs in \( G \).

GOAL Query:

\[
G.\text{graphGetArCs().select(ClassName == "HasAuthor")};
\]

Comments: In this query we use the graphGetArCs operator to find the required set of arcs from the set of graphs previously created.

5. Given the paths assigned to the variable \( Q \) in query 3, find the arcs that are directly connected to the document with title XXX.

GOAL Query:

\[
Q.\text{pathGetArCs([1])};
\]

Comments: In this query we use the set of paths assigned to the variable \( Q \) to find the required information. The required set of paths will consist of paths of length one. This set of paths is the same as that assigned to the variable \( P \) in query 1.

3.3.3 GOAL Node Operators

The following operators create sets of nodes.
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- **Paths.source():** This operator returns the set of nodes that are the source nodes (first nodes) of the paths in the given set.

- **Paths.sink():** This operator returns the set of nodes that are the sink nodes (last nodes) of the paths in the given set.

- **Graphs.graphGetNodes():** This operator returns the set of nodes that belong to the graphs in the given set.

- **Paths.pathGetNodes([DigitsSeq]):** This operator returns the set of arcs in the given paths occurring at the designated positions in the digits sequence. The digits sequence is a sequence of digits that can be specified either as [Digit1–Digit2] or [Digit1, Digit2] or [Digit]. See also the description above of the pathGetArcs operator.

Note that the LEND language has *forward* and *backward* operators that allow us to select nodes from paths that occur at given positions starting from the source or sink respectively. The GOAL *pathGetNodes* operator provides the same function as the *forward* operator. There is no operator equivalent to the LEND *backward* operator because its function is satisfied by applying $\leftarrow$, the *reverseArrow* operator, and then the *pathsGetNodes* operator on the resulting path.

The *source* and *sink* operators are not really required because their function is satisfied by the *pathGetNodes* and the $\leftarrow$ (*reverseArrow*) operator. They have been added nevertheless because they are frequently used operations. The GOAL *sink* operator allows a set of paths as arguments and hence can be considered as a generalized form of the LEND *sinks* operator which allowed arc labels to be used as an argument.

**Examples**

1. Find the authors that have published papers in the field of software engineering.
CHAPTER 3. GOAL LANGUAGE DESCRIPTION

GOAL Query:

nodeSet K_SW = Keywords.select(Name == "Software Engineering");
pathSet A_SW = getPaths(K_SW, ~(HasKeyword), Documents,
                          HasAuthor, Authors).sink();

or

pathSet A_SW = getPaths(Authors, ~(HasAuthor), Documents,
                         HasKeyword, K_SW).source();

Comments: The first query statement uses the select operator to find the keyword node(s) corresponding to Software Engineering (see Query 2 in Section 3.3.1). The second statement uses the getPaths operator to find the paths linking these keyword node(s) to the author nodes, and then applies the sink() operator on the resulting set of paths to select only the author nodes from the paths.

The third statement finds the same set of nodes, but does so by specifying the path pattern starting from the author nodes. The required set of author nodes for this statement will be the source nodes of the paths created.

Since the result of the operation is a set of nodes, the query processor will ensure that the result does not contain the same node more than once.

2. If $G$ is a graph containing the set of document nodes, find the Authors nodes in $G$.

GOAL Query:

$G$.graphGetNodes(Authors);

Comments: In this query we use the graphGetNodes operator to find the required set of nodes from the set of graphs previously created.
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3. Given the paths assigned to the variable P in query 1 Section 3.3.2, find the nodes that are directly connected to the document with title XXX.

**GOAL Query:**

\[ P\.pathGetNodes([2]); \]

**Comments:** The given document is the source node of all the paths belonging to the set assigned to the variable P. The nodes directly connected to the given document will be at position 2 in the paths.

### 3.3.4 GOAL Graph Operators

The following operators create sets of graphs.

**Definition**

- **getGraphs(Paths):** Given a set of paths, this operator returns a set of graphs which contain the nodes and arcs corresponding to a path from the given set.

- **getGraphs(Nodes):** Given a set of nodes, this operator returns a set of graphs, each containing one node from the given set.

- **gUnion(Graphs, Graphs):** Given two sets of graphs, this operator returns a set of graphs formed as follows:
  
  - Consider all pairs of graphs \((g_1, g_2)\), such that the first graph \(g_1\) is from the first set of graphs and the second graph \(g_2\) belongs to the second set.
  
  - For each such pair, return a graph \(g\) containing the nodes and arcs present in either \(g_1\) or \(g_2\).

- **gIntersect(Graphs, Graphs):** Given two sets of graphs, this operator returns a set of graphs formed as follows:
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- Consider all pairs of graphs \((g_1, g_2)\), such that the first graph \(g_1\) is from the first set of graphs and the second graph belongs to the second set.

- For each such pair, return a graph \(g\) containing the nodes and arcs present in both \(g_1\) and \(g_2\).

- \textbf{gDiff(Graphs, Graphs)}: Given two sets of graphs, this operator returns a set of graphs formed as follows:
  
  - Consider all pairs of graphs \((g_1, g_2)\), such that the first graph \(g_1\) is from the first set of graphs and the second graph belongs to the second set.
  
  - For each such pair, return a graph \(g\) containing the nodes and arcs present in \(g_1\) but not in \(g_2\).

The \textit{gUnion}, \textit{gIntersect} and the \textit{gDiff} operators are expensive because they require that each graph in the first set be compared with all graphs in the second set. If the first set of graphs contains \(m\) graphs and the second contains \(n\) graphs then there will be \(m \times n\) comparisons. We believe that these operators will be used frequently with the select operator applied to the resulting set of graphs, to restrict their number. When the two operators are applied in sequence it is possible to apply the selection function first and then perform the set operations for those graphs that satisfy the criteria.

Examples

1. Find pairs of authors such that one author has published papers in the field of software engineering and the second author has published papers in the field of information retrieval, where both authors belong to the same organization.

   \textbf{GOAL Query:}

   \begin{verbatim}
   nodeSet K_SW = Keywords.select(Name == "Software Engineering");
   nodeSet K_IR = Keywords.select(Name == "Information Retrieval");
   \end{verbatim}
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nodeSet A_SW = getPaths(K_SW, ←(HasKeyword),
Documents, HasAuthor, Authors).sink();
nodeSet A_IR = getPaths(K_IR, ←(HasKeyword),
Documents, HasAuthor, Authors).sink();

gUnion(getGraphs(A_SW), getGraphs(A_IR)).
select((NumNodes_EQ("2") AND
    CheckSameNodes(Authors.Organization) == "True");

Comments: The first two statements are used to find the keyword nodes corresponding to "Software Engineering" and "Information Retrieval". The next two statements are used to find the author nodes that are connected to the two keyword nodes. The last statement uses the $gUnion$ operator to find graphs containing nodes from the two sets of author nodes. The select operator is used to restrict the graphs to those that have two nodes and have the same organization for each node. Here we make use of two functions defined on graphs. $\text{NumNodes}_\text{EQ}()$ will return true if the number of nodes in the graph is equal to the value of the argument and false otherwise. The function $\text{CheckSameNodes}()$ returns true if all the Authors nodes in the graph have the same organization and false otherwise.

2. If a variable $X.Y$ is assigned the set of paths that can be followed to reach keyword $Y$ from keyword $X$ following synonym arcs, and variable $U.Y$ has been assigned the set of paths that can be followed to reach keyword $V$ starting from keyword $U$, find common words that lie on these paths. For example, Figure 3.2 shows a sample graph where the required keyword nodes have been highlighted.
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GOAL Query:

graphSet G_XY = getGraphs(X.Y);
graphSet G_UV = getGraphs(U.V);
gIntersect(G_XY, G_UV).Print(Words);

Comments: To express this query we use the getGraphs operator to create sets of graphs corresponding to each path. We then use the gIntersect operator to find graphs that contain nodes and arcs in a graph in the first set as well as some other graph in the second set.

Table 3.1 illustrates the processing of this query for the graph shown in Figure 3.2.

![Figure 3.2: Graph for the common words query](image_url)

3. If the variable P.Q has been assigned the set of paths linking the documents in set P to those in set Q and similarly the variable R.S has been assigned the set of paths linking the documents in set R to those in set S, find the nodes and arcs in the graph that lie on paths in the set P.Q but do not lie on the paths R.S.
Table 3.1: Trace for processing the common words query

<table>
<thead>
<tr>
<th>Type</th>
<th>Set</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>pathSet</td>
<td>X.Y</td>
<td>{X-A-B-C-Y, X-A-D-C-Y}</td>
</tr>
<tr>
<td>pathSet</td>
<td>U.Y</td>
<td>{U-B-C-V, U-D-V}</td>
</tr>
<tr>
<td>graphSet</td>
<td>gIntersect(G.XY, G.UV)</td>
<td>{{B, C}, [B-C]}, {{C}, [ ]}, {{D}, [ ]}, {{C, D}, [C-D]}</td>
</tr>
</tbody>
</table>

**GOAL Query:**

```go
gDiff(getGraphs(P.Q), getGraphs(R.S));
```

**Comments:** A query of this form will be useful if the sets P, Q, R and S have been assigned the set of documents written in the years 1981, 1984, 1982 and 1983 respectively. The retrieved set of graphs will contain document nodes that will be those paths that link documents written in the year 1981 to those in the year 1984 but do not contain any nodes for documents that were written in the years 1982 and 1983.

### 3.4 Comparison between GOAL and other Query Languages

One of the main differences between GOAL and the other query languages described in Chapter 2 is that GOAL only allows us to retrieve data from the database. Other languages are designed to allow users to modify the database by adding, changing and deleting information. GOAL could be extended similarly, but that would be the subject
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of another study. Such a study could build upon the fact that GOAL allows us to create intermediate objects such as paths and graphs that are composed of other objects, though these objects cannot be saved.

Other differences are as follows:

- **Hierarchical and Network**
  
  - The GOAL database model is similar to the hierarchical and network models and especially to the network model because of the underlying graph structure. But this is where the similarity ends.

  - GOAL does not have restrictions on the types of links. As explained in Section 1.2.1 and 1.2.2, a node in the hierarchical model cannot have more than one parent, and most of the database systems based on the network model do not support graphs with cycles.

  - The arcs in the GOAL query model can be objects with properties associated with them. For example, in the airline database, an arc linking two cities can be associated with the time taken to fly between the two cities. This is not possible in hierarchical and network models.

  - Arcs in GOAL also can belong to different class hierarchies, which is not possible for the arcs in the hierarchical and network database systems. This feature increases the data modeling capabilities of the language.

  - The query languages based on the hierarchical and network models have operators that can be applied on nodes (or records) whereas the GOAL operators are set-oriented. As explained in Section 2.1, a set consists of a number of records and hence a set operation is equivalent to a sequence of record-level operations. Such set-operations should be easier to use.
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- **Relational**

  - GOAL allows us to manipulate complex objects and the information graph captures much more semantics of the application than does a relational database.

  - GOAL also allows us to express generalized linear recursive queries in an intuitive manner. As explained in Section 2.3, these queries cannot be expressed using traditional query languages for relational databases.

  - A relation in a relational database can correspond to a node in the information graph. The relations represented by foreign keys in the relational database can be represented as arcs linking pairs of nodes.

- **Object-Oriented and Extended Relational**

  - The nodes and arcs of a GOAL information graph can be objects made up of other objects (see Section 3.1.1); thus complex objects are represented as nested objects in the GOAL information graph model. The information graph model also allows relationships between objects to be represented by directed arcs linking those objects.

  - The arcs in the information graph can be powerful structures because they are objects that can belong to class hierarchies and have member variables and member functions. Thus the arcs can be used to capture information about the relationships.

  - Traditional object-oriented databases and the extended relational databases such as those described in Section 2.3 provide nesting of objects as a method to represent complex objects as well as other relations between objects. We believe nesting of objects is a natural representation for modeling complex objects but it is not a natural representation for representing other relationships.
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- **GraphLog**
  - GraphLog provides a graphical query language while GOAL provides a command language that can be embedded within a program.
  - GraphLog cannot be considered as an object-oriented database because it does not provide for methods on objects to be defined.
  - Both GraphLog and GOAL allow aggregation of information along paths as well as multiple paths leading to the same source and sink nodes. GOAL interprets the aggregation of information along a path as a property of the path while GraphLog creates a new edge with the aggregated information stored as an attribute of the edge.
  - It is not possible to use GraphLog to find the paths that connect two given nodes. The GOAL getPaths, pCompose and allPaths operators retrieve sets of paths. These paths may be useful to express queries such as “Find all the paths that can be taken to reach New York from Chicago”.

- **GOOD**
  - GOOD provides a graphical query language while GOAL provides a command language that can be embedded within a program.
  - The GOOD model is powerful because it has the computational power of a Turing machine while the GOAL language has been designed to be limited in its power. This has been done in order to ensure that the GOAL queries can be executed efficiently.
  - The GOOD model stores information about the class hierarchy as parts of the database graph. It also assumes that the nodes are not made up of other objects. In the LEND information graph model, class hierarchy and the nesting relationships are stored using C++ constructs and not as relations between objects.
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- LEND Query Language

We have described the differences between the LEND query language and GOAL in Sections 3.1 and 3.2. Here we summarize the differences by describing how we have overcome the limitations of the LEND query language given in Section 2.2.3.

- GOAL can be used to retrieve sets of unconnected graphs. As can be seen from the examples in Section 3.2.3, there are many queries that correspond to unconnected graph patterns.

- Recall that the LEND query language allows retrieval of paths based on restrictions on the source nodes, sink nodes and the lengths of the paths. GOAL provides the select operator that can be used to select paths based on any characteristic of the path. Users are free to define any conditions on paths that they believe will be useful for their application.

Also, GOAL provides the aggregate operator that can be used to aggregate information in a set of objects.

- Other extensions to the LEND query language were made in order to make GOAL easy to use. These extensions were the generalization of the select, getPaths and pCompose operators and the addition of the ← (reverseArrow) operator.
Chapter 4
GOAL Implementation

This chapter describes the implementation of GOAL. It contains three sections. The first section describes the architecture of the GOAL query processor. The second section describes the processing of the getPaths, pCompose and allPaths operators. It also describes the optimization techniques used to execute queries containing these operators. The last section summarizes the first two sections, lists conditions under which the optimizations are not effective and gives recommendations to overcome such situations as well as to improve performance of other operators.

4.1 Architecture of the GOAL Query Processor

The GOAL query processor has been written in Gnu G++. It assumes that the database is a LEND database [Che92] and it makes use of the LEND libraries to retrieve the data.

The database should be loaded into LEND before the query processor starts executing the queries. Also, the GOAL dictionary should be supplied with the name of the information graph and the names of the different node and arc objects in the information graph. This GOAL dictionary will be maintained by the query processor and will contain information about words occurring in the queries that are not GOAL operator names. Examples of such types of words are: variable names, component names of complex objects, function names, and constants used in the selection expression or as arguments to functions.

The query processor accepts GOAL query statements and executes them. In the current implementation it works as an interpreter. As do most interpreters, the query processing is done in three steps [ASU86] (see Figure 4.1):
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1. The query is first parsed by a scanner which is a lexical analyzer generated using the Gnu flex lexical analyzer generator [Pax90]. The scanner recognizes keywords and words present in the dictionary and converts the incoming stream of GOAL query statements to a corresponding stream of tokens. The scanner adds all unrecognized words to the GOAL dictionary.

2. The tokens identified by the scanner are fed into a parser that recognizes query language statements. The parser has been generated using bison [DS92] which is the Gnu version of yacc. When the parser recognizes a declaration statement which defines a graph, path or node variable, it updates the type of the variable in the dictionary. For each retrieval statement it creates a query tree corresponding to the statement. The query tree is formed using C++ objects corresponding to the operators and operands. A node of the query tree corresponding to an operator is connected to the nodes corresponding to its operands. An operand can in turn be another GOAL operator, and hence may be connected to other nodes. For example, the query tree shown in Figure 4.2 corresponds to the statement:
"Documents.select(Title == "XXX").Print();

The root of the query tree is the nodesRet operator because the query corresponds to a node retrieval statement. The two nodes connected to the root correspond to the two operands of the node retrieval statement. The first operand corresponds to the GOAL operator used to retrieve the required set of nodes, which in this case is the select operator, and the second operand is the name of the method that must be applied on the retrieved set, in this case Print().

The select operator has two operands (see Section 3.3.1): a GOAL operator that retrieves a set of nodes, and a condition. In this case the first operand is the name of the collection, that is Documents, which is stored as part of the node. The condition for this query is of the form partName == constant; hence the node is labeled partEqConst and the values title and XXX are stored with the node.

When the query processor recognizes an assignment statement it creates a query tree corresponding to the right hand side (RHS) of the assignment statement and updates the dictionary by storing a pointer to the root of the query tree in the left hand side (LHS) variable entry.

![Query Tree Diagram](image)

Figure 4.2: Query tree for: Documents.select( Title == "XXX").Print();
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Variables in retrieval statements are replaced by the corresponding RHS values assigned to them. The parser also recognizes sequences of operators that can be executed more efficiently if executed simultaneously. It replaces such sequences by single operators. The sequences of operators that can be optimized in this way have been listed in the next section.

Any syntax errors in the queries are recognized by the parser. On finding such an error, the query processor reports the line number where the error was found and stops executing.

3. Declaration and Assignment statements result only in dictionary updates. Retrieval statements are processed by the back-end by calling the overloaded exec() member function of the object corresponding to the root of the query tree for the statement. The root of the query tree corresponds to a graph, path or node retrieval operator. Recall that a retrieval statement consists of a sequence of GOAL operators to create the required set of objects followed by the name of the method that should be applied on the retrieved set. The exec() functions of the retrieval statements first retrieve the objects and then apply the given method on the retrieved set. If no method is present the Print() method is applied on each object that is retrieved.

In order to retrieve the objects created by the GOAL operators, the overloaded get.collections() member function is applied to the object corresponding to each operator. The get.collections() member function is defined for all objects corresponding to the GOAL operators. The function either recursively applies the get.collections() function to its operands and uses the result to create the desired set, or uses the operands to call the appropriate LEND routines to retrieve the desired set of objects. Figure 4.3 shows a trace of the execution of the query shown in Figure 4.2.

Semantic errors in the queries are reported by the query processor when they are found, and after an error has been found, the query is not processed any further.

The sets of objects created during the execution of the queries are stored in main mem-
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```java
nodesRet.exec() {
    requiredNodes = select.get_collections() {
        allNodes = className.get_collections(documents);
        return (partEqConst.findMatches(allNodes));
    }
    requiredNodes.print();
}
```

Figure 4.3: Trace for processing query: Documents.select(Title == "XXX").Print();

ory. The objects are deleted after the retrieval statements have been processed. Indexes that are used for faster processing of the queries are also created as required.

The next section describes the processing of the getPaths, pCompose and the allPaths operators.

4.2 Processing of the getPaths, pCompose and the allPaths operators

A study of different applications was conducted in order to find bottlenecks for processing GOAL queries. The applications considered were real-world applications from different research projects at VPI&SU and from the literature that was reviewed. This study was not restricted to IR applications; rather information about a wide range of applications was collected to ensure that the study was more complete. Graph schemas were then designed for the applications and the queries were expressed using GOAL language statements. (See [Bet92] for the list of queries.)

The GOAL language statements for the queries were studied and it was found that the getPaths, pCompose and the allPaths operators are frequently used as well as expensive to process. Hence, optimization techniques for these three operators were developed. Section 4.2.1 describes the basic algorithms that can be used for processing the three operators and the following sub-sections describe the optimization techniques used to improve performance.
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4.2.1 Algorithms for processing the getPaths, pCompose and the allPaths operators

Recall that the getPaths, pCompose and allPaths operations have the following operands:

- **getPaths:**
  
  An alternating sequence of sets of nodes and paths $N_1, P_1, N_2, P_2, \ldots, N_n, P_n, N_{n+1}$ starting and ending with sets of nodes.

- **pCompose:**
  
  A sequence of sets of paths $P_1, P_2, \ldots, P_n$

- **allPaths:**
  
  Two sets of nodes and a set of paths: $N_1, N_2$ and $P$

To process the getPaths operator, the query processor has to find paths starting from the first set of nodes, connected by paths in the first set of paths to the nodes in the next set of nodes, and so on. To find this set of paths, the query processor starts from either the first or the last set of nodes and creates paths starting / ending from the nodes in the selected set. These paths are created by following arcs from the node, one step at a time, using a depth-first search technique [Tar72] until it is not necessary or possible to extend the paths any further.

The pCompose operator requires that paths in the given sets of paths be joined in the given order to form new paths. This operator is processed using the same technique used for processing the getPaths operator, i.e., a path from the first (or last) set of paths is extended in a depth-first manner till it is not necessary or possible to extend it further.

To find the paths retrieved by the allPaths operation, it is necessary to repeatedly join the paths in the set $P$ so that the resulting paths start and end at nodes from the first and last set of nodes ($N_1$ and $N_2$) respectively. The resulting set of paths can contain the same node more than once but cannot contain the same arc more than once.
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In order to find the paths generated by the allPaths operator we use the algorithm described in [Pur70]. To use this algorithm we first need to do the following.

1. Find the strongly connected components (SCCs) in the graph using Tarjan's [Tar72] depth-first technique.

2. Assign IDs to each SCC.

3. Reduce the original graph to one containing only the SCCs. Store pointers to the nodes within each SCC along with the SCC ID.

4. Map the arcs in the graph to those in the SCCs, storing only the arcs that link different SCCs. Store arcs that map nodes within the SCC separately.

The graph containing only the SCCs is a directed acyclic graph (DAG). Since a DAG does not have cycles, it is possible to use depth-first-search to retrieve the required set of paths [Pur70]. Note that the SCCs can be found once while loading the database and then stored for all subsequent query processing.

In the following discussion we describe the algorithm to find all the paths for a DAG. Each such path can be easily converted to a set of paths of the original graph by following pointers to the nodes and arcs within the SCCs.

To find all the paths, we again use the depth-first search technique as we did when processing the getPaths and pCompose operators. But for the allPaths operator we store all intermediate paths found. We improve performance by searching the retrieved sets of paths to see if paths starting from a given node have been found, and in that case join the paths that have been found to the intermediate path instead of traversing the successor nodes and arcs again.

To implement the above algorithms we have defined the get_pathsStarting() member functions for all the operators that retrieve sets of paths. These member functions retrieve only the set of paths starting from a given node and are used to extend a path.
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It is possible that the allPaths query will generate an exponential number of paths. The query processor has been set up to stop generating paths after the number of paths generated exceeds a predefined limit. Other techniques that can be used to overcome such situations are discussed in Section 4.4.

In the following sections we describe the optimization techniques to process queries with these three operators.

4.2.2 Query Tree Transformations

A common query optimization technique is to transform a given query into an equivalent query which can be executed more efficiently [JK84]. Transformations can be performed in order to reduce the amount of redundancy in the queries or to replace a sequence of operators by another sequence of operator(s) that calls for less processing and/or fewer disk accesses.

The list of queries [Bet92] revealed that the getPath, pCompose and the allPaths operators are frequently followed by the select and/or the aggregate operators. In such cases, instead of first evaluating one of the getPath, pCompose and allPaths operators and then applying the selection condition and aggregate function to the retrieved set, it was found that it is possible to reduce the space required for storing the paths by applying the selection condition and the aggregate function on the paths as they are retrieved. It was also found that for certain selection conditions and aggregate functions, it is possible to use information about the aggregate function, selection condition and the paths already generated to trim the search space (see Section 4.2.4). In this way we can save both execution time as well as the space required for storing the retrieved paths.

As a result of these observations it was decided to combine each of the getPath, pCompose and allPaths operations optionally followed by either the select and/or the aggregate operations to getPathAggSel, pComposeAggSel and allPathsAggSel operations, respectively.

The getPathAggSel, pComposeAggSel and allPathsAggSel operators have the corresponding operands listed in Section 4.2.1 as well as the operands of the aggregate operator:
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the aggregate function \( A \) together with a list of parts of the path \( G \), and the condition \( C \) which is an operand of the select operator. If the aggregate operator and/or the select operator do not follow the getPaths, pCompose and the allPaths operators, the operands corresponding to them in the getPathsAggSel, pComposeAggSel and allPathsAggSel operators will have null values.

4.2.3 Statistical Estimation

Statistical estimation is the basis for a variety of useful optimization techniques used in database system implementations [JK84]. If the required set of objects has to satisfy more than one condition, then it is possible to use statistical estimation to guess the number of objects that satisfy each condition, evaluate the condition that is expected to retrieve the least number of objects and apply the other conditions on this (hopefully) small set. This technique will require fewer objects to be retrieved and hence will reduce the I/O time and space required for the computation.

We assume that the algorithms described in Section 4.2.1 will require the traversal of fewer paths if the graph is traversed starting from the set of nodes / paths that is expected to have fewer objects. This assumption is based on the AI heuristic for search problems which states: it is easier to move from a smaller set of states to a larger set of states [Ric83].

At this time simple heuristics to estimate the size of the retrieved sets have been implemented. Tables 4.1 – 4.4 summarize the heuristics used for each type of GOAL operator and also give the reasoning behind the particular heuristics. The heuristics try to capture the difference in magnitudes of the set sizes. Improved heuristics will improve the performance of the optimizer.

4.2.4 Use of Meta-Information

A useful optimizing technique is to use information about the objects in the database, queries and / or objects already retrieved, to optimize processing of queries [JK84]. It is possible to use this "meta-information" about the selection condition, the aggregate function
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Table 4.1: Estimation heuristics for Set operators

- \text{est}(\text{union}(S_1, S_2, \ldots, S_n)) = \text{est}(S_1) + \text{est}(S_2) + \ldots + \text{est}(S_n)

  If the sets \( S_1, S_2, \ldots, S_n \) do not have any common elements then the resulting set will have all the elements in each of the sets.

- \text{est}(\text{intersect}(S_1, S_2, \ldots, S_n)) = \text{MIN}(\text{est}(S_1), \text{est}(S_2), \ldots, \text{est}(S_n))

  The resulting set cannot have more objects than the number of objects in the smallest set.

- \text{est}(\text{diff}(S_1, S_2)) = \text{est}(S_1)

  If the sets \( S_1 \) and \( S_2 \) do not have any common elements then the resulting set will have all the elements in set \( S_1 \).

- \text{est}(\text{select}()) = \text{Select.Est}

  The constant Select.Est has been defined to have value 1. This is because experience has led us to believe that the database will have collections with hundreds or thousands of objects. The number of objects retrieved by the \text{select} operator will be \( o(1) \) when compared to the objects in the set \( S \). The value of this constant can be changed as our experience with the queries and databases grows.

- \text{est}(\text{aggregate}([\text{groupList}], \text{aggregateFunction}())) = \text{est}(S)

  The number of objects retrieved by the \text{aggregate} operator is the same order of magnitude as the number of objects in the set \( S \). This will be true if there are very few objects in the set \( S \) having the same values for the parts in \text{groupList}.

- \text{est}(\text{ClassName}) = \text{number of objects in the class}

  This is the only operator that has the exact number of objects retrieved. The number of objects in the class is very easy to compute because it is stored together with the collection.
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Table 4.2: Estimation heuristics for Path operators

- \( \text{est(getPathsAggSel}(N_1, P_1, P_2, \ldots, P_n, N_{n+1}, \text{GroupList}, \text{Agg. Function}, \text{Sel. Condition})) \)
  \[ = \frac{\text{MIN}(\text{est}(N_1), \text{est}(N_{n+1})) \times \text{Get. Constant}}{1 + \text{Agg. Constant} \times \text{Sel. Constant}} \]

Get.\ Constant is a constant that estimates the number of paths starting or ending at a node in \( N_1 \) and \( N_{n+1} \) respectively. Applying the aggregate function and the selection condition reduces the number of paths retrieved. The constants Agg.\ Constant and Sel.\ Constant approximate the percentage of paths that will not be retrieved because of the aggregate function and the select condition. The value of the constant Get.\ Constant has been set to 100. The values of both the constants Agg.\ Constant and Sel.\ Constant will be set to 10 if the Agg.\ Function and the Sel.\ Condition are not Null, otherwise their values will be set to zero because it is not possible to use the aggregate function and select conditions to reduce the number of paths retrieved.

- \( \text{est(getPathsAggSel}(N_1, P_1, P_2, \ldots, P_n, N_{n+1}, \text{GroupList}, \text{Agg. Function}, \text{Sel. Condition})) \)
  \[ = \frac{\text{MIN}(\text{est}(N_1), \text{est}(N_{n+1})) \times \text{PComp. Constant}}{1 + \text{Agg. Constant} \times \text{Sel. Constant}} \]

PComp.\ Constant is a constant that estimates the number of paths starting or ending with a path in \( P_1 \) and \( P_n \) respectively. Applying the aggregate function and the selection condition reduces the number of paths retrieved. The constants Agg.\ Constant and Sel.\ Constant approximate the percentage of paths that will not be retrieved because of the aggregate function and the select condition. The value of the constant PComp.\ Constant has been set to 100. The values of both the constants Agg.\ Constant and Sel.\ Constant will be set to 10 if the Agg.\ Function and the Sel.\ Condition are not Null, otherwise their values will be set to zero because it is not possible to use the aggregate function and select conditions to reduce the number of paths retrieved.

- \( \text{est(allPathsAggSel}(N_1, P_1, P_2, \ldots, P_n, N_{n+1}, \text{GroupList}, \text{Agg. Function}, \text{Sel. Condition})) \)
  \[ = \frac{\text{MIN}(\text{est}(N_1), \text{est}(N_{n+1})) \times \text{All. Constant}}{1 + \text{Agg. Constant} \times \text{Sel. Constant}} \]

All.\ Constant is a constant that estimates the number of paths in the retrieved set starting or ending at a node in \( N_1 \) or \( N_{n+1} \) respectively. Applying the aggregate function and the selection condition reduces the number of paths retrieved. The constants Agg.\ Constant and Sel.\ Constant approximate the percentage of paths that will not be retrieved because of the aggregate function and the select condition. The value of the constant All.\ Constant has been set to 1000 because the allPaths operator generally retrieves a large number of objects. The values of both the constants Agg.\ Constant and Sel.\ Constant will be set to 10 if the Agg.\ Function and the Sel.\ Condition are not Null, otherwise their values will be set to zero because it is not possible to use the aggregate function and select conditions to reduce the number of paths retrieved.

- \( \text{est}(G, \text{getArcs}()) = \text{est}(G) \)

The number of objects expected to be in the result is expected to have the same order of magnitude as the number of graphs in the set \( G \). This is because experience with the queries has lead us to believe that each graph will have a small number of arcs.

- \( \text{est}(P, \text{getArcs}()) = \text{est}(P) \)

The number of arcs in the resulting set is expected the same order of magnitude as the number of paths in the set \( P \). This is because experience with the queries leads us to believe that each path will have a very small number of arcs.

- \( \text{est}(\rightarrow (P)) = \text{est}(P) \)

The \( \rightarrow \) (reverse arrow) operator has the same number of objects as the argument.
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Table 4.3: Estimation heuristics for Node operators

- $\text{est}(P, \text{source}()) = \text{est}(P)$
  The number of objects in the result is expected to have the same order of magnitude as the number of paths in the set $P$.

- $\text{est}(P, \text{sink}()) = \text{est}(P)$
  The number of objects in the result is expected to have the same order of magnitude as the number of paths in the set $P$.

- $\text{est}(G, \text{getNodes}()) = \text{est}(C)$
  The number of objects in the result is expected to have the same order of magnitude as the number of graphs in the set $G$. This is because experience with the queries has led us to believe that each graph in the graph set $G$ will have a small number of nodes.

- $\text{est}(P, \text{getNodes}()) = \text{est}(P)$
  The number of objects in the result is expected to have the same order of magnitude as the number of paths in the set $P$. This is because experience with the queries has led us to believe that each path in the path set $P$ will have a small number of nodes.

Table 4.4: Estimation heuristics for Graph operators

- $\text{est}(\text{getGraphs}(P)) = \text{est}(P)$
  The number of objects in the result will be the same as the number of objects in the set $P$.

- $\text{est}(\text{getGraphs}(N)) = \text{est}(N)$
  The number of objects in the result will be the same as the number of objects in the set $N$.

- $\text{est}(\text{Union}(G_1, G_2)) = \text{est}(G_1) \times \text{est}(G_2)$
  The $\text{Union}$ operator requires that the cartesian product of the graphs in the two set be found, and the expression in the RHS is the number of objects in the cartesian product.

- $\text{est}(\text{Intersect}(G_1, G_2)) = \text{est}(G_1) \times \text{est}(G_2)$
  The $\text{Intersect}$ operator requires that the cartesian product of the graphs in the two set be found, and the expression in the RHS is the number of objects in the cartesian product.

- $\text{est}(\text{Diff}(G_1, G_2)) = \text{est}(G_1) \times \text{est}(G_2)$
  The $\text{Diff}$ operator requires that the cartesian product of the graphs in the two set be found, and the expression in the RHS is the number of objects in the cartesian product.
and the paths that have been retrieved to save processing time and space when executing
queries with the getPaths, pCompose, and the allPaths operators. We achieve this savings
by trimming the search space as early as possible during the processing. This reduction
reduces the time required to traverse the nodes and arcs as well as reduces the space required
to store the paths. Similar techniques have been described in [DAJ91, CN89].

The selection condition can be used to make the following decision.

- Extend? When an intermediate path is found, decide if the path needs to be extended
  any further. If the selection condition is to find paths with the sum of the weights
  stored on the paths less than 10, and an intermediate path (linking a node in set $N_1$
  to one in set $N_j$ where $2 < j < n + 1$), that has been created has weight 20, and we
  know that the weights on an arc is always positive, it is not necessary to extend this
  intermediate path any further.

The aggregate function can be used to restrict the search space as follows.

- Extend? When a path is found, compare the path with other paths created so far to
decide if it needs to be extended. For example, consider the query find the shortest
  path connecting two given nodes, and the intermediate path joining some two nodes is
longer than the shortest path found between them so far, it is not necessary to extend
the long path any further.

- FindMore? When a path is found, decide if any other paths starting from the same
source / sink node need to be found. This will be useful to limit to only one path
if the query requires that only the existence of a path from the source needs to be
found.

To summarize, it is possible to use meta-information associated with the selection con-
dition and the aggregate function to decide whether the intermediate path needs to be
extended and whether any other paths starting from the same node need to be considered.
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This information should be supplied by the database manager when defining functions associated with the conditions and aggregate functions for path objects (see Section 3.3.1). The functions associated with path objects will return additional arguments called \textit{selExtendMore} (for the select functions), \textit{aggExtendMore} and \textit{aggFindMore} (for the aggregate functions). The query processor will use these values when processing the queries.

If the meta-information is not supplied, the query processor first evaluates all the possible paths and then applies the selection condition and/or the aggregate function.

The following are examples of selection conditions and aggregate functions that can be used to reduce the search space.

* Selection Conditions

in the following list, \texttt{ComponentName} refers to the name of a component of the path. It can be the name of a part of the path such as the weight on an arc or the name of a member function defined for the path such as \texttt{length()}

1. \texttt{ComponentName == Value}: Returns "True" if the value of the component of the given path is equal to the given value.
   - \texttt{selExtendMore}? Returns "True" if the value of the component of the given path is an integer, cannot be negative, and is less than the given value.

2. \texttt{ComponentName <= Value}: Returns "True" if the value of the component of the given path is less than or equal to the given value.
   - \texttt{selExtendMore}? Returns "True" if the value of the component of the given path is an integer, cannot be negative, and is less than the given value.

3. \texttt{ComponentName >= Value}: Returns "True" if the value of the component of the given path is greater than or equal to the given value.
   - \texttt{selExtendMore}? Always returns "True".

* Aggregate Conditions

1. \texttt{Exist()}: Finds only the existence of a path.
   - \texttt{aggExtendMore}? Always returns "True"
   - \texttt{aggFindMore}? Always returns "False"

2. \texttt{Min(ComponentName)}: Stores only the paths that have the least value for the given component compared to the other paths in the grouplist.
   - \texttt{aggExtendMore}? Returns "False" if the value of the component of the given path is an integer, cannot be negative, and is greater than the least value found so far. Returns "True" otherwise.
   - \texttt{aggFindMore}? Always returns "True"
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4.2.5 Data Representation

An important consideration when retrieving sets of paths is the space required to store the retrieved paths. This is important because the number of nodes and arcs that can be present in each path can be very large. Also, each node or arc can be a large structure (for example, a multimedia object).

To alleviate these problems, only the LEND IDs of the nodes and arcs of the paths that are created are stored during query processing.

The optimization techniques described in the earlier sections also help reduce the number of paths that are stored when the aggregate and the select operators are used. The aggregate operator when used will result in only one path being stored for paths having the same values given in groupList.

4.3 Summary

To summarize, the current implementation has focussed on optimizing the getPath, pCompose and allPaths operators because they are frequently used and expensive operations. Queries containing these operators are optimized as follows:

- **Query transformation**: When either of the three operators are followed by the aggregate and/or the select operator, the operations are combined into one step. This is done so that the select and the aggregate operations can be applied on the paths as they are retrieved to try to omit useless paths and reduce the search space.

  Also, it is sometimes possible to use information about the selection condition, aggregate function and the paths retrieved so far, to decide if the new path that has been retrieved should be extended and other paths starting from the same node need to be considered.

- **Statistical Estimation**: The numbers of nodes and paths in the first and last operands of the three path creation operators are estimated. The queries are then
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processed by traversing the paths starting from the node / path set that is expected to retrieve the least number of objects.

- **Use of Meta-information about the database**: It is possible to reduce the number of paths that are traversed by using information about the selection condition, aggregate function and the paths retrieved till the given time.

As described in Section 4.2.4, the database manager can choose to supply meta-information for the selection conditions and aggregate functions associated with the paths when defining the database.

- **Data Representation**: The query processor stores the minimum information (the IDs of the nodes and edges) in order to reduce the amount of space required to store the paths and graphs.

4.4 Discussion

This chapter described the processing of GOAL queries. The architecture of the GOAL processor was first described. Optimization techniques used to process queries with the getPaths, pCompose and the allPaths operators were given.

We give below a list of conditions under which the optimizations cannot be applied or will fail to be effective and then a list of recommendations for future work to overcome these failings.

**Conditions under which the optimizations are not effective**: The optimization techniques will not be effective if any of the following conditions hold.

1. The optimization techniques do not reduce the size of the graph that needs to be traversed.

2. The information graph contains nodes with large in-degree and / or out-degree; as a result queries require the traversal of a large number of paths.
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3. The GOAL query results in long paths being retrieved.

Recommendations for overcoming the ineffectiveness of the optimizations for all the conditions listed above:

1. The query processor can use heuristics to foresee the problems listed above by estimating the number of paths generated and ask the user if the query needs to be processed. The user can at this point decide to modify the GOAL statement so that it is executed in a reasonable amount of time.

   The number of paths retrieved by the allPathsAggSel operator can be estimated by using the method described by Lipton and Naughton in [LN89]. Similar techniques can be developed to estimate the number of paths generated by the getPathAggSel and the pComposeAggSel operations.

2. The problems listed above can lead to the retrieval of a large number of paths or long paths. The problem can be further worsened if the objects on the paths lie on different pages. This will increase the I/O cost and can lead to thrashing. It is possible to alleviate such problems by using clustering techniques to store node and arc objects occurring in the same paths on the same page. Lavinus [Lav92] describes heuristics for clustering as applied to information graphs.

3. Another technique to solve the problems listed above is to evaluate partial results and display them to the users. This technique, also called lazy evaluation, is very useful for information retrieval applications because many times the users are interested in browsing and after seeing some results may decide that it is not worth pursuing the query any further, or may decide to modify the query.

Other optimization techniques that can be added: In this thesis we identified query expressions that would have served as bottlenecks to the effective use of the query language and we proposed optimization techniques to remove these bottlenecks. Further study of the
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language and applications using the language will reveal more bottlenecks. Techniques to remove these bottlenecks can then be implemented.

The following is a list of techniques which may be useful.

- In Section 4.2 we described some useful query tree transformations. Other transformations can be added to improve performance. [JK84] is a survey of optimization techniques used in relational databases. Many techniques described there can be adapted and used for GOAL. [SG85, Hal74] also discuss this problem.

  One such technique is to optimize the execution of the $gUnion()$, $gIntersect()$ and the $gDiff()$ operations when they are followed by a $select()$ operation. These can be combined using query transformation to perform the two operations simultaneously. The $gUnion()$, $gIntersect()$ and the $gDiff()$ operations are very expensive because they involve the creation of the cartesian product of the two graph sets and the resulting set has the potential of being very large.

- The heuristics described in this chapter to estimate the size of the retrieved set were very simple. Sophisticated heuristics if used will give better estimates and can lead to better optimizations. [LN89, Lyn88, Dem80] describe heuristics that can be adapted for GOAL operators.

- In our implementation we used the technique described in [Pur70] to traverse the graph when evaluating an allPaths query. Techniques and algorithms such as those described in [DJ92, DAJ91, AJ90, ADJ90, Ban85, Jia90, Lu87, IR88, UY90, IRW93] reduce the I/O cost of the computation. They need to be studied and adapted for GOAL.

- As we had noted earlier, the space required to store the sets of retrieved paths is large because there is no limit on the lengths of the paths. Optimization techniques to reduce this space need to be developed. [Jag90, DJ92] consider this problem for
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the generalized transitive closure problem. These techniques need to be studied and adapted for GOAL.
Chapter 5

WordNet Database

This chapter illustrates the use of GOAL by describing how it supports queries against the WordNet database. Section 5.1 describes the structure of the WordNet database. Section 5.2 describes the structure of the WordNet information graph that will be used in the rest of the chapter. The expressive power of GOAL is illustrated in Section 5.3 by showing how some useful queries can be formulated using GOAL. The section also describes the processing of the queries using the optimization techniques described in Chapter 4. Sub-section 5.3.4 describes how the commands in the WordNet command language can be expressed by modifying the queries described earlier in the section. The last section summarizes the other sections in the chapter.

5.1 WordNet Database Structure

The discussion in this section is a synopsis of the reference [MBF+92]. WordNet contains a set of words, organized according to their meaning and their relationships to each other. This organization is based on psycho-linguistic principles. WordNet can be used as a dictionary or a thesaurus and also can be used to test psycho-linguistic theories.

A ‘word’ in WordNet has both a syntactic form determined by its spelling and a meaning associated with it. In order to avoid ambiguity, the syntactic form of the word is called the word form and the meaning is called the word meaning or word sense. A word form can have different meanings associated with it.

A word form in WordNet can be a single word or a sequence of words taken together to represent a concept (e.g., “fountain pen” and “take in”). Such words are called collocations.
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WordNet stores collocations by replacing the space separating the words by the underscore character "_".

A set of word senses having the same meaning (i.e., a set of synonyms) are grouped together into a synonym set referred to as a synset.

Also, the words are categorized as nouns, verbs and adjectives. WordNet stores the relations between word senses. These relationships help define the meaning of the word. Table 5.1 summarizes the different relations between word senses that are stored in WordNet. Although the relationships listed in the table are defined for word senses, many relationships are valid between all the words in one synset and all the words in another synset. Such relationships can be considered as relationships between synsets instead of between individual words.

A verb in WordNet can be associated with a frame. A frame is a template illustrating the usage of the verb. For example, "Something - - -s" and "It is - - -ing". A verb is associated with a frame if the template with the verb replacing the blanks can be used as part of a sentence. For example, the verb run will be associated with the two frames given above because the phrases "Something runs" and "It is running" can be parts of a sentence.

If all the verbs in a synset are related to a frame, the relationship can be considered as a relationship between the verb synset and the frame instead of between the individual verbs and the frames.

5.2 WordNet Information Graph Structure

Figure 5.1 shows the structure of the information graph for the WordNet database that will be used in the following discussion. This structure was designed by the author. Other structures are possible also. This structure has been selected because it models well the relationships between the entities in the database. We describe below the different types of node and arc objects in the information graph, the class hierarchy of the objects and the
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Table 5.1: WordNet relations adapted from [MBF+92]

- **Antonymy**: Word X is an antonym of word Y if the two words have opposite meanings. Antonymy is a symmetric relation, i.e., if word X is an antonym of word Y then word Y will be an antonym of word X. For example, “rich” is an antonym of “poor” and “poor” is an antonym of “rich”.

- **Causal Relation**: Causal relations exist between verb synsets. Word X has a causal relationship between word Y if X causes Y. For example, the word “give” has a causal relationship with the word “have”.

- **Entailment**: Entailment is a relation between verbs. Word X entails word Y if X cannot be done unless Y is, or has been done. For example, the words “hit” and “miss” entail “aim”.

- **Hyponymy and Hypernymy**: Word X is a hyponym of word Y if X is a (kind of) Y. Hypernymy is the inverse relation of Hyponymy. These two relations exist only between noun and verb word senses. For example, “conifer” is a hyponym of “tree” and “tree” is a hypernym of “conifer”.

- **Meronymy and Holonymy**: Meronymy is a part Whole relationship between nouns and holonomy is the inverse relation.

  - **Member Meronymy and Holonymy**: Word X is a member meronym of word Y if X belongs to a Y. For example, a “tree” is a member meronym of “forest” because a tree is a part of a forest and belongs to a forest; the word “forest” is a member holonym of the word “tree”.

  - **Part Meronymy and Holonymy**: Word X is a part meronym of word Y if X is a component part of Y. For example, a “branch” is a part meronym of “tree” and “tree” is a part holonym of “branch”.

  - **Substance Meronymy and Holonomy**: Word X is a substance meronym of word Y if Y is made of X. For example, “aluminium” is a substance meronym of “airplane” and “airplane” is a substance holonym of “aluminium”.

- **Pertain To**: Many adjectives are used in association with a noun. Relations between adjectives and the nouns that they are related to are stored as “pertain to” or pertainnymy relations. For example, “astral” and “stellar” are pertainyms of the noun “star”.

- **See Also**: A See Also relationship between word X and word Y implies that information about word X can be found from word Y. For example, the word “alert” has a See Also relationship to the word “awake”. This relation exists between adjective synsets, verb synsets and verb word senses.

- **Similar To**: Similar to relation is present between adjectives. Some adjectives do not have direct antonyms but their antonyms can be derived by finding the antonyms of the synonyms of these words. For example, the word “moist” does not have a direct antonym. But it is similar to the word “wet” which has an antonym “dry”. Thus, “dry” can be considered as an antonym of “wet”.
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information stored in the objects.

Figure 5.1: WordNet database structure

The figure shows three types of nodes – Forms, Senses and Synsets – corresponding to the word forms, word senses and synsets, respectively. These nodes can correspond to either nouns, adjectives or verbs. The nodes for each part of speech are derived from the basic node. For example, the nodes Noun_Forms, Adjective_Forms and Verb_Forms are derived from Forms. In addition, the WordNet information graph contains nodes of type Frames which are connected to the Verb_Senses and Verb_Synsets nodes. Figure 5.2 shows the hierarchy for the WordNet node objects.
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Nodes
  Forms
    Noun_Forms
    Adjective_Forms
    Verb_Forms
  Senses
    Noun_Senses
    Adjective_Senses
    Verb_Senses
  Synsets
    Noun_Synsets
    Adjective_Synsets
    Verb_Synsets
  Frames

Figure 5.2: Class hierarchy of the WordNet node objects

The **Forms** nodes are connected to the **Senses** nodes with arcs of type **Form_Sense** if the word form associated with the **Forms** node corresponds to the word sense associated with the **Senses** node. The **Senses** nodes are connected to the **Synsets** nodes with arcs of type **Sense_Synset** if the word associated with the **Senses** node belongs to the synset associated with the **Synsets** node.

The relationships between different word senses and synsets for the nouns, adjectives and verbs as well as the relationships between the verb word senses and verb synsets and the frames that exist in the WordNet database are shown in Figure 5.1. Some relations (such as hyponymy and hypernymy, meronymy and holonymy, etc.) between the word senses and the synsets are reflexive. In such cases only one relation is stored since it is possible to derive the other relation. This reduces the space required to store the relations. Figure 5.3 shows the hierarchy of the WordNet arc objects.

The number of word senses of a word in the *Collins English Dictionary* is available as part of WordNet. This information is stored with the word form. It called the *polysemy count* of the word. It is not necessarily the same as the number of word senses of the word in WordNet. The **Forms** nodes also store the string corresponding to the word form. The **Senses** nodes store the sense number and the **Synsets** nodes store a short description of
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Edges

Relations

Synset_Synset

Noun_Synset_Synset

Noun_Hyponymy
Noun_Meronymy

Noun_Member_Meronymy
Noun_Part_Meronymy
Noun_Substance_Meronymy

Adjective_Synset_Synset

Adjective_Synset_Antonymy
Adjective_Pertainymy
Adjective_See_Also
Adjective_Similar_To

Verb_Synset_Synset

Verb_Causal
Verb_Entailment
Verb_Hyponymy
Verb_Synset_See_Also

Sense_Sense

Noun_Sense_Sense

Noun_Antonymy
Adjective_Sense_Sense
Adjective_Sense_Antonymy
Verb_Sense_Sense
Verb_Antonymy
Verb_Sense_See_Also
Adjective_Noun_Sense_Sense
Adjective_Noun_Sense_Pertainymy

Adjective_Noun_Synset_Synset

Adjective_Noun_Synset_Pertainymy

Verb_Sense_Frame
Verb_Synset_Frame

Figure 5.3: Class hierarchy of the WordNet arc objects
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the words in the synset called a gloss. The Frames nodes store the template associated with it. The arcs in the WordNet database do not store any additional information.

Figure 5.4 shows an example from the WordNet database and Tables A.1 through A.6 in Appendix A provide various statistics about the database. The WordNet database contains a total of 251,024 nodes and 327,920 arcs.

![Diagram of WordNet database]

Figure 5.4: Part of WordNet database

5.3 WordNet Queries

This section first lists some queries for the WordNet database. The GOAL statements to express the queries and the optimization techniques that will be used when executing the queries are then described.
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5.3.1 List of Queries

The following is the list of queries that will be considered in this section.

1. Find the synonyms of the noun “table”.

2. Find all the types of information available for the noun “table”. To process this query, we need to find the names of all the Relation arcs starting or ending at the Synsets or Senses nodes that are connected to the Noun.Form nodes corresponding to word “table”.

3. Find the immediate hyponyms of the noun “table”.

4. Recursively find the hyponyms of the noun “table”.

5. Find the hyponyms of the noun “table” that are at most two levels away from it.

6. Find the words corresponding to the synsets that are sister nodes of the word “table” with respect to the hyponymy relation. A sister node of a given node with respect to the hyponymy relation is connected with a hyponymy arc to the hypernym of the given node. (Recall that hypernymy is the inverse relation of hyponymy.)

The queries listed above have been selected by studying the command line interface to the WordNet system. We describe in Section 5.3.4 the WordNet command line interface and the modifications that have to be made to the GOAL statements corresponding to the queries listed above in order to use them in place of the WordNet commands.

5.3.2 GOAL Statements for Queries

This section describes the GOAL statements that can be used to retrieve information required by the queries listed above. The optimization techniques that will be applied to process the queries are also described.

Before giving the GOAL statements to express the given queries, we give two GOAL statements that create sets of paths. The sets of paths can be assigned to path variables as shown below and the variables can be used in the query statements instead of repeating the expressions when expressing the queries given below.
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pathSet Table_Synset =
    getPaths(Noun_Forms.select(String == "table"), Form_Sense, Senses,
             Sense_Synset, Synsets);
pathSet Form_Synset =
    getPaths(Forms, Form_Sense, Senses, Sense_Synset, Synsets).
    aggregate([Sink],
           SetPrintString(Forms.String, SynsetsList));

The variable Table_Synset is assigned the set of paths that start from the noun forms node corresponding to the word "table" and end at the synset nodes connected to it.

The variable Form_Synset is assigned the set of paths formed by first finding all the paths that link the Forms nodes to the Synsets nodes, and then applying the aggregate operator SetPrintString() to the set of paths created, to form one path per synset node containing a part called SynsetsList containing a comma separated list of the word forms that make up the synset. This list of word forms is stored as a part of the path that is generated.

The two variables Table_Synset and Form_Synset are first defined and then used in the other GOAL statements. As described in the previous chapter, the set of paths assigned to the two variables are not evaluated when the query processor recognizes the statements, rather, the GOAL expression in the RHS of the assignment statements replaces the variable name when it is recognized.

The number of paths that are expected to be retrieved by the GOAL expression assigned to the variable Form_Synset is going to be very large because it is equivalent to all the paths that link a Forms node to a Synsets node. As will be evident from the description given below, all these paths will not be retrieved because of the optimization techniques that are used to process the queries.

We now proceed to list the GOAL statements to express the given queries. Following each GOAL statement we describe briefly the optimization techniques that will be used to
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process the query.

1. Find the synonyms of the word “table”.

\[
p\text{Compose}(\text{Table~Synset}, \leftarrow (\text{Form~Synset})). \text{Print} (\text{SynsetsList});
\]

This GOAL statement is used to find the paths from the \texttt{Noun~Forms} node corresponding to the word “table” to the word forms of its synonyms. The list of word forms corresponding to each synset is then printed. It uses the variables \texttt{Table~Synset} and \texttt{Form~Synset} instead of the GOAL expressions assigned to the variables.

When executing this query statement, the variables \texttt{Table~Synset} and \texttt{Form~Synset} are replaced by the GOAL expressions they were assigned, and the query is transformed to the following expression.

\[
p\text{Compose}(
    \text{getPathsAggSel(} \text{Noun~Forms.select(String == “table”),}
    \text{Form~Sense, Senses, Sense~Synset, Synsets,}
    \text{Null, Null, Null);}
    \leftarrow (\text{getPathsAggSel(} \text{Forms, Form~Sense, Senses, Sense~Synset, Synsets,}
                 \text{[Sink],}
                 \text{SetPrintString(} \text{Forms.String, SynsetsList),}
                 \text{Null)));
\]
\text{Print} (\text{SynsetsList});
\]

As described in Chapter 4, \texttt{Null} values are used in place of the \texttt{groupByList}, \texttt{aggregateFunction} and the \texttt{selectCondition} when their corresponding operators are not specified. When executing this transformed query, the query processor estimates the number of paths in the two sets of paths generated by the two operands of the \texttt{pCompose} operator. The estimated number of paths retrieved by the \leftarrow (reverse arrow) operator is equal
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to the number of objects retrieved by the operand (see Table 4.2). Since both of the operands use the getPathsAggSel operator, to evaluate the estimated number of paths retrieved by both of the operands, the following formula for the getPathsAggSel operator will be used (see Table 4.2).

\[
est(\text{getPathsAggSel}(N_1, P_1, N_2, P_2, \ldots, P_n, N_{n+1}, \text{GroupList}, \text{Agg_Function}, \text{Sel.Condition})) = \frac{\text{MIN} (\text{est}(N_1), \text{est}(N_{n+1})) \times \text{Get_CONSTANT}}{1 + \text{Agg_CONSTANT} + \text{Sel_CONSTANT}}\]

The values of the constants Get_CONSTANT, Agg_CONSTANT and Sel_CONSTANT will be 100, 10 and zero respectively. The first operand uses a select operation to find the first set of nodes; therefore the value returned by the MIN function will be 1, while the value returned by the MIN function for the second operand will be the minimum of the number of objects in the Forms and the Synsets collections. The number of objects in both the collections is more than 1 (see Table A.1). As a result the pCompose operator will be executed by first finding the set of paths starting from the noun form “table” and then extending the paths using the getPathsStarting() member functions of the second operand. The getPathsStarting() member function retrieves only the paths starting from a given node that are retrieved by the path operator. As a result, instead of finding all the paths retrieved by the expression assigned to the variable Form_Synset, the query processor will find only those connected to the synsets of the given word form.

2. Find all the types of information available for the noun “table”. First, it is necessary to find the different types of Relations arcs starting or ending at the Senses or Synsets nodes connected to the Noun_Forms node corresponding to the word “table”.

```java
pathSet Table_Sense =
    getPaths(Noun_Forms.select(String == "table"), Form_Sense, Senses);
```
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pathSet Table_Synset =
    getPaths(Forms.select(String == "table"),
              Form_Sense, Senses, Synset_Synset, Synsets);
pathSet Table_SenseSynset = union(Table_Sense, Table_Synset);
pCompose(Table_SenseSynset, Relations).
    aggregate([Relations.ClassCode], Exist()).
    Print(Relations.ClassName);

The first three statements are used to find all the paths starting from the Noun_Forms node corresponding to the word “table” that are connected to the Senses and Synsets nodes.

The next statement is used to find the set of paths that link the paths assigned to the Table_SenseSynset variable to the Senses and Synsets nodes with arcs of type Relations. The aggregate operator is used to restrict the traversal to exactly one arc of each type of Relations arc.

The query statement given above is transformed to the query given below.

pComposeAggSel (    union(getPathsAggSel (Forms.select(String == "table"),
                               Form_Sense, Senses,
                               Null, Null, Null),
                        getPathsAggSel (Forms.select(String == "table"),
                                       Form_Sense, Senses, Sense_Synset, Synsets,
                                       Null, Null, Null),
                        Relations, [Relations.ClassCode], Exist(), Null).
    Print(Relations.ClassName);
CHAPTER 5. WORDNET DATABASE

This query is also processed starting from the Noun_Forms nodes corresponding to the word “table” because the first operand of the pComposeAggSel operator is expected to retrieve fewer paths than the second. The aggregate function Exist() is used to restrict the traversal to only one arc of each type of Relations arcs connected to the paths retrieved by the first getPathAggSel operator. Optimization of the pCompose operator and the aggregate operator restricts the number of paths formed. Once one path of one type has been formed, the Exist() function will always return No to the question findMore?. This helps restrict the search. The names of all the Relations arcs in the path are printed.

3. Find the immediate hyponyms of the noun “table”.

pCompose(Table_Synset, Noun_Hyponym, ←(Form_Synset)).
    Print(SynsetsList);

This GOAL statement is used to find the paths from the Noun_Forms nodes for the word “table”, to the Synsets nodes it is connected to, the Synsets nodes of the hyponyms of the synsets and then the Forms nodes of the synsets. The list of hyponyms is then printed.

This query is transformed to the following query expression.

pCompose(
    getPathAggSel(Noun_Forms.select(String == "table"),
        Form_Sense, Senses, Sense_Synset, Synsets,
        Null, Null, Null)),
    Noun_Hyponym,
    ← (getPathAggSel(Forms, Form_Sense, Senses, Sense_Synset, Synsets,
        [Sink]. SetPrintString(Forms.String, SynsetsList),
        NULL))).Print(SynsetsList);
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Again, the query processor finds paths starting from the node corresponding to the word “table”.

4. Recursively find the hyponyms of the words starting from the word “table”.

\[
\text{pathSet All_Hyponyms = allPaths(Synsets, Hyponym, Synsets).}
\]
\[
\text{pCompose(Table_Synset, All_Hyponyms, \leftarrow(Form_Synset)).}
\]
\[
\text{Print(Form_Synset.PrintString);}
\]

The statement given above is used to find the paths that link the Noun_Forms node corresponding to word “table” to the Synsets nodes that it is connected to. These paths are then extended to Synsets nodes that can be reached via Hyponym arcs are further extended to the word forms of the Synsets.

The query is converted to the following query expression.

\[
\text{pCompose(}
\]
\[
\text{getPathsAggSel(Forms.select(String = "table"),}
\text{Form_Sense, Senses, Sense_Synset, Synsets,}
\text{Null, Null, Null)),}
\]
\[
\text{Noun_Hyponym,}
\]
\[
\text{allPaths(Synsets, Noun_Hyponym, Synsets),}
\]
\[
\text{\leftarrow (getPathsAggSel(Forms, Form_Sense, Senses, Sense_Synset, Synsets, [Sink],}
\text{SetPrintString(Forms.String, SynsetsList),}
\text{NULL))).}
\]
\[
\text{Print(SynsetsList);}
\]

This query is also processed starting from the Noun_Forms node corresponding to the noun “table”. The \textit{allPaths} operation used in this query is very expensive. The
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query optimization helps in reducing the number of paths generated by finding only the paths that start from the Synsets nodes connected to the Noun_Forms nodes corresponding to the word “table”.

5. Find the hyponyms of the noun “table” that are at most two levels away from it.

```plaintext
pathSet Two_Hyponyms = allPaths(Synsets, Hyponym, Synsets).
    select(length_LE("2"));
pCompose(Table_Synset, Two_Hyponyms, ~(Form_Synset)).
    Print(Form_Synset.PrintString);
```

The statement is used to find the paths that link the Noun_Forms node corresponding to word “table” to the Synsets nodes that it is connected to. These paths are then extended to Synsets nodes that can be reached via Hyponym arcs of length less than or equal to two. The resulting paths are further extended to the word forms of the Synsets.

The query is converted to the following query expression.

```plaintext
pCompose(
    getPathsAggSel(Forms.select(String == "table"),
        Form_Sense, Senses, Sense_Synset, Synsets,
        Null, Null, length_LE("2"));
    Noun_Hyponym,
    allPaths(Synsets, Noun_Hyponym, Synsets),
    ~(getPathsAggSel(Forms, Form_Sense, Senses, Sense_Synset, Synsets,
        [Sink],
        SetPrintString(Forms.String, SynsetsList),
        NULL))).
    Print(SynsetsList);
```
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The allPaths operator used in this query is a very expensive operator, but the selection condition length.LE("2") is used to restrict the number of paths that will be considered.

6. Find the co-ordinates of the word “table” with respect to the hyponymy relation. These are the words that belong to the synonym sets that are the hyponyms of the hypernyms of the word “table”.

   pCompose(Table_Synset, ←(Noun_Hyponym), Noun_Hyponym, ←(Form_Synset)).
   Print(SynsetsList);

For this query, first the paths to the hypernyms of the given word are found; recall that hypernymy is the inverse relation of hyponymy. The paths are then extended to the hyponyms of the hypernyms and then the corresponding Forms nodes.

This query expression is transformed as follows.

   pCompose(
      getPathsAggSel(Noun_Forms.select(String == "table"),
                     Form_Sense, Senses, Sense_Synset, Synsets,
                     Null, Null, Null),
      ← (Noun_Hyponym), (Noun_Hyponym),
      ← (getPathsAggSel(Forms, Form_Sense, Senses, Sense_Synset, Synsets,
                         [Sink],
                         SetPrintString(Forms.String, SynsetsList),
                         NULL))).
   Print(SynsetsList);

This query is also evaluated starting from the first set of nodes.
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5.3.3 Discussion

All the queries listed above employed query tree transformation to transform the queries into those having the $getPathsAggSel$, $pComposeAggSel$ or $allPathsAggSel$ operators. The number of nodes (or paths) was estimated for the first and the last operands retrieving sets of nodes (or paths). The estimated number of objects expected to be retrieved was used to decide the set that needed to be evaluated first. The paths were then generated by following arcs starting from the selected set until it was not possible or necessary to follow any more arcs. All queries were processed starting from the first set of nodes (or paths).

The processing of query 5 was optimized by using information about the selection condition to reduce the number of nodes that needed to be traversed, while that of query 2 was optimized by using information about the aggregate function to reduce the number of nodes that needed to be traversed.

The statistical estimation optimization technique functions by deciding whether to generate paths starting from the first or the last set of nodes (or paths). This is because we expect that if the paths are generated starting from the (better) selected set, fewer nodes will be traversed (see Section 4.2.3). Since there are only two options for selecting the set, if the optimization is not employed, the query processor will be forced to start generating paths starting from either one of the two sets. The query processor will traverse fewer nodes if the user specifies the query in the same order used by the query processor.

As stated earlier, all the GOAL queries that we have given require fewer node traversals if the paths are generated starting from the first set of nodes (or paths). Therefore, to test the effectiveness of the statistical estimation optimization technique, the query processor was forced to start generating paths starting from the last set of nodes (or paths).

Three types of test runs were conducted on a NeXT workstation using 20 randomly selected words instead of the noun "table". The three types are:

1. Using all the optimization techniques,

2. Not using the meta-information available for the selection condition and the aggregate
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function but using the other optimizations.

3. Not using the statistical estimation optimization technique and forcing the query processor to start traversing paths starting from the last set of nodes (or paths).

The number of nodes traversed during the depth-first-search (see Section 4.2.1) of the information graph when processing a query was noted. The amount of time required to process a query is expected to be proportional to this number. We consider both, the number of nodes and time in the discussion below.

Tables 5.2 and 5.3 show the number of nodes traversed during run1 (Opt) and run2 (Un-opt) for queries 2 and 5 respectively. The number of paths retrieved (Size) for a query are also listed. This number is the same for both the runs. The following observations can be made from Tables 5.2 and 5.3.

- The tables show that the optimization helps reduce the search space for both queries. This is because, as described earlier, the query processor uses information about the aggregate function and the selection condition to reduce the search space when processing queries 2 and 5.

- The optimization gives better performance for query 5 than for query 2. This is because the selection condition (for query 5) is more effective than the aggregate function (for query 2) in trimming the search space for the queries and words used.

It was found that for queries 1, 3, 4 and 6, the first two runs required the same number of node traversals for all words. This is because for these queries the meta-information is not helpful in restricting the search space.

Tables 5.4, 5.5 and 5.6 show the time required to process queries 4, 5 and 6, respectively, during run1 (Opt) and run2 (Un-opt). The time is measured in 1/100ths of a second. The same query for each word was processed 10 times and the average time has been given.

The following observations can be made from Tables 5.4, 5.5 and 5.6.

- The time required to process a query is related to the number of paths retrieved (Size).
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- As the number of paths retrieved by a query increases, the optimization is more effective (see for example, word member in Tables 5.4 and 5.5). This can be attributed to the fact that when optimizing, the query processor examines a path only once to see if it satisfies the selection condition and to aggregate the paths. Whereas, when the optimization is not used, the query processor first retrieves all the paths and then examines each path again to check if it satisfies the selection condition and to aggregate the set.

The time required to process queries 1, 2 and 3 did not differ much between the two runs and the difference between the time required for the optimized and unoptimized runs was less than 0.2 seconds for each word.

Run 3 (see page 88) required more than 2 minutes for each query. Runs 1 and 2 were all completed in less than one minute (except for 70 seconds in one case). Therefore we can conclude that the statistical estimation optimization technique is very effective.

To summarize, runs 1 and 2 showed that the meta-information is very useful for some queries, but may not be used or be less useful when processing other queries. Also, the optimization is more effective in reducing the time required to process a query when a large number of paths are retrieved.

5.3.4 WordNet Command Language

A WordNet command has the following form:

```
wn searchstr [-d] [searchoption...] ...
```

Here, `searchstr` is the word that should be searched for. Zero, one or more search options can be present and are applied in the given order.

- If no search option is specified, WordNet prints a list of valid options. This list depends on the types of links connected to the Senses and Synsets nodes connected to the Forms nodes corresponding to the given string. Query 2 given above finds these links. The valid options can be derived from the links by mapping the links to the options...
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Table 5.2: Number of nodes traversed when processing query 2

<table>
<thead>
<tr>
<th>Word</th>
<th>Size</th>
<th>Opt. (# nodes trav.)</th>
<th>Un-opt. (# nodes trav.)</th>
<th>Diff (Un-opt. - Opt.) (# nodes trav.)</th>
<th>% Improvement (Diff/Opt.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>day</td>
<td>7</td>
<td>17</td>
<td>59</td>
<td>42</td>
<td>247</td>
</tr>
<tr>
<td>town</td>
<td>2</td>
<td>14</td>
<td>21</td>
<td>7</td>
<td>50</td>
</tr>
<tr>
<td>member</td>
<td>17</td>
<td>18</td>
<td>71</td>
<td>53</td>
<td>294</td>
</tr>
<tr>
<td>Thursday</td>
<td>1</td>
<td>7</td>
<td>8</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>force</td>
<td>1</td>
<td>20</td>
<td>56</td>
<td>36</td>
<td>180</td>
</tr>
<tr>
<td>polls</td>
<td>1</td>
<td>7</td>
<td>8</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>student</td>
<td>2</td>
<td>12</td>
<td>36</td>
<td>24</td>
<td>200</td>
</tr>
<tr>
<td>plaza</td>
<td>4</td>
<td>12</td>
<td>16</td>
<td>4</td>
<td>33</td>
</tr>
<tr>
<td>coordinator</td>
<td>1</td>
<td>7</td>
<td>8</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>revenue</td>
<td>1</td>
<td>12</td>
<td>15</td>
<td>3</td>
<td>25</td>
</tr>
<tr>
<td>aid</td>
<td>1</td>
<td>14</td>
<td>33</td>
<td>19</td>
<td>135</td>
</tr>
<tr>
<td>problem</td>
<td>1</td>
<td>11</td>
<td>19</td>
<td>8</td>
<td>72</td>
</tr>
<tr>
<td>volunteer</td>
<td>2</td>
<td>12</td>
<td>18</td>
<td>6</td>
<td>50</td>
</tr>
<tr>
<td>fan</td>
<td>2</td>
<td>14</td>
<td>21</td>
<td>7</td>
<td>56</td>
</tr>
<tr>
<td>Satan</td>
<td>1</td>
<td>7</td>
<td>8</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>contract</td>
<td>3</td>
<td>16</td>
<td>42</td>
<td>26</td>
<td>162</td>
</tr>
<tr>
<td>theater</td>
<td>3</td>
<td>9</td>
<td>26</td>
<td>17</td>
<td>188</td>
</tr>
<tr>
<td>item</td>
<td>1</td>
<td>9</td>
<td>13</td>
<td>4</td>
<td>44</td>
</tr>
<tr>
<td>dinner</td>
<td>1</td>
<td>11</td>
<td>16</td>
<td>5</td>
<td>45</td>
</tr>
<tr>
<td>debt</td>
<td>1</td>
<td>9</td>
<td>15</td>
<td>6</td>
<td>66</td>
</tr>
</tbody>
</table>

Table 5.3: Number of nodes traversed when processing query 5

<table>
<thead>
<tr>
<th>Word</th>
<th>Size</th>
<th>Opt. (# nodes trav.)</th>
<th>Un-opt. (# nodes trav.)</th>
<th>Diff (Un-opt. - Opt.) (# nodes trav.)</th>
<th>% Improvement (Diff/Opt.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>day</td>
<td>43</td>
<td>241</td>
<td>308</td>
<td>67</td>
<td>27</td>
</tr>
<tr>
<td>town</td>
<td>3</td>
<td>21</td>
<td>21</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>member</td>
<td>133</td>
<td>602</td>
<td>1153</td>
<td>551</td>
<td>91</td>
</tr>
<tr>
<td>Thursday</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>force</td>
<td>60</td>
<td>323</td>
<td>370</td>
<td>47</td>
<td>14</td>
</tr>
<tr>
<td>polls</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>student</td>
<td>1</td>
<td>11</td>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>plaza</td>
<td>1</td>
<td>11</td>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>coordinator</td>
<td>1</td>
<td>11</td>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>revenue</td>
<td>31</td>
<td>152</td>
<td>200</td>
<td>48</td>
<td>31</td>
</tr>
<tr>
<td>aid</td>
<td>5</td>
<td>36</td>
<td>36</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>problem</td>
<td>2</td>
<td>17</td>
<td>17</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>volunteer</td>
<td>4</td>
<td>26</td>
<td>27</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>fan</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Satan</td>
<td>23</td>
<td>138</td>
<td>141</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>contract</td>
<td>4</td>
<td>32</td>
<td>32</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>theater</td>
<td>2</td>
<td>20</td>
<td>20</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>item</td>
<td>2</td>
<td>18</td>
<td>18</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>dinner</td>
<td>5</td>
<td>29</td>
<td>30</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>debt</td>
<td>5</td>
<td>29</td>
<td>30</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>
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Table 5.4: Time required for processing query 4

<table>
<thead>
<tr>
<th>Word</th>
<th>Size</th>
<th>Opt. (secs.)</th>
<th>Un-opt. (secs.)</th>
<th>Diff (Un-opt. - Opt.) (secs.)</th>
<th>% Improvement (Diff/Opt.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>day</td>
<td>99</td>
<td>13.00</td>
<td>13.40</td>
<td>0.40</td>
<td>3.1</td>
</tr>
<tr>
<td>town</td>
<td>3</td>
<td>0.60</td>
<td>0.60</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>member</td>
<td>595</td>
<td>68.80</td>
<td>69.80</td>
<td>1.00</td>
<td>1.5</td>
</tr>
<tr>
<td>Thursday</td>
<td>0</td>
<td>0.10</td>
<td>0.10</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>force</td>
<td>77</td>
<td>9.40</td>
<td>9.60</td>
<td>0.20</td>
<td>2.1</td>
</tr>
<tr>
<td>polls</td>
<td>0</td>
<td>0.10</td>
<td>0.10</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>student</td>
<td>41</td>
<td>4.80</td>
<td>5.00</td>
<td>0.20</td>
<td>4.2</td>
</tr>
<tr>
<td>plaza</td>
<td>1</td>
<td>0.40</td>
<td>0.40</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>coordinator</td>
<td>0</td>
<td>0.10</td>
<td>0.10</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>revenue</td>
<td>1</td>
<td>0.40</td>
<td>0.40</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>aid</td>
<td>54</td>
<td>7.70</td>
<td>7.80</td>
<td>0.10</td>
<td>1.3</td>
</tr>
<tr>
<td>problem</td>
<td>5</td>
<td>1.10</td>
<td>1.10</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>volunteer</td>
<td>2</td>
<td>0.40</td>
<td>0.40</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>fan</td>
<td>4</td>
<td>0.80</td>
<td>0.80</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>Satan</td>
<td>0</td>
<td>0.20</td>
<td>0.20</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>contract</td>
<td>23</td>
<td>3.30</td>
<td>3.50</td>
<td>0.20</td>
<td>6.1</td>
</tr>
<tr>
<td>theater</td>
<td>4</td>
<td>1.10</td>
<td>1.10</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>item</td>
<td>2</td>
<td>0.70</td>
<td>0.70</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>dinner</td>
<td>2</td>
<td>0.50</td>
<td>0.60</td>
<td>0.10</td>
<td>20.0</td>
</tr>
<tr>
<td>debt</td>
<td>5</td>
<td>0.70</td>
<td>0.80</td>
<td>0.10</td>
<td>14.3</td>
</tr>
</tbody>
</table>

Table 5.5: Time required for processing query 5

<table>
<thead>
<tr>
<th>Word</th>
<th>Size</th>
<th>Opt. (secs.)</th>
<th>Un-opt. (secs.)</th>
<th>Diff (Un-opt. - Opt.) (secs.)</th>
<th>% Improvement (Diff/Opt.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>day</td>
<td>43</td>
<td>5.00</td>
<td>6.90</td>
<td>1.90</td>
<td>38.0</td>
</tr>
<tr>
<td>town</td>
<td>3</td>
<td>0.40</td>
<td>0.40</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>member</td>
<td>133</td>
<td>12.90</td>
<td>29.50</td>
<td>16.60</td>
<td>128.7</td>
</tr>
<tr>
<td>Thursday</td>
<td>0</td>
<td>0.10</td>
<td>0.10</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>force</td>
<td>60</td>
<td>6.90</td>
<td>8.30</td>
<td>1.40</td>
<td>20.3</td>
</tr>
<tr>
<td>polls</td>
<td>0</td>
<td>0.10</td>
<td>0.10</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>student</td>
<td>32</td>
<td>3.50</td>
<td>4.20</td>
<td>0.70</td>
<td>20.0</td>
</tr>
<tr>
<td>plaza</td>
<td>1</td>
<td>0.20</td>
<td>0.20</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>coordinator</td>
<td>0</td>
<td>0.10</td>
<td>0.10</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>revenue</td>
<td>1</td>
<td>0.20</td>
<td>0.20</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>aid</td>
<td>31</td>
<td>3.20</td>
<td>4.50</td>
<td>1.30</td>
<td>40.6</td>
</tr>
<tr>
<td>problem</td>
<td>5</td>
<td>0.70</td>
<td>0.80</td>
<td>0.10</td>
<td>14.3</td>
</tr>
<tr>
<td>volunteer</td>
<td>2</td>
<td>0.30</td>
<td>0.30</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>fan</td>
<td>4</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>Satan</td>
<td>0</td>
<td>0.10</td>
<td>0.10</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>contract</td>
<td>23</td>
<td>2.90</td>
<td>3.10</td>
<td>0.20</td>
<td>6.9</td>
</tr>
<tr>
<td>theater</td>
<td>4</td>
<td>0.70</td>
<td>0.70</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>item</td>
<td>2</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>dinner</td>
<td>2</td>
<td>0.40</td>
<td>0.40</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>debt</td>
<td>5</td>
<td>0.60</td>
<td>0.60</td>
<td>0.00</td>
<td>0.0</td>
</tr>
</tbody>
</table>
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Table 5.6: Time required for processing query 6

<table>
<thead>
<tr>
<th>Word</th>
<th>Size</th>
<th>Opt. (secs.)</th>
<th>Un-opt. (secs.)</th>
<th>Diff (Un-opt - Opt) (secs.)</th>
<th>% Improvement (Diff/Opt.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>day</td>
<td>95</td>
<td>8.00</td>
<td>8.20</td>
<td>0.20</td>
<td>2.5</td>
</tr>
<tr>
<td>town</td>
<td>19</td>
<td>1.90</td>
<td>2.00</td>
<td>0.10</td>
<td>5.3</td>
</tr>
<tr>
<td>member</td>
<td>31</td>
<td>3.90</td>
<td>4.10</td>
<td>0.20</td>
<td>5.1</td>
</tr>
<tr>
<td>Thursday</td>
<td>7</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>force</td>
<td>70</td>
<td>7.50</td>
<td>7.80</td>
<td>0.30</td>
<td>4.0</td>
</tr>
<tr>
<td>polls</td>
<td>5</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>student</td>
<td>19</td>
<td>2.30</td>
<td>2.40</td>
<td>0.10</td>
<td>4.4</td>
</tr>
<tr>
<td>plaza</td>
<td>25</td>
<td>3.10</td>
<td>3.40</td>
<td>0.30</td>
<td>9.7</td>
</tr>
<tr>
<td>coordinator</td>
<td>2</td>
<td>0.20</td>
<td>0.20</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>revenue</td>
<td>8</td>
<td>1.60</td>
<td>1.70</td>
<td>0.10</td>
<td>6.3</td>
</tr>
<tr>
<td>aid</td>
<td>30</td>
<td>3.80</td>
<td>4.00</td>
<td>0.20</td>
<td>5.3</td>
</tr>
<tr>
<td>problem</td>
<td>9</td>
<td>1.70</td>
<td>1.80</td>
<td>0.10</td>
<td>5.9</td>
</tr>
<tr>
<td>volunteer</td>
<td>31</td>
<td>3.70</td>
<td>3.90</td>
<td>0.20</td>
<td>5.4</td>
</tr>
<tr>
<td>fan</td>
<td>80</td>
<td>7.60</td>
<td>7.90</td>
<td>0.30</td>
<td>4.0</td>
</tr>
<tr>
<td>Satan</td>
<td>11</td>
<td>1.50</td>
<td>1.60</td>
<td>0.10</td>
<td>6.7</td>
</tr>
<tr>
<td>contract</td>
<td>41</td>
<td>4.20</td>
<td>4.30</td>
<td>0.10</td>
<td>2.4</td>
</tr>
<tr>
<td>theater</td>
<td>51</td>
<td>6.60</td>
<td>7.00</td>
<td>0.40</td>
<td>6.1</td>
</tr>
<tr>
<td>item</td>
<td>6</td>
<td>0.90</td>
<td>0.90</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>dinner</td>
<td>32</td>
<td>3.40</td>
<td>3.50</td>
<td>0.10</td>
<td>3.0</td>
</tr>
<tr>
<td>debt</td>
<td>4</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
<td>0.0</td>
</tr>
</tbody>
</table>

which use the links. Hence query 2 can be considered to be equivalent to a WordNet command without search options.

- If the `-a` option is specified in the query, the gloss present in the Synsets nodes is printed together with the words present in the synset. The queries listed above can be reworded to require that the gloss also be included in the result and the GOAL statements can be easily modified to print the gloss.

- If the `-famln`, `-fama`, `-famlv` options are specified, the familiarity and polysemy information for the given word is printed. The familiarity is derived using the polysemy count for the word. Different ranges of polysemy count are assigned different degrees of familiarity with the highly polysemous words being highly familiar and words with low polysemy count having low familiarity.

The following GOAL statement prints the polysemy information for the noun “table”.

```lisp
Noun.Forms.select(name == "table"). Print(polysemy);
```
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- The following options can be expressed by suitably modifying query 3.

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>-hypo</td>
<td>immediate hyponyms of the given noun</td>
</tr>
<tr>
<td>-hypv</td>
<td>immediate hyponyms of the given verb</td>
</tr>
<tr>
<td>-subn</td>
<td>substance meronyms of the given noun</td>
</tr>
<tr>
<td>-partn</td>
<td>part meronyms of the given noun</td>
</tr>
<tr>
<td>-membn</td>
<td>member meronyms of the given noun</td>
</tr>
<tr>
<td>-meron</td>
<td>all meronyms of the given noun</td>
</tr>
<tr>
<td>-sptn</td>
<td>part holonyms of the given noun</td>
</tr>
<tr>
<td>-ssubn</td>
<td>substance holonyms of the given noun</td>
</tr>
<tr>
<td>-smomm</td>
<td>member holonyms of the given noun</td>
</tr>
<tr>
<td>-holn</td>
<td>all holonyms of the given noun</td>
</tr>
<tr>
<td>-entav</td>
<td>entailment relations of the given verb</td>
</tr>
<tr>
<td>-pertn</td>
<td>pertainyms of the given verb</td>
</tr>
<tr>
<td>-antn</td>
<td>antonyms of the given noun</td>
</tr>
<tr>
<td>-antav</td>
<td>antonyms of the given verb</td>
</tr>
</tbody>
</table>

- The following options can be expressed by suitably modifying the GOAL query 4 given above.

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>-tree</td>
<td>recursive hyponym tree of the given noun</td>
</tr>
<tr>
<td>-treev</td>
<td>recursive hyponym tree of the given verb</td>
</tr>
<tr>
<td>-hylen</td>
<td>recursive hypernym tree of the given verb</td>
</tr>
<tr>
<td>-hylerv</td>
<td>recursive hypernym tree of the given verb</td>
</tr>
<tr>
<td>-holn</td>
<td>recursive holonym tree of the given noun</td>
</tr>
</tbody>
</table>

- The -coorn and the -coorv options display the co-ordinate or sister nodes of the given word with respect to the hyponym relation. They print the given word’s immediate hypernym and the hypernym’s immediate hyponyms. Query 6 given in the previous section finds this information.
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5.4 Summary

This chapter described the structure of the WordNet database. Useful queries for the WordNet application were identified and expressed using the GOAL query language. The processing of the queries using the optimization techniques was also described.

It can be observed from the query statements that most of the queries use the getPaths, pCompose, allPaths, select, aggregate and ClassName operators. This shows that the operators that have been chosen for optimization are frequently used. The union, intersect and diff set operators are also useful but not as frequently used. The graph operators (gUnion, gIntersect, gDiff and the two getGraphs operators) and the getAres and getNodes are not used very often.

The list of queries [Bet92] shows that the source and the sink operators are also used frequently for certain applications. Optimization techniques for these operators should be developed. The → operator also is used frequently, but the processing of this operator is closely tied to the processing of its operand.
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Conclusion

In this thesis we proposed the GOAL language (Chapter 3) as an extension to the LEND query language. GOAL can be used to retrieve IR (information retrieval) data stored in an information graph. In Chapter 3 we gave motivations for the query language constructs and examples to illustrate the use of the language.

The following extensions were made to the LEND query language.

1. **Addition of the graph operators**: The graph operators make it possible to use GOAL to describe unconnected graph patterns. For example, it is possible to formulate a query to find pairs of authors belonging to the same organization. This query could not be formulated using the LEND query language if arcs linking authors belonging to the same organization were not part of the information graph.

2. **Addition of the select operator for paths**: The select operator for paths allows us to retrieve paths that satisfy a condition. A function associated with the condition should be defined by the database manager for path objects of the given type (see Section 3.3.1).

3. **Addition of the aggregate operator for nodes and paths**: The aggregate operator allows aggregation of information present in a set of objects having similar characteristics. A function associated with the aggregate function should be defined by the database manager for the objects of the given type (see Section 3.3.1).

4. **Other extensions to make GOAL easier to use such as**:
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- The generalization of the $getPaths$ and the $pCompose$ operations.
- The addition of the ← (reverseArrow) operator.
- The generalization of the $select$ condition.

These extensions have been described in Chapter 3.

The addition of the select and aggregate operator not only increases the expressive power of the language but also helps in the efficient execution of queries because, as described in Chapter 4, optimization methods can be used when processing the queries.

Chapter 4 described the optimization techniques that can be used to process the queries. The optimization techniques focussed on the optimization of the $getPaths$, $pCompose$ and the $allPaths$ operators when they were followed by the $select$ and $/$ or the aggregate operator. The optimization techniques used were: Query Tree Transformations, Statistical Estimation, Use of Meta-Information and Data Representation. In order for the query processor to use meta-information for the objects in the database it was necessary for the database manager to supply additional information when defining the database (see Section 4.2.4).

In Chapter 5 we used the WordNet system and a list of frequently used operations for that system to demonstrate the expressive power of the language and the effectiveness of the optimization techniques.

In Chapter 2 we described other database models and query languages and in Section 3.3 we compared them with the GOAL query model and language.

The following work can be carried out to further explore the area.

- GOAL can be used to retrieve subgraphs from the existing information graph. These retrieved subgraphs cannot be saved for later use. GOAL cannot be used to modify the objects in the database. An extension of GOAL for these functions would be very useful.

- In this thesis we explored some optimization techniques for efficient implementation of the queries. This area can be further explored to get better performance using the
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techniques described in Section 4.3.

- It would be interesting to experiment using the query language with more databases. The results of the experiments can be used to find bottlenecks in the system. We expect the query language to be used in two modes: first, to query the database online and second, by embedding GOAL queries in a program that uses the database. The first approach supports ad-hoc queries for the database. Experiments using this approach will test the robustness of the system.

If the second approach is used, we expect that GOAL could be a high level development language to access the database, deriving benefit from the optimization techniques used in GOAL. Such queries will require fast response time because they will be executed whenever the application is run. In that case, a compiler might be needed to supplement the current interpreter.

- GOAL being a command language may be difficult to use for novice users. An interesting project would be to build a graphical user interface on top of GOAL that would make it easy to use. The work with the GOOD model and GraphLog described in Section 2.3 are some other approaches of this type.
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Appendix A

Statistics for the WordNet Database

Table A.1: Number of Nodes in the WordNet Database

<table>
<thead>
<tr>
<th>Category</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Noun Word Forms</td>
<td>57586</td>
</tr>
<tr>
<td>Number of Adjective Word Forms</td>
<td>14873</td>
</tr>
<tr>
<td>Number of Verb Word Forms</td>
<td>11340</td>
</tr>
<tr>
<td><strong>Total Number of Word Forms</strong></td>
<td>83799</td>
</tr>
<tr>
<td>Number of Noun Word Senses</td>
<td>63384</td>
</tr>
<tr>
<td>Number of Adjective Word Senses</td>
<td>15922</td>
</tr>
<tr>
<td>Number of Verb Word Senses</td>
<td>28956</td>
</tr>
<tr>
<td><strong>Total Number of Word Senses</strong></td>
<td>108262</td>
</tr>
<tr>
<td>Number of Noun Synsets</td>
<td>41263</td>
</tr>
<tr>
<td>Number of Adjective Synsets</td>
<td>10741</td>
</tr>
<tr>
<td>Number of Verb Synsets</td>
<td>6925</td>
</tr>
<tr>
<td><strong>Total Number of Synsets</strong></td>
<td>58929</td>
</tr>
<tr>
<td>Number of Verb Frames</td>
<td>34</td>
</tr>
</tbody>
</table>

Table A.2: Number of Relations between Forms, Senses, Synsets and Frames nodes in the WordNet Database

<table>
<thead>
<tr>
<th>Category</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Noun Word Form to Noun Word Sense Links</td>
<td>71575</td>
</tr>
<tr>
<td>Number of Noun Word Form to Noun Synset Links</td>
<td>71575</td>
</tr>
<tr>
<td>Number of Adjective Word Form to Adjective Word Sense Links</td>
<td>21009</td>
</tr>
<tr>
<td>Number of Adjective Word Sense to Adjective Synset Links</td>
<td>21009</td>
</tr>
<tr>
<td>Number of Verb Word Form to Verb Word Sense Links</td>
<td>18285</td>
</tr>
<tr>
<td>Number of Verb Word Sense to Verb Synset Links</td>
<td>18285</td>
</tr>
<tr>
<td>Number of Verb Synsets to Verb Frames Links</td>
<td>11547</td>
</tr>
<tr>
<td>Number of Verb Word Senses to Verb Frames Links</td>
<td>11678</td>
</tr>
</tbody>
</table>
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Table A.3: Number of Relations between Noun nodes in the WordNet Database

<table>
<thead>
<tr>
<th>Relations Between Noun Synsets</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Hyponymy and Hypernymy relations</td>
<td>41706</td>
</tr>
<tr>
<td>Number of Member Meronymy and Holonymy relations</td>
<td>6144</td>
</tr>
<tr>
<td>Number of Part Meronymy and Holonymy relations</td>
<td>4022</td>
</tr>
<tr>
<td>Number of Substance Meronymy and Holonymy relations</td>
<td>112</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relations Between Noun Words</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Antonymy relations</td>
<td>1272</td>
</tr>
</tbody>
</table>

Table A.4: Number of Relations between Adjective nodes in the WordNet Database

<table>
<thead>
<tr>
<th>Relations Between Adjective Synsets</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Antonym relations</td>
<td>5</td>
</tr>
<tr>
<td>Number of Pertains relations</td>
<td>98</td>
</tr>
<tr>
<td>Number of See Also relations</td>
<td>2913</td>
</tr>
<tr>
<td>Number of Similar To relations</td>
<td>14215</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relations Between Adjective Words</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Antonymy relations</td>
<td>2403</td>
</tr>
</tbody>
</table>

Table A.5: Number of Relations Between Verb nodes in the WordNet Database

<table>
<thead>
<tr>
<th>Relations Between Verb Synsets</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Cause relations</td>
<td>159</td>
</tr>
<tr>
<td>Number of Entailment relations</td>
<td>402</td>
</tr>
<tr>
<td>Number of Hyponymy relations</td>
<td>6522</td>
</tr>
<tr>
<td>Number of See Also relations</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relations Between Verb words</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Antonymy relations</td>
<td>850</td>
</tr>
<tr>
<td>Number of See Also relations</td>
<td>855</td>
</tr>
</tbody>
</table>

Table A.6: Number of Relations between Adjective and Noun nodes in the WordNet Database

<table>
<thead>
<tr>
<th>Relations Between Adjective Synsets and Noun Synsets</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Pertains To relations</td>
<td>1296</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relations Between Adjective Words and Noun Words</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Pertains To relations</td>
<td>1</td>
</tr>
</tbody>
</table>
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