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We describe an optical image processing system with regenerative feedback that utilizes a cavity with a phase-conjugate mirror. The system's characteristics and limitations are discussed, and its application to the implementation of iterative recovery algorithms (e.g., Gerchberg algorithm) is considered and demonstrated experimentally.

I. Introduction

Some of the most powerful techniques that are used to solve signal recovery and restoration problems as well as accomplishment recognition and selection tasks make use of iterative algorithms. Several coherent, incoherent, and hybrid optical processors with feedback have been considered for implementing these algorithms optically. Many successful applications of these devices have been demonstrated in, e.g., inverse filtering, contrast control, edge enhancement, and analog computation.

An optical implementation of iterative algorithms requires feedback and gain. Performances of passive, conventional feedback systems are limited by cavity losses and by the accumulation of phase error during each round trip. Several methods have been used to achieve optical gain. They include stimulated emission amplification and two-wave mixing in photorefractive materials. The problem of phase-error accumulation however, remains formidable, especially in devices with positive feedback that operate close to the threshold for self-oscillation.

Here we consider the alleviation of some of these problems by using a phase-conjugate mirror (PCM) in an optical feedback loop. Several feedback architectures that make use of a PCM have been proposed, e.g., for implementing a Wiener filter and providing for iterations in an optical associative memory. In principle, a PCM with gain can compensate for cavity losses and restore the phase of the wave front after each pair of round trips. It thus provides a regenerative feedback without accumulating phase errors. There is a drawback, however. The phase-healing property of the PCM, although necessary to avoid error accumulation, limits the class of operation that can be implemented in a PCM cavity. Our aim is to define these limitations and assess their consequences by means of examples.

In Section II we briefly review some general features of an optical feedback system. In Section III we describe the properties and limitations of a Fabry-Perot cavity with one PCM and stress the differences between such a cavity and a conventional passive feedback cavity. In Section IV the implementation of a restoration algorithm by using a PCM cavity is demonstrated. Some experimental results are shown and discussed in Section V.

II. Positive versus Negative Feedback

Both positive and negative feedbacks have been found to be useful in image processing. When estimating the differences between positive and negative feedback, it is easiest to discuss an idealized example of image restoration. Let us assume that a signal $E$ is spoiled by an optical system that is represented by an operator $S$ and that the spoiled data $E$ are used as an input to an optical feedback system containing a forward operator $S_f$ and a feedback operator $S_b$. The relationships between $E$, $E$, and output $E$ of the feedback system are

$$E = S_f E,$$

$$E = S_f E + aS_b E,$$

where $a$ is the feedback parameter.

We further assume (without justification at this stage) that these operators commute and that their...
eigenfunctions $\phi_i$ form a basis for a class of functions that includes $E_i$, $E_P$, and output $E_o$ of the feedback system. The validity of this assumption is discussed in Section III. We then have

$$E_i = \sum_n \epsilon_{in} \phi_n, \quad j = s, i, or a,$$

$$\dot{S}_b \phi_n = \lambda_n \phi_n, \quad l = s, f, or b.$$  \hspace{1cm} (4)

After substitution into Eqs. (1) and (2), we find that the relationship between the input and output coefficients is

$$\epsilon_{in} = \lambda_s \epsilon_{in} = \lambda_s \lambda_m \epsilon_{in},$$

where the eigenvalues $\lambda_n$ of the closed-loop system are given by

$$\lambda_n = \frac{\lambda_s}{1 - a \lambda_s \lambda_m}.$$  \hspace{1cm} (6)

We examine Eqs. (5) and (6) and see that there are two possible ways of recovering $E_i$ from $E_i$ (i.e., $\epsilon_{in} = \epsilon_{in}$). The first way uses a feedback system where $S_f = S_b = S_i$ (thus $\lambda_{in} = \lambda_{in} = \lambda_n$), a negative feedback parameter ($\alpha < 0$), and a large gain ($|\alpha| >> 1$). Under these conditions, Eq. (6) reduces to approximately

$$\lambda_n \sim (\alpha \lambda_m)^{-1}.$$  \hspace{1cm} (7)

As is well known, one of the advantages of negative feedback is that it tends to reduce noise and cumulative errors. The large gain that is required, however, may lead to difficult stability problems.

Recovery can also be achieved with positive feedback ($\alpha > 0$) if a complementary operator is used in the feedback loop: $S_f = I - S_i$, while $S_b = I$ ($I$ is an identity operator). If the gain is close to unity ($\alpha \sim 1$), Eq. (6) becomes

$$\lambda_n = (1 - \alpha(1 - \lambda_m))^{-1} \sim \lambda_m^{-1}.$$  \hspace{1cm} (8)

Note that with positive feedback the gain must nearly compensate for the losses of the system. In other words, the system must be close to threshold. This may also cause some stability problems since a positive feedback system near threshold is sensitive to external perturbations.

In a conventional cavity with laser gain, the feedback parameter depends on the oscillation frequency and on the cavity length. For the cavity to be stable, it is sufficient that the feedback be negative at the frequency that experiences the maximum gain and that the net gain be smaller than that at the frequency, closest to maximum, for which positive feedback occurs.

The situation is quite different for a PCM cavity in which the gain is provided by degenerate four-wave mixing in a photorefractive medium. As is shown in Section III, the feedback parameter at the pump frequency does not depend on the cavity length. If the net gain is $< 1$, it is, in principle, possible to vary the phase of the feedback parameter by varying the phase of the pumps locally. With the most common geometry, however, the pumps have uniform phases over the entire PCM and, consequently, the feedback parameter is real and positive. Furthermore, with a gain larger than unity, the feedback is always positive and the cavity is unstable, thus preventing the implementation of negative feedback processing schemes.

There is actually another class of problems in which positive feedback is preferred. This class includes problems of selection and recognition. Here, instead of equalizing the eigenvalues, as is required for recovery, one needs to enhance the differences between eigenvalues until, for example, the preferred eigenfunction is unambiguously recognized. Such a selection could be achieved with positive feedback.

III. Cavity with One PCM: Operator Theory

A. Steady-State Field Equations

A Fabry–Perot cavity with one conventional mirror and a PCM is shown in Fig. 1. Input $E'_i$ is from the left, and output $E_o$ is the field transmitted by the cavity. The transmittance and the reflectance of the input mirror, which may include two-dimensional masks or filters, are represented by the operators $\mathcal{F}$ and $\mathcal{R}$, respectively. The PCM, which is assumed to be ideal, is represented by a reflectivity operator $\hat{\mu}$.

$$\hat{\mu}_i = r_{PCM} \hat{\rho}_i = |r_{PCM}| \exp(i \psi_{PCM}) \hat{\rho}_i, \quad i = 1, 2.$$  \hspace{1cm} (9)

In this expression, $r_{PCM}$ is the steady-state complex amplitude reflectance of the PCM at the location $i = 1$ or 2, and $\psi_{PCM}$ is the phase term that is introduced by the PCM. The operator $\hat{\rho}_i$ denotes a phase-conjugation operator. The phase $\psi_{PCM}$ depends on the phase-conjugation mechanism. For example, in degenerate four-wave mixing with a photorefractive material (e.g., BaTiO$_3$), the phase of the PCM reflectivity, under the no-absorption approximation and assuming a real coupling constant, is simply given by the

![Fig. 1. Schematic diagram of a cavity with a PCM. The transmittance and reflectance of the mirror are represented by the operators $\mathcal{F}$ and $\mathcal{R}$, and the reflectivity of the PCM is characterized by the operators $\hat{\mu}$. The operators $\hat{\rho}_i$ describe the transfer of the optical field from the input mirror to the PCM and back along the primary and the secondary paths, respectively.](image-url)
sum of the phases of the pump beams

\[ \psi_{\text{PCM}} = \phi_1 + \phi_2. \]

(10)

We now derive an expression for the steady-state output of the cavity shown in Fig. 1. It is assumed that the field propagates in the cavity along two separate paths. The primary path contains the counter-propagating fields \( E_1 \) and \( E_2 \). The secondary path contains fields \( E_3 \) and \( E_4 \). These fields are defined at the entrance plane of the PCM.

Note that field \( E_1 \) results from the summation of field contributions that have been phase conjugated an even number of times, while field \( E_3 \) is the sum of contributions that have experienced an odd number of phase conjugations. As is discussed in Subsection III.B, the purpose of the two distinct paths is to allow for the spatial separation of these two fields.

The field transformations from the entrance mirror \( M \) to the PCM and back along the primary and secondary paths are described by the four linear operators \( Y_i^+ = Y_{i1} + Y_{i2} \), \( i = 1, 2 \). These operators may include, e.g., free-space propagation, Fourier transformations, spatial masks, and spatial frequency filters.

The steady-state fields satisfy the following boundary conditions:

\[
E_1 = E_1 + \hat{\mathcal{S}}^1 \hat{\mathcal{S}}^{1*} E', \quad (11a)
\]

\[
E_2 = \hat{\mu}_s E', \quad (11b)
\]

\[
E_3 = \hat{\mu}_s \hat{\mathcal{S}}^{1*} \hat{\mathcal{S}}^{1*} E', \quad (11c)
\]

\[
E_4 = \hat{\mu}_s E_3. \quad (11d)
\]

where \( E' \) is related to the input field \( E'_i \), which is defined at input mirror \( M \) by

\[ E' = \hat{\mathcal{S}} \hat{\mathcal{S}}^{1*} E_i. \]

(12)

After substituting into Eqs. (11), we obtain the following field equations for \( E_1 \) and \( E_2 \):

\[
E_1 = E_1 + \hat{\mathcal{S}}^1 \hat{\mathcal{S}}^{1*} \hat{\mu}_s \hat{\mathcal{S}}^{1*} E', \quad (13a)
\]

\[
E_3 = \hat{\mathcal{S}}^{1*} \hat{\mu}_s E_1. \quad (13b)
\]

If the output is taken as the field \( E_1 \) that is transmitted by the PCM at location 1, that is,

\[ E_1 = \tau E', \quad (14) \]

where \( \tau \) is the PCM transmittance, we find the steady-state output expression

\[
E_1 = \tau E_1 + \hat{\mathcal{S}}^1 \hat{\mathcal{S}}^{1*} \hat{\mu}_s \hat{\mathcal{S}}^{1*} E', \quad \tau = \frac{\tau}{\hat{\mathcal{S}}^1 \hat{\mathcal{S}}^{1*} \hat{\mu}_s \hat{\mathcal{S}}^{1*}}.
\]

(15)

where the operator \( \hat{\mathcal{S}} \) is recognized as the feedback-loop operator, which consists of a double round trip in the cavity, and the feedback parameter \( \beta \) is defined as

\[ \beta = |r|^2 r_{\text{PCM}}^* r_{\text{PCM}} = |r|^2 |r_{\text{PCM}}| |r_{\text{PCM}}| \exp(i\psi). \]

(16)

Figure 2 shows a conventional block diagram of the feedback system that is described by Eq. (15).

If the input mirror \( M \) is a conventional semitransparent mirror with transmission and reflection coefficients \( t \) and \( r \), respectively, Eq. (15) takes the simpler form

\[ E_1 = \tau E_1 + \beta E_1. \]

(17)

The phase \( \psi \) of the feedback parameter is given by

\[ \psi = -\psi_{\text{PCM1}} + \psi_{\text{PCM2}}, \]

where \( \psi_{\text{PCM1}} \) and \( \psi_{\text{PCM2}} \) are the phases of PCM reflectance at location 1 (primary path) and location 2 (secondary path), respectively. This offers the possibility of controlling the phase of the feedback parameter through the phase of the pump beams at locations 1 and 2.

B. Characteristics and Limitations

In this section we point out three unique characteristics of the PCM cavity of Fig. 1 and discuss their consequences.

1. Double-Path Feedback Loop

The feedback-loop operator in Eq. (15) includes two round trips in the cavity. In the PCM cavity of Fig. 1, where the two paths are spatially separated, the output that is given by Eq. (14) includes only the field contributions that have been phase conjugated an even number of times. If the two paths overlap, the output must be taken as the superposition of fields \( E_1 \) and \( E_3 \). In general, these two fields interfere, and the output is not a simple function of the input.

An example is shown in Fig. 3. If the lens is one focal length away from the input mirror and from the PCM, the transfer operators are given by

\[ \hat{\mathcal{S}}^{1*} = \exp[ikL^{1*}] \hat{\mathcal{S}}, \]

(18)

where \( \hat{\mathcal{S}} \) is a Fourier-transform operator and \( L^{1*} \) is the cavity optical length for the forward (backward) path. After substitution from Eq. (18) into Eq. (13), using an input mirror with transmittance and reflectance \( t \) and \( r \), respectively, and using the fact that the operator \( \hat{\mathcal{S}} \) is nothing but an inversion of coordinates, we find the cavity fields

\[ E_1(x, y) = E_1(x, y) + \beta E_1(x, y), \]

(19a)

\[ E_3(x, y) = \tau_{\text{PCM}} \exp[ikL] E_3(-x, -y), \]

(19b)

Fig. 2. Block diagram of the feedback cavity with the PCM shown in Fig. 1.
Fig. 3. Common path geometry of the Fabry-Perot cavity with a PCM. The output of the cavity is \( E_0 = \tau (E_1 + E_3) \), and \( E_1 \) is proportional to the input while \( E_3 \) is proportional to the phase conjugate of the inverted input.

\[ L = L^+ + L^- \] is the round-trip optical path length of the cavity and \( \beta \) is as given by Eq. (16).

The output of the cavity is thus the sum of the cavity fields \( E_1 \) and \( E_3 \):

\[
E_{0}(x, y) = \tau E_{1}(x, y) + E_{3}(x, y) \\
= \frac{\tau}{1 - \beta} E_{1}(x, y) + \frac{\tau r_{pCM} \exp(i k L)}{1 - \beta^*} E_{1}^{*}(-x, -y).
\]

(20)

It is seen that the output is a superposition of a field that is proportional to the input \( E_1 \) and a field that is proportional to the phase conjugate of a coordinate inverted input.

Note that this particularity of a PCM cavity output has been found to be useful for obtaining self-referencing and inverting interferometers.\(^2\) It can also be used to produce holograms or to perform multiple transforms simultaneously. In image processing, however, this superposition of several fields at the output is in general not wanted. One way to avoid this problem is to provide for two distinct and spatially separated paths in the cavity, as was assumed to be the case in Subsection III.A (Fig. 1). Another way is to use an input that occupies only one quadrant of the input field and to synthesize a symmetrical cavity input that satisfies \( E_{i}(x, y) = E_{i}^{*}(-x, -y) \).

2. Feedback Parameter

The second important characteristic of the PCM cavity is that the phase of the feedback parameter is determined by the phase difference of the PCM reflectance at two different locations [Eq. (17)], unlike that of a conventional cavity, which depends only on the cavity length.

In principle, it is possible to control the phase of the feedback parameter by controlling the phases of the pump beams at locations 1 and 2 (Fig. 1). In practice, however, it may not be easy to maintain this phase difference constant for long periods of time.

One possible geometry, which may make it easier to control the phase of the PCM reflectance independently for the two paths, is that of an unfolded cavity that uses two PCM’s, as shown in Fig. 4. The steady-state output of this cavity is again given by Eq. (17). The only difference is that in the expression of the feedback parameter the beam-splitter transmittance replaces the input mirror reflectance \( r \).

If the two interaction regions in the single-PCM cavity share the same pump, which is the most common experimental situation, the feedback parameter is real positive since, in this case, \( r_{pCM1} = r_{pCM2} \) once a steady state is reached. The cavity then always provides a positive feedback.

3. Phase Cancellation

The third characteristic of the PCM cavity that we discuss is a direct consequence of the phase-healing property of the PCM. As was already mentioned, this property is necessary to avoid phase-error accumulation in the cavity, but it restricts the kinds of operation that the system can perform.

For example, any phase-filtering operation will be canceled. To show this, let us assume that the transfer operators in both paths represent complex spatial-filtering operations, that is,

\[
\mathcal{S}_{i}(x, y) = \exp[\imath k \mathcal{L}_{i}(x, y)] \\
\mathcal{S}_{i}^{*} = \mathcal{S}_{i}^{*}(x, y),
\]

(21)

where \( \mathcal{L}_{i}^{(+)(-)} \) is the forward (backward) optical path length along path \( i \) and \( \mathcal{S}_{i} \) is an operator that represents the transmission of the field through a filter with a complex amplitude transmittance \( \ell_{i} \). Below we define the operator \( \mathcal{S}_{i}^{*} \) as representing the transmission through a filter with the complex conjugate transmittance \( \ell_{i}^{*} \).

After substitution from Eq. (21) into Eq. (9), using the following relationships:

\[
\hat{\mathcal{S}}_{i}^{*} \hat{\mathcal{S}}_{i} = \hat{\mathcal{P}}_{i} \mathcal{S}_{i}^{*} \mathcal{S}_{i},
\]

(22a)

\[
\mathcal{S}_{i}^{*} \mathcal{S}_{i} = \hat{\mathcal{P}}_{i}^{*} \mathcal{S}_{i} \mathcal{S}_{i}^{*},
\]

(22b)

\[
\hat{\mathcal{P}}_{i} = \hat{\mathcal{P}}_{i}^{*} = \mathcal{I}
\]

(22c)

\[
\mathcal{S}_{i}^{*} \mathcal{S}_{i} = \mathcal{I}
\]

(22d)

we obtain the steady-state output of the cavity,

\[
E_{0} = \tau E_{1} + \beta \hat{\mathcal{P}}_{i} \hat{\mathcal{S}}_{i} \hat{\mathcal{S}}_{i}^{*} \hat{\mathcal{S}}_{i} \hat{\mathcal{S}}_{i}^{*} \hat{\mathcal{S}}_{i}^{*} \hat{\mathcal{S}}_{i}^{*} E_{0}.
\]

(23)

where \( \hat{\mathcal{F}}^{-1} \) is the inverse Fourier-transform operator.
As defined, $S$ and $S_2$ obviously commute and have a common set of eigenfunctions $\{\phi_i\}$ with complex eigenvalues $\lambda_i$, $i = 1, 2$:

$$\tilde{S}^*S\phi_i = \lambda_i \phi_i; \quad i = 1, 2. \tag{24}$$

Assuming again that the eigenfunctions $\{\phi_i\}$ form a basis for $E_i$ and $E_o$, we can expand these fields as

$$E_{\text{int}} = \sum_s e_{sa} \phi_a. \tag{25}$$

After substituting from Eq. (25) into Eq. (23) and comparing the coefficients of $\phi_a$, we obtain the relationship between the input and output coefficients:

$$e_a = \frac{1}{1 - \beta |\lambda_a|^2} \gamma e_a. \tag{26}$$

Clearly only the magnitude square of the eigenvalues of the filter operators $S$ and $S_2$ enter this transfer relationship. If they were phase-only filters, their effects would be perfectly canceled after each round-trip pair.

It is interesting to contrast this result with some general conditions that the operators must satisfy to allow an expansion of the input and output in terms of their eigenfunctions, something that has been assumed so far, without justification, to be valid.

Indeed, for the operator analysis to be valid, the eigenfunctions of the operators must be orthogonal and form a complete set. Furthermore, to be able to process more or less arbitrary inputs, the mode structure of the cavity must be rich enough to represent arbitrary spatially band-limited field-amplitude distributions. One way of ensuring this in a conventional resonator is to require that the operators be self-adjoint Hilbert–Schmidt operators. This means that the transfer functions that are associated with these operators are Hermitian or, equivalently, that their point-spread functions (PSF’s) are real. The PCM cavity, because of its phase-cancellation property, will automatically produce closed-loop PSF’s that are real. It therefore seems that, to the extent their point-spread functions (PSF’s) are real.

The mth estimate of $f(x, y)$ is obtained by adding the part of the spectrum that extends beyond the domain $B$ to the $(m - 1)$th estimate, according to the recursive relation

$$g^{(m)}(x, y) = \tilde{T}_D g(x, y) + \tilde{\mathcal{S}} \{ f(x, y), \quad \forall (x, y) \in D \}
= \tilde{T}_D g(x, y) + \tilde{\mathcal{S}} \{ f(x, y), \quad \forall (x, y) \in B \}.$$

The Gerchberg algorithm is to recover a function $f(x, y)$, which is defined in the spatial domain $D$ from band-limited data $g(x, y)$, the spatial spectrum of which vanishes outside the spatial frequency domain $B$.

We define the spatial and spatial frequency truncation operator $\tilde{T}_D$ and $\tilde{T}_D$ such that

$$\tilde{T}_D f(x, y) = \begin{cases} f(x, y), & \forall (x, y) \in D \\ 0, & \text{otherwise} \end{cases} \tag{28a}$$

$$\tilde{T}_D \tilde{f} \eta, \eta) = \begin{cases} f(\xi, \eta) = \tilde{\mathcal{S}} f(x, y), & \forall (\xi, \eta) \in B \\ 0, & \text{otherwise} \end{cases} \tag{28b}$$

A comparison of Eq. (29) with Eq. (15) shows that this algorithm can be implemented with a PCM cavity with a round-trip operator:

$$\tilde{\mathcal{S}} = \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}_D \tilde{T}.
into Eq. (29) and obtain the recurrence formula for the expansion coefficients of the $m$th Gerchberg estimate:

$$e_{n}^{(m)} = \frac{1}{\lambda_n} e_{n+1}^{(m)}.$$  (34)

Before discussing the optical system that can be used to implement Eq. (29), two short remarks are in order.

The first is that in an optical implementation of the algorithm that is described by Eq. (29), it will not be possible to terminate the process after a prescribed number of iterations. In that sense, the feedback algorithm that is implemented in a cavity with a PCM is not, strictly speaking, iterative. When the number of iterations is large,

$$e_{n}^{(m)}(m \to \infty) \to \frac{1}{\lambda_n} e_{n+1}^{(m)},$$  (35)

which indicates that the final estimate is similar to the output of an inverse filter.

The second remark concerns the expansion in series of eigenfunctions. A special case, corresponding to simple rectangle functions for the truncation operators, has been extensively studied. In this case, the eigenfunctions are the prolate spheroidal wave functions. Even in this simple case, however, the eigenfunctions are tedious to calculate. The main advantage in trying to implement these algorithms optically is that the eigenfunctions need not be calculated or even known. With the appropriate operators in the cavity, the eigenfunctions will automatically be the cavity eigenmodes.

B. Optical Implementation

The optical system that is considered for implementing Eq. (29) is shown in Fig. 5. It is similar to the setup of Marks and Smith. The input data $g(x, y)$ is placed in the front focal plane of lens $L_2$. The input mirror of the cavity, which is placed in the back focal plane of $L_2$, has transparent openings that represent the spatial frequency truncation operator $T_B$. The transmittance and reflectance operators of that mirror are thus given by

$$\hat{T} = \hat{T}_B, \quad \hat{R} = \hat{R}(1 - \hat{T}_B).$$  (36)

The output field equation is found to be

$$E_o = \alpha E_i + \beta \hat{T}_D \hat{R} \hat{I} \hat{R} \hat{T}_B \hat{R} \hat{E}_o,$$  (37)

where

$$E_i = \hat{T}_D \hat{R} \hat{T}_B \hat{R} \hat{E}_o(x, y),$$  (38)

and $\beta = |r|^2 r_{PCM}^* r_{PCM}$ as before.

If the relationships of Eqs. (22) are used together with the fact that $\hat{T}_D, \hat{T}_B$, and $(I - \hat{T}_B)$ are projection operators that satisfy $\hat{P}^2 \phi = \hat{P} \phi$ and $\hat{P} \hat{c} = \hat{c} \hat{P}$, Eq. (37) takes the form

$$E_o = \alpha E_i + \beta \hat{T}_D \hat{R} \hat{I} \hat{R} \hat{T}_B \hat{R} \hat{E}_o,$$  (39)

which is equivalent to Eq. (29) if we let $g^{(m)}(m \to \infty) \to E_o$.

After substitution from the expansions of Eq. (25) into Eq. (39), we find

$$e_{n}^{(m)} = \frac{1}{\lambda_n} e_{n+1}^{(m)}$$

for the expansion coefficients of the output.

The output of the cavity approaches that of an inverse filter if the feedback parameter $\beta$ approaches one. Thus positive feedback is needed and the cavity must be close to threshold, as expected.

V. Experimental Results

A. Experimental Setup

For the experiment, a line input was used in the setup of Fig. 6. The input mirror had a transparent slit in it,
representing a low-pass filter \( \hat{T}_p \). Another slit that was adjusted to the size of the data was used inside the cavity to represent the truncation \( \hat{T}_p \). Since both the primary and the secondary paths pass through the slit, the secondary path contains an additional operator \( \hat{T}_p \). This contrasts with Fig. 5, where only the primary path contains \( \hat{T}_p \).

Since both the primary and the secondary paths pass through the slit, the secondary path contains an additional operator \( \hat{T}_p \). This contrasts with Fig. 5, where only the primary path contains \( \hat{T}_p \).

Since the opening that represents the truncation operator \( \hat{T} \) is symmetrical, we have \( F \hat{T}^{-1} \hat{F} = (1 - \lambda_2^2) \). The output \( E \) can be written as

\[
E = \hat{E} + \beta (\hat{T}_p \hat{\mathcal{F}} \hat{\mathcal{F}}^{-1} - \hat{\mathcal{F}}^{-1} \hat{T}_p \hat{\mathcal{F}}) \hat{E}_0,
\]

and the coefficients of its expansion are

\[
e_a = \frac{1}{1 - \beta(1 - \lambda_2^2) \tau_a}.
\]

Since the PCM cavity commonly provides positive feedback, we have

\[
e_a = \frac{1}{\lambda(2 - \lambda_2) \tau_a} \quad (\beta \to 1).
\]

It is interesting to note that the contributions of the eigenfunctions that are represented by large eigenvalues \( \lambda_2 \) are approximately the same as in an inverse filter, while the contributions of small eigenvalues \( \lambda_2 \ll 1 \) are attenuated by a factor of 2, compared with their contributions in an inverse filter. This could be interpreted as some kind of regularization.

B. Experimental Results

The PCM in the setup of Fig. 6 is an externally pumped single crystal of BaTiO_3 (5 mm x 5 mm x 6 mm) in a degenerate four-wave mixing configuration. The laser was single-mode Ar^+ operating at 514 nm. The angles between the pump beam and signal beam with the crystal normal were 47.5° and 15.8°, respectively (outside the crystal, which was in air). Polarization was extraordinary for all the beams. The pump beams had powers of the order of 26 \( \mu \)W for \( P_1 \) and 14 \( \mu \)W for \( P_2 \). The pump-beam diameters were \( \sim 1 \) mm in the crystal. The signal beam was of the order of 20 nW. With these parameters, a PCM reflectivity of the order of 1.7 was achieved. In the experiments, the reflectivity was adjusted to bring the cavity close to, but not above, threshold. This condition, of course, depends on the losses that are introduced by various intracavity elements.

Lenses \( L_1 \) and \( L_2 \) have 16-cm focal lengths, providing a 1:1 imaging of the data onto a truncation slit that is 0.11 mm wide. The slit in the input mirror acts as a low-pass filter with a cutoff frequency of \( \sim 7.4 \) lines/mm. The truncation slit was reimaged onto the PCM with additional lenses.

The main reason for using a line input is to provide for two well-separated paths in the cavity while using a small interaction region in the crystal.

Input and restored output were photographed at the same location (output port 2 in Fig. 6) with the aid of a pellicle beam splitter (PBS). Output port 1 was used to observe the extrapolated spectrum on mirror M.

Figure 7 shows some results for an input that consists of two sharp points. Both input and output data were recorded on the same film with about the same density and were processed simultaneously, ensuring that both data were recorded with the same contrast. Figure 7 shows an improvement of visibility of the two peaks by a factor of \( \sim 30\% \) (from a value of \( \sim 0.6 \) in the input to a value of \( \sim 0.8 \) in the output).

Figure 8 shows a trace through the extrapolated spectrum, which for a two-peak object should resemble a cosine function. Figure 8 shows that the parts of the extrapolated spectrum that are near the edges of the slit in the mirror are lost. This is because these edges are soft, thus providing little feedback in these regions of the mirror. Also, as expected, the extrapolation becomes increasingly noisy as one extends farther toward higher spatial frequencies.

C. Discussion

In analyzing the results of the previous section, one must keep in mind that the restoration algorithm that was discussed in Section III has severe fundamental limitations and that its implementation with an analog optical device such as that discussed in Section IV raises serious technical challenges.

The fundamental limitations come from the ill-posed nature of the problem. In trying to solve such problems with analog devices, one must face the fact that noise is unavoidable. While it is generally agreed that superresolution and analytic continuation are feasible with noise-free data, the extent to which it is feasible in the presence of noise is debatable. Some
It was also observed that when the two paths (primary and secondary) share the same interaction region in the photorefractive crystal, a competition takes place. The beam in the primary path is usually much stronger than that in the secondary path, which contains the extrapolated data. Inherently, the weaker beam thus has a higher reflectivity. In the presence of the stronger beam, however, the reflectivity of the weaker one was observed to drop sizably. This drop of gain for the secondary path indirectly limits the amount of extrapolation achievable.

VI. Conclusion

We have discussed critically the possibility of using a phase-conjugate mirror in an optical feedback system or cavity to implement iterative image processing algorithms. For such applications, one needs gain to overcome the cavity losses and phase healing to avoid the accumulation of aberrations and phase errors.

PCM cavities generally provide positive feedback. Negative feedback with a gain greater than one seems to be prohibited by the very nature of the PCM. The phase-healing property of a PCM was found to limit the class of algorithms that can be implemented with such devices. Many iterative recovery algorithms, however, are not affected by these limitations. More importantly, because many recovery problems are ill-posed and data are necessarily noisy, the chances of successfully solving these problems with analog devices should be weighted carefully. Some experiments were performed and their results seem to indicate that recovery by using Gerchberg-type algorithms is feasible optically but in a limited range only and for a class of objects that consists of a few pixels only. These limitations are to be expected from the nature of the problem.

Parts of this paper were presented at the 1990 OSA Annual Meeting in Boston. We thank the reviewers for their constructive comments.
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