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A visibility-dependent depth of focus is developed for incoherent sinusoidal sources. This analysis is based on a derived relationship between the visibility and the optical transfer function (OTF). The formalism developed is general for any aperture topology and arbitrary orientation of sinusoidal sources. To illustrate the application of the method the cases of an annular aperture and a Gaussian aperture are analyzed. It is found that as the level of defect of defocus increases, the maximum visibility for which a particular spatial frequency can be resolved decreases.

I. Introduction

The often cited criterion for depth-of-focus is expressed solely in terms of the f-number of the lens and the wavelength of the light. Perceived image quality can generally be expected to depend not only on these parameters but also on the spectral content of the object. Assuming that the optical designer knows in advance the highest frequency to be resolved on the image with a minimum allowed visibility, a more precise criterion can be formulated.

The performance of an incoherent imaging system can be specified in terms of its optical transfer function (OTF). Hopkins and O'Neill have previously discussed the frequency response of defocused optical systems and the transfer function of annular apertures, respectively. The OTF approach was used by Kavathekar et al. to derive the irradiance distribution in the diffraction images of truncated, one-dimensional periodic objects with triangular waveform by using incoherent objects and annular diffracting apertures. Tschunko has also studied the imaging performance of the annular apertures. One significant observation made in this investigation is that a higher percentage of the energy is concentrated in the central lobe in the case of annular apertures relative to that observed in the case of circular apertures. Pieper et al. have analyzed a resolution-dependent depth of focus for periodic impulses in an incoherent imaging system. In that investigation the Rayleigh criterion was employed as a test for resolution. However, the Rayleigh criterion is not valid when the concept is extended to objects such as sinusoidal inputs. Various response properties of a sine wave input have been examined. Coltman has examined the out-of-focus imaging properties of sine wave inputs and he concludes that there can be a severe degradation of contrast even at moderate line spacing. Not much emphasis, however, has been placed on using visibility as an important criterion for evaluating the depth of focus.

Here we develop a general formalism for evaluating a visibility-dependent depth of focus with an arbitrary aperture topology and with an arbitrary orientation of sinusoidal sources in an incoherent system. It is shown that the visibility and OTF, evaluated along a particular direction in the Fourier plane, are directly proportional. The deterioration of the highest spatial frequency, with a deviation from focus under conditions of constant visibility, is obtained. Although the analysis is applicable to apertures with noncircular symmetry, here we deal only with Gaussian and annular topologies. The case of Gaussian aperture is shown to be analytically tractable, while the analysis applied to annular apertures is based on an exact formalism for calculating the OTF for annular apertures under defocused conditions.

In Section II a general description of the concepts motivating the analysis is presented. In Section III the relationship between the OTF and visibility is
obtained. Two specific cases involving Gaussian and annular aperture transmittances are analyzed and the results are presented in Section IV. Section V presents conclusions. In Appendix A, the relation between the OTF and a line transfer function is derived. In Appendix B, a numerical example illustrating the application of the formalism is presented. In Appendix C we have prepared, for reader convenience, a partial list of symbols used in this paper.

II. Background

A. General Description

In Fig. 1 the response for two point impulses is shown, and according to the Rayleigh criterion they can be resolved if

\[ l \geq W, \]

where \( W \) is the full width at half-maximum (FWHM) intensity of the incoherent impulse response and \( l \) is the center-to-center spacing. Technically the Rayleigh criterion is only defined for impulse-type objects. Nonetheless, a brief examination shows that the Rayleigh criterion cannot be extended to sinusoidal objects. It is apparent from Fig. 2(a) that objects having the sinusoidal variation shown are at the threshold of the Rayleigh criterion. Therefore the criterion will fail if a small amount of dc is introduced, as illustrated by Fig. 2(b). Hence an alternative resolution criterion should be employed.

The coherent impulse response \( h_0(u, v) \) for an arbitrary aperture \( P(x, y) \) (see Ref. 5) is given by (see Fig. 3)

\[ h_0(u, v) = \left[ h_0(x, y) \exp \left[ -\frac{j k}{2F} (x^2 + y^2) \right] P(x, y) \right] \ast h_0(x, y), \tag{2a} \]

where \( \ast \) denotes spatial convolution, which is defined as

\[ r \ast s = \int_\infty \int_\infty r(x, y) s(u \!-\! x, v \!-\! y) dx dy, \tag{2b} \]

and where the lens shown in Fig. 3 has focal length \( F \). The free-space propagation impulse responses are given as

\[ h_0(x, y) = c_1 \exp \left[ \frac{j k}{2d} (x^2 + y^2) \right], \tag{3a} \]

\[ h_1(x, y) = c_2 \exp \left[ \frac{j k}{2d} (x^2 + y^2) \right], \tag{3b} \]

where \( k = 2\pi/\lambda \) is the propagation constant in free space and \( c_1 \) and \( c_2 \) are complex constants. After defining the out-of-focus defect \( \epsilon \) as

\[ \epsilon = \frac{1}{F} - \frac{1}{d} - \frac{1}{d'}, \tag{3c} \]

and excluding the nonessential complex constants, the coherent impulse response in Eq. (2a) can be explicitly expressed as

\[ h_0(u, v) = \exp \left[ -\frac{j k}{2F} (u^2 + v^2) \right] \mathscr{F}_\nu \left[ \exp \left[ -\frac{j k}{2} \epsilon (x^2 + y^2) \right] P(x, y) \right], \tag{4} \]

where the two-dimensional Fourier-transform operator \( \mathscr{F}_\nu \) is defined as

\[ \mathscr{F}_\nu \{ t(x, y) \} = \int \int t(x, y) \exp \left[ -j 2\pi (f_x x + f_y y) \right] dx dy = T(f_x, f_y), \tag{5} \]

and where the spatial frequencies are required to follow the substitution rules \( f'_x = u/\lambda d' \) and \( f'_y = v/\lambda d' \). The incoherent impulse response is obtained from the magnitude squared of the coherent impulse response\(^6\)

\[ h_1(u, v) = |h_0(u, v)|^2. \tag{6} \]

As a result, the complex exponential factor preceding the Fourier transform in Eq. (4) can be dropped. The specification of actual physical parameters can be obviated by introducing a scale transformation in the aperture plane,

\[ x' = x/\beta, \tag{7a} \]

\[ y' = y/\beta, \tag{7b} \]

a scaled defocus defect

\[ \beta = \beta \sqrt{\frac{R_x}{\pi}}, \tag{7c} \]

a scale transformation in the image plane [Fig. 4(b)],

\[ \alpha = k w \beta/\pi d', \tag{7d} \]

\[ \omega = k w \beta/\pi d', \tag{7e} \]

and finally a normalized aperture transmittance,

\[ p(x', y') = p(R_x x', R_y y') = P(x, y). \tag{7f} \]
In Eqs. (7), \( R \) is an arbitrary scale dimension. As demonstrated in the examples, \( R \) can be specified once an aperture topology is chosen.

After some algebra, the coherent impulse response Eq. (4) can be written in terms of \( \alpha \) and \( \omega \), and the result is represented compactly as

\[
\hat{h}_c(\alpha, \omega) = \frac{A(P)}{A(p)} s \left[ \exp \left[ -j \frac{\pi}{2} \beta(x^2 + y^2) \right] p(x', y') \right]_{z=\alpha, \omega=\omega_0},
\]

(8a)

where \( A(p) \) is the normalized integrated aperture transmittance, which is defined as

\[
A(p) = \frac{A(P)}{\alpha^2},
\]

(8b)

and where the integrated aperture transmittance \( A(P) \) is defined as

\[
A(P) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(x, y) \, dx \, dy.
\]

(8c)

It follows from Eqs. (7f) and (8b) that \( A(p) \) can also be expressed as

\[
A(p) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p(x', y') \, dx' \, dy'.
\]

(8d)

It can be easily demonstrated that for the in-focus conditions, i.e., \( \beta = 0 \), Eq. (8a) satisfies the normalization condition \( \hat{h}_c(0, 0)/A(P) = 1.0 \). The \( \cdot \) sign in Eq. (8a) over \( \hat{h}_c \) and in the rest of the paper indicates that the corresponding functions are expressed in terms of scaled variables \( \alpha \) and \( \omega \). Below we extend this convention to cover frequency responses written in terms of functions of scaled frequencies. From Eq. (6), the scaled incoherent impulse response is defined as

\[
\hat{h}_i(\alpha, \omega) = |\hat{h}_i(\alpha, \omega)|^2.
\]

(9)

It is worth noting that all the responses and transfer functions discussed herein depend on the deviation from focus. This dependence on \( \epsilon \) or equivalently \( \beta \), although not explicitly shown, will play an important role in extracting the depth-of-focus information discussed later in the text.

Equation (6) defines the incoherent impulse response. The corresponding expression for the OTF is

\[
\text{OTF} = \mathcal{F}(f_x, f_y) / \mathcal{F}(0, 0).
\]

(10a)

where \( \mathcal{F} \), the incoherent transfer function, is defined as

\[
\mathcal{F}(f_x, f_y) = \mathcal{F}[h_i(u, v)],
\]

(10b)

where \( f_x \) and \( f_y \) are spatial frequencies defined in the \( uv \) plane. We use Eqs. (6) and (10b) and the autocorrelation theorem to express Eq. (10a) as

\[
\text{OTF}(f_x, f_y) = \int_{-\infty}^{\infty} H(f_x, f_y) \, df_x \, df_y,
\]

(10c)

where \( \otimes \) denotes the correlation function as

\[
r \otimes s = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} r(x, y) s^*(x - u, y - v) \, dx \, dy;
\]

(10d)

\[
H(f_x, f_y) = \mathcal{F}[h_c(u, v)]
\]

(10e)

is the coherent transfer function.
The scaled version of the frequency analysis starts from the definition of the scaled coherent transfer function

\[ \hat{H}(f, f') = \mathcal{F}_a[h(\alpha, \omega)]. \]  

(11a)

After reference to Eqs. (6b), (7d), and (7e) it follows that Eq. (10e) can be expressed as

\[ H(f, f') = \left( \frac{\pi d'}{k \sigma} \right) \hat{H}(f, f'), \]

(11b)

where

\[ f_s = \frac{\pi d'}{k \sigma} f', \]  

(12a)

\[ f_s = \frac{\pi d'}{k \sigma} f'. \]  

(12b)

define the scaled spatial frequencies. The direct substitution of Eq. (11b) into Eq. (10c) leads to the result that

\[ \text{OTF}(f, f') = \frac{\hat{\mathcal{F}}(f, f')}{\hat{\mathcal{F}}(0, 0)}. \]

(13)

where

\[ \hat{\mathcal{F}}(f, f') = \hat{H}(f, f') \otimes \hat{H}(f, f'). \]  

(14)

In the next section the relationship between the scaled line response and the line transfer function are developed.

B. Scaled Line Response and Line Transfer Function

Consider an idealized line source making an angle \( \theta \) with the \( u \) axis and aligned with the \( \tilde{u} \) axis, as shown in Fig. 4(a). The line response\(^{19} \) is defined as

\[ q^s(u, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(u - u', v - v') \delta(u' \cos \theta - u' \sin \theta) du' dv'. \]

(15)

Although Eq. (15) is expressed in terms of general coordinates \( u \) and \( v \), it will be shown that it is possible to characterize the line response completely in terms of the variable \( \tilde{v} \) measured perpendicular to the source. This is illustrated in Fig. 4(a). The first step is to perform a transformation of variables on Eq. (15). The space coordinates \( u \) and \( v \) are related to the rotation coordinates \( \tilde{u} \) and \( \tilde{v} \) [see Fig. 4(a)] as follows:

\[ u = \tilde{u} \cos \theta - \tilde{v} \sin \theta, \]

(16a)

\[ v = \tilde{u} \sin \theta + \tilde{v} \cos \theta. \]

(16b)

In the text a tilde is used to denote a rotated variable.

Substituting Eq. (16) and the corresponding primed equations into Eq. (15) and integrating over \( \tilde{v} \) lead to

\[ q^s(\theta) = \int_{-\infty}^{\infty} h(g \cos \theta - \tilde{v} \sin \theta, g \sin \theta + \tilde{v} \cos \theta) dg, \]

(17)

where a dummy variable \( g \) has been substituted for \( (\tilde{u} - \tilde{u}') \) in Eq. (17). Equation (17) can be written in terms of rotated scaled variables, which are shown in Fig. 4(b). After reference to Eq. (9) and the transformation rules in Eqs. (7d) and (7e), Eq. (17) can be written as

\[ q^s(\tilde{\alpha}) = \frac{\pi d'}{k \sigma} \int_{-\infty}^{\infty} h(\alpha \cos \theta - \tilde{\alpha} \sin \theta, \alpha \sin \theta + \tilde{\alpha} \cos \theta) d\tilde{\alpha}, \]

(18)

where the integration path in Eq. (18) is parallel to the line source shown in Fig. 4(b).

The line transfer function \( Q^s(f) \) associated with the line response is obtained from a one-dimensional

---

Fig. 4. (a) Relationship between spatial coordinates \( u \) and \( v \) and rotated spatial coordinates \( \tilde{u}, \tilde{v} \); the line source is oriented along the \( \tilde{u} \) axis and at an angle \( \theta \) with the \( u \) axis. (b) Relationship between scaled spatial coordinates \( \alpha \) and \( \omega \) and rotated scaled spatial coordinates \( \tilde{\alpha} \) and \( \tilde{\omega} \).
Fourier transform relationship,\(^{16}\) which is defined as

\[
Q'(f) = \int_{-\infty}^{\infty} q'(\omega) \exp(-j2\pi f \omega) d\omega.
\]  
(19a)

An equivalent scaled expression for the line transfer function [Eq. (19a)], after reference to Figs. 4(a) and (4b) and Eq. (7d), is given by

\[
\hat{Q}'(f_n) = \left(\frac{\pi d'}{k d} \right) \mathcal{F}\{q'(\omega)\},
\]  
(19b)

or, more compactly, is represented as

\[
\hat{Q}'(f_n) = \left(\frac{\pi d'}{k d} \right) \mathcal{F}\{q'(\omega)\},
\]  
(19c)

where the scaled frequency \(f_n\) is given by

\[
f_n = \frac{\pi d'}{k d} f.
\]  
(19d)

A comparison of Eq. (12) with Eq. (19d) shows that \(f_n\) is equivalent to the scaled spatial frequency associated with the \(\omega\) axis shown in Fig. 4(b). In order to illustrate the physical significance of Eq. (19d), we consider, as an example, a circular aperture system characterized by a radius \(R\). If we take \(R = R_0\) then

\[
f_n = \frac{k R}{2d'} = \frac{2R}{d'} = 2f,
\]  
(20)

where \(f_s\) is the conventional frequency normalization factor used in the analysis of the frequency response of an optical system with circular apertures.\(^{11}\) For circular aperture systems described in terms of frequencies normalized by \(f_s\), the peak normalized frequency with nonzero values of the OTF is two. It follows from Eqs. (19d) and (20) that with the normalization factor employed herein \((2f_s)\), the peak value of \(f_n\) generating nonzero values of the circular aperture's OTF will be 1. Section III describes a resolution criterion that is adopted for sinusoidal sources.

### III. Criterion for Resolution for Sinusoidal Sources

In Section II it was shown that the Rayleigh criterion would not apply to sinusoidal sources. Therefore an alternate image evaluation criterion that can guarantee satisfactory resolution is needed. The resolution criterion to be applied depends on the minimum contrast that can be perceived under defocused conditions. Contrast is usually quantified in terms of the visibility \(V\), which is defined as\(^{11}\)

\[
V = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}},
\]  
(21)

where \(I_{\text{max}}\) and \(I_{\text{min}}\) are the maximum and minimum intensities within an image. Definition (21) can be applied to either source or image intensities. It is confirmed by inspection of Eq. (21) that, in the image plane, geometrical magnification will not affect visibility. As a consequence of the above observation the visibility of the ideal geometrical image, taken as our input, will be compared with the visibility of the diffraction-limited output image.

For an input having an intensity with a sinusoidal variation along the \(v\) axis [Fig. 4(a)], the input intensity can be defined as

\[
I_n = I_0[1 + m \cos(2\pi f_n v)],
\]  
(22)

where \(I_0\) is the average input intensity, \(m\) is the input signal visibility, and \(f_n\) is the input spatial frequency of the sinusoidal variation. In Appendix A it is shown that if the only nontrivial spatial frequency is \(f_n\) then, according to Eq. (A4), the correct line response angle is zero. Since the variation of the input signal is along the \(v\) axis it is necessary to use \(\theta = 0\) to obtain the correct line transfer function. In order to lighten the notation the superscript 0 is dropped in the case \(\theta = 0\).

For an input defined by Eq. (22), the output is given as

\[
I_{\text{out}} = I_0(Q(0) + m |Q(f_n)| \cos(2\pi f_n v + \text{Arg}[Q(f_n)])),
\]  
(23)

where

\[
Q(f_n) = |Q(f_n)| \exp[-j \text{Arg}[Q(f_n)]],
\]  
(24)

and \(\text{Arg}[\cdot]\) stands for the argument of. From Eq. (23) the maximum and minimum output intensities are given by

\[
I_{\text{max}} = |Q(0)| + m |Q(f_n)|, \quad I_{\text{min}} = |Q(0)| - m |Q(f_n)|,
\]  
(25a)

and therefore, from Eqs. (21), (25a), and (25b), the output visibility is given as

\[
V = m \frac{|Q(f_n)|}{|Q(0)|}.
\]  
(26a)

These steps can be generalized easily for any arbitrary angle \(\theta\) by repeating the analysis in terms of \(u\) and \(v\), starting from the generalized form of Eq. (23) \[i.e., v \rightarrow v\] and \(Q(f_n) \rightarrow Q'(f_n)\]. This leads to

\[
V = m \frac{|Q'(f_n)|}{|Q'(0)|},
\]  
(26b)

The corresponding version, which is written in terms of the normalized frequency, that follows from Eq. (19) is

\[
V = m \frac{|\hat{Q}'(f_n)|}{|\hat{Q}'(0)|},
\]  
(26c)

where \(\hat{Q}'\) is defined by Eq. (19b). This shows explicitly the relation of the output visibility to the line transfer function for sinusoidal inputs. As shown in Appendix A, the line transfer function is directly proportional to...
the OTF, which is evaluated along a specific direction in the Fourier plane. After combining the result of Eq. (A6) with Eq. (26c) it follows that

\[ V = m_{\text{OTF}}(-f_x, \cos \theta, f_y, \sin \theta). \]  

(26d)

Therefore the dependence of the visibility on the frequency of the input signal can be determined from any of the forms provided in Eqs. (26).

In the next section we show how the visibility is related to the spatial frequencies and defocus parameter \( \beta \) in the case of Gaussian and annular apertures. The development of these two cases reflect somewhat different, but equivalent, approaches leading to depth-of-focus curves. In the Gaussian aperture case, the visibility is obtained from Eq. (26c). In the annular aperture case, direct use is made of the visibility's relation to the OTF [Eq. (26d)]. As demonstrated by all forms of Eqs. (26) the numerical results generated after assuming \( m = 1.0 \) can be applied to any arbitrary input visibility \( m < 1.0 \) through the visibility scaling rule \( V \rightarrow VM \).

IV. Specific Aperture Topologies

In this section we consider the pupil functions that are radially symmetric. For each case of pupil function considered, a relationship between the scaled spatial frequency \( f_s \), the defocus defect \( \beta \), and the visibility \( \nu \) is obtained.

A. Gaussian Aperture

The Gaussian aperture transmittance profile [see Fig. 5(a)] is represented as

\[ P(x, y) = \exp \left( \frac{-r^2}{\mathcal{R}^2} \right). \]  

(27)

If we take the normalizing dimension to be \( \mathcal{R} = R \), the scaled function is expressed as

\[ p(x', y') = \exp(-r'^2). \]  

(28)

We also note that

\[ A(p) = 2\pi \int_{-\infty}^{\infty} \exp(-r'^2) r' \, dr' = \pi. \]  

(29)

From Eqs. (8) and (9) or Ref. 5, the incoherent impulse response is found to be

\[ h_x(a, \omega) = \frac{\pi^2 f^4}{\left[ 1 + \left( \frac{\pi}{\beta^2} \right)^2 \right]} \exp \left[ -2\pi^2 (\alpha^2 + \omega^2) / F(\beta) \right]. \]  

(30)

where \( F(\beta) \) is given by

\[ F(\beta) = 4 + (\pi \beta^2)^2. \]  

(31)

Because of the circular symmetry in the impulse response [Eq. (30)], the line response [Eq. (17b)] can be evaluated along any direction in the \( \alpha-\omega \) plane and the result has to be independent of the particular direction chosen. For convenience we choose the line in Fig. 4(b) that corresponds to \( \theta = 0 \) in Eq. (18). The line response then becomes

\[ q(\omega) = 2\sqrt{2\pi} d'_2 \beta^2 \frac{\exp \left[ -f_s^2 F(\beta) \right]}{k^2 F(\beta)} \exp \left[ -f_s^2 \frac{F(\beta)}{2} \right]. \]  

(32)

The corresponding line transfer function, from Eqs. (19b) and (32), is therefore

\[ Q(f_s) = \frac{2\pi d'_2 \beta^2}{k^2} \exp \left[ -f_s^2 \frac{F(\beta)}{2} \right]. \]  

(33)

From the above, the visibility is obtained, according to Eq. (26c), as

\[ V = m \left( \frac{Q(f_s)}{Q(0)} \right) \left[ m \exp \left( -f_s^2 \frac{F(\beta)}{2} \right) \right]. \]  

(34)

We solve Eq. (34) for \( f_s \) and obtain

\[ f_s = \left( \frac{\ln \frac{m}{V}}{2 \left[ 1 + \left( \frac{\pi}{2} \beta^2 \right)^2 \right]} \right)^{1/2}. \]  

(35)

This is a closed-form expression that directly relates the output visibility, the input visibility, and the defocus parameter to the normalized frequency. The normalized frequency is plotted as a function of the defocus parameter \( \beta \) for various visibility ratios \( V/m \) (see Fig. 6). In our calculations the input visibility \( m \) is taken as unity. The following interpretation can be
made from the curves. The maximum spatial frequency that meets the criterion of fixed output visibility decreases as the optical system moves away from focus.

In Appendix B a numerical example, using Fig. 6, is presented to illustrate the use of such curves in calculating the depth of focus.

B. Annular Aperture

A generalized pupil function for circular apertures, which incorporates the effect of defocus, is defined as

$$P_r = P_s f_{s} f_{a} \exp[-j2\pi \beta(f_{s}^2 + f_{a}^2)],$$

(36a)

where

$$P_s f_{s} f_{a} = \text{circ} \left[ \left( f_{s}^2 + f_{a}^2 \right)^{1/2} \right];$$

(36b)

$$\hat{d} = \frac{a}{\mathcal{R}}$$

(36c)

is the circular aperture radius that is scaled by the factor $\mathcal{R}$. These equations are obtained from those in Ref. 7 after letting $(r, q) \rightarrow (2f_{s}, 2f_{a})$. For annular apertures [see Fig. 5(b)], the generalized pupil function is defined as

$$\mathcal{P} = \mathcal{P}_s - \mathcal{P}_a$$

(37)

where the mathematical form for $\mathcal{P}_s$ is that given in Eqs. (36) after letting $a \rightarrow b$. By applying the autocorrelation operation and using Eq. (14) in Eq. (37), we obtain, after normalization, the OTF:

$$\text{OTF} = \frac{1}{\pi(a^2 - b^2)} [\mathcal{P}_s \otimes \mathcal{P}_s + \mathcal{P}_s \otimes \mathcal{P}_a - 2 \text{Re}(\mathcal{P}_s \otimes \mathcal{P}_a)],$$

(38)

where $\text{Re}(\cdot)$ stands for the real part of. In the calculation of Eq. (38) it is appropriate to take $\mathcal{R} = a$, as in Eq. (36c), so that, as discussed at the end of Section II, the maximum spatial frequency for non-zero OTF becomes unity.

As seen in Section III, the visibility is related to the OTF. For annular apertures with different obscuration ratios (the obscuration ratio is defined as the ratio of the inner radius to the outer radius, i.e., $b/a$), an exact relationship for the OTF has been derived. The approach adopted there was to evaluate the cross correlation, without approximation, of two different circular apertures in the context of a two-pupil interactive system. A block of data that numerically defines the OTF for various defocus parameters as a function of spatial frequency was generated by Eq. (38). For an example, see Fig. 7. The defocus parameter $W$ is related to the defocus defect $\beta$ as $W = \pi \beta^2$. Results given in Ref. 7 pertaining to an obscuration ratio of 0.5 are reproduced in Fig. 7 for reference. Note that the results in Ref. 7 follow the more conventional frequency normalization scheme and therefore are expressed in terms of spatial frequencies which are normalized to a maximum value of two. As previously explained, for the examples presented in this investigation the maximum spatial frequency is taken to be unity.

Since the OTF is related to the visibility, once a particular visibility value has been chosen the corresponding normalized spatial frequency can be obtained by a linear interpolation of the spatial frequency versus the OTF curve. In this way a new set of
curves that relates visibility to the spatial frequency for various defocus values can be generated. Three plots corresponding to an input visibility of one (i.e., m = 1) and obscuration ratios of 0.0 [Fig. 8(a)], 0.5 [Fig. 8(b)], and 0.9 [Fig. 8(c)], respectively, have been generated. The conclusions drawn from these curves are similar to those of the Gaussian case. A particular spatial frequency can be resolved at higher visibility only under smaller defocus conditions. Also, it is seen from Fig. 8(c) that as the obscuration ratio increases the depth of focus increases.\textsuperscript{13} This is indicated by the flat region in the figure. However, its apparent that much lower spatial frequencies are represented in Fig. 8(c) with respect to those shown in Figs. 8(a) and 8(b). This is a direct consequence of the relationship between the output visibility and the associated normalized frequency. Under conditions of fixed normalized frequency the visibility would deteriorate as the obscuration factor of the annulus increases. If the visibility values are fixed, as in the comparison of Figs. 8(a), 8(b), and 8(c), then the associated normalized frequency will decrease with an increase in the obscuration factor. Although the results\textsuperscript{5} for annular apertures, which are based on the Rayleigh criterion.
for impulse type sources, also demonstrate an extended depth-of-focus feature, none of the effects associated with deterioration in contrast is evident.

VI. Conclusions
Here we have outlined a visibility-based criterion for evaluating the depth of focus for sinusoidal sources. Furthermore, it has been found that visibility is directly proportional to the defocused OTF that is evaluated along a specific direction in the spatial frequency plane. In the case of Gaussian and annular pupil functions, the spatial frequency is plotted as a function of the defocus defect parameter \( \beta \) for various visibility values. The case involving Gaussian pupils is shown to be analytically tractable, while that dealing with an annular pupil is analyzed by using an exact formalism for evaluating the OTF. It has been found that as the amount of defocus increases the maximum spatial frequency that meets the visibility requirement is lowered.

Several extensions of this research are currently under investigation. First, the analysis presented here can be extended to arbitrary periodic inputs, since any input can be expressed as a weighted sum of its sinusoidal components. Second, as mentioned in Section I, the Rayleigh criterion has also been applied to produce depth-of-focus curves. For the examples taken, the results that are based on the visibility criterion provided a more conservative estimate of the depth of focus. One possible extension of this work would be to perform a depth-of-focus comparison on objects for which both criteria apply.

Appendix A
In this appendix we derive, in terms of unscaled variables, a relationship between the OTF and the line transfer function. It is also shown that this result can be extended to the scaled variable OTF that is introduced in the formalism. From Eqs. (17) and (19) we find that the frequency response can be expressed as

\[
Q(f) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(x, y) \exp(-j2\pi f(x \cos \theta - y \sin \theta)) \, dx \, dy.
\]

(A1)

After allowing \( g \rightarrow \bar{u} \) in Eq. (16), Eq. (A1) can be rewritten as

\[
Q(f) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(u, v) \exp(-j2\pi f(v \cos \theta - u \sin \theta)) \, du \, dv.
\]

(A2)

Therefore, according to definition (10b),

\[
Q(f) = P(f, f),
\]

(A3)

where the spatial frequencies must satisfy the conditions

\[
f_x = -f \sin \theta,
\]

(A4a)

\[
f_x = f \cos \theta.
\]

(A4b)

Equation (A3) provides a means of calculating the line transfer function for an arbitrary angle of line source. With reference to Fig. 4(a) and Eq. (A4), we conclude that for a line source making an angle \( \theta \) with the \( u \) axis, Eq. (A3) specifies the frequency response along an axis normal to the line source. This observation is consistent with the dependence of the line response [Eq. (17)] on the coordinate measured along the axis that is normal to the line source. By using Eq. (A3), Eq. (10a) becomes

\[
OTF(-f \sin \theta, f \cos \theta) = \frac{Q(f)}{Q(0)}.
\]

(A5)

Equation (A5) thus relates the OTF with the line transfer function for any arbitrary angle \( \theta \). In terms of \( f_x \) [Eq. (19d)], the scaled OTF can be written as

\[
OTF(-f \sin \theta, f_x \cos \theta) = \frac{Q(f_x)}{Q(0)},
\]

(A6)

where \( Q(f_x) \) is evaluated from Eq. (19b).

Appendix B
In this appendix an application of the depth-of-focus curves is presented. The curves pertaining to the Gaussian aperture transmittance (Fig. 6) are used as reference. The relevant parameters that are chosen are as follows:

\[
F = 10 \text{ cm}, \quad d = 20 \text{ cm}, \quad \lambda = 0.6 \times 10^{-4} \text{ cm}, \quad \mathcal{R} = 4.0 \text{ cm}.
\]

From Eq. (20a), we have

\[
f_x = \frac{\lambda}{2R} f_x.
\]

(B1)

Now let us assume that the depth of focus is small enough so that \( d' = d \) (where \( d \) satisfies the in-focus condition \( 1/d + 1/d' = 1/F \)).

By evaluating any curve in Fig. 6 at the value of the normalized spatial frequency indicated by Eq. (B1), we can find the corresponding defect parameter \( \beta \) for the associated visibility. The defocus defect \( \epsilon \) can then be related, with Eq. (7c), to the defocus defect parameter \( \beta \):

\[
\epsilon = \left[ \frac{\beta \lambda}{2R} \right]^{1/2}.
\]

(B2)

Also it is seen from Eq. (3c) that the out-of-focus defect can be written as

\[
\epsilon = \frac{d_F - d'}{d_F d'} = \frac{d''}{d_F} = \frac{d'}{d_F^2}.
\]

(B3)

The combination of Eqs. (B2) and (B3) leads to an
Table I. Maximum Deviation Δd' for Various Visibilities

<table>
<thead>
<tr>
<th>Spatial Frequency (× 1000 cycles/mm)</th>
<th>Visibility V</th>
<th>Defocus Parameter β</th>
<th>Maximum Defocus Δd' (in λ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.75</td>
<td>1.24</td>
<td>19.22</td>
</tr>
<tr>
<td>0.50</td>
<td>1.45</td>
<td>26.28</td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>1.60</td>
<td>32.00</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>1.79</td>
<td>40.05</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>0.75</td>
<td>6.85</td>
<td></td>
</tr>
<tr>
<td>0.60</td>
<td>0.95</td>
<td>11.28</td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>1.10</td>
<td>15.13</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>1.23</td>
<td>18.91</td>
<td></td>
</tr>
</tbody>
</table>

expression for the maximum deviation from focus:

$$\Delta d' = \frac{2dF^2}{R} \frac{\lambda}{2}$$

From the relation shown in Eq. (B4), and from β as taken from Fig. 6, the maximum deviation from focus that one can tolerate can be calculated. In Table I the maximum deviation Δd' that is associated with the spatial frequencies of 150 and 300 cycles/mm, respectively, are listed for various visibilities. From Table I we see that the depth of focus is of the order of a few wavelengths. This result validates the assumption made at the beginning that d' ≈ dF. Furthermore, it is apparent from the table that as the minimum visibility increases the maximum deviation from focus decreases.

The classical depth-of-focus expression depends only on the f-number, i.e., F/(2R), and the wavelength. Under the approximate condition dF' ≈ F' expression (B4) exhibits, for a fixed normalized defocus defect, the correct dependencies on both the f-number and the wavelength.

Appendix C: List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>q, Q</td>
<td>Line response, Line transfer function</td>
</tr>
<tr>
<td>u, v</td>
<td>Spatial coordinates in the two-dimensional image plane</td>
</tr>
<tr>
<td>α, ω</td>
<td>Scaled spatial coordinates in the two-dimensional image plane</td>
</tr>
<tr>
<td>f, F</td>
<td>Spatial frequency for the line transfer function</td>
</tr>
<tr>
<td>f_s, f_o</td>
<td>Scaled spatial frequencies in the two-dimensional image plane</td>
</tr>
</tbody>
</table>
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