Equilibrium budding and vesiculation in the curvature model of fluid lipid vesicles
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According to a model introduced by Helfrich [Z. Naturforsch. 28c, 693 (1973)], the shape of a closed lipid vesicle is determined by minimization of the total bending energy at fixed surface area and enclosed volume. We show that, in the appropriate regime, this model predicts both budding (the eruption of a satellite connected to the parent volume via a neck) and vesiculation (the special case when the neck radius goes to zero). Vesiculation occurs when the minimum is located at a boundary in the space of configurations. Successive vesiculations produce multiplets, in which the minimum-energy configuration consists of several bodies coexisting through infinitesimal necks. We study the sequence of shapes and shape transitions followed by a spherical vesicle of radius \( R_f \), large on the scale \( R_o \) set by the spontaneous curvature, as its area \( A \) increases at constant volume \( V = 4\pi R_f^2/3 \). Such a vesicle periodically sheds excess area into a set of smaller spheres with radii comparable to \( R_o \). We map out this (shape) phase diagram at large volume. In this region the phase diagram is dominated by multiplets and reflects the details of the shedding process. The overall effect of successive vesiculations is to reduce the energy from a quantity of order \( R_o^2 \) down to zero or near zero when the area reaches \( 3V/R_o \); however, the decrease is not uniform and the energy \( E(A,V) \) is not convex.

I. INTRODUCTION

"Budding" and "vesiculation" refer to processes in which a single, more or less spherical vesicle (or cell in the biological context), when subjected to change in some external parameter or stimulus, undergoes a shape transformation to produce one or more globular appendages linked to the parent body through narrow necks or tubes. When the neck diameter is positive, we shall call the process "budding." To distinguish the limiting case where the neck diameter goes to zero (in a sense which will be made precise below), we shall refer to this as "vesiculation." Both these processes affect the shape but not the topology. If subsequently the appendage breaks off from the parent body (fission), only then does the topology change. In biological systems such processes are usually driven by complex chemical stimuli and may result in the extrusion of interior material (or, for the inverse process, in the incorporation of exterior material). It is the thesis of this paper that budding and vesiculation can and do both occur as adiabatic processes (i.e., processes involving only equilibrium states) in the simplest model of fluid vesicles.

The static shapes of closed fluid lipid-bilayer membranes with dimensions which are large on the molecular scale may be modeled by the energy functional,

\[ E[c_1,c_2] = \frac{\kappa}{2} \int \left[ \varepsilon c_1(r) + c_2(r) - c_0 \right]^2 dr , \tag{1} \]

which seems originally to have been introduced by Canham and co-workers, Evans and Skalak, and many others. In this expression \( c_1 \) and \( c_2 \) are the principal curvatures at each point \( r \) and the constant \( c_0 \) is twice the so-called spontaneous curvature. The integral is over the closed vesicle surface. For a two-dimensional vesicle embedded in three dimensions, the integral is dimensionless and the bending elastic constant \( \kappa \) sets the energy scale. A similar integral over the local Gaussian curvature \( c_1 c_2 \) gives a contribution which, by the Gauss-Bonnet theorem, is independent of shape for a given topology and is omitted here, since we shall deal only with configurations of fixed (spherical) topology.

Regarded as a Landau functional, Eq. (1) contains all possible local, isotropic, and Euclidean invariant terms through second order in the curvature. Additional effects involving higher powers of the curvature and/or local curvature derivatives are not excluded by symmetry but enter only as correction terms for large vesicles.

The physical origin of the spontaneous curvature under given experimental conditions is a matter of present interest and even controversy. Nonzero values of \( c_0 \) may arise, for example, from chemical asymmetry between the interior and exterior of the membrane or from different areas of the two leaves of the bilayer (the bilayer-couple mechanism). Whether these mechanisms suffice to explain observed shapes is unclear. In any case, we must keep in mind that the "constant" \( c_0 \) may depend on both microscopic (chemical) and macroscopic (geometrical) variables. In what follows, we shall study a model system in which \( c_0 \) is taken to be constant. If under laboratory conditions \( c_0 \) turns out to depend on the surface area \( A \)
and/or volume \( V \) of the vesicle, then our phase diagrams remain applicable, but the paths of constant \( A \) and \( V \) will require suitable modification.

In what follows, we shall assume that the equilibrium vesicle shape is that which minimizes the energy \( (1) \) at given \( A \) and \( V \), i.e., the mechanically stable shape. For many experimental systems (e.g., lecithins\(^\text{12}\)) \( \kappa \) is appreciably larger than room temperature, so thermal fluctuations are small and this zero-temperature \( (T = 0) \) approximation is reasonable. Under these conditions the energy scale drops out and only geometry is left. There remain three length scales \( R_1 \), \( R_p \), and \( R_0 \), defined by 
\[
A = 4\pi R_1^3, \quad V = 4\pi R_p^3/3 \quad \text{(note that } R_1 \gg R_p), \quad \text{and} \quad c_0 = 2/R_0.
\]
We shall assume that \( c_0 \neq 0 \). There is then no loss of generality\(^\text{13} \) in taking \( c_0 > 0 \), so spheres of radius \( R_0 \) (which we shall refer to as “Helfrich spheres”) cost no energy, and we are free to set the scale of length by taking \( c_0 = 1 \) (i.e., \( R_0 = 2 \)).

Minimizing Eq. (1) at fixed \( A \) and \( V \) leads to a catalog of shapes, which was first compiled by Deuling and Helfrich\(^\text{5} \) and has subsequently been extended and refined by other authors.\(^\text{7–10,14} \) For technical reasons this work has been restricted to axisymmetric shapes.\(^\text{15} \) Furthermore, many (but not all\(^\text{11,14} \)) authors have restricted their attention to the regime \( R_1 > R_p > 1 \), i.e., vesicle dimensions comparable to \( R_0 \). Normal erythrocyte shapes\(^\text{8,16} \) occur in this regime (with a negative value of \( c_0 \)). A variety of shapes and shape transitions do, indeed, show up in this region, including discocytes, stomatocytes, torocytes, etc.; however, budding and vesiculation are absent.

The purpose of this work is twofold. First, we wish to explore the regime \( R_1 > R_p > 1 \), of large and more or less full vesicles. In this we are motivated by the observations of Evans and Rawicz,\(^\text{12} \) Sackmann, Duwe, and Engelhardt\(^\text{17} \) and others\(^\text{18,19} \) on artificial vesicles with sizes in the range of 20 \( \mu \text{m} \). These vesicles start out approximately spherical. Heating leads to an area expansion which is much larger than the corresponding volume expansion, so the process may be idealized as area increase at constant volume \( (k_B T) \) remains much less than \( \kappa \), so \( T = 0 \), effectively). Budding and vesiculation are observed. Our second focus is to construct for the above regime a real “phase diagram,” showing the systematics of shapes and shape changes, rather than just a catalog of possible shapes. The idea here is that the minimum-energy shape changes smoothly as parameters are varied (single-phase regions), except along certain special surfaces (phase boundaries) in parameter space where abrupt shape transformations occur, sometimes but not always involving symmetry change. At these phase boundaries, the total energy is continuous, but its first derivative may change discontinuously (first-order transition) or continuously (second-order transition). Budding and vesiculation occur at two such phase transitions.

The physical origin of budding and vesiculation in the curvature model (1) is easy to understand. When \( R_1 > R_p \), the vesicle is a sphere. As area increases (or, equivalently, as volume decreases) an excess area \( \Delta A \) becomes available. If we write \( A = 4\pi R_1^3 (1 + \Delta) \) in terms of the fractional excess area, then \( \Delta A = 4\pi R_1^2 \Delta \). As soon as \( \Delta A \) becomes comparable to \( 4\pi R_1^2 \) (16\( \pi \) in our units), it becomes favorable to shed the excess area in the form of a bud with radius comparable to \( R_0 \), which costs very little energy (no energy when the radius is equal to \( R_0 \)). As the area increases further, the shedding process continues in a more or less periodic manner until the volume of the parent body becomes, itself, comparable to that of the Helfrich sphere. The full sequence of shape transitions is quite complicated, and we shall find that it involves a nice interplay of some configurations with small necks (buds) and others in which the neck radius shrinks to zero\(^\text{20} \) (vesiculation).

This mechanism for budding and vesiculation appears originally to have been proposed by Luke and Kaplan;\(^\text{21} \) however, no systematic calculations were done until very recently. Vesiculated shapes appear naturally in the bilayer model\(^\text{11} \) as purely geometrical limits, where the area difference is maximal; however, the energy functional in that model lacks the \( c_0 \) terms of Eq. (1) and energetic considerations are quite different. Two groups have recently studied these phenomena from a point of view similar to ours. Seifert and co-workers\(^\text{14,15} \) have carried out a comprehensive study of the low-volume regime (i.e., \( V < 4\pi R_1^2(\pi) \)). Budding and vesiculation do occur, but the sequences which we shall find at high volume are not present. Similarly, Wiese and Helfrich\(^\text{12} \) find that a daughter vesicle is formed at low volume, but do not distinguish between budding\(^\text{23} \) and vesiculation.

The plan of this paper is as follows. Section II introduces the minimization of the energy functional (1), the Euler equation to which it leads, and the resulting (shape) phase diagram. Section III treats vesiculation in a general way. Vesiculation occurs when the minimum-energy configuration lies at a boundary in the space of possible shapes, and it corresponds physically to a situation where the energy of a small neck decreases with the neck radius. Treatment of the mathematical bifurcation which occurs as the minimum approaches this boundary (i.e., as the equilibrium neck radius approaches zero) is deferred to a subsequent paper.\(^\text{24} \) The members of the multiplet configurations formed by vesiculation must satisfy coexistence conditions. In Sec. IV, we collect a set of useful results for spherical and nearly spherical shapes. Section V presents numerical results for shape evolution at a volume \( (V = 272) \) in dimensionless units), which is large enough to allow several vesiculations but still small enough to be amenable to numerical integration of the shape equations (which become increasingly unstable at high volume). In Sec. VI, we map out the full phase diagram (quasianalytically) for the regime of high volume and an area which is not too large \((A < 3V/R_0)\). Section VII concludes with a discussion of outstanding problems, including the relation of our results to experiment.

**II. FORMULATION OF THE PROBLEM: EULER SHAPES AND PHASE DIAGRAMS**

Following Deuling and Helfrich,\(^\text{5} \) we incorporate the area and volume constraints on the energy minimization by introducing the variational functional

\[
\Phi[S] = E[S] + \sigma A[S] - pV[S],
\]

(2)
which, in analogy with thermodynamics, we shall refer to as a free energy. \( \sigma \) and \( p \) are Lagrange multipliers, \( S \) stands for the vesicle shape, and the square brackets denote functional dependence. Making (2) stationary subject to the condition of axial symmetry (which we shall assume throughout) leads to the Euler equation originally derived by Helfrich,

\[
\frac{dc_m}{dr} + \frac{c_m - c_p}{r} = \frac{r}{2[1-(rc_p)^2]} \times [c_p[(c_p-1)^2-c_m^2] + 2\sigma c_p - p] ,
\]

where we have chosen units such that \( \kappa \) and \( c_0 \) are equal to unity, and \( r \) is the distance to the axis. \( c_m \) and \( c_p \) are the principal curvatures, defined positive when the center of curvature lies along the direction of the interior normal \( \hat{n} \) (see Fig. 1). The plane of \( c_m \) contains the rotation axis and is perpendicular to that of \( c_p \). Axial symmetry requires

\[
\frac{dc_p}{dr} = \frac{c_m - c_p}{r} .
\]

If \( z \) measures distance along the symmetry axis [so \( z(r) \) represents the shape \( S \)] and \( \Theta \) is the angle between the local tangent and the plane perpendicular to the symmetry axis, then

\[
\frac{dz}{dr} = \tan \Theta ,
\]

and it is convenient to represent

\[
c_p = \frac{\sin \Theta}{r} , \quad c_m = \frac{d \sin \Theta}{dr} ,
\]

which incorporates Eq. (4).

In order that the vesicle shape \( S \) be smooth, appropriate boundary conditions must be applied at the singular points of Eq. (3). For example (see Fig. 1), near \( r = 0 \) at the lower end of the vesicle

\[
\sin \Theta(r) = \alpha_0 r + \frac{(\alpha_0 - 2\alpha_0^2 + 2\sigma \alpha_0 - p)}{16} r^3 + \cdots ,
\]

while near a belly of radius \( a \)

\[
\sin \Theta(r) = 1 - \alpha_0 r^2 \pm \alpha_3 t^3 + \cdots ,
\]

where \( t = \sqrt{r-a} \), and the upper (lower) signs of the odd terms apply below (above) the belly.

The parameter \( \alpha_0 \) in Eq. (7) gives the curvature on the axis and must be set at one of some discrete set of initial values \( \{\alpha_0^n\} \) in order that the computed Euler shape should close smoothly above. The corresponding shapes, which we denote \( S_n(\sigma,p) \), have free energies \( \Phi_n(\sigma,p) = \Phi[S_n(\sigma,p)] \) and corresponding areas \( A_n(\sigma,p) \) and volumes \( V_n(\sigma,p) \). Because \( S_n(\sigma,p) \) makes \( \Phi[S] \) stationary, it is easy to show that

\[
\frac{\partial \Phi_n(\sigma,p)}{\partial \sigma} = A_n , \quad \frac{\partial \Phi_n(\sigma,p)}{\partial p} = -V_n .
\]

Because there are typically many solutions to the Euler equation, the functions \( \Phi_n(\sigma,p) \) form a family of sheets over the \( (\sigma,p) \) plane. On a single sheet the dependence \( \Phi_n(\sigma,p) \) is generally analytic; however, the sheets can cross, they can fold over and connect to each other, and they can merge into or bifurcate from one another.

If the free energy \( \Phi_n(\sigma,p) \) is not convex, there may be several solutions to the inversion \( A = A_n(\sigma,p), \ V = V_n(\sigma,p) \) for each \( n \). Let \( m \) label the complete set of such solutions (i.e., over both \( n \) and the different solutions for each fixed \( n \)). The corresponding family of energy surfaces \( E_m(A,V) \) is also complex; however, local bifurcation structure is normally preserved in the change of variables. It is a consequence of the Legendre-transform structure that

\[
\frac{\partial E_m(A,V)}{\partial A} = -\sigma_m , \quad \frac{\partial E_m(A,V)}{\partial V} = p_m ,
\]

which is true as a local statement for any sheet \( m \). Although Eqs. (9) and (10) look very “thermodynamic,” it must be kept in mind that the functions \( \Phi_n(\sigma,p) \) and \( E_m(A,V) \) do not in general satisfy convexity conditions even locally, so second derivatives such as \( \partial^2 E_m / \partial A^2 \) and \( \partial^2 E_m / \partial V^2 \) may have either sign.

Once all the energy sheets are known (and we shall see in Sec. III that the Euler-shape sheets are only a subset), the solution to the constrained minimization problem originally posed is

\[
E(A,V) = \min_mE[S]_{A,V} = \min_mE_m(A,V) ,
\]

i.e., the solution always chooses the lowest-energy sheet at each point \( (A,V) \). In regions \( (A,V) \) where the solution remains on a single sheet \( E_m \), the energy \( E(A,V) \) is analytic. Nonanalyticities arise when the solution passes from one sheet onto another. This occurs where sheets cross or where they merge, bifurcate, or terminate in some other way. The energy is continuous over the accessible region of the \( (A,V) \) plane; however, as we shall
see in some detail, it is not generally convex and its derivatives may be discontinuous. Borrowing the terminology of phase transitions, we call the regions of analyticity "single-phase" regions and refer to the loci of nonanalyticity as "phase boundaries." When \( \partial E / \partial A \) and/or \( \partial E / \partial V \) changes discontinuously, we refer to the transition as "first order" (generically, this is the situation when sheets cross); otherwise, it is "second order" (as occurs at bifurcations). The loci of nonanalyticity in \( (A, V) \) constitute the "\( (A, V) \) phase diagram." The corresponding loci in the \( (\sigma, p) \) plane constitute the "\( (\sigma, p) \) phase diagram." Note that crossing a first-order phase transition corresponds to a discontinuous jump in \( (\sigma, p) \) and may occur at a point where the surface \( \Phi_\nu(\sigma, p) \) is smooth.

### III. Boundary Minima, Coexistence, and Multiplets

It might seem that all minimum-energy shapes correspond to solutions of the Euler equation (3). To understand why this is not so, consider an arbitrary smooth function \( f \) of a single scalar variable \( x \) in the interval \( [b, c] \). To find the minimum of \( f \), it is true that we must search the points where \( df/dx = 0 \) (analogous to the Euler equation); but, we must also compare with the boundary values \( f(b) \) and \( f(c) \). These "boundary" configurations correspond in the vesicle problem to configurations which consist of two or more Euler shapes which communicate (exchanging area and volume) via necks of arbitrarily small (but nonzero\(^\dagger\)) diameter [see Fig. 2(a)]. Technically, such a shape should be thought of as the limit of a single connected (topologically spherical) shape with one or more necks which approach zero diameter. At first sight it might appear that the large curvatures that occur near the necks would always lead to large energies in the Landau functional (1) and would place such configurations very far from any energy minimum. (Indeed, this is true for a \( D = 1 \) vesicle in two space dimensions, and for this system vesiculation is absent). The key point is that, although the absolute values of the two curvatures diverge as the neck diameter \( a \) tends to zero, the signs are opposite. It turns out that, by an appropriate choice of neck shape, the energy of the neck region can be reduced so that it scales (linearly) as \( C a \), as \( a \) goes to zero. As long as the coefficient \( C \) is positive, the limiting configuration is locally an energy minimum and can compete with the lowest-energy Euler shape of the same area and volume. We shall call these limiting configurations, in which two or more Euler shapes touch tangentially and communicate via an infinitesimal neck, "multiplets."

We defer detailed discussion of the neck region to a subsequent paper\(^\ddagger\) and simply quote here the three results that are crucial to our discussion. We have shown (for axisymmetric shapes) the following:

(a) In the limit \( a \to 0 \), the energy of the neck region vanishes.

(b) The coefficient \( C \) is proportional to \( -1/R_1 - 1/R_2 \), where \( R_1 \) and \( R_2 \) are the radii of curvature at the point of contact.\(^\ddagger\) The multiplet is locally stable when this bracket is positive.

(c) Bifurcation between a budded or necked shape (with \( a > 0 \)) and a fully vesiculated shape (\( a = 0 \)) takes place when \( C = 0 \) ("the kissing condition"). The kissing condition defines lines in the \( (\sigma, p) \) plane (see, e.g., Sec. IV and Fig. 3). Near such a line there are two sheets of similar stationary-energy shapes, one necked and one vesiculated [Fig. 2(b)]. The two sheets meet at the kissing boundary and their energy ordering interchanges. Thus, on one side of the kissing line, \( C < 0 \) and the necked shapes have lower energy than the multiplet; while, on the other side, \( C > 0 \) and the vesiculated shapes have lower energy. For \( C \) positive, the neck becomes self-intersecting and is an unacceptable shape for a real vesicle.

We now discuss the thermodynamics of the multiplet configurations. A multiplet consisting of \( M (\geq 2) \) smooth shapes may be taken to satisfy the following conditions:

\[
E (A, V) = \sum_{i=1}^{M} E_i (A_i, V_i)
\]  

(12)

and

\[
A = \sum_{i=1}^{M} A_i, \quad V = \sum_{i=1}^{M} V_i,
\]  

(13)

where \( i = 1, \ldots, M \) labels the members of the multiplet. Notice that, in omitting any energy contribution due to the necks, we have made use of result (a) above. In looking for an energy minimum, there is no loss of generality in choosing multiplet members to be Euler shapes, since the lowest-energy smooth shape of given area and volume is an Euler shape. It remains to determine how to minimize the energy (12) by redistributing the area and volume among the members of the multiplet subject to
FIG. 3. The $(\sigma,p)$ plane, showing special features associated with spherical shapes. In the interior of the parabola, Eq. (17), there are no spherical Euler shapes. Outside there are two distinct spheres with radii given by Eq. (16). On the parabola, the radii of the two spheres become equal. The lines labeled $l=2$ and 3 mark the bifurcation boundaries, Eq. (23), at which spherical shapes become unstable to small shape perturbations of the corresponding spherical harmonics. Note in the inset how all these bifurcation lines emerge from the point $(−\frac{1}{2},0)$. Lowest-energy weakly deformed shapes lie to the right of these curves. $\sigma=p$ is the locus of Helfrich spheres $(R=2)$, which automatically satisfy the kissing condition. $\sigma=\frac{1}{2}$ is the line along which the two (unequal) coexisting spheres have radii satisfying the kissing condition.

The constraints (13). Incorporating the constraints via Lagrange multipliers and using Eq. (10) for the individual multiplet members yields

$$\sigma_j = \frac{\partial E_j}{\partial A_j} = \sigma, \quad P_i = \frac{\partial E_i}{\partial V_i} = p$$

(14)

as the conditions for stationarity. 33 Thus the coexistence condition for the members of a given multiplet is that they share values of $\sigma$ and $p$. When all members of the multiplet satisfy $\partial^2 E_j / \partial A_j^2 > 0$ and $\partial^2 E_j / \partial V_j^2 > 0$, then the stationary point is guaranteed to be a local minimum. 34 If either second derivative is negative for all members of the multiplet, then the stationary point cannot be a local minimum. 35 In general, the signs are mixed and nothing can be said without specific calculation.

The stationary point or points given by (14) define a set of multiplet energy sheets $E_m(A,V)$ which must be combined with the Euler sheets of Sec. II before selecting the true lowest energy state (11) at each given point $(A,V)$.

IV. SPHERES, THE SPHERICAL SHEET, AND LOCAL PERTURBATIONS

In the $(A,V)$ plane, spheres lie along the line $V = A^{3/2}/3\sqrt{4\pi}$, which bounds the physical region. Each point on this line corresponds to a particular radius $R$. The spherical symmetry of the problem guarantees that such shapes will be solutions of the Euler problem and, indeed, we see that $c_p(r) = c_0(r) = 1/R$ satisfies Eqs. (3) and (4) provided

$$p = \frac{2\varepsilon}{R} + \frac{1}{R} \left[ 1 - \frac{2}{R} \right],$$

(15)

which is just the usual soap-bubble formula corrected for spontaneous curvature. Note that Eq. (15) is linear in both $\varepsilon$ and $p$, so that each sphere is represented by a straight line in the $(\sigma,p)$ plane. 36 Inverting Eq. (15) to find the allowed radii gives

$$\frac{1}{R} = \frac{1}{4} \left[ (1 + 2\sigma)^2 + 1 - 8p \right]^{1/2},$$

(16)

so that spheres are forbidden above

$$p = \frac{(1 + 2\sigma)^2}{8}.$$  (17)

Along this boundary (Fig. 3) the two allowed spheres have equal radius. In the region below this curve, there are two free-energy sheets $\Phi_\nu(\sigma,p)$ for spheres, which join smoothly along the boundary.

All this structure maps in the $(A,V)$ plane onto the line $V = A^{3/2}/3\sqrt{4\pi}$ with corresponding energy

$$E(R) = E_0(R) = 2\pi(2 - R^2).$$

(18)

The mechanism for this reduction is a simple property of the Legendre transform. 37 Consider the family of planes $P(\sigma,p;R)$ (parameterized by $R$) defined by $\Phi_0(R) = E_0(R) + 4\pi R^2 \sigma - 4\pi R^2 p / 3$. Note that, for each value of $R$, the entire plane $P(\sigma,p;R)$ maps under Legendre transform into the single point $4\pi R^2(4\pi R^2 / 3)$ in the $(A,V)$ plane. Now, the intersection of the spherical sheet $\Phi_s(\sigma,p)$ with the plane $P(\sigma,p;R)$ lies along the locus (15); and, furthermore, because of the relation (15), the sheet and the plane meet tangentially along this line. Thus the entire line of this intersection maps into the single point $(4\pi R^2, 4\pi R^2 / 3)$ in the $(A,V)$ plane.

Many-sphere multiplets are a special case of Eq. (12) but require special treatment, since $A_i$ and $V_i$ are related. For $M = 2$, the partition of area and volume is completely determined by the constraints (13), and there is a unique solution (up to an overall interchange 1$\rightarrow$2) provided that $\Delta \leq 2^{1/3} - 1$, where $\Delta$ is the fractional excess (total) area defined by $A = 4\pi R^2 (1 + \Delta)$. Since the $(\sigma,p)$ lines representing the two spheres always cross, they may be regarded as satisfying the coexistence condition with

$$\sigma = \left(1/R_1 + 1/R_2\right)^{-1}, \quad p = 2/R_1 R_2.$$  (19)

When $M \geq 3$, the condition of stationariness $\partial E + \lambda_1 A + \lambda_2 V / \partial R_i = 0$ results in a quadratic equation for the multiplet radii, so the conclusion is that the spheres belonging to a multiplet can have at most two different radii. Such states are always local minima with respect to
changes of the radii, since the derivative of Eq. (18) is positive. When \( V \gg 1 \) and \( \Delta \) is not too large, then the lowest-energy sphere multiplet always uses one large sphere and \( n = 1, 2, 3, \ldots \) small ones. Representative sphere-multiplet energy diagrams are shown in Fig. 4 for fixed volumes \( V = 272 \) and 2723. Near \( \Delta = 0 \) there exist other nonmultiplet configurations of lower energy; however, these multiplets provide one route whereby the original sphere can lower its energy as its area is increased. We shall discuss in Secs. V and VI the extent to which, starting from large initial volumes, this route is actually followed. Note that, when it is, the transitions are first order. When \( V \) is sufficiently large, there are no gaps early in this process; for \( V \lesssim 420 \) a gap first occurs between \( n = 1 \) and 2, so other configurations are necessarily required. 38

Properties (b) and (c) (Sec. III) give some further insights. For spheres of the equal radius, the kissing condition (c) can only be satisfied when \( R_i = R_0 = 2 \) (Helfrich spheres), i.e., along the line \( p = \sigma \). Sphere-multiplet configurations \( (n \geq 2) \) near this line are always close in energy to multiplets including one or more dumbbells (or multiple dumbbells) consisting essentially of Helfrich spheres connected through narrow necks. It follows immediately from Eq. (16) that (for \( p < \frac{1}{2} \) \( C < 0 \) to the right of \( p = \sigma \) and \( C > 0 \) to the left. Thus the stable (i.e., low-energy) configuration will be dumbbells to the right and sphere multiplets to the left. Similarly, for spheres of unequal radius, the kissing condition is satisfied when \( \sigma = \frac{1}{2} \) (and \( p < \frac{1}{2} \)). Near this line, we expect competition from asymmetric dumbbell shapes (or multiple dumbbells involving alternate sizes). The asymmetric necks are stable for \( \sigma > \frac{1}{2} \) and the multiplets for \( \sigma < \frac{1}{2} \). These special points are indicated in Fig. 4 and will play an important role in later discussion. Note that the \( \sigma = \frac{1}{2} \) point is only relevant (i.e., low energy) for the smallest multiplet configuration \( (S + s) \). On the other hand, for \( V \) sufficiently large the \( p = \sigma \) points remain lowest-energy configurations for most higher multiplets \( (S + ns) \), as we shall see in Sec. VI.

Nearly spherical shapes can be treated perturbatively, 39–41 provided that the fractional excess area \( \Delta \) is not too large. For axisymmetric shapes \( S \), we may expand in spherical coordinates in terms of the \( m = 0 \) spherical harmonics,

\[
R(\theta) = R \left[ 1 + \sum_{l=1}^{\infty} a_l Y_{l0}(\theta) \right].
\]

(20)

The functionals \( E[S], V[S], A[S] \), and \( \Phi[S] \) all become functions of the distance \( R \) and the coefficients \( |a_l| \). Because of the Euclidean invariance, \( 42 \) there is no loss of generality in setting \( a_1 = 0 \). Thus, for example,

\[
\Phi(R, |a_l|) = \Phi_{0}(R)
\]

\[
= \sum_{l=2}^{\infty} C_{l}^{(2)}(R) |a_l|^2 + \sum_{l_1, l_2, l_3}^{\infty} C_{l_1, l_2, l_3}^{(3)}(R) a_{l_1} a_{l_2} a_{l_3} + \cdots,
\]

(21)

with

![FIG. 4. Curves of energy vs fractional excess area \( A = 4\pi R^2 \left( 1 + \Delta \right) \) for many-sphere multiplets \( (S + ns) \) of fixed volume. The largest possible area \( (S + ns) \) occurs when all spheres have the same radius, i.e., at \( \Delta = (n + 1)^{1/3} - 1 \), independent of \( R_\nu \). Two representative cases are shown. (a) For small volume \( (R_\nu = 4.02) \), the curves do not intersect, and continuity of the energy requires additional phases. (b) For larger volume \( (R_\nu = 8.66) \), successive curves intersect (additional phases are required here but for more subtle reasons). At the special points \( \sigma = p \) and \( \sigma = \frac{1}{2} \) for the first multiplet. At the larger volume, the \( \sigma = p \) points become irrelevant for higher multiplets.](image_url)
EQUILIBRIUM BUDDING AND VESICULATION IN THE . . .

\[ C^{(2)}_l(R) = \frac{1}{2}(l-1)l(l+1)(l+2) - RL(l+1) + R^2 \left[ \frac{l(l+1)}{2} - \rho R^3 \right] \]  

Terms of order \( a^2 \) and \( a^4 \) are given in the Appendix. The stationariness of \( \Phi[S] \) with respect to \( R \) and \( [a_l] \) leads to a set of nonlinear equations equivalent to Eq. (3). We make use of the fact that these equations have solutions which are perturbative about the spherical shape in powers of \( \Delta^{1/2} \), i.e., in which the shape \( S \) bifurcates continuously from the sphere. At lowest order, the condition \( \partial \Phi / \partial R = 0 \) reproduces Eq. (15) and \( \partial \Phi / \partial a_l = 2C^{(2)}_l(R)a_l + \cdots = 0 \) shows that there is a family of such solutions, each dominated by a particular \( l \) in the limit \( \Delta \to 0 \). The locus of the bifurcation in \( (\sigma, p) \) is given by \( C^{(2)}_l(R) = 0 \), which leads to the parametric expression

\[ \sigma = \sigma_l = -\frac{1}{2} + 2R - l(l+1)/R^2, \]
\[ p = p_l = -2l(l+1) - R^2/R, \]

as illustrated in Fig. 3. A free-energy sheet corresponding to appropriately deformed quasispherical shapes separates smoothly from the lower sphere sheet along each of these boundaries, as illustrated schematically in Fig. 5. The \( l = 2 \) sheet provides the lowest-energy shape when the fractional excess area \( (\Delta) \) is small. Expansion near the bifurcation takes the form

\[ R = R_0 [1 - 2\Delta^{1/2} + O(\Delta^{3/2})], \]

\[ a_{2n+1} = 0, \quad a_2 = \sqrt{\pi} \Delta^{1/2} + O(\Delta), \quad a_{2n} = O(\Delta^{3/2}). \]

The energy of this shape is given by

\[ [E(\Delta, R_0) - E_0(R_0)]/2\pi = (R_0^2 - 4R_0 + 12)\Delta + O(\Delta^{3/2}) \]

which shows how the energy increases as the area increases at constant volume. Terms through \( O(\Delta^2) \) are given in the Appendix and will be needed in Sec. VI.

V. SHAPE EVOLUTION AT \( V = 272 \):
NUMERICAL RESULTS

To set the stage for a more general discussion of the shape evolution at a large (fixed) volume as area \( A = 4\pi R^2 (1 + \Delta) \) increases away from the sphere, we present in this section results for a volume \( V = 272.45 \), i.e., \( R_0 = 0.40216 \) (in units such that \( c_0 = 1 \)). The shape calculations on which these results are based were performed using a technique due to Peterson, in which Eqs. (3) and (4) are replaced by five first-order nonlinear equations which handle the singular points [see Eqs. (7) and (8)] in an efficient manner. These equations were integrated by Runge-Kutta methods. They become rather unstable for large volumes, and the choice in our example represents a volume that is appreciably larger than unity but still in a domain where numerical convergence is excellent and details of neck shape can be studied reliably.

Figures 6 and 7 illustrate the shape evolution, including both the energy \( E(\Delta) \) and sketches of the corresponding minimizing shapes. Although the energy is continuous as a function of \( \Delta \), the curve consists of many segments and is certainly not convex. Each segment corresponds to a region or "phase" in which the shape evolves smoothly. The segments are separated by phase transitions. Both first-order transitions (slope discontinuity) and second-order phase transitions (no-slope discontinuity) are represented. The initial \( (\Delta = 0) \) spherical shape (S) immediately passes through the \( l = 2 \) threshold (Sec. IV) into a prolate elliptical shape (E), which persists until fractional excess area \( \Delta = 0.070 \). At this point (see inset on Fig. 6, point 1) there is a first-order budding transition (in which up-down symmetry is broken) to a necked phase (N) with small neck radius \( (a = 0.030, \text{in units such that } c_0 = 1) \). As \( \Delta \) is increased further, the neck radius shrinks smoothly to zero at \( \Delta = 0.086 \), where there is a second-order transition (point 2) to a multiplet \((S + s)\) consisting of one large sphere \((R = 3.97)\) plus one sphere.
with a radius \( (R = 1.34) \) somewhat smaller than the Helfrich sphere. On further increase of the area, the smaller sphere grows at the expense of the larger one, until at \( \Delta = 0.260 \) the two spheres have equal volume. At this point \( (3) \), one of the two spheres deforms continuously into an elliptical shape, having a volume which grows with \( \Delta \), and the remaining sphere starts to shrink \( (E + s) \). The transition \( (S + s) \rightarrow (E + s) \) involves a discontinuous jump in the \((\sigma, p)\) plane and is first order, despite the fact that the actual shape changes are continuous. The \((E + s)\) energy curve crosses the \((S + 2s)\) energy curve at \( \Delta = 0.2866 \); however, in this region the \((S + 2s)\) multiplet is unstable to another multiplet \((S + d_2)\), in which a large sphere coexists with a small symmetric dumbbell. Thus the actual transition is \( (E + s) \rightarrow (S + d_2) \) at \( \Delta = 0.2857 \) (first order, point 4), followed by \( (S + d_2) \rightarrow (S + 2s) \) at \( \Delta = 0.327 \) (second order, point 5) on the \( p = \sigma \) line, where the neck of the dumbbell shrinks to zero. This scenario appears to continue, with \( (S + 2s) \rightarrow (E + 2s) \rightarrow (S + d_3) \rightarrow (S + 3s) \rightarrow \ldots \), where \( d_3 \) represents a three-component symmetric dumbbell. The only uncertainty is whether at some stage the \( p = \sigma \) point moves far enough to the left so that the transition \( (E + ns) \rightarrow (S + (n + 1)s) \) takes place directly. Of course, other shapes presumably appear at sufficiently large \( \Delta \); we have only followed the process through \( \Delta = 0.5 \).

The trajectory of the shape evolution in the \((\sigma, p)\) plane is shown in Fig. 8. Second-order transitions (solid circles) are continuous in this representation; however, first-order transitions involve a discontinuous jump, so each open circle appears twice and there would be corresponding tie lines on the full \((\sigma, p)\) phase diagram. The bifurcation lines \( \sigma = \frac{1}{2} \) and \( p = \sigma \) are shown for convenience, along with the \( I = 2 \) threshold (see Sec. IV) and the boundary, Eq. (17), of the allowed-sphere regions. Note, in particular, the mechanism for the \((S + s) \rightarrow (E + s)\) transition: The \((S + s)\) phase ends at the boundary of the allowed-sphere region, where the radii of the two spheres are equal at \( R_1 = R_2 = R_A / \sqrt{2} \). The phase point then jumps along the \((\sigma, p)\) line representing a sphere of this radius to its intersection with the \( I = 2 \) threshold. This explains how the transition can be first order but still have a smooth shape variation.

We close this section with a remark on rigor. The Euler equations are nonlinear and have many solutions. It is not hard to follow a particular solution numerically as \( \sigma \) and \( p \) are varied; however, there is no general method for proving whether or not the branch one is following has the lowest energy. The existence of multiplet regions makes this problem even more acute, since, in principle, one must test all possible multiplet combinations to search for the lowest energy. We cannot claim to have done this in any rigorous manner. The phase diagrams shown in Secs. V and VI are the result of a search.

![FIG. 6. Energy vs fractional excess area for \( R_c = 4.02 \) \((V = 272)\). The successive phases \((S) \rightarrow (E) \rightarrow (N) \rightarrow (S + s) \rightarrow \ldots\) are explained in Fig. 7. Insets show extra detail in special regions. The sequence from \((S + 2s)\) through \((S + 3s)\) parallels that of \((S + s)\) through \((S + 2s)\), shown in the inset. Phase boundary points are labeled \( S, 1, 2, \ldots \) and appear again in the \((\sigma, p)\) plane, Fig. 8. First-order transition points (slope discontinuity) are shown as open circles; second-order points (no slope discontinuity, bifurcations) are shown as solid circles. The data are partially analytic and partially from numerical solution of the Euler equation.](image-url)
only over those configurations, singlet and multiplet, which we have found and considered likely candidates.

VI. ANALYTICAL RESULTS FOR THE PHASE DIAGRAM AT LARGE VOLUME

To find the full phase diagram, one may repeat the calculations of Sec. V for many different volumes and simply tabulate the results. A rather complete study of this sort has recently been carried out by Seifert, Berndl, and Lipowsky for a range of $R_A, R_V \sim 1$ (in our units). On the other hand, as we shall outline in this section, at large volumes and fractional excess areas which are not too large, the phase boundaries may be mapped out quasi-analytically. In this region the numerical integrations become unstable, and, in this sense, our work complements that of Seifert, Berndl, and Lipowsky, extending it to large volumes, where budding and vesiculation dominate the phase diagram.

Conceptually, the scenario is as anticipated in Sec. IV: A sphere of volume $N V_H$ with $N \gg 1$ ($V_H = 32 \pi / 3$ is the volume of the Helfrich sphere) vesiculates off a sequence of small spheres, as its area is increased. As long as $A \ll N A_H$ (where $A_H = 16 \pi$ is the area of the Helfrich sphere), the minimum-energy configuration is always a multiplet which consists in effect of $n \ll N$ Helfrich spheres (which cost no energy) and one larger sphere, which carries the remaining volume. As area increases, the energy decreases from $E = 8 \pi (N^{1/3} - 1)$ at $A = 4 \pi R_V^2$ to near zero at $A = N A_H$ ($E = 0$ when $N$ is an integer).

These successive vesiculations are essentially periodic in $A$ with period $A_H$, as each increment of area is shed in the form of a Helfrich sphere. Between successive vesiculations, the additional area can be absorbed either by increasing the radius of the small spheres at the expense of the large one or by deforming the large sphere (which, it turns out, always costs less energy than deforming the small ones). The former route is always preferable when it is possible; but, as we shall see below, it is not always possible at low volume. The vesiculation $n-1 \rightarrow n$ normally occurs when the radius of the $n$ small spheres is slightly less than $R_0$, i.e., at a point just to the right of the line $\sigma = p$, where, as discussed in Sec. IV, $C < 0$ and $n$ independent small spheres always have higher energy than an $n$-fold multiple dumbbell ($d_n$) of the same volume (see Fig. 9). Whenever this is true, the dumbbell phase $(S + d_n)$ preceeds the phase $(S + 2s)$ in the vesiculation sequence. The scenario sketched above holds until $n$ becomes comparable to $N$. For $n \geq N$ (large area $A$), $E$ must begin to increase with $A$, it becomes eneergically preferable to use nonspherical shapes in the multiplets.

![Diagram](image)

**FIG. 7.** Vesicle shapes corresponding sequentially to the different regions (phases) of Fig. 6 ($R_V = 4.02$). $S$ represents sphere; $E$, "ellipse"; $N$, neck; $S+s$, two-sphere multiplet; $E+s$, "ellipsoid" plus sphere multiplet; $S+d_s$, sphere plus two-part dumbbell; etc. The figures are drawn properly to scale, except that it has been necessary to exaggerate the width of narrow necks to make them visible at this magnification.

![Diagram](image)

**FIG. 8.** The trajectory of area expansion at constant volume ($R_V = 4.02$) traced out in the $(\sigma,p)$ plane. Notation corresponds to that of Figs. 6 and 7. Note that the phase point jumps discontinuously at first-order transitions, so that, e.g., the point $1 \rightarrow N \rightarrow N$ appears twice. Second-order transitions occur at bifurcation lines (here, $l = 2$, $\sigma = p$, and $\sigma = \frac{1}{2}$, shown as thin lines). Inset shows detail.
and other configurations may occur. This large-area,
large-volume region of the phase diagram remains to be
explored.

Figure 10 shows the large-volume phase diagram and
includes data through the fourth vesiculation. The
lowest volume shown corresponds to \( V = 2V_H \)
\( (R_V = 2^{4/3}) \), which is the minimum volume at which
the first vesiculation can take place via the mechanism we
have described, since the \( \sigma = \frac{1}{2} \) bifurcation line (Fig.4)
ends at \( p = \frac{1}{2} \), where the corresponding radius is that of
the Helfrich sphere. Volumes comparable to and smaller
than this have been explored in Ref. 14. More generally,
when \( R_V / R_0 \rightarrow n^{1/3} \), new phases and new phase
sequences—not shown in Fig. 10—can and do occur.
Generally, the \((S+(n-1)s)\) phase does not occur below
the point labeled \( H_n [\Delta = n^{1/3}-1, R_V = 2(n^{1/3})] \), where \( n \)
Helfrich spheres coexist.

The sequence of phases, as \( \Delta \) increases at fixed \( V \), is
similar to what we observed in Sec. V, but with some
important modifications:

(a) One difference is the absence above appropriate critical
volumes of the \((E+ns)\) phases, which in Sec. V intervened
between \((S+ns)\) and \((S+d_n)\) in the sequence
\((S+ns) \rightarrow \cdots \rightarrow (S+(n+1)s)\). The reason for this—
already anticipated in Fig. 4—is that the energy curves

---

**FIG. 9.** Same as Fig. 8 but for the larger volume \( R_V = 8.66 \)
\( (V = 2723) \). Note here that, in contrast to Fig. 8, the multiplet
phase \((S+s)\) becomes unstable to \((S+d_3)\) before reaching the
parabolic ["no-sphere"] boundary. \((S+d_3)\) transforms to \((S+2s)\)
at a second-order transition, when it reaches the bifurcation line
\( \sigma = p \). For nonspherical shapes the data are approximate, based
on perturbative results. Separations between multiplet trajecto-
tories are exaggerated by about a factor of 2 in order to make
the sequence structure visible at this scale.

**FIG. 10.** Phase diagram for the Helfrich curvature model in the region of large volume \((V = 4\pi R_H^3/3)\) and small excess area
\([A = 4\pi R^3/3(1 + \Delta)]\). The labeling of the phases is given in Fig. 7, except for \((N^n), (N^m), \) etc., which are discussed in the text. First-
order transitions are shown by dashed lines; second-order transitions, by solid lines. The location of special points is provided in
Table I. The gray region corresponds to \( \Delta \approx (R_V/2) - 1 \) (i.e., areas comparable to and larger than \( N \) Helfrich spheres), where the
phase diagram is not controlled by the arguments given here. The phase diagram in this region may be found in Ref. 14, if \( \Delta \) is not
too large. At high area, the phase diagram is not yet known, and it is probable that nonaxisymmetric phases play a role.
the small-sphere (s) members of the multiplicets remain on the scale of the Helfrich sphere. In Fig. 10 we have denoted by $E_{n+1}$ the largest-volume point of the phase $(E+ns)$. (b) Another difference is the disappearance of the dumbbell phase $(S+d_{n})$ at intermediate volumes for $n \geq 3$. The mechanism for this disappearance is the movement of the $p=\sigma$ point into an unphysical (i.e., high-energy) region over this interval. The corresponding lower and upper boundaries of the $(S+d_{n})$ phase we denote $D_{n}^{(l)}$ and $D_{n}^{(u)}$, respectively. (c) Finally, at volumes near but above $(n+1)\nu_{H}$, the $(E+ns)$ phase crosses the $(E)$-s kissing boundary, as area increases, before becoming unstable to $(S+d_{n+1})$. At this boundary, the coefficient $C$ describing the axial neck changes sign, so it becomes energetically favorable to open up nonzero necks, resulting in the phases $(N')$, $(N'')$, etc. Thus $(N')$ has the same symmetry as $(N)$ (and may, perhaps, be connected to it below $H_{2}$). $(N'')$ has the form $s$-$E$-$s$ connected through nonzero necks. The structure of $(N'')$ is less clear; but $(s$-$E$-$s$) (a multiplet) seems likely, at least close to the phase boundary. The largest-volume points of these new necked phases are designated $N_{2}$, $N_{3}$, etc. Positions of the special points $H_{n}$, $E_{n}$, $D_{n}^{(l)}$, $D_{n}^{(u)}$, and $N_{n}$ are given in Table I.

We turn now to the location of the phase boundaries. The necking boundary, $(E)$-$s$$(N)$, is first order and must in principle be calculated numerically. However, the energy curves for the $(N)$ and $(S+s)$ phases lie very close by, as is already visible in Fig. 6, so an excellent approximation can be obtained simply by equating the perturbative expression (25) (including the higher-order corrections [Eq. (A4)])) to the energy of the $(S+s)$ multiplet. At high volume the fractional excess area at the transition is $\Delta=1/R_{v}^{2}+O(1/R_{v}^{4})$. The (second-order) vesiculation boundary $(N)$-$s$$(S+ns)$ is the just the $\sigma=\frac{1}{2}$ curve, $R_{v}=1/r_{1}(\Delta)+1/r_{2}(\Delta)$ with $r_{1}^{2}+r_{2}^{2}=1$ and $r_{1}^{2}+r_{2}^{2}+1+\Delta$. The range of $\Delta$ over which the necked phase $(N)$ exists decreases in width at high volume like $(\text{const})/R_{v}^{M}$. The boundary between $(S+ns)$ and $(E+ns)$ occurs when the radius of the $n$ small spheres has grown to that of the coexisting large sphere, i.e., along the sphere boundary (17), which gives $\Delta=(n+1)^{1/3}-1$, independent of volume. $(E+ns)$-$s$$(S+d_{n})$ is first-order [like $(E)$-$s$$(N)$] but, again, because the dumbbell neck energy is small, it is well approximated by equating the $(E+ns)$ energy (numerical or perturbative) to the $(S+(n+1)s)$ energy (analytic). The boundary $(E+ns)$-$s$$(N''$) requires knowing the volume and axial curvature of the "ellipse" shapes, both of which can be well approximated perturbatively, giving the curves shown. Finally, the second-order vesiculation boundary $(S+d_{n})$-$s$$(S+ns)$ is the $\sigma=p$ curve, $R_{v}=2/r_{2}(\Delta)$ with $r_{1}^{2}+r_{2}^{2}=1$ and $r_{1}^{2}+nr_{2}^{2}=1+\Delta$.

### VII. CONCLUDING REMARKS

The results of this paper combined with those of Seifert, Berndl, and Lipowski for the low-volume regime give now for the first time a good idea of the shape phase diagram for the axisymmetric Helfrich model (1). The only region not yet mapped out is the region of high area and high volume, $R_{v}^{2}/R_{0}^{2}=1/(1+\Delta)$ $R_{v}/R_{0}>>1$. It will not be an easy task to treat this region, since numerical stability will be a problem and multiplet configurations involving nonspherical Euler shapes will have to be considered. How much will the inclusion of nonaxisymmetric shapes change the general scenario developed here for shape evolution driven by area increase at fixed volume? We are not in a position to answer this important question firmly; however, we argue that likely modifications are minor. Observe, first, that the energy functional (1) is non-negative, so the basic mechanism of shedding area into shapes that are essentially Helfrich spheres seems very robust. As long as the degree $n$ of vesiculation is small relative to $N=V/V_{H}$, relevant configurations will be multiplets consisting of one large Euler shape $(S, N$, or $E$ in what we have studied) and, effectively, $n$ smaller Euler shapes on the scale of $R_{0}$. The issue of stability is then equivalent to asking whether or not these shapes can be reduced in energy by nonaxisymmetric changes which preserve volume and area. It is already clear from Eq. (25) that shapes are locally stable to axisymmetric perturbations which increase area at fixed volume. Instability might arise if spheres $(S)$ or ellipses $(E)$ were energetically unstable to nonaxisymmetric shapes; however, Peterson has studied this question and apparently verified local stability for all the shapes relevant to us. This leaves only two problematic shapes, $(N)$ and the various dumbbells $(d_{n})$. Stability of the necked Euler

### TABLE I. Location of special points in the phase diagram

<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>$R_{v}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{2}$</td>
<td>$2^{1/3}-1=0.260$</td>
</tr>
<tr>
<td>$H_{3}$</td>
<td>$2^{1/3}-1=0.442$</td>
</tr>
<tr>
<td>$H_{4}$</td>
<td>$2^{1/3}-1=0.587$</td>
</tr>
<tr>
<td>$E_{2}$</td>
<td>$0.260\pm0.005$</td>
</tr>
<tr>
<td>$E_{3}$</td>
<td>$0.399\pm0.005$</td>
</tr>
<tr>
<td>$E_{4}$</td>
<td>$0.476\pm0.005$</td>
</tr>
<tr>
<td>$D_{n}^{(l)}$</td>
<td>$0.187\pm0.005$</td>
</tr>
<tr>
<td>$D_{n}^{(u)}$</td>
<td>$0.140\pm0.005$</td>
</tr>
<tr>
<td>$D_{n}^{(l)}$</td>
<td>$0.472\pm0.003$</td>
</tr>
<tr>
<td>$D_{n}^{(u)}$</td>
<td>$0.623\pm0.005$</td>
</tr>
<tr>
<td>$N_{2}$</td>
<td>$0.318\pm0.005$</td>
</tr>
<tr>
<td>$N_{3}$</td>
<td>$0.476\pm0.005$</td>
</tr>
<tr>
<td>$N_{4}$</td>
<td>$0.613\pm0.005$</td>
</tr>
</tbody>
</table>
shapes has not been studied. Note, however, that our phase diagram uses shapes (N) with neck radii always much less than $R_\alpha$, so it seems likely that any significant modification must occur in the neck region. While we cannot rule out nonaxisymmetric modification of the neck shape, any such change would have to occur at a length scale small with respect to $R_\alpha$, which seems unlikely. The dumbbells, on the other hand, are a different story. These shapes are basically Helfrich spheres fused through narrow necks; but, there seems no special reason to suppose that the linear configuration forced by the assumption of axisymmetry should have the lowest possible energy at fixed area and total (dumbbell) volume. The condition that the system remain topologically spherical limits the number of necks to $n-1$; however, the energetic interactions between the necks may well prefer a nonaxisymmetric “branching” pattern of the connected spheres. Thus, our best guess is that, for $n << N$, extending consideration to nonaxisymmetric shapes will not change Fig. 10 significantly, except possibly to replace the linear dumbbells $d_n$ by some more exotically branched shape. On the other hand, in the large-volume and large-area regime referred to in the preceding paragraph, none of these arguments apply, and significant breakdown of axisymmetry may well be the rule rather than the exception.

If a “real” system were found to which the Helfrich model applied (as we have formulated it, with fixed spontaneous curvature $c_0$), one might still ask whether the behavior predicted here would be observed in an experiment which scanned across the phase diagram. At issue are questions of dynamics and metastability: Will one minimum-energy shape evolve from another, as, e.g., area is increased at constant total volume? We mention two examples to illustrate possible effects.

Consider first the “necking” transition $E \rightarrow (N)$. This phase boundary is first order, and metastability is expected. In particular, Peterson’s analysis shows that the shape E is locally stable at the transition; thus, in an experiment, the vesicle would follow the energy curve $E_{\text{pc}}(\Delta)$ beyond the transition and on up in area to within an energy $k_BT$ of the first instability $(\Delta_\ast)$. At this point, the vesicle would “fall” down a trajectory which depended on dynamical considerations to the lowest energy configuration at the area corresponding to $\Delta_\ast$. Such a transition would not be reversible, and hysteresis would result.

Another problem is dynamical blocking. The simplest example here is the evolution of the multiplet shapes. In order for these shapes to adjust as area changes, matter must be able to flow through the zero-radius necks which still join the members of the multiplet on experimental time scales. Of course, in the laboratory such necks will have some nonzero radius determined by whatever natural length fixes the short-distance cutoff of applicability of the simple Helfrich model. One might expect such a radius to be of the order of, say, 20 Å for simple lipid-bilayer systems. Fluid flow through such a narrow aperture can be slow.

Although our work was motivated by experiments, it is far from clear that the model we have studied is an appropriate description of what is seen in the laboratory. Chemical mechanisms have difficulty accounting for a spontaneous curvature which is large enough to explain the micrometer-scale buds which are observed. The bilayer-couple mechanism of Svetina and co-workers is an attractive hypothesis. This approach uses an energy functional which differs from our Eq. (1) in lacking the $c_0$ term and, thus, leads to a different phase diagram and different shape sequences, even though the free-energy surfaces are the same. This model has recently been tested in the low-volume regime, where it is able to explain the sequences observed in Sackmann’s laboratory. On the other hand, it predicts that the $E \rightarrow (N)$ transition is second order rather than first order (as we find it), which appears to be in disagreement with the observations of Evans and Rawicz. 12

Another worrying inconsistency surrounds the formation of tubules. These structures have internal radii of 15–20 Å and appear frequently but not always in experiments. Such tubular forms can be found as Euler shapes in the Helfrich problem and may occur as a result of mechanically drawing out a cylindrical tether. However, there is no evidence whatsoever that they are low-energy structures in the regime where budding and vesiculation are observed. It is possible that such shapes would appear naturally in the minimization problem if short-distance effects, neglected in the Helfrich model, were included (van der Waals attraction, higher-order curvature terms, etc.). Indeed, Bruinsma5 has recently shown how van der Waals interactions may stabilize tubular structures and/or cause dynamical instability towards beadlike structures, which, under appropriate circumstances, might resemble our equilibrium multiplets.
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APPENDIX: PERTURBATIONS FROM THE SPHERE

We collect here expressions for the higher-order corrections referred to in Sec. IV. Extending Eq. (21), we find
\[ C^{(3)}_{l_1, l_2, l_3}(R) = \frac{G(l_1, l_2, l_3)}{3} \left[ \begin{array}{c} \frac{(R+2)}{2} [l_1(l_1+1)+l_2(l_2+1)+l_3(l_3+1)] \\ -\frac{R}{2} [l_1(l_1+1)+l_2(l_2+1)+l_3(l_3+1)+l_3(l_3+1)] \\ +\frac{(R-2)}{4} [l_1^2(l_1+1)^2+l_2^2(l_2+1)^2+l_3^2(l_3+1)^2] - 3R^2 \end{array} \right], \]  
\[ \Phi^{(4)}(R, a_4) = \frac{15}{3} \left[ -3(1+2\sigma)R^2 + 20R - 24 \right] a_4^4. \] 

The additional terms which extend Eq. (25) for the bending energy of the "elliptical" \( l = 2 \) shape are

\[ -\frac{4\sqrt{10}}{21} (5R_P + 6) \Delta^{1/2} \left( \frac{27R_P^2 + 76R_P + 12612}{1029} \right) \Delta^{1/2} + O(\Delta^{1/2}). \]
Yang, and Helfrich in special cases (Refs. 39–41).

It may be asked at this point why one does not form directly the energy surfaces \( E_s(\sigma, p) \) rather than the free-energy surfaces. The answer is that the Legendre-transform structure makes \( \Phi \) the "natural" free energy. Relations like Eq. (9) and (10) mean that local second-order structure is normally preserved (but see Ref. 28 for an exception).

The exception is the sphere sheets \( \Phi_{\text{spher}}(\sigma, p) \), which transform into a line in \( E(A, V) \), thus changing the associated bifurcation structure significantly. We shall discuss this in some detail in Sec. IV. This apparent anomaly is actually a simple consequence of the Euclidean invariance of the problem.

Note that the lowest sheet \( E_{\text{m}}(A, V) \) does not necessarily correspond to the lowest sheet \( \Phi_{\text{spher}}(\sigma, p) \) at the corresponding values \( \sigma(A, V) \) and \( p(A, V) \).

The continuity of \( E(A, V) \) can presumably be proved rigorously by arguing that a shape \( S \), which has energy \( E \) at area \( A \) and volume \( V \), can always be slightly modified in such a way as to acquire area \( A + \delta A \) and volume \( V + \delta V \) with an energy change \( \delta E \) which goes to zero as \( \delta A \) and \( \delta V \) go to zero.

If fission occurs, then the omitted Gaussian curvature terms would have to be put in.

This corresponds in unnormalized units to \( 2/R_0 - 1/R - 1/2 \), where \( R_0 \) is the spontaneous radius of curvature.

We have assumed here that \( A_i \) and \( V_i \) are independent variables. This is true for all Euler shapes except spheres, which require special treatment, since the spherical radius \( R \) determines both \( A \) and \( V \). We shall comment further in Sec. IV. The conclusion is that this result holds equally for spheres.

An example here is the situation for spheres, which we shall study in detail in Sec. IV. Of course, in the spherical case \( A \) and \( V \) are not independent and the relevant condition is \( \partial^2 E / \partial R^2 > 0 \).

An example of this is elliptical shapes which are not too far from spheres, for which \( \partial^2 E / \partial A^2 < 0 \), as we shall show in Sec. IV.

Note that \( \sigma \) and \( p \) are not restricted to be positive. Negative values of \( R \) correspond to spheres whose curvature is opposite to the spontaneous curvature \( c_0 \), here set to unity.


Actually, for reasons discussed in Sec. VI, these other configurations come in slightly before the gap opens.


\( E, \Phi, A, \) and \( V \) are invariant under Euclidean transformations of \( S \). What is important here is that translations of \( S \) along the symmetry axis induce nonlinear transformations on the coefficients \( \{a_i\} \) but leave the values of these functionals unchanged.

The absence of odd terms is general for even \( l \) and follows from the up-down symmetry of the problem.

Note that the two-ellipse multiplet cannot be stable by the argument given in Ref. 35.

These phenomena are observed at the lower volumes of Ref. 14, but they play a less dominant role there.

Since opening necks lowers the energy in this region, one large-multiple dumbbell is always preferable to several smaller ones with the same total volume. Note that the asymmetric dumbbell, based on fusing \( S \) and \( s \), is not stable in this region to the left of \( \sigma = 1/2 \).

According to Ref. 14, just below \( V = 2V_H \) the sequence of phases is reentrant: (E) goes to (N) (called "pear" in Ref. 14) via a first-order transition, but then the neck grows again and, at a higher area, (N) reconverts to (E) by a bifurcation (second order).

We are grateful to U. Seifert for questioning us on this point.

Another possible option might come to mind here: If the ellipse grows in area sufficiently, then it could become unstable to necking (E) \( \rightarrow \) (N). If this happened before the boundary \( (S + \alpha_1) \), then it would compete with \( (N') \), \( (N'') \), etc., and some other stable phase might intervene. As far as we have been able to tell, this does not happen in the part of the phase diagram we have studied; however, we have no general proof.

The correction terms, already small at \( R_{\text{f}} = 4 \), may be calculated using the methods of Ref. 24.

Interestingly, the value of the constant seems not to be fully determined by the coefficients in the Appendix; however, we believe that the evidence is strong that it is positive and of order unity.

Of course, depending on details of the local energy surface and the frictional (viscous) forces, the system might also end up in another metastable minimum.

