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Abstract

The research reported in this dissertation focuses on the response of grain boundaries in polycrystalline metallic nanostructures to applied strain using molecular dynamics simulations and empirical interatomic force laws. The specific goals of the work include establishing how local grain boundary structure affects deformation behavior through the quantitative estimation of various plasticity mechanisms, such as dislocation emission and grain boundary sliding. The effects of strain rate and temperature on the plastic deformation process were also investigated. To achieve this, molecular dynamics simulations were performed on both thin-film and quasi-2D virtual samples constructed using a Voronoi tessellation technique. The samples were subjected to virtual mechanical testing using uniaxial strain at strain rates ranging from $10^5 \text{s}^{-1}$ to $10^9 \text{s}^{-1}$. Seven different interatomic embedded atom method potentials were used in this work. The model potentials describe different metals with fcc or bcc crystal structures. The model was validated against experimental results from studying the tensile deformation of irradiated austenitic stainless steels performed by collaborators at the University of Michigan. The results from the model validation include a novel technique for detecting strain localization through adherence of gold nanoparticles to the surface of an experimental sample prior to deformation. Similar trends with respect to intergranular crack initiation were observed between the model and the experiments. Simulations of deformation in the virtual samples revealed for the first time that equilibrium grain boundary structures can be non-planar for model potentials representing fcc materials with
low stacking fault energy. Non-planar grain boundary features promote dislocation as
deformation mechanisms, and hinder grain boundary sliding. This dissertation also reports the
effects of temperature and strain rate on deformation behavior and correlates specific
deformation mechanisms that originate from grain boundaries with controlling material
properties, deformation temperature and strain rate.
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1 Introduction

Improved structural materials resistant to various environments are key in many applications. One example is in the area of nuclear energy. The world-wide demand for energy is continually increasing. Of the existing technologies for providing electricity generation, one technology in particular stands out as having the capability of meeting the demand for power. Nuclear power plants are a viable, sustainable method of providing base-load power generation. In the United States, there are currently 100 operating nuclear reactors providing a significant portion of the power required [1]. The initial operating licenses issued to each plant were valid for 40 years. As the plants age, renewal licenses for some of the oldest reactors have been issued for an additional 20 years of operation. Recently, the Nuclear Regulatory Commission has begun researching whether extending operating licenses beyond 60 years is feasible given the expected material degradation over the life of the reactor [2].

A leading cause of material degradation is its service environment. The environment inside a nuclear reactor pressure vessel includes high pressures, high temperatures, and radiation. Due to this extreme, corrosive environment, austenitic stainless steel alloys are used to line the pressure vessels. This austenitic stainless steel is subject to both embrittlement and intergranular stress corrosion cracking [3]. Left undetected, cracks may lead to failure of the pressure vessel. In order to prevent cracks from developing unnoticed, it is necessary to study the causes of intergranular stress corrosion cracking in austenitic stainless steel, including the factors that contribute to intergranular crack nucleation. It is therefore very important to be able to develop new structural materials for these applications. This development requires an understanding of the basic atomic level processes that control mechanical and environmental response.
Atomistic computer simulation has been used extensively to study mechanical properties of crystalline materials and interfaces [4] that are governed by the microstructure at the atomic scale [5-8]. Progress in simulation techniques and advances in computer hardware have been particularly important in materials with grain sizes under 100 nm, where the length scales that are possible through simulations can reach those of experimental methods [9-13]. Even though there is still a large gap between the time scales that can be achieved by atomistic methods and those available to experiments [14], atomistic modeling can play a critical role in advancing the understanding of microstructure evolution and mechanical properties, particularly if simulation results are combined with recent advances in the experimental characterization tools [15]. The combination of simulation and experiment can provide new insight into critical phenomena at the atomistic level that can aid in the design and development of new structural materials [16].

Realistic simulation of mechanical behavior in metallic materials typically requires the generation of representative polycrystalline microstructures in the form of a grain boundary network. Simulations at the atomistic level require increasingly larger numbers of atoms. These simulations are now possible, due to the advancement of available computational power.

1.1 Motivation: Materials used in nuclear reactor pressure vessels

Nuclear reactor pressure vessels are made out of carbon steel due to its desirable strength and low cost. A major drawback to carbon steel is its susceptibility to corrosion by boric acid, which is added to the water inside the reactor to help control the nuclear reaction. In order to prevent this corrosion from occurring, a layer of corrosion-resistant austenitic stainless steel is used to create a barrier between the borated water and the carbon steel. Over time, due to the high
neutron flux, the hot borated water, and high pressures, the stainless steel becomes embrittled and may develop intergranular stress corrosion cracking. These cracks originate in grain boundaries, the interfacial regions found between the grains that make up the steel, for reasons that are not yet fully understood. Under the right conditions these cracks may propagate along the grain boundary network, ultimately growing large enough to cause failure of the material. The specific conditions under which intergranular cracks nucleate and grow are subjects of intense research. Some key factors that promote the nucleation of intergranular stress corrosion cracking include the yield stress, the stacking fault energy, and dislocation emission, absorption, and pileups at grain boundaries as noted in Chopra and Rao [17]. In this context, the relationships between stacking fault energy, yield strength, and dislocation activity at grain boundaries is clearly of interest. One method by which these relationships may be probed is to investigate materials with a high grain boundary density. Nanocrystalline materials present this opportunity, since with a decreasing grain size, the volume fraction of grain boundary interface increases. This increased number of grain boundary interfaces presents a clear way to investigate the relationships between stacking fault energy, yield strength, and dislocation activity at grain boundaries. With the increase in the grain boundary interfacial area, an increase in the variety of grain boundary structures is available for study. We can then work to pinpoint the effects of parameters such as the stacking fault energy, yield strength, and dislocation emission and interaction with the grain boundary. In addition, nanocrystalline materials have been shown to have unique resistance to radiation effects [18].

It is important to study the factors that cause intergranular crack initiation, including how local grain boundary structure affects deformation, what governs local grain boundary structure, how quantitative measures of deformation mechanisms change as a function of strain rate, and what
specific atomistic parameters govern overall material deformation. In addition, it is critical to understand how deformation is affected at elevated temperature.

1.2 Research goals

This research seeks to use molecular dynamics computer simulations to probe the interrelated factors leading to crack nucleation and growth in complex grain boundary networks. The work proposed here involves a basic study of the structure of grain boundary networks and their mechanical response in materials at a molecular atomistic level. This project requires descriptions of the interactions between the various atoms that are based on both experimental data as well as first principle quantum mechanical calculations. Once this description is obtained the equilibrium atomic configuration around any defect or interface can be calculated through energy minimization schemes or molecular dynamics techniques. The detailed information on the atomistic configuration of the defective region is then linked to the properties in the material that are controlled by such defects. In recent years the increased speed of available computing facilities has allowed us to undertake large scale massive simulations. It is now possible to conduct simulations involving millions of atoms and study the structures of defective solids and their relation with material properties. Furthermore, the new computer architectures and increasing speeds allow the study of defects that are realistic and three dimensional in nature. These large scale simulations pose new challenges in the ways in which the results can be visualized and analyzed. Despite recent progress, we are still limited to grain sizes in the nanometer range and deformation rates that are much faster than experiment. The realistic simulations in this dissertation are relevant to the properties of nanocrystalline materials.
Nanocrystalline materials are used due to their high grain boundary to bulk ratios, allowing this research to focus on the role of grain boundaries in deformation and crack initiation.

The overall goal of this work is to use large-scale simulations to further the understanding of how grain boundary networks control mechanical response in metallic materials. The specific goals of the work include

- Determine two key effects of the stable stacking fault energy:
  - The effect of the stable stacking fault energy on relaxed grain boundary structure
  - The quantitative estimation of local grain boundary structures on deformation through:
    - Grain boundary sliding.
    - Dislocation emission, absorption, and slip transfer behavior.
    - Quantitative estimates of dislocation emission and grain boundary sliding as functions of:
      - stacking fault energy.
      - strain rate.
      - temperature.

1.3 Dissertation organization

This dissertation is organized into three main sections and a conclusion. The first section is comprised of chapters 1 through 3. It includes the Introduction (Chapter 1), the background information and literature review (Chapter 2), and the methods and techniques used in this research program (Chapter 3). The second section consists of Chapters 4 and 5, which detail the model validation process, through comparisons of simulation and experiments. These two
chapters have been published in Materials Science and Engineering: A [19] (chapter 4) and in the International Journal of Plasticity [20] (chapter 5). In the third section, Chapters 6 through 10, the main simulation results of the research are presented. Three of these chapters have been published at this time: Chapters 6 and 7 in Philosophical Magazine A [21] [22], and Chapter 8 in Modelling and Simulation in Materials Science Engineering [23]. Chapters 9 and 10 will be submitted for publication shortly. Finally, the major conclusions from this work are detailed in the conclusions (Chapter 11).

### 1.4 Research overview

There are several steps necessary in order to successfully complete the investigation of the factors that contribute to intergranular crack initiation and deformation in nanocrystalline materials. The initial step is to validate the model against experimental results in similar materials:

- Compare intergranular crack initiation trends in Ni and in Fe-13Cr-15Ni austenitic stainless steel, with an emphasis on the angle of the crack grain boundary with respect to the tension axis and slip transfer in both cracked and uncracked boundaries. (Chapter 4)

- Compare areas of local strain in excess of the homogenous strain imposed on the sample to ensure the simulations accurately represent local deformation in experimental samples. (Chapter 5)

Once the model is validated, the research can address issues that are not necessarily accessible to current experimental techniques. The work proceeds in several distinct steps, as follows:
• Determine the relationship between the grain boundary angle with respect to the tensile axis and its effect on both deformation and crack initiation. (Chapter 6)

• Determine how stable stacking fault energies affect the relaxed grain boundary structures and how that in turn affects deformation through investigation of materials with two very different stacking fault energies. (Chapter 7)

• Determine deformation mechanisms in bcc tantalum as a function of strain rate. Determine the dominant deformation mechanisms as a function of strain rate, and at what strain rate strain rate effects become pronounced. (Chapter 8)

• Determine what interatomic parameter is the governing parameter for specific deformation mechanisms, grain boundary energetics, and the yield and flow stress shown in the stress-strain diagram. (Chapter 9)

• Quantitatively assess the differences in dislocation emission, grain boundary sliding, strain rate sensitivity, and activation energies due to elevated temperature. (Chapter 10)
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2 Background and Literature Review

Intergranular stress corrosion cracking (IGSCC) is a persistent problem in aging nuclear power plants. These are cracks that develop in grain boundaries and grow along the grain boundary, weakening the material and potentially leading to failure. An example of the consequences of IGSCC can be found in the history of the Davis-Besse nuclear power plant. On March 5, 2002, a hole the size of a football was found in the carbon steel reactor vessel head at Davis-Besse nuclear power plant located in northwest Ohio [1]. Root cause analysis showed that an IGSCC – type crack developed in a control rod drive nozzle in the reactor head. This crack allowed borated water, water that has had boric acid added to it in order to assist in controlling the nuclear reaction, to seep through the protective layer of Alloy 600. This borated water then began corroding the carbon steel from which the reactor head is made. Fortunately, the crack and corrosion were discovered before a catastrophic failure occurred. This event shows the impact and potential catastrophic consequences of IGSCC in nuclear reactors and the importance of understanding the factors that contribute to the formation and propagation of these cracks. Since IGSCC happens in grain boundaries, it is vitally important to understand the role of grain boundaries in deformation and how they contribute to mechanical behavior.

2.1 Deformation mechanisms in grain boundaries

Grain boundaries are clearly a key factor in both IGSCC and the overall deformation of the material. Grain boundaries act as both sources of dislocations and contribute to the strength of a material by acting as a barrier to dislocation movement. Inhibiting the motion of dislocations through grains blocks the onset of plasticity, raising the yield and flow stress of the material and thus the strength. Dislocations pile up at grain boundaries when transferring across the boundary
is impeded. This is known as grain-boundary strengthening. Logically, if grain boundaries contribute to the strength of the material, then it stands to reason that more grain boundaries in a material equates to higher strength. One way to increase the number of grain boundaries is to reduce the grain size, increasing the volume fraction of material devoted to grain boundaries in a polycrystalline material. Two researchers, working independently, separately identified the strengthening effect of reducing the grain size [2, 3]. The resulting theory, called the Hall-Petch effect, is a theory that seeks to explain why the strength of a material increases as grain size decreases and is described through the following relation:

\[ \sigma_y = \sigma_0 + kd^{-1/2} \]  

Where \( \sigma_y \) is the yield stress, \( \sigma_0 \) is a material constant, \( k \) is a strengthening coefficient, and \( d \) is the grain size. In theory, this indicates that a material with infinitely small grains would have infinite strength. This is impossible, however, since grain sizes at the extreme small end have no long-range order and are effectively amorphous. Amorphous materials have no long-range order and lack the organization to support dislocations. Materials with grain sizes in the nanometer range are possible, and show interesting and desirable properties [4]. Deformation in nanomaterials with grain sizes less than about 100 nm is restricted to grain boundary mediated deformation. At this grain size, Frank-Read sources are prevented from operating, and thus the only source for dislocations is the grain boundary itself. The study of deformation in nanomaterials allows the researcher to focus only on factors that affect grain boundary deformation.

The grain boundary network acts as a source of dislocations when the sample is loaded [38]. Tschopp and co-workers [70-72] studied the evolution of grain boundaries in copper bicrystals under uniaxial tension. Spearot and co-workers that reported that areas of larger free volume in the grain boundary, such as the “E” structural units can constitute favored sites for dislocation
nucleation [73]. These findings also point out the importance of excess free volume in the grain boundary as a critical parameter related to dislocation emission. Kinoshita and co-workers [74] reported that extrinsic grain boundary dislocations are often present in the grain and that the force required to emit these dislocations is highly dependent on detailed atomic level changes in the dislocation cores. These lead to a strong dependence on local grain boundary structure and have a significant effect on the emission process. McPhie and co-workers [75] showed that dislocation nucleation is much more likely to occur at defect sites within a grain boundary, stressing the importance of the local structure of the grain boundary as well as the relaxation state of the boundary.

2.2 Deformation in nanomaterials

Deformation in nanocrystalline materials is significantly different than deformation in macroscale materials. With grains that average less than 100nm in diameter, the operation of conventional dislocation sources, such as Frank-Reed sources, are inhibited [5]. This leaves two main mechanisms for deformation: grain boundary sliding and dislocation emission from the grain boundaries. Grain boundary sliding as a deformation mechanism becomes significant when dislocation emission and pileup at grain boundaries is limited by the grain size [6]. The critical grain size at which this occurs varies, but is generally thought to be in the 20-40 nm range [5]. In addition to grain boundary sliding, motion of the grain boundary normal to the grain boundary plane has also been observed. Grain boundary sliding and coupled migration have been studied by multiple researchers, including Cahn et al. [7, 8], Farkas et al. [9, 10], and Velasco et al. [11]. Dislocation emission as a deformation mechanism at the nanoscale has been investigated through molecular dynamics in previous studies. Yamakov et al. used molecular dynamics to study
dislocation emission and twin formation in aluminum nanocrystals [12]. de Koenig et al. [13] showed that local grain boundary structure affects the nature of the dislocation interaction, including slip transfer. Tschopp et al. [14, 15] also studied the effect of local structure on grain boundary emission, including how structural units in the boundary can dissociate into partial dislocations which then emit into the grain. Vo et al. [16] showed that the competition between dislocation emission and grain boundary sliding at the nanoscale is dependent on grain size and strain rate.

It has been well established that grain boundary sliding and dislocation emission are significant deformation mechanisms at the nanoscale, but the relationship between these deformation mechanisms and the specific atomistic parameters that control remains a topic of investigation. Experimental research performed by An et al. [17] used high pressure torsion to investigate the effect of stacking fault energy on deformation in nanocrystalline Cu and Cu-Al alloys. It was found that stacking fault energy affected the uniformity of microstructure, with materials that have high or low stacking fault energies having more microstructural uniformity than materials with moderate stacking fault energies. Molecular dynamics simulations were used by Jin et al. [18, 19] to study dislocation transmission across twin boundaries in Al, Cu, and Ni. Jin was able to relate the resistance to slip transfer to a resistance parameter R that was dependent upon the stable and unstable stacking fault energy. Deng et al. [20] expanded on this work with Au, Ag, Al, Cu, Pd, and Ni nanowires. Deng was able to show that the unstable stacking fault energy was directly proportional to the yield stress and to the stress at which leading partial dislocations emit from interfaces. Simulations by Asaro et al. [21] in Cu, Al, and Ni showed that the ratio of the stable and unstable stacking fault energies significantly affects the emission of a trailing partial dislocation from grain boundaries, which in turn affects the equilibrium partial separation
distance. Stable and unstable stacking fault energies are clearly critical in the deformation of nanocrystalline fcc materials, though work to determine how the stable and unstable stacking fault energy correlates to both grain boundary structures and subsequent deformation has yet to be performed. Changes in grain boundary structures due to deformation through both grain boundary sliding and dislocation emission may also contribute to intergranular crack nucleation, another known deformation mechanism at the nanoscale. Intergranular crack nucleation and growth has been observed in nanocrystalline materials. Experimental work by Liu et al. [22] in Au thin films with average grain sizes of about 8nm showed that cracks develop and propagate along the grain boundary network. Atomistic simulations of both fcc and bcc materials show that cracks in nanocrystalline materials nucleate through a nanovoid formation and coalescence process [23-30]. Nanovoids, once nucleated, grow through a process of dislocation emission from the nanovoid surface [31-37]. Eventually the nanovoids will attain sufficient size to breach the top and bottom surfaces of the sample, forming a crack. The newly formed crack can then propagate along the grain boundary network, significantly weakening the material and contributing to plastic strain. Dislocation emission, grain boundary sliding, and intergranular crack initiation all contribute to plastic deformation in the nanoscale and are the subject of the research presented in this work. The research presented in this work uses molecular dynamics simulations to study the behavior of grain boundaries to applied strain, including factors that favor crack initiation, dislocation emission and grain boundary sliding. In particular, this work seeks to more firmly establish the relationship between specific deformation mechanisms that originate in the grain boundary and either the stable or unstable stacking fault energy.
2.3 Model materials investigated

In order to gain insight into basic mechanisms model materials are chosen, to represent a range of metals. In this work, four model fcc materials and one bcc model material are investigated. The fcc materials of interest are copper, aluminum, nickel, and palladium. The work was also expanded to include bcc tantalum in order to explore deformation in nanocrystalline bcc materials. These specific metals were chosen due to the availability of accurate interatomic potentials with differing stable and unstable stacking fault energies, cohesive energies, and elastic constants. When choosing model materials potentials one should consider their accuracy or ability to reproduce properties of interest as closely as possible, their transferability, meaning that they can be used to study a variety of properties for which it was not fit and their computational speed, since faster calculations enable the study of more realistic structures.

The choice of the interatomic potential also depends on the area of intended application. The model potentials used here were developed to represent aluminum, copper, nickel, palladium, and tantalum. We emphasize, that we work with model materials and therefore we have chosen two different potentials representing Al and two representing Ni. See section 3.3 for a detailed discussion of the interatomic potentials chosen to perform these simulations.

In order to investigate the effects of stable and unstable stacking fault energy on deformation, materials with a wide range of energies are needed. The materials chosen for this work are aluminum, copper, nickel, palladium, and tantalum. Experimental values for each material are shown in Table 1 and compared with the austenitic stainless steel used in chapters 4 and 5. The materials chosen have a range of yield strengths, stacking fault energies, and elastic moduli. The yield strength is the stress at which plastic deformation begins, the stacking fault energy is a measure of the excess energy in the material due to stacking irregularities in fcc materials, and
the elastic modulus is a measure of the resistance of the material to elastic deformation under applied stress or strain. By comparing the yield strengths, stacking fault energies, and elastic moduli of the studied materials to those of the austenitic stainless steel, we can choose materials that have a higher and lower yield strength, stacking fault energies, and elastic modulus. This allows us to more easily isolate the effects of these parameters on deformation and intergranular crack nucleation.

In this work, we use empirical models for each material. The models are fit to experimental data like that listed in Table 1, including the lattice parameter, the cohesive energy, and the stable stacking fault energy. Refer to section 3.3 for the specific values used in each potential.

Table 1: Experimental material properties for the materials studied in this work

<table>
<thead>
<tr>
<th>Metal</th>
<th>Crystal structure (fcc/bcc)</th>
<th>Lattice Parameter (nm)</th>
<th>$\gamma_{SF}$ (mJ/m$^2$)</th>
<th>$\sigma_y$ (MPa)</th>
<th>E (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe-Cr-Ni Stainless Steels</td>
<td>Fcc</td>
<td>0.3589 [38]</td>
<td>10 – 100 [38]</td>
<td>136-220 [39]</td>
<td>-</td>
</tr>
</tbody>
</table>
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3 Simulation Tools

Computer simulations offer an attractive method of investigating the atomistic mechanisms involved in deformation of nanocrystalline materials that are not possible with experimental techniques. The choice of simulation technique depends on several factors, including the scale of the sample being simulated and the specific information desired. There are several simulation techniques available, including \textit{ab initio}, molecular dynamics, and continuum-level simulations. The smallest scale simulation technique is \textit{ab initio} simulations, where the number of atoms is limited to about 100, but extremely detailed information about the quantum states of each electron associated with the individual atoms is factored in to the calculations. This gives extremely accurate results, but at the expense of the number of atoms available to the calculation. Molecular dynamics simulations allow for a much larger sample, with greater than a million atoms included in the simulation. In molecular dynamics, the specific quantum information for each atom is lost, but the number of atoms considered is greatly increased. In addition to simulation techniques that consider individual atoms, there are continuum-level simulations, using finite element analysis techniques to consider sample sizes that approach experimental scales. The cost for such an increase in sample size is the atomistic-level information available to both molecular dynamics and \textit{ab initio} techniques. In this work, molecular dynamics was chosen as the simulation technique due to the sample sizes of about a million atoms and the availability of accurate potentials.

3.1 Sample Generation

The virtual samples used in this work were created using a Voronoi construction technique. Two types of samples with columnar grains were generated: a fully periodic quasi-2D sample, and
thin-film samples with free surfaces in the positive and negative z directions. These samples are discussed in more detail in the following sections.

3.1.1 Periodic quasi-2D samples

The quasi-2D samples were created with periodic boundary conditions in all directions. With periodic conditions, a large system can be simulated by modeling a small part of the overall sample and tiling images of the sample. These samples have 9 grains of 40nm average diameter and 719 598 atoms. The periodicity along the z axis is the lattice periodicity in the [1 1 0] direction common to all grains. The grain boundaries in these samples are of pure tilt character around the [1 1 0] axis with random misorientation angles as well as random orientations of the grain boundary planes. The quasi-2D samples used with the fcc potentials in this work have been adjusted to be proportional to the lattice parameter of the simulated metal. Apart from the simulation box size, the samples are exactly the same. This allows differences in relaxed grain boundary structure and deformation behavior to be isolated to differences in the interatomic potential used. Note that the 40nm grain size precludes Frank-Read sources from operating, and restricts dislocation-mediated deformation to only straight-line dislocations. The dislocation core is parallel to the periodicity in the z direction and thus is normal to the [1 1 0] texture of the sample.

3.1.2 Thin-film samples

Two sets of thin-film samples were generated using a Voronoi process similar to that used to create the quasi-2D sample. The first set of samples was created to simulate bcc tantalum. Two samples with different sizes were created: one very small, with only three grains, and one an
order of magnitude larger. The first has three grains with random grain orientations, about 500K atoms, and a thickness of 7nm. This extremely small sample was created specifically to facilitate simulations at a strain rate of $10^5 \text{s}^{-1}$. A sample one order of magnitude larger, with the same 7 nm thickness was created in order to ensure that deformation processes observed in the first sample were not size dependent. This sample contained 30 grains and about 5M atoms. Both samples were used in simulations with strain rates from $10^6 \text{s}^{-1}$ to $10^9 \text{s}^{-1}$ with a goal of identifying the effect of strain rate on deformation.

The second set of thin-film samples was created from orientation imaging microscopy (OIM) scans of the experimental samples used in chapters 4 and 5. OIM uses scanning electron microscopy (SEM) technology to determine the grain orientations and grain boundary characters of experimental samples. In this technique the SEM beam is directed at the surface of the sample at an angle of 70°. The lattice symmetry is revealed by Kikuchi bands in the backscattered electrons that impinge a detector placed near the sample. The orientation of each grain can then be calculated from the Kikuchi band pattern, and the orientations are mapped. By calculating the angles between the orientations of each grain, the grain boundary character can be deduced. The Euler angles of each grain and grain cell centers estimated from the OIM scans are then used to create a set of virtual samples that mimic the experimental samples as can be seen in figure 1. The top row shows the OIM information, while the second row shows the virtual samples created to represent them. The two sets of samples share Euler orientations for each grain. This implies that the grain boundary characters should also be similar.
3.2 Molecular dynamics

Molecular dynamics (MD) is a simulation technique that uses Newton’s equations of force and motion to calculate the position, velocity, and force on each atom in a given simulated sample at a defined timestep. These calculations are used to determine how a sample responds to applied stress or strain. The MD software used in this work is the Large-scale Atomic/Molecular Massively Parallel Simulation written by Steve Plimpton at Sandia National Laboratories [2].
LAMMPS is a feature-rich MD software package that is widely considered the standard by computational materials researchers. LAMMPS is fully parallelized on multiple processors simultaneously, vastly increasing the computing power that can be used in each simulation. There are several advantages to MD simulations, including the number of atoms that can be simulated, the range of temperatures available to the simulation, and the variety of strain rates that can be used. MD simulations are capable of using up to a billion atoms at very fast strain rates of (greater than $10^7 s^{-1}$) or small samples of less than a million atoms at slower strain rates (less than $10^6 s^{-1}$). The limitations of molecular dynamics lie in the fast strain rates and short timescales available to MD simulations. The equations of motion are integrated with a femtosecond timestep, leading to simulations that have durations ranging from picoseconds to nanoseconds. This very short timescale prevents thermally-driven or time-dependent phenomena and presents difficulty with comparison to experiments.

Atoms in MD simulations are treated as hard spheres that react to the attractive or repulsive forces exerted on them by neighboring atoms. In order to initialize a simulation run, the starting atom positions, types, mass, and interactions are defined as inputs to the software. Next, initial velocities for each atom in the sample are set for each atom as a function of a given initial temperature. The first iteration calculates the force on each atom at $t = 0$. At each successive femtosecond the positions, forces, and velocities are recalculated for each atom until the total simulation time has elapsed.

A Nosé-Hoover thermostat and barostat were used to maintain the temperature and pressure in the system. The temperature in the system is rescaled periodically by modifying the velocities of each atom in the system according to the following relation:

$$\frac{1}{2} m v^2 = \frac{3}{2} N kT$$

3.1
Where \( m \) is the mass of each atom, \( v \) is the velocity, \( N \) is the number of atoms in the system, \( k \) is the Boltzmann constant, and \( T \) is the temperature. The pressure in each direction is controlled through the following relation:

\[
P_{ij} = \frac{\sum_{k}^{N} m_{k} v_{k} v_{kl}}{v} + \frac{\sum_{k}^{N} r_{ik} f_{jk}}{v}
\]

Where the first term uses specific terms from the kinetic energy tensor and the second term uses components of the virial tensor. In this equation, the terms \( i, j, \) and \( k \) equate to \( x, y, \) and \( z \). In addition to the inputs listed above, an interatomic potential describing the interaction between atoms is necessary to complete the MD simulation. The potentials used in this work are described in the next section.

MD was used in this work to determine the virtual mechanical response to applied strain. The output from the software includes the deformed atom positions, the potential energy, and the stress on each atom. By considering the total stress of the sample (calculated as the sum of the stress of each atom in the system) as a function of strain, standard stress-strain curves can be developed for each simulation run. From the stress-strain diagram, the mechanical properties of the simulated system can be obtained, including quantities such as the yield and flow stress and the elastic modulus. Performing simulations at various strain rates and temperatures allows for the calculation of both strain rate sensitivities and the determination of Arrhenius behavior. Through these simple analysis techniques, the mechanical properties of simulated samples can be determined. Stress-strain curves were created for each virtual mechanical test in this work and combined with more complex analysis in order to detect deformation.
3.3 Interatomic potentials

Interatomic potentials are a method of defining the interactions between atoms in a simulated system. The first potentials, such as the Lennard-Jones potential, considered only the interactions of atom pairs, excluding the interactions between every atom in the sample. This technique is of limited accuracy in an N-body system with metallic bonding. The embedded atom method (EAM) interatomic potential is a many-body approach developed by Daw and Baskes [3] and is used to simulate the interaction between atoms in metals. The EAM potential model is an improvement on the Lennard-Jones mode because the EAM potentials incorporate a term that considers the effects of all atoms j on atom i.

Interatomic potentials describe how the potential energy of the system depends on the coordinates of all atoms. The total energy of the system in the EAM approach is written as

\[ E_i = F_i \sum_{i \neq j} f_j(r_{ij}) + \frac{1}{2} \sum_{i \neq j} \varphi_{ij}(r_{ij}) \]

Where \( F \) is the embedding function that considers the contribution to the electron density at atom i from all atoms j, and \( \varphi \) is the pair potential. To reduce the computational load, the interaction energies are only calculated when atom separation radii are below a specific cutoff radius; beyond the cutoff radius the interaction energy is considered to be equal to zero.

When developing an EAM potential, the potential function is fit to both empirical and experimental parameters. These parameters include the lattice parameter \( (a_0) \), the cohesive energy \( (E_0) \), the vacancy formation energy \( (E_0^f) \), elastic constants \( (c11, c12, c44) \), stacking fault energy \( (\gamma_{SF} \text{ and } \gamma_{USF}) \), and any other parameters that fall within the scope of the author’s investigation.

The limitations of EAM potentials arise from the nature of metallic bonding. EAM potentials most accurately represent the behavior of fcc systems. EAM potentials have limited effectiveness
when simulating bcc metals due to both the orbital hybridization and angular nature of some bcc bonds. Covalent bonds are not well predicted with EAM potentials. Additional potential types have been developed to address these types of bonds, including the Tersoff [4] and Stillinger-Weber [5] potentials.

3.3.1 Empirical interatomic potentials used in this work

This work uses five model materials. These are aluminum, nickel, copper, palladium, and tantalum. The interatomic potentials used for each metal are discussed in detail below. The materials selected for this work have a wide range of lattice parameters, cohesive energies, stacking fault energies, and unstable stacking fault energies. This range will make the correlations between atomistic parameters and deformation behavior easier to identify by highlighting the differences in behavior at high and low values of each parameter.

3.3.1.1 EAM potentials for aluminum and nickel

In this work, the interatomic potentials of Mishin et al [6] and Voter and Chen [7] are used to describe the deformation of aluminum and nickel. To differentiate between the two nickel potentials and two aluminum potentials, the notations Al1 and Ni1 shall refer to the potentials developed by Mishin et al., while Al2 and Ni2 shall refer to those developed by Voter and Chen. As shown in Table 1, The Mishin et al. potentials more closely match the values obtained through ab initio techniques, indicating that they should predict behavior that is more representative of experimental deformation. In this work, we use both the Mishin et al. and Voter and Chen potentials in order to more fully explore the effect of the $\gamma_{SF}$ and $\gamma_{USF}$ energies on deformation.
Table 3: Fitting parameters and ab initio data for the Mishin et al. and Voter and Chen interatomic potentials for aluminum and nickel. All data from [6] except where otherwise noted.

<table>
<thead>
<tr>
<th></th>
<th>ab initio</th>
<th>Al1</th>
<th>Al2</th>
<th>ab initio</th>
<th>Ni1</th>
<th>Ni2</th>
</tr>
</thead>
<tbody>
<tr>
<td>a₀ (nm)</td>
<td>0.405</td>
<td>0.405</td>
<td>0.405</td>
<td>0.352</td>
<td>0.352</td>
<td>0.352</td>
</tr>
<tr>
<td>E₀ (eV/atom)</td>
<td>-3.36</td>
<td>-3.36</td>
<td>-3.36</td>
<td>-4.45</td>
<td>-4.45</td>
<td>-4.45</td>
</tr>
<tr>
<td>B (10¹¹ Pa)</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
<td>1.81</td>
<td>1.81</td>
<td>1.81</td>
</tr>
<tr>
<td>c11 (10¹¹ Pa)</td>
<td>1.14</td>
<td>1.14</td>
<td>1.07</td>
<td>2.47</td>
<td>2.47</td>
<td>2.44</td>
</tr>
<tr>
<td>c12 (10¹¹ Pa)</td>
<td>0.619</td>
<td>0.616</td>
<td>0.652</td>
<td>1.47</td>
<td>1.48</td>
<td>1.49</td>
</tr>
<tr>
<td>c44 (10¹¹ Pa)</td>
<td>0.316</td>
<td>0.316</td>
<td>0.322</td>
<td>1.25</td>
<td>1.25</td>
<td>1.26</td>
</tr>
<tr>
<td>Eᵥf (eV)</td>
<td>0.68</td>
<td>0.68</td>
<td>0.63</td>
<td>1.60</td>
<td>1.60</td>
<td>1.56</td>
</tr>
<tr>
<td>γSF (mJ/m²)</td>
<td>166, 120-144</td>
<td>146</td>
<td>76</td>
<td>125</td>
<td>125</td>
<td>58</td>
</tr>
<tr>
<td>γUSF (mJ/m²)</td>
<td>168-180 [8-11]</td>
<td>168</td>
<td>93</td>
<td>278-316 [9, 12]</td>
<td>366</td>
<td>225</td>
</tr>
</tbody>
</table>

3.3.1.2 EAM potentials for copper

The EAM potential of Mishin et al. [13] for copper was selected for this work due to the excellent agreement between the predicted atomistic parameters and ab initio calculations. Mishin et al. used a total of 23 fitting parameters, with a goal of making the potential as accurate as possible. The experimental parameters include a₀, E₀, B, the elastic constants cᵢⱼ, the phonon frequencies νₗ(X) and νₜ(X) at the zone-boundary point X, the relaxed vacancy formation (Eᵥ) and migration (Eₘ) energies, and the intrinsic stacking fault energy. The Rose equation of state [14] was used to ensure that the structural energy predicted by the potential was correct.
Table 2: Fitting parameters and ab initio data for the Mishin et al. copper interatomic potential.

All data from [13] except where otherwise noted.

<table>
<thead>
<tr>
<th></th>
<th>ab initio</th>
<th>Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td>a_0 (nm)</td>
<td>0.3615</td>
<td>0.3615</td>
</tr>
<tr>
<td>E_0 (eV/atom)</td>
<td>-3.54</td>
<td>-3.54</td>
</tr>
<tr>
<td>B (10^{11} Pa)</td>
<td>1.383</td>
<td>1.383</td>
</tr>
<tr>
<td>c_{11} (10^{11} Pa)</td>
<td>1.700</td>
<td>1.699</td>
</tr>
<tr>
<td>c_{12} (10^{11} Pa)</td>
<td>1.225</td>
<td>1.226</td>
</tr>
<tr>
<td>c_{44} (10^{11} Pa)</td>
<td>0.758</td>
<td>0.762</td>
</tr>
<tr>
<td>E^f_v (eV)</td>
<td>1.27</td>
<td>1.272</td>
</tr>
<tr>
<td>γ_{SF} (mJ/m^2)</td>
<td>45</td>
<td>44.4</td>
</tr>
<tr>
<td>γ_{USF} (mJ/m^2)</td>
<td>164-180 [9, 11]</td>
<td>158</td>
</tr>
</tbody>
</table>

3.3.1.3 EAM potential for palladium

The EAM potential developed to represent palladium used in this work is by Foiles and Hoyt [15]. This potential was specifically developed to more accurately represent the stable and unstable stacking fault energies in palladium, and thus produce more accurate deformation behavior in tensile deformation simulations. The fitting parameters used by Foiles and Hoyt include a_0, E_0, the vacancy formation energy (E^f_v), the elastic constants c_{ij}, the stable stacking fault energy, the surface energy, and the Rose equation of state.
Table 3: Fitting parameters and ab initio data for Foiles and Hoyt palladium interatomic potential. All data from [15] except where otherwise noted.

<table>
<thead>
<tr>
<th>Desired</th>
<th>Pd</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$ (nm)</td>
<td>0.389</td>
</tr>
<tr>
<td>$E_0$ (eV/atom)</td>
<td>-3.91</td>
</tr>
<tr>
<td>$c_{11}$ ($10^{11}$ Pa)</td>
<td>2.341</td>
</tr>
<tr>
<td>$c_{12}$ ($10^{11}$ Pa)</td>
<td>1.76</td>
</tr>
<tr>
<td>$c_{44}$ ($10^{11}$ Pa)</td>
<td>0.712</td>
</tr>
<tr>
<td>$E_{fp}^I$ (eV)</td>
<td>1.54</td>
</tr>
<tr>
<td>$\gamma_{SF}$ (mJ/m$^2$)</td>
<td>188</td>
</tr>
<tr>
<td>$\gamma_{USF}$ (mJ/m$^2$)</td>
<td>260-439 [10, 16]</td>
</tr>
</tbody>
</table>

3.3.1.4 EAM potential for tantalum

The EAM potential of Li et al. [17] for tantalum was selected for this work due to its suitability for simulations at the temperatures and strain rates chosen for this work. This EAM potential does not address the angular components of bcc metallic bonding, including the orbital hybridization known to occur in tantalum. Potentials that account for the angular bonding in tantalum should, in theory, more accurately represent the deformation behavior of tantalum under uniaxial tension. An angular dependent potential (ADP) for tantalum has recently been developed by Mishin et al. [18], however initial testing showed that the ADP potential was too computationally expensive to be used in this work.

Li et al. used a force-matching method when constructing this potential that included a wide range of fitting parameters. The experimental and ab initio data included in the fit include $a_0$, $E_0$,
B, the unrelaxed vacancy formation energy ($E_f$), and the elastic constants $c_{ij}$. In addition, the Rose equation of state [14] was used to ensure that the structural energy predicted by thermal expansion of the unit cell was accurately modeled.

Table 4: Fitting parameters and ab initio data for the Li tantalum interatomic potential. All data from [17] except where otherwise noted.

<table>
<thead>
<tr>
<th>Desired</th>
<th>Ta</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$ (nm)</td>
<td>0.3303 0.3306</td>
</tr>
<tr>
<td>$E_0$ (eV/atom)</td>
<td>-8.089 -8.089</td>
</tr>
<tr>
<td>$B$ ($10^{11}$ Pa)</td>
<td>194.2 179.2</td>
</tr>
<tr>
<td>$c_{11}-c_{12}$ ($10^{11}$ Pa)</td>
<td>108.2 103.9</td>
</tr>
<tr>
<td>$c_{44}$ ($10^{11}$ Pa)</td>
<td>87.4 86.5</td>
</tr>
<tr>
<td>$E_f^J$ (eV)</td>
<td>1.54 1.58</td>
</tr>
</tbody>
</table>

3.4 Visualization and analysis techniques

The post-processing techniques used in this work are the Dislocation Extraction Algorithm (DXA) by Alexander Stukowski [19] and the slip vector technique written by Garett Tucker and Jon Zimmerman [20, 21].

DXA is an exceptionally powerful tool for materials research. DXA analyzes the bond lengths between pairs of atoms in the system, looking for bonds that are indicative of lattice disruption. When atypical bond lengths are found, the system attempts to find a path through the system with segments that consist of only these atypical bond lengths. When such a path is found, the system will connect the points of the path, indicating the specific limits of the disrupted lattice.
The region thus marked is the dislocation line. It is then smoothed and identified with a Burger’s vector. In this way, DXA detects dislocations within the sample. The same process is used to identify dislocations, stacking faults, and twins in any cubic system, regardless of the crystal structure. Identified microstructural features are exported in a format suitable for visualization in Paraview.

In contrast, the slip vector analysis uses relative displacement vectors to detect crystallographic slip and twin formation. This software package creates neighbor lists and initial positions for each atom from a reference configuration. Subsequent configurations from snapshots at higher strain use these neighbor lists to compare the relative locations of pairs of atoms. Differences in the location of each atom relative to its neighbors are analyzed at each strain increment. Identified differences have characteristic Burger’s vectors of crystallographic slip or twinning, allowing for the identification the deformation mechanism responsible for plastic strain. The identified slip vectors are output in a format suitable for importing into Paraview for analysis.

Visualization of the results is achieved through use of OVITO [22], Paraview, and Amira. Paraview is a program with the capability of displaying various features, including simple representation of atom positions, to dislocation lines, stacking faults, and twin surfaces. It uses vector information output by both the DXA and slip vector programs to graphically display the desired information. For atomistic analyses, color coding of the individual atoms by centrosymmetry parameter [1] allows identification of various lattice features; blue atoms indicate occupation of a perfect lattice position, while atoms adjacent to stacking faults or surfaces would appear green or red, respectively. Through the use of this technique, stacking faults and grain boundaries are easily identified, making dislocation emission and grain boundary sliding readily detected.
3.5 Summary of tools used in this work, with reference to the corresponding websites.

2. Interatomic potential database repository: [www.ctcms.nist.gov/potentials/](http://www.ctcms.nist.gov/potentials/)
3. Dislocation Extraction Algorithm: [dxo.ovito.org](http://dxo.ovito.org)
4. Visualization packages:
   a. OVITO: [www.ovito.org](http://www.ovito.org)
   c. Paraview: [www.paraview.org](http://www.paraview.org)
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4.1 Abstract

Irradiation assisted stress corrosion cracking may be linked to the local slip behavior near grain boundaries that exhibit high susceptibility to cracking. Fe-13Cr-15Ni austenitic steel was irradiated with 2 MeV protons at 360°C to 5 dpa and strained in 288°C simulated BWR conditions. Clusters of grains from the experiment were created in an atomistic simulation and then virtually strained using molecular dynamic simulation techniques. Cracking and grain orientation data were characterized in both the experiment and the simulation. Random high angle boundaries with high surface trace angles with respect to the tensile direction were found to be the most susceptible to cracking. Grain boundary cracking susceptibility was also found to correlate strongly with slip continuity, indicating that the strain accommodation at the boundary is related to cracking resistance. Higher cracking susceptibility was also found at grain boundaries adjacent to grains with low Schmid factor or high Taylor factor. The basic trends reported here are supported by both the experiments and the simulations. Keywords: austenite; intergranular cracking; localized deformation; strain accommodation
4.2 Introduction

Austenitic steels are widely used for structural components in current light water reactors (LWR), and are candidates for structural components in some Generation IV reactors. In high temperature water they suffer from susceptibility to irradiation assisted intergranular stress corrosion cracking (IASCC). This is a potentially life-limiting problem for current LWRs.

Several irradiation-induced changes have been proposed as likely contributors to the increased susceptibility to cracking such as radiation induced segregation (RIS), radiation hardening and changes to the deformation mode. Recent results [1-6] show that localized deformation correlates strongly to IASCC.

Irradiation causes austenitic steels to harden by forming defect clusters that act as obstacles to dislocation motion under an applied stress. As dislocations move through the defects, they annihilate the defects, clearing paths for subsequent dislocations. Dislocations have been observed to annihilate stacking fault tetrahedra in in-situ TEM straining, which has been coupled with molecular dynamics models to explain the process by which dislocations clear defects to form channels [7-8].

Channels appear to originate and terminate at grain boundaries or at free surfaces where they create steps with heights proportional to the total strain in the channel. Channel strains can approach 100% for total sample strains of only a few percent [9]. Localized strain associated with the dislocation channels cannot always be accommodated by the grain boundaries through dislocation emission, and can lead to grain boundary deformation and cracking. Jiao and Was [1] recently showed that among the many parameters that could affect IASCC, intergranular cracking in irradiated stainless alloys correlates best with the degree of localized deformation as measured by the surface step height (Figure 1). It is likely that the ability of the grain boundary
to accommodate localized deformation is key to the cracking mechanism, though this connection is not currently well understood. Thus, measurements of the response of grain boundaries to dislocations in intersecting channels during straining in high temperature water are critical to understanding IASCC.

Atomistic simulations have been widely used to study the mechanical response of metallic materials, in particular, the structure and response of grain boundaries and dislocations and their role in fracture [10-12]. Simulation accuracy is dependent upon the interatomic potentials of the materials being studied, particularly for the emission of dislocations from grain boundaries [13-17]. There have also been significant advances in the development of more accurate interatomic potentials [18]. The introduction of parallel large scale processing [19] and the accompanying increase in computer power has made it possible to conduct virtual mechanical response tests of realistic polycrystalline structures. Much progress has been made using these techniques to study crystalline nanomaterials properties [20-21]. Changes in the mechanical properties in polycrystalline materials are controlled by the atomistic nature of defects, including point defects (vacancies and interstitials), dislocation loops, and grain boundaries [22]. Detailed knowledge of
the mechanisms of interaction between these dislocations and grain boundaries is particularly important, as is the role of grain boundaries as a source of dislocations in metallic materials [23-24]. This study combines experimental observations with atomistic molecular dynamics simulations to understand the relationship between localized strain at the grain boundary and IASCC.

4.3 Experiment

Tensile bars were fabricated from a high purity austenitic steel of base composition Fe-13Cr-15Ni, which was known to exhibit moderate IASCC [4]. The composition is listed in Table 1.

Table 1: Composition of the austenitic stainless steel used in this work

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Cr</th>
<th>Ni</th>
<th>C</th>
<th>Mn</th>
<th>Si</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>13Cr15Ni</td>
<td>13.4</td>
<td>15.0</td>
<td>0.016</td>
<td>1.03</td>
<td>0.1</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

Rectangular areas were “marked” in the gage section by using indents as reference points so that characterized areas could be relocated. The crystal orientation in each rectangular section was characterized using electron backscatter diffraction in the scanning electron microscope (SEM) [25-26]. From the orientation information, grain boundary misorientation, Schmid and Taylor factors were determined. Boundary misorientation is a measure of the difference in crystallographic orientation of the two grains adjacent to the boundary. The Schmid and Taylor factors describe the deformation behavior of the grains. Schmid factor describes individual slip systems, while Taylor factor models deformation assuming that five slip systems are active. A grain with a high Schmid factor deforms at lower applied stress, and a grain with low Taylor factor undergoes less shear deformation for a fixed tensile strain. Schmid and Taylor factor
values were divided into three bins, low (L), medium (M), and high (H). The bin limits, Table 2, were created by specifying that each bin have the same number of grains. The boundaries were then characterized by the pair of Schmid and Taylor factors of the adjacent grains that form the boundary (e.g. a L grain adjacent to a M grain form a LM boundary).

Table 2: Upper limits for Taylor and Schmid factor bins.

<table>
<thead>
<tr>
<th></th>
<th>Taylor Factor</th>
<th>Schmid Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max bin value</td>
<td>% of grains(^a)</td>
</tr>
<tr>
<td>L</td>
<td>2.89</td>
<td>33.3</td>
</tr>
<tr>
<td>M</td>
<td>3.32</td>
<td>33.1</td>
</tr>
<tr>
<td>H</td>
<td>3.67</td>
<td>33.6</td>
</tr>
</tbody>
</table>

Irradiations were performed using protons accelerated by a tandem particle accelerator to an energy of 2 MeV. Samples were irradiated at 360°C to a dose of 5 dpa at a damage rate of approximately 10-5 dpa/s. The irradiation damage peaked at approximately 20 μm below the sample surface, Figure 2. Dose calculations were performed at a depth of about 12 μm below the surface where the damage profile was flat, away from the damage peak. The temperature was monitored by a two-dimensional thermal imager that tracked surface temperatures of the samples at high spatial resolution throughout the irradiation.

After irradiation, the tensile bar was strained in a simulated boiling water reactor (BWR) normal water chemistry (NWC) environment. Water temperature was maintained at 288°C with a dissolved oxygen concentration of approximately 2 ppm and a conductivity of less than 0.1 μS/cm. The strain rate for the tests was approximately 3.5 x 10^-7 s^-1. The tensile bar was strained to 2% plastic strain in the irradiated region, at which point it was removed and the cracking behavior was characterized using an SEM to identify cracked boundaries. The oxide
layer was sufficiently thin so that it did not obscure the visibility of cracks in the metal. After characterization, the bar was strained a second strain increment to a total plastic strain of 6%. Following the second strain increment, the oxide layer was stripped off the sample using a chemical stripping process that consisted of two solutions: sodium hydroxide and potassium permanganate, and a solution of ammonium oxalate. The cracked boundaries were re-located and characterized in a SEM. Examples of cracks are shown in Figure 3.

Figure 2 Damage profile for 2 MeV protons in austenitic steel. Calculations were performed using the SRIM program. [36] Figure by McMurtrey and Was.

Figure 3 Examples of two types of cracking found in the Fe-13Cr15Ni alloy after 6% strain in BWR simulated water and the chemical oxide strip, (a) long cracks that propagated along the boundary and (b) small cracks localized near grain boundary-dislocation channel intersections. Figure by McMurtrey and Was.
The orientations of the grains adjacent to a boundary were used to determine Schmid and Taylor factors, and to characterize the cracking behavior in terms of grain boundary type. The location of the crack on the boundary (mid boundary or at a triple junction) and the angle of the trace of the crack with respect to the tensile axis were measured directly from the SEM images. Certain grain boundary characteristics are unevenly distributed and so the data was normalized so as to avoid unfairly weighting the data towards characteristics that were more strongly represented in the sample. Examples of this include the boundary type and Schmid factor. The majority of the boundaries in the sample are either random high angle boundaries (RHABs) or coincident site lattice boundaries (CSL), of which most are Σ3. There are few low angle boundaries (LAB). In these results, LABs and CSL boundaries will be grouped together as special boundaries. Though the Schmid factor for the most favorably oriented slip system was measured to be as low as 0.27, the vast majority of the grains had a Schmid factor greater than 0.45.

There is a statistical error associated with all of the collected data. This error decreases with an increasing amount of data collected, however, there is a limit to the amount of cracking data that it is feasible to collect, so it is important to calculate and include the statistical error with all cracking data. For binomial distributions, the standard deviation (σ) may be used to determine the amount of error in the measurements. Standard deviations for binomial distributions are calculated using eqn. (1),

$$\sigma = \sqrt{\frac{x(1-x)}{n}}$$

where x is the number of positive cases (e.g. cracks of a certain boundary type) and n is the total number of cases examined (e.g. total number of cracks examined).

Slip continuity across grain boundaries was also characterized in the SEM. Dislocation channels that intersect the sample surface create ledges that are visible in the SEM. When these channels
appear to be continuous across a boundary (allowing for a change in angle at the boundary) slip is classified as continuous. If channels intersect the boundary on one side, but are not observed to “emerge” from the boundary in the adjacent grain, slip is classified as discontinuous. An example of distinguishable continuous and discontinuous slip at a boundary is shown in Figure 4. If it is possible to determine the continuity of slip across a boundary then the boundary is considered distinguishable and used in the data analysis. The number of slip systems activated in a random sampling of grains was also determined by examining the grains in the SEM and using the visible dislocation channels to identify the number of active slip systems.

Figure 4. Examples of boundaries with (a) continuous slip and (b) discontinuous slip after 6% strain in BWR conditions and following the oxide strip. Figure by McMurtrey and Was.

4.4 Simulation

Virtual tensile tests were performed using LAMMPS [19] (Large-scale Atomic/Molecular Massively Parallel Simulator) software and System X at Virginia Tech. The samples used in this
simulation were generated using a Voronoi construction technique by specifying the grain centers and Euler angle data obtained from the OIM imaging. The samples were designed to mimic 4 clusters of grains chosen at random from the samples used in the experiments. The simulated grain clusters are shown in Figure 5. Each sample contained 5 to 7 grains and the grain size was approximately 40nm to avoid grain-boundary sliding as a deformation mechanism. The small grain size does not allow dislocation multiplication through Frank-Read sources mid-grain. While much smaller than the grain size of the experimental samples, the grain size of 40 nm is large enough to avoid most of the particular effects of the nano-scale, as reported in studies of the mechanical behavior of nanocrystalline materials [20] These small grain sizes allow for multiple grains to be atomistically modeled, while still avoiding many of the large effects of having nano-sized grains. The samples are fully periodic in the horizontal and vertical directions, with the direction orthogonal to the other two left as a free surface. The samples studied in this work had a total of 70 grain boundaries. After sample generation, the boundary structure of each sample was relaxed for 50 picoseconds while being raised to 700K, and then cooled back to 300K. The interatomic potential used for both the relaxation and simulation was the nickel potential of Mishin et al [18]. The LAMMPS implementation uses a Nose-Hoover thermostat and barostat for temperature and pressure control. Once relaxation was complete, the samples are digitally deformed at 300K to induce dislocation emission from grain boundaries. The periodicity in the direction of tension allows control of the degree of deformation. The pressure is maintained at zero in the direction perpendicular to the applied stress so that the material reacts normally. Simulated strainings were also repeated at a higher temperature of 700 K and basic trends were found to be the same. The
majority of the simulations were run at the lower 300 K temperature and these are the results used in this analysis.

The samples were strained separately in both the horizontal and vertical directions up to 15% to observe dislocation emission and crack formation. This is a greater strain level than the 6% used in the experiments. The strain rate was $3 \times 10^8 \text{s}^{-1}$, which was the lowest possible given the available computing power. The high strain rate used in this work illustrates one of the main limitations of simulated tension tests, making it difficult to observe thermally-activated processes during the deformation. Another limitation of this technique is the small sample sizes that resulted in small numbers of grain boundaries available for study.

In order to analyze the results and compare with experiments, several visualization techniques were used. Results of this simulation work are visualized by color-coding the centro-symmetry parameter [27] using OVITO visualization software [28]. By showing only the atoms with a centro-symmetry number greater than 3, only the grain boundaries, stacking faults, and dislocation cores are shown. This technique clearly differentiates between atoms in perfect lattice conditions and atoms that have a disturbed crystal structure, such as those in grain boundaries and stacking faults.

A technique was developed to visualize strain localization by creating heterogeneous displacement maps. The map was calculated by dividing the atomic coordinates of each atom by the average deformation factor of the sample. The difference between the adjusted coordinates and the initial coordinates is the heterogeneous displacement of the atom. The magnitude of the difference indicates the strain experienced by the atom beyond the strain experienced by the entire sample. This is the heterogeneous strain. Color coding the sample based on the magnitude of the differences shows the strain localization of the whole sample [29].
Figure 5 Simulation of fcc (nickel) samples showing periodicity in horizontal and vertical directions. (a) Cluster 13 (b) Cluster 36 (c) Cluster 42 (d) Cluster 70. Figure by author.
4.5 Results

4.5.1 Cracking behavior

4.5.1.1 Experiments

A total of 158 cracks were observed among approximately 260,000 grain boundaries characterized in the Fe-13Cr-15Ni sample after 6% total strain. Figure 6 shows the normalized fraction of the cracks for the different boundary types. The majority of the cracks at both strain increments were at RHABs. No LABs cracked, and only a few of the CSL boundaries were found to crack.

The more probable location for the cracks was found to be in the “mid-boundary” region between triple points, shown in Figure 7, irrespective of the strain level, though the distinction between locations was slightly greater after 6% strain.

The cracks tended to form on boundaries that made traces on the surface at angles greater than 70° to the tensile direction, as shown in Figure 8.

Figure 6 The fraction of cracked boundaries according to boundary type. The values have been normalized to account for the overall fraction of boundary types in the sample. In the simulations, all the cracks observed occurred in the RHABs. Figure by McMurtrey and Was.
The angle dependence of cracking was strongest after 2% strain, but was still very evident after 6% strain. Schmid and Taylor factors both exhibited correlations with cracking frequency, shown in Figure 9, respectively. The higher Schmid factor bins demonstrate a trend towards lower cracking susceptibility. Cracking susceptibility is significantly decreased at boundaries for which at least one of the adjoining grains has a low Taylor factor. Taylor and Schmid factors are inversely related, so an inverse trend in cracking is expected. A grain with low Taylor factor is likely to have a high Schmid factor, and the boundaries surrounding it exhibit a high cracking resistance.
Figure 9 Fraction of grain boundaries that cracked as a function (a) Schmid factor pair types, and (b) Taylor factor pair types. Fractions at Schmid and Taylor factor pairs were normalized to account for the frequency of occurrence for each pair type in the sample. Figure by McMurtrey and Was.

4.5.1.2 Simulation:

Intergranular cracking was also observed in simulations. All cracked boundaries in the 4 clusters were RHABs, consistent with experimental results shown in Figure 6. The angle of the boundary with respect to the tensile axis showed that most of the cracks occurred in boundaries with angles greater than 50 degrees. The distribution is shown in Figure 10, which is very similar to the experimental results shown in Figure 8. Cracking occurred in 22 of the 70 grain boundaries studied, with 5 boundaries cracking at more than one location. A total of 30 cracks occurred during deformation, with 22 cracks initiating near triple junctions and the remaining 10 initiating mid-boundary. Figure 11 shows cracking in all samples strained in the horizontal direction to 15%.
Schmid and Taylor factors for each grain were obtained during the OIM imaging of the samples used in the experiment. As the simulations were generated from these scans, the Schmid and Taylor factors for each simulated grain were gathered from that data. Schmid factors for the simulated grains ranged from 0.37 to 0.49 with most factors being above 0.4. The same bins used to divide Taylor and Schmid factors in the experiments (Table 2), were used in the model. Figure 12 shows the strain level at which a crack appeared vs. Taylor and Schmid factor pair types. A linear regression was performed on this data to determine the general trends which show that at higher Taylor Factors, (pair types MH and HH), cracking initiated at lower strain levels. The reverse was observed for the Schmid factor with cracking occurring preferentially at lower Schmid factors (pair types LL and LM). A statistical analysis of the regression shows that the trends may only be stated with a 60% confidence, due to the limited amount of data, and how the data is scattered. This does still suggest a trend, and these results are consistent with the experimental results as shown in Figure 9.
Figure 11 Examples of cracked boundaries (shown in white) in simulated fcc Ni samples at 15% strain in the horizontal direction. (a) Cluster 13, (b) Cluster 36, (c) Cluster 42, and (d) Cluster 70. Figure by author.
4.5.2 Deformation

4.5.2.1 Experiments:

The ability of a boundary to accommodate strain is believed to be an important element in cracking susceptibility. A primary mechanism for accommodating strain from impinging dislocations is the transmission of dislocations into the adjacent grain. In these experiments, the continuation of a dislocation channel across a grain boundary is indicative of slip continuity and strain accommodation, where slip discontinuity represents a boundary that has not accommodated strain and must find another means to relieve the stress built up by the unaccommodated strain. Slip continuity was observed to vary with both boundary type and grain boundary trace inclination. Figure 13a shows that slip continuity across special boundaries was about 40% higher than across RHABs. Figure 13b shows that slip continuity was much stronger at boundary traces that made a low angle with respect to the tensile angle, which is opposite that of the cracking dependence.
Another property that describes the deformation behavior of the grain is the number of slip systems that were activated during straining. Dislocation channels in the strained samples were examined to determine the number of slip systems that were active in a particular grain. Results were grouped by those with zero or one active slip systems, and those with more than one slip system active. Approximately half of the grains in the sample had one or no active slip systems, as shown in Figure 14a. Dividing the grains into the Schmid and Taylor factor bins, the number of active slip systems is shown in Figure 14b and c, respectively. The Schmid factor bins do not show much preference to activation of slip systems from one bin to another, but the low Taylor factor bin does tend to have multiple slip systems active.

4.5.2.2 Simulations:

The simulated samples were strained to 15% in the horizontal or vertical directions in separate deformation runs. Figure 15 shows the stress-strain curves for each of the 4 samples. The differences between the horizontal and vertical stress directions show that the grain boundaries respond differently to stress in the perpendicular direction. During the deformation of Cluster 36
in the vertical direction, the sample completely broke apart resulting in no additional strain after
10.3% strain.

In some boundaries, dislocations from one grain were absorbed by the grain boundary, while a
corresponding dislocation is emitted from that boundary into the adjacent grain. Dislocation
emission in these samples always originated from the grain boundaries and in the form of
Shockley partials. Figure 16 shows an example of boundaries with and without slip continuity.

Figure 14 The fraction of grains (a) with one or no slip systems or with greater than one slip
system, (b) as a function of Schmid factor, and (c) as a function of Taylor factor. Figure by
McMurtrey and Was.
Figure 15 Stress-strain curves for simulated fcc (Ni) samples, showing both tension along the horizontal direction (a) and tension along the vertical direction (b). Figure by author.

Figure 16 a) Continuous slip across grain boundary 36 in Cluster 13. b) Lack of slip continuity across boundary 67 contributed to cracking region. Figure by author.

Heterogeneous strain maps [29] created for each sample illustrate that strain localization occurred near crack initiation sites. The red indicates high strain relative to the overall strain, while blue indicates little strain relative to the overall strain. As an example, Figure 17 shows the strain localization in the sample created from Cluster 13 in grain boundary 67 at 6%, 7.5%, and 9% strain.
4.6 Discussion

Both experiment and simulation results showed that the type of boundary and the trace of the grain boundary angle with respect to the tensile direction strongly influence cracking behavior. It should be noted, however, that experiments were conducted in simulated BWR NWC and thus capture the combined effect of an irradiated microstructure and an aggressive environment. Irradiated samples strained in an inert environment under the same conditions do not exhibit IG cracking. Simulations are conducted in what could be considered to be an inert environment. Hence, cracking in these cases is indicative of the inherent weakness or susceptibility to decohesion than a true measure of the IASCC susceptibility of the boundary. The model also does not include compositional effects, as all of the atoms are modeled as identical atoms within an fcc crystal structure. Nevertheless, the propensity for cracking and the relation between local strain and cracking provide important insights into the processes that can lead to cracking in a more aggressive environment.
4.6.1 Dependence of cracking on boundary type and boundary inclination

A high cracking propensity of RHABs and of grain boundaries that are highly inclined to the tensile axis is exhibited in both sets of results. The high cracking susceptibility of RHABs is consistent with other intergranular corrosion studies of austenitic alloys [30-32]. Special boundaries have a high level of symmetry, smaller changes in atomic spacing from the normal lattice and less open volume. They also have significantly lower energy than RHABs [33]. The cusps in grain boundary energies at misorientation angles that coincide with special boundaries have been used to predict a higher cohesive strength in those boundaries, and a decreased susceptibility to cracking [33]. Results from this study show that RHABs do not transmit strain across the boundary as well as special boundaries (Figure 13a). The combination of a lower cohesive strength and a decreased probability of accommodating strain through slip continuity across the boundary may contribute to an increased cracking susceptibility in RHABs.

Grain boundaries inclined at high angles to the tensile axis will experience a high normal stress during straining. With a high fraction of cracks occurring at high angles, it is clear that the normal stress on the grain boundary is a factor in cracking susceptibility. West and Was [34] found that there was a critical normal stress for intergranular cracking to occur in irradiated materials. Boundaries perpendicular to the tensile stress direction would be the first to reach that critical normal stress. Within the boundaries normal to the applied stress, there is a preference for certain boundaries to crack prior to others. Nishioka et. al. [5] found that cracking occurred when high normal stress was coupled with dislocation pileups, which added an additional stress element to the boundary.
4.6.2 Linkage between slip continuity and grain boundary cracking

Dislocation pileups may occur where dislocation channels are discontinuous across the boundary and strain has not been accommodated. As shown in Figure 13b, slip continuity is highest at boundaries with the trace of the angle along the tensile axis, and these boundaries are least susceptible to cracking. The combination of high tensile stress and low slip continuity leads to high cracking susceptibility. Figure 18a shows the role of slip continuity in cracking of grain boundaries that are inclined between 70 and 90° with respect to the tensile axis. For similar grain boundary inclinations, cracking is three times more likely at boundaries where slip is discontinuous than at those exhibiting slip continuity. Slip discontinuity is an indication of the inability of the grain boundary to accommodate large amounts of strain. This strain can result in deformation of the boundary, slip in the boundary and rupture of the oxide film above the boundary, allowing for nucleation of a crack in the underlying alloy as described by the slip oxidation model for stress corrosion cracking [35]. As noted above, simulations cannot capture the effect of the environment, but the relation between IG cracking propensity and slip localization is essentially the same. Figure 18b shows that in the simulation, cracking at grain boundaries where slip is discontinuous is several times more likely than at boundaries where slip is continuous.

The link between cracking and deformation is further supported by trends in Taylor and Schmid factor pair types at the cracked boundaries (Figure 9). Taylor factor and Schmid factor both describe slip within a grain. A low Taylor factor is indicative of a grain that requires less shear strain to accommodate the overall tensile strain. For a fixed number of active slip systems, the shear strain on each slip system is low, and is consistent with a reduced severity of the localized strain accumulation at the grain boundary, as shown in Fig. 9b. Similarly, when the number of
slip systems varies, those grains that exhibit a larger number of active slip systems will also experience less shear strain per slip system, as shown in Figs 14a and c. The Schmid and Taylor factor trends are not observed in the simulation result, as the model does not account for irradiation damage. While dislocation emission is observed to occur, it does not reach the degree of localization required to form dislocation channels, as in the case in the experiments.

Figure 18 Fraction of boundaries with (a) surface trace angle between 70 and 90° that have continuous slip after experimentally straining to 6% and (b) from simulation of 15% strained fcc (Ni) samples. Figure (a) by McMurtrey and Was. (b) by author.

4.6.3 Location of localized deformation in experiment and simulation

While both the experimental and simulation results show that RHABs and grain boundaries highly inclined to the tensile axis are most susceptible to cracking, cracks tend to initiate at different locations. In the simulations, the majority of the cracks initiated at or near triple junctions. This is likely due to the constraint on deformation at the triple junction due to the intersection of multiple grains vs. a grain boundary where only two grains meet. The simulations provide the sequence of events in crack formation including the location at which the crack forms. Heterogeneous strain displacement maps (Figure 17) of the simulated grain boundary 67
in Cluster 13 showing significant inhomogenous strain building up at the grain boundary prior to crack development, starting at the triple junction at 6% strain. At 7.5% strain, a crack initiates near the triple junction while strain builds up in grain 6 above the crack. At 9% strain, the grain boundary has cracked due to the buildup of strain. It is significant that that buildup of strain at 7.5% was very noticeably confined to grain 6 prior to crack nucleation. The link between strain accommodation and cracking resistance is further supported by slip continuity results. Out of the 70 boundaries contained in the simulated samples, 21 showed slip continuity. Of these boundaries, 2 cracked. The results shown in Figure 18b are consistent with experimental results given in Figure 18a, in that boundaries that cracked are less likely to have the strain accommodated through slip transmission across the boundary. The experimental results show that grain boundary cracking occurs between triple points. The experiments also show that strain is localized through dislocation channels, in particular at the boundaries with discontinuous slip, where a dislocation channel intersects a grain boundary. This is shown in Figure 18 and by the inverse relationship between slip continuity trends and cracking probability trends (Figure 6 and Figure 13a, and Figure 8 and Figure 13b). Dislocation channels do not form in the simulations, so the location of greatest strain is the triple junctions. In experiments, it is the dislocation channels that are primarily responsible for high strain localization. Therefore, though the location of crack initiation differs between the experiment and the simulation, both can be explained in terms of strain concentration. That is, both show that cracking occurs where the boundary is unable to accommodate the concentrated strain.
4.7 Conclusions

IASCC in Fe-13Cr-15Ni is caused by a combination of high normal stress acting on the boundary and the inability of the boundary to accommodate the localized strain from dislocation channels that form during straining. RHABs with high surface trace angles with respect to the tensile direction are inherently the most susceptible to cracking due to the higher normal stresses experienced at those angles and the lower cohesion strength of RHABs. Of the RHABs with high surface trace angles, the cracking preferentially occurs at the grain boundaries where slip is discontinuous. These boundaries are the least likely to accommodate strain. The ability of the grain boundary to accommodate strain is dependent on the following properties:

- Grain boundary type (RHAB or special boundary), with more strain buildup occurring at RHABs.
- Grain boundary surface trace angle with respect to the tensile direction. High surface trace angles not only experience higher levels of normal stress, but are also less likely to experience continuous slip across the grain boundary.
- The ability of the grain to deform to match overall strain and relieve strain at the boundary. This is measured by Schmid factor, Taylor factor and the number of activated slip systems. Grains with a low Schmid factor and a high Taylor factor do not deform easily and therefore are less able to accommodate strain at the boundary.

RHABs at high angles with respect to the tensile direction and with adjacent grains that have high Taylor factors and low Schmid factors are the least likely to accommodate strain and the most susceptible to IASCC.
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5.1 Abstract

The interaction of dislocation channels with grain boundaries in irradiated stainless steel was observed on multiple length scales using scanning electron microscopy (SEM) digital image correlation (DIC) and confocal microscopy (micro-scale), in situ straining in transmission electron microscopy (nano-scale), and atomistic modeling (atomic scale). Interactions were divided into three classifications; slip transmission, discontinuous slip, and discontinuous slip that induced grain boundary slip. DIC and confocal microscopy were used to quantify the plastic strain at dislocation channel - GB intersections. In situ TEM was used to image dislocations inside of channels as they interacted with the grain boundary. Slip in the dislocation channels, as observed by TEM, was found to involve cross slip between different slip planes, as well as the possibility of different slip systems activated on parallel slip planes. Atomistic simulations agreed well with experiments on the nature of channel-grain boundary interactions and also showed elevated levels of elastic stress at DC-GB intersections where slip was discontinuous with no slip transmission. The two distinct classifications of discontinuous slip are significant, suggesting two possible cracking mechanisms that both lead to rupture of the oxide over the grain boundary.
5.2 Introduction

The occurrence of stress corrosion cracking susceptibility of austenitic stainless steels under irradiation is known as irradiation assisted stress corrosion cracking (IASCC), and is a major concern for light water reactor component integrity, in particular as the lifetime of reactors is extended [1], [2]. Irradiation alters the microstructure of stainless steel, causes radiation-induced segregation of elements, dislocation loop and precipitate formation, increased hardness, and a transformation of the deformation mode from relatively homogeneous slip to heterogeneous slip in the form of coarse dislocation channels. The complexity of the irradiation effects on stainless steel makes it difficult to determine the cause of IASCC, however, there appears to be a connection between the localization of deformation into dislocation channels and cracking [1], [2], [3], [4], [5], [6], [7]. Recent results show that the degree of slip in dislocation channels correlates with cracking severity [3], but the mechanism still is not clear. This study seeks to better understand the interactions between dislocation channels and grain boundaries through a multi-length scale approach.

Dislocation channels are formed when the resolved shear stress reaches a magnitude sufficient to propagate dislocations through the damaged lattice. As the dislocation travels along the slip planes, small defects pin it temporarily and are eventually annihilated when the dislocation passes through, creating less resistance for subsequent dislocations to follow. As more dislocations travel through the channel, defects are progressively removed and the ease of slip in the channel increases. Typically, dislocation channels consist of parallel slip planes totaling 50-200 nm in thickness [8], and spaced one to three micrometers apart, though both spacing and thickness are dependent on straining temperature and irradiation dose [9]. Due to the high concentration of plastic deformation, it is possible to reach very high plastic strains within the
channels at low average macroscopic strains. Jiao et al. [10] used atomic force microscopy (AFM) measurements of the height of the channels protruding from the surface to estimate the average shear strains at nearly 100% in the channels of an irradiated steel strained to a macroscopic tensile strain of 3%.

While height measurements of surface steps provide out-of-plane strain values for the dislocation channels, the in-plane strain is more difficult to measure. Heterogeneous plastic strain has been studied in both unirradiated and irradiated alloys using digital image correlation (DIC) [7], [11]. DIC compares pre-strain and post-strain digital images of a region. With a speckle pattern made of nano-scale particles, sub-micron spatial resolution has been achieved. By using gold nano-particles on the order of 30-150 nm in size, Di Gioacchino and Quinta da Fonseca [11] were able to measure strain within slip bands, as well as visualize areas of strain localization in an unirradiated stainless steel.

The interaction of dislocation channels with grain boundaries is an area of active investigation. Using scanning electron microscopy (SEM) imaging of indentations near grain boundaries, Wo et al. [12] found that slip transmission was related to a misorientation factor based on the orientations of the closest \{111\} slip planes and <110> directions of the two neighboring grains. When slip does not transmit across the boundary, a dislocation pileup will form. Britton et al. [13] used high resolution EBSD to measure the stress caused by a pile-up of screw dislocations at the grain boundary and found a stress field ahead of the dislocation pile-up which decayed at a rate proportional to one over the square root of the distance from the pileup, similar to the model proposed by Eshelby et al. [14].

Transmission electron microscopy (TEM) has also been used to observe the interactions between dislocations and grain boundaries. Dislocations observed to absorb into the grain boundary may
either be glissile or sessile and retain the lattice Burgers vector or decompose into grain boundary dislocations [15]. In cases of slip transmission, except the special case of direct transmission, which occurs only for screw dislocations with a line direction parallel to the slip plane intersection in the grain boundary, the dislocations are absorbed into the grain boundary, and a new dislocation is nucleated in the grain boundary and ejected. By conducting in situ TEM straining experiments, it has been possible to develop a set of criteria to predict which slip system is activated to enable slip transmission across the grain boundary [16], [17]. It was found that the magnitude of the Burgers vector of the residual grain boundary dislocation was a dominating factor in predicting slip transmission with the magnitude of the local resolved shear stress playing a minor role.

Only recently have in situ TEM straining experiments been conducted on the interaction between dislocations and grain boundaries in irradiated materials. Briceno et al. [18] found that dislocation motion within a irradiated 304 stainless steel was different from that observed in the unirradiated state. Dislocation motion became irregular and jerky, and required higher levels of stress to push the dislocation through the grain. This was evident through the formation of dislocation pile-ups against invisible barriers in the grain interior and the tendency of dislocations to pile-up at the grain boundary dislocation source. When dislocations traverse the grain and reach the other grain boundary, a pile-up is formed. Initially, the dislocations in the pileup are evenly spaced, unlike the unirradiated case where the distance between dislocations rapidly decreases near the grain boundary. Eventually, as stress is increased, the dislocation pile-up in the irradiated sample develops in to a more conventional pileup, similar to those seen in the unirradiated case. This evolution of the pile-up structure is another manifestation of the need for higher stresses to push dislocations through the irradiation obstacle field.
Plastic deformation of a polycrystalline sample has been studied using different simulations and modeling techniques over various length scales [19], [20], [21]. In particular, atomistic studies are important as they can shed light on the details of fundamental atomistic mechanisms, such as dislocation/grain boundary interactions, at a length scale that is not accessible to experimental techniques. Atomistic techniques have been used to study the interaction of dissociated lattice dislocation with specific special grain boundaries [22], as well as the shearing of the interface when a dislocation arrives at a grain boundary [23].

To provide a sound statistical basis for identifying commonalities in dislocation interactions with grain boundaries in irradiated steels and at the same time understand the atomistic processing involved, a multi-scale experimental and simulation approach is employed in this study. Digital image correlation (DIC) and confocal microscopy are used to create a detailed image of the strain field at 23 dislocation channel-grain boundary (DC-GB) intersections on a 10-1000 nm scale, using scanning electron microscopy to provide a large sample area and more DC-GB intersections to be examined on each sample. This allows for a quantitative description of the strain in the dislocation channel, the grain boundary, and the area surrounding the intersection. To understand the interactions at the dislocation level, *in situ* TEM straining was employed to observe the interactions dynamically. These interactions were characterized in terms of the intersection angle, local resolved shear stress, and residual dislocation Burgers vector using methods described by Lee et al. [17]. Details of the specific interactions are described by Cui et al. [24]. Atomistic simulations of interactions at specific grain boundaries identified experimentally were employed to understand the processes and mechanism of strain transfer at the atomistic level. In particular, the modeling activity provide insight on the local elastic stress in the lattice at dislocation-grain boundary intersections, which is difficult to determine.
The objective of this work is to couple these multi-scale methods to obtain an understanding of channel interactions at grain boundaries to provide the basis for linkage to IASCC.

5.3 Materials and methods

A tensile bar with a 23 mm gage section length and a cross section of 2.5 mm by 1.5 mm was cut using electrical discharge machining from a high-purity austenitic stainless steel with the composition shown in Table 1. The average grain size was 50 µm. The sample surface was prepared by a mechanical polish followed by electropolishing at 30V in a solution of 10% perchloric acid and 90% methanol at -40 °C for 90 sec. After polishing, the gage section of the tensile bar was characterized using a coarse EBSD scan in the SEM to determine grain orientation. The electron beam was rastered across the sample surface, pausing for 0.03 seconds to collect EBSD patterns every 5µm. This EBSD analysis was performed at the Michigan Electron Microscope Analysis Laboratory, using a Philips XL30 FEG SEM with a TSL OIM system for automated EBSD measurements.

Table 1. Composition of austenitic stainless steel (Heat # RAM-2191) used in this study, given in wt%.

<table>
<thead>
<tr>
<th>Material designation</th>
<th>Fe</th>
<th>Cr</th>
<th>Ni</th>
<th>Mn</th>
<th>Si</th>
<th>P</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>13Cr15Ni</td>
<td>Bal.</td>
<td>13.41</td>
<td>15.04</td>
<td>1.03</td>
<td>0.1</td>
<td>&lt;0.01</td>
<td>0.016</td>
</tr>
</tbody>
</table>

The tensile bar was irradiated with 3.2 MeV protons in a tandem accelerator at the Michigan Ion Beam Laboratory to a dose of 5 dpa at 360°C. After irradiation, gold nanoparticles were
deposited onto the surface using a technique developed originally for surface enhanced Raman spectroscopy by Grabar et al. [25], but later adapted by Kammers et al. [26] for use as a DIC speckle pattern. The sample was first soaked in a solution of 20% (3-aminopropyl) trimethoxysilane in methanol. The methoxy groups in the silane molecules react with the hydroxyl groups in the metal oxide to create a firmly attached silane layer over the sample surface. After immersion in the silane solution, the sample was placed in a gold nano-particle suspension (particles ~40 nm in diameter), created using the method developed by Frens [27]. The amines in the silane molecules attached to the gold, creating a random speckle pattern on firmly attached to the steel surface, as seen in figure 1. A random speckle pattern is ideal for DIC, as it allows for higher resolution than repeating patterns, such as grids. SEM analysis determined that the gold particle density varied greatly across the sample surface, from areas with zero particles/µm², to areas of 120 particles/µm², with an average of about 45 particles/µm². During the analysis, DC-GB intersections near areas of low particle density were avoided.

Figure 1. Gold speckle pattern (white) on stainless steel sample (black), as imaged in SEM prior to strain. Figure by McMurtrey and Was.

Using electron backscatter imaging to determine where grain boundaries were located, SEM secondary electron images of the grain boundaries were taken prior to deformation to use as references for the DIC analysis. To correct for the inherent distortion that occurs in SEM
imaging, an Ultrasharp TGX01 AFM calibration grid (3 µm grid spacing) was loaded alongside the tensile bar on the SEM stage and imaged at the same working distance as the gold pattern. Matlab® was used to determine a transformation function to correct the SEM distortion in the grid image, and the same transformation function was then applied to the gold speckle pattern images. Each time the tensile sample was loaded into the SEM for imaging, the grid was also loaded and imaged so that a calibration image was available for each one.

To determine the amount of experimental error in the DIC process, the same area of the tensile bar was imaged multiple times by unloading and reloading the bar in the SEM between images. As no strain was applied between images, a perfect experimental setup would have shown zero displacement in a DIC analysis of the images. Prior to using the AFM calibration grid to correct the images, the DIC analysis revealed an average displacement of 61.2 nm across images ~7 µm x7µm in size. Using the correction grid, this error was reduced to an average displacement of 29.6 nm. This error analysis was performed in an area of high gold particle density (~80 particles/µm²). Areas of lower density result in weighted correlations: i.e., if the gold density is higher in the top half of a subsection examined, than the correlation will give preference to that location when finding its match in the post-strained image. Areas where there were fewer than six particles/µm² could not be correlated successfully.

After imaging the grain boundaries prior to deformation, the tensile sample was loaded into a high temperature autoclave. The sample was strained at 288°C in a high-purity argon atmosphere at a strain rate of approximately 3x10⁻⁷ s⁻¹ to 3.5% plastic strain. Post-strain images were taken in the SEM at the same locations imaged prior to loading. Images were analyzed using a DIC code developed in Matlab®. The first step in the analysis was to set up a grid of coordinates to be analyzed. The grid was set up around DC-GB intersections, with a spacing of ~100 nm between
each point. An aperture window of ~600x600 nm was placed around each point within the grid. The section of the image contained within this aperture was taken from the pre-strain image, and located within the post-strain image using the CPCORR function, part of the Matlab® image analysis library. Minor modifications were made to the CPCORR function to increase the accuracy of the image comparisons. Displacement of each point within the grid was determined, and a displacement map was created from this data. By taking the partial derivatives of the horizontal (X) and vertical (Y) displacements with respect to the X and Y axes, the partial plastic strain tensor was determined by assuming that the channels were 100 nm in width according to previous TEM observations [28] of dislocation channels in similar irradiated materials and similar straining conditions. With the in-plane strain measured, only the components in the direction normal to the surface (Z) were not accounted for.

Z displacement was determined using an Olympus LEXT confocal microscope in the Michigan Lurie Nanofabrication Facility. The Z displacement measurements were used to determine the partial derivatives of Z with respect to the X and Y axes, giving the XZ and YZ strains, which were combined with DIC measurements to produce a nearly complete plastic strain tensor (figure 2). As the collected measurements determine displacement on the measured surface only, it is not possible to determine the third column of the strain tensor, which would be calculated using the partial of the displacement measurements with respect to the Z axis.

Results of DIC measurements were compared to in situ TEM straining performed on the same alloy used in the SEM DIC studies, 13Cr15Ni, as well as other austenitic stainless steel alloys such as commercial purity 304 (18Cr8Ni), and 21Cr32Ni stainless steels. The geometrical dimensions of the TEM samples were typically 11.5 mm ×2.5 mm ×0.2 mm. The central section
was thinned to electron transparency using a twin jet polisher with a 6% perchloric acid, 39% butanol and 55% methanol electrolyte at -20 °C. The ion irradiation experiments were performed \textit{in situ} in the IVEM-Tandem microscope at Argonne National Laboratory [18], [29]. The samples were irradiated at room temperature with 1 MeV Kr ions to a dose of $3 \times 10^{17}$ ions m$^{-2}$. TRIM simulations estimate that this dose can cause an average irradiation damage level of about 0.14 dpa in a 100 nm-thick foil of these stainless steel samples. The irradiation dose is lower than that of the tensile bar used in the SEM study, however it was found that dislocation channels still form in the TEM samples under strain, allowing for the DC-GBs to be studied. The deformation experiments were performed \textit{in situ} in the IVEM microscope at Argonne National Laboratory and in a JEOL 2010 LaB$_6$ TEM operating at 200 keV at the University of Illinois. The \textit{in situ} TEM straining was accomplished using a single-tilt heat/strain stage (Gatan Model 672, Gatan Inc., Warrendale, PA) allowing samples to be deformed \textit{in situ} under tension [29]. TEM images were taken using two-beam bright-field imaging conditions.
Figure 2. Example of data from a DC-GB intersection area showing (a) the SEM images taken before and after straining (grain boundaries shown with dashed red line), (b) the DIC and confocal microscopy displacement measurement results, and (c) the 6 components of the strain tensor calculated from the displacement measurements. Figure by McMurtrey and Was.

The dynamic interactions between matrix dislocations and grain boundaries were recorded as videos using a CCD camera. The recorded video, together with still frame micrographs, was used to determine the active slip systems. By using the conventional $g \cdot b$ invisibility condition, the Burgers vectors of the incoming and outgoing dislocations were determined. The character of the dislocations and their slip planes were identified using trace analysis techniques. Grain boundary
misorientation (i.e., the axis/angle pair) was calculated using sets of Kikuchi patterns acquired at different tilts on either side of the grain boundary and following the procedure outlined in Edington [30]. The Burgers vector of the residual dislocation created in the grain boundary \(b_r\) is the difference between the Burgers vector of the incoming \(b_{in}\) and outgoing \(b_{out}\) dislocations:

\[
b_r = b_{in} - b_{out},
\]

where the Burgers vectors are expressed in the same frame-of-reference.

Atomistic modeling was conducted using thin-film, columnar grains with a Voronoi construction, as described in [6], using the grain centers and grain orientations from the macroscopic tensile sample EBSD data. An example of the grain clusters modeled based on orientation information obtained from the experimental sample are shown in figure 3. The crystals in the simulation are oriented in alignment with the Euler angles observed in the experimental sample. This technique aims to create grain boundaries that share similar properties and alignments as those in the tested experimental sample prepared for the DIC analysis.

The sample was then relaxed using molecular dynamics and embedded atom interatomic force laws in order to achieve equilibrium grain boundary structures. Using this relaxed sample as initial configuration, the model performs uniaxial strain-controlled virtual tensile tests at constant temperature using large-scale atomic/molecular massively parallel simulator (LAMMPS) code [31] and the Virginia Tech supercomputer infrastructure, at a strain rate of \(3 \times 10^8\) s\(^{-1}\). The Mishin nickel potential [32] was used as a model potential. The main limitations intrinsic to the technique arise from the use of model interatomic potentials and strain rates that are much faster than experimental ones. The constraints of available computing power place limits on the size of
the sample that may be modeled using molecular dynamics. As a result, the simulated grain size is \(~50\) nm, instead of \(50\ \mu m\), as it is in the experimental sample. This size is sufficient to avoid the most common of the nano-crystalline mechanical effects, such as significant effects of grain boundary sliding.

Dislocation activity and crystallographic slip is observed and analyzed as a result of these simulations. Visualization and analysis of the simulation can be achieved by colorization of atoms by their centro-symmetry parameter [33]. This technique clearly reveals grain boundaries and stacking faults. Local strain can also be obtained and used as a visualization technique. In particular, inhomogeneous strain across the sample can be analyzed to reveal areas of strain localization. In addition, the simulations also provide information on the local stress of individual atoms, and this can be used to observe areas of stress concentration.

### 5.4 Results

Figure 4 shows an example of the simulation results for deformation to 4% applied strain corresponding to the same area as the experimental results shown in figure 2. The grain boundary is shown with a black dashed line and color is used to depict local strain. There is good agreement between the slip system activation shown by the simulation at 4% strain and the experimental observations at 3% strain. Slip planes appear at similar angles in the simulation as were observed experimentally, and similar levels of X strain, Y strain and XY shear strains were observed. The differences in the stress levels required for slip activations are minor, and may be due to the very fast strain rates necessitated by the simulation method.

The plastic strain tensors were analyzed for 23 DC-GB intersections. The intersections were divided into three classifications; slip transmission, discontinuous slip, and discontinuous slip-
inducing grain boundary slip. These classifications are similar to those described by Shen et al. [16] in their work studying unirradiated materials using *in situ* TEM straining. Examples of these classifications are shown in figures 5a-5c for the different techniques employed in this study.

Slip transmission was readily identified by the continuation of a dislocation channel through the grain boundary. When two channels in adjacent grains coincided at the same point on a grain boundary, it was considered a result of slip transmission. In the cases of discontinuous slip, the intersection was considered to include grain boundary slip when there was a discernable amount of displacement in the grain boundary (>25nm), which was clearly visible above any noise in the displacement map. Of the 23 DC-GB cases, 9 exhibited slip transmission, 5 resulted in discontinuous slip, and 9 were characterized by discontinuous slip-inducing grain boundary slip. In some cases, slip in the grain boundary was observed to occur only along a segment of the grain boundary near the point of intersection with the discontinuous channel, resulting in the activation of a channel in the adjoining grain at a location away from the intersection site, as shown in figure 6. In order for the glissile dislocations in the grain boundary plane to be re-emitted into the adjoining grain, the dislocations would have to be screw dislocations and the grain boundary would have to be the conjugate plane of the slip plane in the lattice [34]. Alternatively, the passage of grain boundary dislocations may be blocked within the grain boundary such that a pile-up is formed, activating a grain boundary source and then ejecting dislocations into the grain. For the purpose of characterizing the strain field around the DC-GB intersection, the 9 DC-GB cases were considered as discontinuous slip-inducing grain boundary slip, regardless of what happened elsewhere along the grain boundary.
Figure 3. Example of simulating grain clusters using the EBSD grain orientation measurements from the experimental sample as an input so that the simulated clusters match experimental grain clusters. OIM image by McMurtrey and Was. Simulation image by author.

Figure 4. Simulation results of a 4% straining for the same grains as the experimental results shown in figure 2. Color corresponds to atomic strain. Similar slip systems were found to activate in the simulation as seen in the experiment. Figure by author.
Figure 5. Schematic diagram, SEM, simulated example and TEM images of the DC-GB classifications; (a) slip transmission, (b) discontinuous slip, (c) discontinuous slip-inducing grain boundary slip. In the TEM images, Kr+ irradiated 304 was used in (a), and Kr+ irradiated 13Cr15Ni was used in (b) and (c). The moving directions of the dislocations are indicated by the thin arrows. The thick arrows indicate the $\mathbf{g}$ vectors used in the two beam bright field imaging conditions. Slip is highlighted in red for the simulated examples. Figure by McMurtrey and Was. Simulation by author.

Total displacement in the dislocation channels was measured and compared to out-of-plane channel heights, which have previously been used to determine the amount of strain in the channel [3]. Total displacement is the magnitude of all three measured displacement vectors (X, Y, Z) combined, and calculated as the square root of the sum of the squares of the three displacement vectors. Figure 7 shows that the total deformation is related to the channel height measurements, though it is generally greater in magnitude. This is expected as the channel height does not account for in-plane strain. The total strains of the channels were also examined for each of the DC-GB classifications, as shown in figure 8. For the strain calculations, channels...
were assumed to be 100 nm wide. Channels with discontinuous slip at the grain boundary were found to have undergone significantly less plastic strain than the other types of DC-GB classifications.

Figure 6. Grain boundary absorption with subsequent re-emission in a 13Cr15Ni alloy, shown in (clockwise from upper left image) schematic, SEM, TEM, and simulation. Figure by McMurtrey and Was. Simulation by author.

Figure 7. Total displacement in a dislocation channel compared to out-of-plane channel height measurements. Dashed line shows 45° line where channel height is equal to total displacement. Figure by McMurtrey and Was.
As IASCC is intergranular in nature, the effects of dislocations on grain boundaries need to be understood. The amount of displacement in the grain boundary was measured in the area adjacent to the dislocation channel. As expected, and as shown in figure 9, near intersections where discontinuous channels induce grain boundary slip, the grain boundaries experienced large amounts of displacement. Also shown in figure 9 that slip transmission resulted in low amounts of grain boundary displacement, similar to discontinuous channels that did not result in GB slip.
Simulations were conducted to determine the localized stresses where dislocation channels intersect grain boundaries. In particular, of interest in this study was the difference in stress levels caused by the three classifications of DC-GB observed in the experiments. While true dislocation channels do not form in the atomistic simulation, interactions of dislocations in slip planes with the grain boundary were observed. Figure 10a shows dislocations that were impeded by the grain boundary when the simulated sample was taken to 4% tensile strain. Upon additional straining, figure 10b, slip occurred in the grain boundary and the dislocation was re-emitted into the adjacent grain. Additional details are given in figure 11, which shows this interaction at the grain boundary in more detail. A case of slip transmission is shown in figure 12 for a simulated sample strained to 3%.

Figure 10. Simulated sample at (a) 4% and (b) 4.5% applied tensile strain, the black lines are stacking faults created by the passage of partial dislocations. At 4% strain, the slip terminates at the grain boundary, similar to a discontinuous dislocation observed in the experiments. By 4.5% strain, the dislocation has moved through the boundary and emitted into the adjacent grain. Figure by author.

Simulation results were colored to highlight areas of high stress, such as the dislocation-grain boundary intersection in figures 10a and 11c. Stress states were observed throughout the
simulated straining and at times, areas of high stress were alleviated through slip transmission, such as in figures 10b and 11d. In general, areas where slip transmitted through the boundary (figure 12) were found to exhibit lower levels of stress than areas where slip terminated at the boundary.

As discontinuous DC-GB sites have a higher probability of cracking, the processes controlling slip transmission needs to be better understood. The active slip planes could be determined by examining the angle of the trace of the dislocation channel on the surface of the tensile bar observed in the SEM, and comparing it to the possible slip plane traces as determined from EBSD crystal orientation measurements. Attempts to determine the slip direction, however, were not successful using the SEM techniques applied in this paper. Displacement vectors measured by DIC and the confocal microscope were compared to possible slip direction vectors along the active slip plane, as determined by EBSD. While some slip directions matched with the measured displacement vector better than others, on average, only 64% of the total slip could be accounted for by assuming a single slip system. Some of the mismatch may be attributed to error with the measurements, however, the majority of the displacement that cannot be accounted for by a single active slip system is expected to be due to the complexity of the slip within the dislocation channels.
Figure 11. More detailed simulations results depicting the area circled in figure 10 showing the average local stress evolution in the selected grain boundary region of 37.5 nm$^3$. The total applied tensile strain, as well as the average stress in each image is (a) 3% Strain, 1.49GPa, (b) 3.5% Strain, 2.95GPa, (c) 4% Strain, 2.78GPa, and (d) 4.5% Strain, 1.47GPa. Figure by author.

Figure 12. Simulated sample strained to 3%. Dislocations intersecting the grain boundary were transmitted into the adjacent grain. Figure by author.

In fact, cross slip events within a channel can contribute to obstacle bypass [29], widening of a channel, and creation of a new channel on the conjugate plane. It also was observed that a channel could be arrested within a grain, presumably a manifestation of the presence of strong obstacles. These different scenarios are consistent with the SEM observations in figure 13a, and are further supported by the in situ TEM straining observations in which cross slip between slip
planes within the channel and multiple active slip systems have been seen to operate within a single channel, as seen in figures 13b and 13c.

Due to the complexity of slip, it was not possible to determine which slip systems were active in the slip transmission process observed in the SEM, and therefore little additional information was gathered with respect to the slip transmission mechanism from the SEM/confocal microscope measurements. It was noted, however, that the Schmid factor (related to resolved shear stress) of the grains adjacent to discontinuous channels tended to be lower than that of the Schmid factors of the grains involved in slip transmission. In fact, as shown in figure 14, the lower the Schmid factor in the adjacent grain, the higher the strain in the discontinuous channel impinging on that grain. This is consistent with the TEM results reported elsewhere by Cui et al. [24]. Cui found slip transmission in irradiated metal to be governed by the Burgers vector of the

![Figure 13. (a) SEM image showing cross slip between slip planes, away from the grain boundary (b) TEM images of a dislocation channel near the grain boundary in Kr+ irradiated 304 stainless steels. (c) TEM image of two dislocation channels in Kr+ irradiated 21Cr32Ni stainless steels. In b and c, complex dislocation structures and more than one slip systems (indicated by arrowheads) are active in the dislocation channels. Figure by McMurtrey and Was.](image-url)
residual GB dislocation, as well as the shear stress on the slip system in the adjacent grain. This is similar to the governing characteristics of slip transmission in unirradiated metal. However, in the irradiated case more importance is attributed to the shear stress on the outgoing slip system.

![Figure 14. Schmid factor analysis of grains adjacent to discontinuous channels. The red line depicts the average Schmid factor of all the grains involved in slip transmission. Figure by McMurtrey and Was.](image)

5.5 Discussion

In previous work [6], dislocation channels at DC-GB intersections were considered discontinuous or continuous across a grain boundary, and it was found that discontinuous channels were more likely to induce cracking. In this work, the characterization of dislocation channels was augmented with an additional case: discontinuous channels that induce grain boundary slip. With the DIC measurements of in-plane displacement, it was possible to more accurately determine displacement, whether in the channel or in the grain boundary, and to observe slip in the grain boundary. Other than discontinuous slip that induces grain boundary slip, DC-GB intersections were found to cause very little displacement in the grain boundary plane (figure 9).

As noted in the Results section, discontinuous channels undergo less strain than channels in which slip is accommodated either through transmission or absorption into the grain boundary. This is expected, and confirmed through experiments shown in figure 8. As the dislocations form
a pile-up at the grain boundary, the back stress will limit the activity of the dislocation source. The high stress caused by discontinuous slip was observed in the simulation, as shown in figures 10a and 11c. This back stress was relieved by slip transmission across the grain boundary (figure 12), or absorption into the grain boundary (figures 10b and 11d). Absent these processes, slip is not relieved, and the back stress continues to limit the activity of the dislocation source. These high stress states were observed in the simulation and could be confirmed experimentally by measuring elastic strain/stress tensors in conjunction with the plastic strain tensors collected in this work. Even though the slip is accommodated in figure 12, high stress levels are still observed near the triple junction of the grain boundaries close to the slip transmission event. Slip systems could not be fully characterized using these SEM techniques, as there is ambiguity as to which slip directions are active. Slip within the channel was found to be complex, with cross slip within the channel between slip planes, and the possibility of multiple slip directions existing on parallel slip planes (figure 13) all observed in the TEM. Without the ability to identify the active slip systems in the SEM, it was not possible to determine the residual Burgers vector between the two active slip systems in the case of slip transmission, nor the resolved shear stress on the active slip systems. This type of analysis was instead conducted using in situ TEM straining. Results from the study [24] showed that slip transmission is controlled by both minimization of the strain energy density in the grain boundary (by minimizing the Burgers vector of the residual grain boundary dislocation) and the resolved shear stress with the latter increasing in importance as the dislocations must be able to propagate through the obstacles. SEM observations reported in this work support the increased emphasis on resolved shear stress in the outgoing channel. Discontinuous slip at the DC-GB intersection occurred in locations
where the adjacent grain had a lower Schmid factor, confirming that in the case of irradiated metals the resolved shear stress plays a significant role.

The two forms of discontinuous channels (where one induces grain boundary slip and one does not) result in two possible mechanisms that could account for the increase in IASCC susceptibility at discontinuous channel - grain boundary intersections. Discontinuous channels that induce grain boundary slip could cause IASCC by rupturing the oxide layer above the grain boundary, exposing it to the environment. Discontinuous channels that terminate at the boundary result in high elastic stresses that could also rupture the oxide and expose the boundary to the environment.

5.6 Conclusion

Plastic strain was measured for several dislocation channel - grain boundary intersections, including both cases of continuous and discontinuous slip at the grain boundary. Atomistic model result exhibited the same types of intersection modes as experiment. Two distinct types of discontinuous dislocation channels were found; discontinuous with no slip accommodation, and discontinuous but with transfer of slip into the grain boundary followed by emission of a channel away from the original intersection. The displacement tensor resulting from slip within the dislocation channels was compared to the dislocation channel height and it was found that the full tensor is needed to accurately describe the strain of the dislocation channel. Dislocations within the channels were found to undergo cross slip as well as exhibiting multiple slip directions within a single channel. All measurable grain boundary slip occurred from discontinuous channels that induced grain boundary slip. Discontinuous channels where slip is not accommodated by inducing slip into the grain boundary exhibited significantly less plastic
strain than other classifications of channels, as well as high levels of stress at the grain boundary intersection. Discontinuous channels were also found to form adjacent to low Schmid factor grains, as expected given the increased importance of shear stress on slip transmission in irradiated steel found in the TEM studies.
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6.1 Abstract

We present the results of a large scale atomistic study of tensile deformation in a virtual FCC polycrystalline sample with columnar grain structure and a [110] texture. The atomic interaction was described by a volume dependent central interatomic potential based on first principle calculations and experimental data for FCC Ni. The sample contained 9 grains of 40 nm average size and was created using a Voronoi construction with a common [110] axis, so that the grain boundaries were all pure tilt with random misorientation angles and crystallographic orientation of the grain boundary plane. We report the stress-strain behavior of the sample and the particular details of dislocation emission and dislocation interaction. Different grain boundaries acted as emission sites at different stresses, due to their different local structure and orientation with respect to the applied stress. It was found that boundaries close to a twin misorientation can emit dislocations easily and become closer to the twin misorientation as a result of the emission process. Low angle boundaries were observed to disappear as a result of the deformation process. The emission of leading and trailing Shockley partials was observed and as the deformation proceeds, dislocation debris accumulates in the sample. The results also show that as the deformation proceeds the strain can localize in certain grains and grain regions, driven solely by the particular local structure and orientation of the various grain boundaries.
6.2 Introduction

Atomistic simulation has been used for many years to study the mechanical response of metallic materials at a nano-scale level, in particular the structure of grain boundaries and dislocations. The initial studies of dislocation core structure in various materials used pair potential models to understand the role of the atomic level structure of the defective region [1]. Over the years, the simulations have become more realistic due to advances in computing power, allowing the simulation of digital samples with larger number of atoms, including polycrystalline structures and defect interaction. However, the accuracy of the simulation results depends critically on the interatomic potential models. The introduction of volume dependent potentials [2-4] has been a major breakthrough in the description of metallic materials, for example the structure of dislocation cores [5-8], the interaction of lattice dislocations with grain boundaries [9-11], and the emission of dislocations from grain boundaries [12-16].

Since their introduction in 1984, significant progress has been made in developing accurate volume dependent potentials that are based on first principle calculations [17]. For example, first principle calculations of the energies of metastable phases have been used to develop more accurate EAM (embedded atom method) potentials for Ni and Al [18]. The use of large scale massively parallel simulations [19] using these accurate interatomic potentials makes it possible to conduct virtual mechanical tests of realistic polycrystalline structures. Great success has been achieved in studying the properties of nanocrystalline materials using these techniques [20-24]. Significant mechanical property changes are controlled by the atomistic nature of defects, from point defects to dislocation loops and grain boundaries [25]. One area of particular importance is the detailed knowledge of the interaction mechanisms between dislocations and grain boundaries and the role of grain boundaries and other defects as dislocation sources in metallic materials.
Most of the work done on the simulation modeling of the interaction of dislocations and grain boundaries and the nucleation of grain boundaries from dislocations has been performed in bicrystal samples containing special boundaries [12-16, 33-35].

Previous work on polycrystalline structures mostly concentrated on the role of grain boundary sliding as a particular deformation mechanism that operates at very small grain sizes, mostly less than 20 nm [22]. The existence of this additional mechanism results in the maximum hardness for grain sizes of around 20 nm. The aim of the present work is to study deformation mechanism beyond the maximum hardness. In particular we focus on the inhomogeneity of the deformation in the various grains. The inhomogeneity of the deformation is a significant factor in the ductility of these materials.

The simulation work presented here was geared towards contributing to the understanding of the fundamental mechanisms of dislocation emission from random grain boundaries in polycrystalline FCC structures [36], and the interaction of the dislocations with grain boundaries. Atomistic simulation can provide details at the nanometer length scale and insight into basic mechanisms. An important consideration in our simulation work was to create digital samples that were as similar as possible to the experimental ones in order to perform a direct comparison with the experimental results. We also wanted to study grain sizes for which grain boundary sliding was not a major deformation mechanism, that is, significantly larger than 20 nm. We report virtual tensile tests of polycrystalline columnar grain samples with a random distribution of tilt grain boundaries and study the dislocation emission process from these boundaries in detail, followed by their interaction.
6.3 Simulation technique

The samples for the simulations reported here were generated using a Voronoi construction with random misorientation angles around the <110> axis. The procedure to generate the sample is similar to that used in our previous work on columnar structures [37]. The sample contained 9 grains of 40 nm average grain size and a total of about one million atoms. In this way, all the grain boundaries in the sample were of tilt character with random misorientation angles. Figure 1 shows the initial structure of the sample, indicating the nine grains. The sample is fully periodic in all directions. The grain size is large enough to avoid significant effects of grain boundary sliding as a deformation mechanism in the sample. We note that the 40 nm grain size is still too small to support dislocation multiplication through Frank-Read source type mechanisms.

The sample represents a columnar grain structure with a <110> texture. Figure 1 also shows the various misorientation angles around <110> for 17 grain boundaries in the sample. Four of these boundaries are low angle, with misorientation angles less than 15 degrees. Three boundaries have misorientation angles within 10 degrees of the perfect twin misorientation and one more is within 15 degrees.
Figure 1: Initial periodic sample generated using the Voronoi construction. The 9 grains are indicated as well as the various misorientation angles around [110] for 17 different grain boundaries in the sample. Figure by author.

After they were generated, the samples were relaxed using molecular dynamics for 100 ps at 300 K in order to achieve a relaxed grain boundary structure. The interatomic potential used for the relaxation was that of Mishin et al. for Ni [18]. The code used is LAMMPS [19] with a Nose-Hoover thermostat and barostat. After relaxation, the samples were digitally deformed in order to induce the emission of dislocations from the grain boundaries. The displacement-controlled deformation of the digital samples was performed using standard molecular dynamics at room temperature, using periodicity in all directions. The periodicity in the direction of the tensile axis was used to control the deformation level and the pressure was maintained at zero in the direction perpendicular to the tensile axis. In this process, we utilized strain rates that are as slow as possible with the available computing power, in our case $3 \times 10^8$ s$^{-1}$. The main limitation of molecular dynamics techniques is the very fast strain rates used as compared with experimental
techniques. This makes it difficult to observe thermally activated processes which take longer than the nanosecond timeframe.

As the deformation proceeded, the dislocation emission process was followed by monitoring the centrosymmetry parameter [38]. This allows detailed visualizations of the mechanisms of dislocation emission and interaction as the deformation proceeds. We performed virtual tensile tests of the same sample in both directions (x and y) that were perpendicular to the tilt axis of the boundaries (z). In this way, we could study the response of the same boundaries to different applied loading directions.

6.4 Results

Figure 2 shows the stress-strain behavior of the sample. The values of the flow stress obtained are very high due to the fast strain rates used and the small grain sizes; as compared to experiments. When the loading direction is changed, we do not obtain exactly the same tensile behavior because the sample contains a limited number of grain boundaries and each has a particular response to loading. The difference in the two stress-strain curves shown in Figure 2 highlights the fact that each boundary responds differently to the applied stress in each direction, and the sample contains only a limited number of grains.

Figure 2: Stress-strain curves obtained for the tensile deformation of the sample in the horizontal (x) and vertical (y) directions. The strain rate utilized is $3.3 \times 10^8$ s$^{-1}$. Figure by author.
Figure 3 shows the sequence of tensile deformation at 3, 6, and 9% strain in the horizontal direction (x). The simulations show the emission of dislocations from particular grain boundaries first, and how the different boundaries in the sample were activated as the deformation level is increased. Figure 4 shows similar results for the same sample but under tensile loading in the vertical direction (y).

Figures 3 and 4 show the atoms with centrosymmetry parameter greater than 3, therefore filtering out all the atoms in perfect lattice configurations. In this way, we only plot the atoms in the grain boundaries, dislocation cores, and stacking faults. The boundaries react differently depending on the direction of the applied load. Our results show that grain 4 is the first one to deform plastically under tensile loading in the x direction, whereas grain 1 is the first to deform plastically under tensile loading along the y direction. As the deformation level increases, other grain boundaries start emitting dislocations and all grains deform.
Figure 3. Grain boundaries, dislocations and stacking faults in the sample after 3, 6 and 9% deformation in the x direction. The atoms shown are those with centrosymmetry parameters greater than 3 and, therefore, not including the atoms in perfect lattice positions. Figure by author.
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(b)  
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Figure 4. Grain boundaries, dislocations, and stacking faults in the sample after 3, 6 and 9% deformation in the y direction. The atoms shown are those with centrosymmetry parameters greater than 3 and, therefore, not including the atoms in perfect lattice positions. Figure by author.

(a)  
(b)  
(c)
For deformation in the x direction, the deformation is initiated in grain 4 from grain boundary 48. Only one slip system is activated, and the dislocations are absorbed by grain boundary 24. For deformation in the y direction two slip systems are activated in grain 1 from various grain boundaries. The response in the two different loading directions cannot be explained by the different Schmid factors alone, but rather is a result of the combination of the Schmid factors and local structures of the grain boundaries. Table 1 shows the Schmid factors for the most favorable slip systems within each grain for tensile deformation in the x direction.

6.4.1 Emission of dislocations from grain boundaries and dislocation debris

The emission of the dislocations is always from the grain boundaries in our simulations and always happens in the form of Shockley partials. It is interesting to note that we observe the emission of both leading and trailing partials, in contrast to simulations performed for smaller grain sizes, where only leading partials are seen [37]. In the sequences of Figures 3 and 4, the emission of leading partials creates stacking faults that disappear upon the emission of the trailing partial in the same slip plane. In the geometry of our samples each grain has two possible slip systems and both can be activated in many grains depending on the loading direction.
Table 1: Schmid Factors for Each Grain

<table>
<thead>
<tr>
<th>Grain ID</th>
<th>Schmid Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.47</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
</tr>
<tr>
<td>3</td>
<td>0.31</td>
</tr>
<tr>
<td>4</td>
<td>0.48</td>
</tr>
<tr>
<td>5</td>
<td>0.45</td>
</tr>
<tr>
<td>6</td>
<td>0.45</td>
</tr>
<tr>
<td>7</td>
<td>0.48</td>
</tr>
<tr>
<td>8</td>
<td>0.35</td>
</tr>
<tr>
<td>9</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Table 2 shows critical resolved shear stress for emission of dislocations during tensile deformation in the x direction from various boundaries. The average critical resolved shear stress for dislocation emission for the various boundaries was 1.7 GPa with a standard deviation of 0.7 GPa. The wide range of values for the critical resolved shear stress shows how significant the atomistic grain boundary structure is for grain boundary dislocation emission.

When both slip systems are activated in a grain, we see the intersection of stacking faults in both slip systems. The process generates dislocation debris that is accumulated as the deformation level is increased. The grains that first emit dislocations are not necessarily those where more debris is accumulated later in the deformation process. This indicates that some of the dislocation sources in the boundaries are exhausted and other sources in different grain boundaries become active.

In our results, transmission of individual dislocations across grain boundaries is a relatively rare event. Most of the dislocations are absorbed by the grain boundaries, without re-emission on the
other side of the boundary in the same location. We do observe that as the grain boundaries emit and absorb dislocations, the local structure changes. These changes can affect the stress necessary for the boundary to emit additional dislocations.

Table 2: Critical Resolved Sheer Stress for Selected Boundaries

<table>
<thead>
<tr>
<th>Boundary ID</th>
<th>CRSS in Y (GPa)</th>
<th>CRSS in X (Gpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>13</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>14</td>
<td>2.4</td>
<td>2.4</td>
</tr>
<tr>
<td>15</td>
<td>2.2</td>
<td>2.2</td>
</tr>
<tr>
<td>23</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>24</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>25</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>36</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>39</td>
<td>0.7</td>
<td>1.9</td>
</tr>
<tr>
<td>46</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>48</td>
<td>1.0</td>
<td>2.4</td>
</tr>
<tr>
<td>57</td>
<td>2.4</td>
<td>1.9</td>
</tr>
<tr>
<td>59</td>
<td>2.2</td>
<td>0.9</td>
</tr>
<tr>
<td>68</td>
<td>1.4</td>
<td>1.8</td>
</tr>
<tr>
<td>69</td>
<td>1.9</td>
<td>1.5</td>
</tr>
<tr>
<td>78</td>
<td>2.4</td>
<td>2.4</td>
</tr>
<tr>
<td>79</td>
<td>1.9</td>
<td>1.5</td>
</tr>
</tbody>
</table>

6.4.2 Formation of deformation twins.

After the emission of a leading Shockley partial, it is possible that instead of the emission of a trailing partial along the same plane, the emission of a second leading partial in an adjacent slip plane occurs. In this case, the formation of a deformation twin occurs. This process is illustrated in Figure 5, which shows the formation of twins in grain 2. The process is similar to that observed at crack tips in previous studies [39]. The formation of twins has also been seen in simulations of nanocrystalline FCC metals as a result of deformation [40] or annealing [41]. The
presence of the twins can stop the glide of other dislocations in the grain, as seen in Figure 5. This can have a significant hardening effect [42]. On the other hand, twinning itself contributes to the deformation process as the width of the twin increases through the emission of leading partial dislocations in subsequent planes.

![Detail of grain 2 and grain boundary 12 showing the emission of dislocations, the formation of deformation twins, and the intersection of stacking faults and deformation twins. The atoms are colored according to the centrosymmetry parameter, with blue corresponding to values less than 3 (perfect lattice) and green and red showing higher values, up to 10. Figure by author.](image)

6.4.3 Behavior of low angle boundaries

In an effort to understand the role of grain boundary structure on the relative ease of emission of dislocations, we analyzed the particular behavior of special grain boundaries. As mentioned in section 2, the sample contains several low angle boundaries. These are boundaries 24, 59, 68, and 69. Our results show that these low angle boundaries can disappear as a response to the deformation. This is illustrated in the example of Figure 6, where we show the evolution of a region of grain boundary 68 as the deformation level in the x direction is increased. This is a low angle grain boundary of 9.37 degrees misorientation, and its structure consists of a series of
dislocation cores as shown in Figure 6 (a). These dislocation cores that constitute the boundary start gliding at deformation levels larger than 3% and the grain boundary disappears. At the deformation level of 9% shown in Figure 6(c), no boundary is seen, and the structure only shows two stacking faults resulting from emission from a different boundary. This observation points to the idea that for low angle boundaries the emission of dislocations can be thought of as the glide of the existing dislocations that constituted the boundary in the first place. Note that the other low angle boundaries in the sample also tend to disappear or start to disappear as the deformation level is increased. This effect is observed for deformation both in the x and y directions, with the exception of grain boundary 59 under deformation in the y direction. This indicates that both grain boundary structure and load orientation are important. In the next section, we analyze the case of another special grain boundary, vicinal to a twin configuration.

Figure 6: Detail of grain boundary 68, a low angle boundary that disappears as a result of deformation. The atoms are colored according to the centrosymmetry parameter, as in Figure 5. Figure by author.
6.4.4 Behavior of vicinal twin boundaries

The sample contains several boundaries with misorientation angles that are close to that of a $\Sigma=3$ twin. Our results show that these boundaries can emit dislocations at relatively low stresses. During deformation along the x axis, one of these boundaries (grain boundary 48) is actually the first one to emit dislocations. Grain boundary 48 is particularly interesting because its misorientation is 58.8 degrees, and the grain boundary plane is actually close to a $\{111\}$ type plane for grain 8 and $\{334\}$ type for grain 4. As a result of the emission of dislocations into grain 4, the misorientation becomes closer to that of a twin and the boundary presents regions that have the structure of a perfect twin boundary. This is shown in Figure 7. One could think of the emission process in this particular case as the emission of the secondary grain boundary dislocations that accommodate the deviation of the boundary from the perfect twin. Under a favorable load orientation, these are the first dislocations to be emitted.

![Detail of grain boundary 48, a vicinal twin boundary with a structure that moves closer to a perfect twin as a result of deformation. The atoms are colored according to the centrosymmetry parameter, as in Figures 5 and 6. Figure by author.](image)
6.4.5 Strain Localization

In order to study the development of strain localization during the tensile tests, we generated heterogeneous displacements maps. The heterogeneous displacement was calculated by first dividing all deformed atomic coordinates by the average deformation factor of the sample. The heterogeneous displacement is then the difference between these adjusted deformed coordinates and the initial position of the atom. In this way, the magnitude of the excess displacements represents the local strain over and above the average homogeneous strain of the sample, indicating strain localization. For nanocrystalline metals where grain boundary sliding is a major deformation mechanism, these maps show the different deformation of individual grains resulting from the sliding process. For the results presented here, grain boundary sliding is not a major deformation mechanism. The maps showing heterogeneous strain therefore indicate that the strain localization within the grains is a result of the emission of dislocations. As opposed to simply looking at the dislocation debris in the manner shown in Figures 3 and 4, these maps show where full dislocations have been emitted. Through analyzing the heterogeneous displacement of individual atoms, it is possible to see where the local strain is significantly greater than the overall strain seen by the sample. This allows the identification of areas where large numbers of dislocations have occurred.

Figure 8 shows the strain localization maps obtained for deformation levels of 3, 6 and 9% in the y direction. The color map used is from blue to red where red indicates heterogeneous displacements over 0.4, 0.8, and 1.2 nm for Figures 8 (a), (b), and (c), respectively.
Figure 8: Heterogeneous deformation map for deformation levels of 3, 6, and 9%. The initial positions of the grain boundaries are also shown. The color map used is from blue to red where red indicates heterogeneous displacements over 0.4, 0.8, and 1.2 nm, respectively. Figure by author.

Strain localization develops as the deformation level is increased due to the fact that each individual boundary or boundary region responds in a different way to applied loading. Figure 8 shows the heterogeneous strain maps and the initial positions of the grain boundaries, but not the
dislocation debris. A detail of the strain localization process for two individual boundaries can be seen in the maps of Figures 9 and 10. Here we show the grain boundaries, dislocation cores, and stacking faults at each deformation level. The color differences indicate the heterogeneous displacements and strain localization, clearly showing that it is caused by the emission of dislocations from the boundaries. Color gradients seen without the presence of stacking faults indicate the emission of full dislocations. In Figure 9, two slip systems become active in grain 1 changing the boundary structure. At a later stage, dislocations are emitted from the same boundary now into grain 4. The top right corner constitutes a favored site for dislocation emission, and therefore creates a site for heterogeneous strain and localized deformation. Figure 10 shows the example of grains 3 (top) and 9 (bottom). Grain 9 has more dislocation activity than grain 3 and heterogeneous strains develop.

Figure 9: Details of the heterogeneous deformation map for boundary 14. Deformation levels of 3, 6, and 9%. The color map used is from blue to red where red indicates heterogeneous displacements over 0.4, 0.8, and 1.2 nm, respectively. Atoms with centrosymmetry parameter greater than 3 are also shown, indicating grain boundaries, twins, dislocation cores and stacking faults. Figure by author.
Figure 10: Details of heterogeneous deformation map for boundary 39. Deformation levels of 3, 6, and 9%. The color map used is from blue to red where red indicates heterogeneous displacements over 0.4, 0.8, and 1.2 nm, respectively. Atoms with centrosymmetry parameter greater than 3 are also shown, indicating grain boundaries, twins, dislocation cores and stacking faults. Figure by author.

6.5 Discussion

We have presented atomic level simulations of the tensile behavior of polycrystalline samples with grains that are large enough to avoid the particular effects of nano-sized grains, namely grain boundary sliding. This is important because these are simulations that are expected to be in the normal Hall-Petch regime, instead of the inverse Hall-Petch observed for very small grain sizes (less than 20 nm) [43]. Atomistic simulation techniques can further the understanding of the deformation process in great detail, including the initiation of plastic deformation through dislocation emission from the grain boundaries, the changes occurring in the grain boundaries as a result of the process, and the interaction of dislocations observed within the grains. The results presented here show the power of the technique, but are subject to limitations arising for the available computing power. The first limitation is one that is common to all molecular dynamics techniques, namely the very fast strain rates used, as compared with experimental technique. This limitation results in higher stresses needed for dislocation emission due to the fact that we
cannot observe thermally activated processes which take longer than the nanosecond timeframe attainable with the simulation technique.

A second important consideration in our simulations is that we have addressed columnar grain structures where all the grain boundaries are of pure tilt character. Most importantly, the columnar structure and the periodicity used along the z axis limits all dislocation lines to be parallel to the Z axis. This makes the nucleation of dislocations more difficult. On the other hand, the columnar grain structure facilitates visualization of the various elements of the sample and it narrows down the spectrum of grain boundaries possible. In that sense, columnar grain structures represent an ideal way to extend simulation work done in bicrystals containing special boundaries to polycrystals with more general boundaries. Other limitations are related to the Voronoi technique used in creating the sample, which may not fully represent experimental microstructures. Finally, one should keep in mind that the grain sizes used here are still not large enough to allow dislocation multiplication through mechanisms such as Frank-Read sources. In experimental samples other defects and impurities may be present that aid in the emission of dislocations.

6.6 Conclusions

Our results represent a study of deformation mainly occurring through dislocations as emitted from random tilt boundaries. The most important result of our simulations is the fact that the local structure of the boundary plays a significant role in the boundary response to loading, and this response is very different for different boundaries as shown in Table 2. This is true even if all boundaries are of pure tilt character. As a result of that, different grain boundaries emit dislocations at significantly different values of the applied stress. The range of critical resolved
shear stress for various boundaries is from 0.63 GPa to 2.5 GPa with an average value of 1.7 GPa and a standard deviation of 0.7. This standard deviation is large compared to the average value. This indicates how significant the individual atomistic structure of each boundary is in responding to tensile stress.

The second major result is that grain boundary structures undergo significant local changes as a result of dislocation emission. The most dramatic case is that of low angle boundaries which are observed to disappear as a result of the deformation process. Dramatic changes are also seen in vicinal twin boundaries, which tend to change to be closer to a perfect twin as a result of the emission process. Vicinal twin boundaries have also been shown to play a role as dislocation sources in nanocrystalline Al [44]. The different response of different boundaries and of different regions of the same boundary results in heterogeneous strain in the sample and strain localization. We show the development of strain localization by mapping the heterogeneous strain in the sample. These heterogeneous strain effects can be very important for the ductility of the material, since strain localization can play a major role in crack nucleation. These effects will be studied in separate work, involving larger deformation levels.

This research shows that grain boundaries play a very important role in dislocation emission and absorption during deformation. Grain boundary response depends upon the characteristics of the individual boundary, including the misorientation angle between grains and orientation with respect to the tensile axis. The different response of the various boundaries can lead to significant strain localization.
6.7 Acknowledgements:

This work was supported by the Department of Energy, Office of Basic Energy Sciences, under grant DE-FG02-08ER46525 and the National Science Foundation, IRD program. The authors acknowledge Advanced Research Computing at Virginia Tech for providing computational resources and technical support that have contributed to the results reported within this paper.

URL: http://www.arc.vt.edu

References:


H. Van Swygenhoven, A. Caro, and D. Farkas, "A molecular dynamics study of


[32] Y. Shen and P. M. Anderson, "Transmission of a screw dislocation across a coherent, non-


[44] A. G. Froseth, P. M. Derlet, and H. Van Swygenhoven, "Vicinal twin boundaries...
7. Non-planar grain boundary structures in fcc metals and their role in nanoscale deformation mechanisms

Laura Smith and Diana Farkas

This chapter has been published in Philosophical Magazine 2014, Volume 94, Issue 2, pages 152-173. It is used here with permission.
7.1 Abstract

This work presents the results of a comparative molecular dynamics study showing that relaxed random grain boundary structures can be significantly non-planar at the nano-scale in fcc metals characterized by low stacking fault values. We studied the relaxed structures of random [110] tilt boundaries in a poly-crystal using interatomic potentials describing Cu and Pd. Grain boundaries presenting non-planar features were observed predominantly for the Cu potential but not for the Pd potential and we relate these differences to the stacking fault values. We also show that these non-planar structures can have a strong influence on dislocation emission from the grain boundaries as well as on grain boundary strain accommodation processes, such as grain boundary sliding. We studied the loading response in polycrystals of 40nm grain size to a level of 9% strain and found that the non-planar grain boundaries favor dislocation emission as a deformation mechanism and hinder grain boundary sliding. This has strong implications for the mechanical behavior of nanocrystalline materials, which is determined by the competition between dislocation activity and grain boundary accommodation of the strain. Thus, the two interatomic potentials for Cu and Pd considered in this work resulted in the same overall stress-strain curve, but significantly different fractions of the strain accommodated by the inter-granular versus intra-granular deformation mechanisms. Strain localization patterns are also influenced by the non-planarity of the grain boundary structures.
7.2 Introduction

It is well known that specific grain boundary structure and its constituent defects[1] can significantly affect the properties of metallic materials[2]. This is particularly true in materials with features at the nano-scale[3]. Using atomistic techniques, significant progress has been made in understanding the structures of general grain boundaries in fcc materials. Van Swygenhoven, Farkas and Caro[4] have shown that the structure of random boundaries is composed of regions of highly ordered structures, similar to special coincident site boundaries, and regions that are highly disordered in nature. Tschopp and McDowell[5] studied the structure and energy of asymmetric tilt grain boundaries in Cu and Al, finding that some asymmetric boundaries faceted as part of the relaxation process. Brown and Mishin[6] found dissociation and faceting of asymmetrical grain boundaries in Cu. Yet, no specific study has been performed on the possibility and consequences of non-planar features in the grain boundary structure of metallic materials. These consequences can be particularly important in nano-crystalline materials with a large fraction of grain boundaries.

A large effort has been devoted to studying the relationship between grain boundary structure and mechanical response of the grain boundaries, because of the great interest in the mechanical properties of nanocrystalline materials. These relationships have been investigated via both experimental and simulation methods[7-12]. Several deformation mechanisms are known to occur in the nano-scale regime, including dislocation emission and motion, deformation twinning, grain boundary sliding with coupled migration, and grain rotation. Previous work has focused on deformation twinning in Al[7] and Cu[13], dislocation nucleation and propagation[14], and grain boundary sliding[15] as deformation mechanisms. Understanding how deformation processes proceed at the nanoscale may help explain the mechanisms by which
the Hall-Petch and the inverse Hall-Petch effect for smaller grain sizes are active. For example, Godon et al[16] discuss the Hall-Petch effect down to the nanoscale region by postulating a combination of grain boundary sliding and dislocation emission. Van Swygenhoven and co-workers[17] postulated this competition in 1999. Vo and co-workers[18] recognized the importance of this work as well and also showed that dislocation emission and grain boundary sliding are competing processes in deformation at the nano-scale and proposed a method to quantify this competition. Schiotz and Jacobsen[19] furthered this work by analyzing deformation mechanism shifts in copper with grain sizes ranging from 5 to 50nm, finding that the shift from grain boundary sliding to crystallographic slip occurs as the grain size increases.

It is also known that different interatomic potentials can produce different behavior when a digital sample is subject to strain. For example, in studies conducted via molecular dynamics simulations, Becker and co-workers[20] showed that the accuracy of the results of simulated mechanical behavior is dependent on the stacking fault energies predicted by the potentials used in the simulation. It is therefore logical to expect some possible effects of the interatomic potential on grain boundary structure. Holm, Olmstead and Foiles[21] performed a comparative study of grain boundary energetics in various fcc metals. They found that, in general, grain boundary energies in different elements are strongly correlated. Consistent with a dislocation model for grain boundary structure, the boundary energy scales with the shear modulus. Most interestingly, they found that when a series of boundaries is considered, there is more scatter in the data for high stacking fault energy metals than for the low stacking fault energy elements. This suggests there is an effect of stacking fault energy on grain boundary structure.

In the present work, we present a molecular dynamics study using interatomic potentials developed for two fcc metals with significantly different stable stacking fault energies: Cu and
Pd. Despite the differences in stable stacking fault energies, these potentials result in similar stress-strain behavior. We report noticeably different relaxed grain boundary structures with Cu presenting significantly non-planar grain boundaries. As a consequence of the difference in grain boundary structures, each responds to applied strain with different predominant deformation mechanisms, yet present substantially similar stress-strain behavior.

7.3 Simulation techniques

The Voronoi construction used to generate the columnar samples used in this work is similar to that used in our previous work[22-24]. The samples have 9 grains with an average 40nm grain size and about a million atoms. The sample is fully periodic in all directions; the periodicity along the z axis is the lattice periodicity along the [110] direction common to all grains. All the grain boundaries in the sample are of pure tilt character around the [110] axis with random misorientation angles as well as random orientations of the grain boundary planes. We note that this generation technique creates a quasi-2D sample in which only straight line dislocations are possible. Also, the 40 nm grain size is too small to encourage dislocation multiplication and generation through Frank-Read source type mechanisms. For an adequate comparison, exactly the same sample and deformation procedure was used with the two different interatomic potentials. The only procedure needed to ensure that the exact same generated sample was appropriate for simulation runs using different interatomic potentials was to adjust the size of the sample to accommodate the different lattice parameters of the potentials of interest. In this way any differences observed in the sample relaxed structure and response are a result of using different interatomic potentials. This is true despite the standard limitations of the molecular dynamics techniques, such as the high strain rate resulting from the extremely short timescale
imposed by computational time constraints. This limitation also prevents the observation of thermally-activated deformation mechanisms and presents difficulty in comparing this work to experimentally-generated results.

The molecular dynamics (MD) implementation used in this simulation work is that of LAMMPS [25], with a Nosé-Hoover thermostat and barostat. The two EAM interatomic potentials used in this work were that of Mishin et al. for Cu [26] and that of Foiles et al. for Pd [27].

The samples were equilibrated using molecular dynamics for 100 ps at 300 K in order to achieve a relaxed grain boundary structure. Once relaxed samples were obtained, virtual mechanical testing was performed. The deformation was strain-controlled utilizing standard MD at 300K along the horizontal axis up to 9% strain with a constant strain rate of $3 \times 10^8 s^{-1}$. The pressure was maintained at zero in the directions perpendicular to the tensile axis. The total stress on the sample can be calculated from the simulation, obtaining standard stress-strain curves for the strain controlled virtual tensile testing. Note that the tensile axis is perpendicular to the [110] direction common to all grains in the sample.

Simulation results were visualized utilizing the centrosymmetry [28] parameter in molecular visualization packages, such as OVITO [29]. This allowed visualization of grain boundary structure as well as the dislocation emission process and twin formation. The strain level at which a particular boundary emits the first dislocation can also be monitored in this way, and the number of dislocations emitted thereafter can be assessed quantitatively.

Grain boundary sliding was investigated using a simple technique where a group of atoms containing the particular grain boundary to be studied is extracted from the sample. The same group of atoms is visualized as the deformation proceeds. Grain boundary sliding becomes evident as atoms in the two different grains are displaced in different directions parallel to the
plane of the grain boundary. This method allows a quantitative measure of the extent of grain boundary sliding. In this way we could observe the difference in the grain boundary sliding distances for the same boundary using the two different interatomic potentials. Coupled grain boundary motion was also evident using this technique.

In order to study the possible localization of the response to strain, we used a technique in which the local atomic displacement for each atom is compared with what it would have been in a totally homogeneous deformation of the sample, obtaining the heterogeneous displacement magnitude for each atom. Based on this comparison, heterogeneous strain distribution maps can be created by color-coding the sample microstructure by the magnitude of the heterogeneous displacement vectors. This simple technique does not actually analyze elastic versus plastic processes [30] but it does give a picture of how the strain is distributed in the sample. This technique is similar to that developed in our previous work[8, 10]. For homogeneous deformation this magnitude should be zero and it is increasingly larger in areas where the deformation process was not homogeneous. Color-coding by the length of the displacement vector calculated in this way reveals regions of heterogeneous deformation in the sample.

Table I shows tabulated critical parameters for the two potentials utilized in this work. The elastic constants $C_{11}$, $C_{12}$, and $C_{44}$ were checked for consistency by using the method of Mehl et al [31]. The values obtained agree well with the values reported in the work of Mishin[26] and Foiles [32], respectively. The stable stacking fault ($\gamma_{SF}$) values for these two potentials are significantly different: the Cu potential having a $\gamma_{SF}$ of 44.4mJ/m$^2$ [26] and the Pd potential $\gamma_{SF}$ being 187mJ/m$^2$ [32]. While the stable stacking fault values differ by a factor of about 4, the unstable stacking fault values for these two potentials are more similar, differing only by about 30%. Twinning energies are also similar, differing by about 12%
Table I: Critical parameters for the Cu and Pd potentials utilized in this work.

<table>
<thead>
<tr>
<th>Potential</th>
<th>Cohesive Energy (eV)</th>
<th>Lattice Constant (Å)</th>
<th>C&lt;sub&gt;11&lt;/sub&gt; (GPa)</th>
<th>C&lt;sub&gt;12&lt;/sub&gt; (GPa)</th>
<th>C&lt;sub&gt;44&lt;/sub&gt; (GPa)</th>
<th>Stable SFE (mJ/m&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>Unstable SFE (mJ/m&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>Twinning Energy (mJ/m&lt;sup&gt;2&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>-3.54</td>
<td>3.61</td>
<td>169.88</td>
<td>122.59</td>
<td>76.21</td>
<td>44.4&lt;sup&gt;[26]&lt;/sup&gt;</td>
<td>158&lt;sup&gt;[26]&lt;/sup&gt;</td>
<td>160&lt;sup&gt;[11]&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

7.4 Results

7.4.1. Grain boundary relaxation structure

Local structures of the grain boundaries obtained following relaxation with the two potentials show significant differences. Figures 1(a) and 1(b) show the overall structures of the sample after relaxation using the Cu and Pd potentials, respectively. Coloration in the images is based on the centrosymmetry parameter<sup>[28]</sup>, with blue indicating perfect fcc structure while green and red show increasing levels of lattice disruption. Stacking faults are shown in green. Figure 1(a) shows close-up views of example regions of several grain boundaries in the Cu sample. Grain boundaries in the sample are labeled by the grains they interface. For example, the boundary between grains 1 and 2 will be labeled as grain boundary 1-2. In grain boundary 4-8, shown on the far left, non-planar boundary structures have developed during the relaxation process and include features not contained in the grain boundary plane that extend into the surrounding grain. Examples are shown for grain boundaries 4-8, 1-4, 1-3, and 4-7. All show non-planar grain boundary structures in Cu and planar grain boundary structures in Pd. Locally, these non-planar features resemble nascent stacking faults. Orange lines indicate the disruption of the local structure in the grain at right. On the far right, there is little disruption, while in the non-planar structure the offset can be clearly noted. These features can be seen as caused by the glide into the grain of intrinsic grain boundary dislocations with Burgers vector of the Shockley partial
type. This process lowers the energy of the atomic arrangement in the grain boundary plane but involves the creation of extra stacking fault area inside the grain. The presence or absence of these features in the relaxed grain boundary structure will be dictated by the balance of these two energy terms. The low stacking fault energy of Cu makes it much more energetically favorable for these features to appear when compared to the case of Pd with much higher stacking fault energy. The 9R structure that has been observed both experimentally and in simulation \cite{33, 34} is a possible explanation for non-planarity, but was not found in our samples. Figure 1(b) shows the same region of grain boundary 4-8 in the Pd sample, with a more planar relaxed grain boundary structure. Examining the same regions in Pd where the non-planar features appeared in Cu shows structural regions with high excess volume that can be recognized as structural units found in studies of [110] symmetrical tilt boundaries and known as E-units\cite{5}. These are noted in the figure by the red triangular outlines. This grain boundary structure is clearly confined to the plane of the boundary and does not extend into the surrounding grain. The non-planar structures are observed in all shown Cu boundaries, while when the same boundary region is inspected for Pd, they are present for only grain boundaries 4-8 and 1-3. The average length of the the non-planar features or nascent stacking faults found in the relaxed Cu grain boundaries is 0.941nm whereas non-planar features were hardly present in the same boundaries relaxed using the Pd potential.
Figure 1: Post-relaxation grain boundary configurations. Callouts highlight grain boundaries 1-4, 1-3, 4-8, and 4-7. (a) The Cu sample shows significantly more non-planar structures in all highlighted regions. (b) The Pd sample shows fewer non-planar structures in each region and an increase in the planar e-unit structures. Figure by author.
7.4.2 Stress-strain behavior

Stress-strain curves were generated for each potential as the strain level on the samples was increased. As shown in Figure 2, the two curves obtained are essentially similar up to 5% deformation, and show a difference of less than 15% for later deformation levels. Using the method shown in Hopcroft, Nix, and Kenny[35] which uses the elastic constants of the material (Table 1) and accounts for the [110] texture in these samples, the elastic modulus of Cu was predicted to be 131 GPa, and 145 GPa for Pd. The elastic modulus for each curve was calculated by doing a linear fit to the data up to 0.5% strain. Results show a modulus of 113 GPa for the Cu potential and 100 GPa for the Pd potential. This represents a 14% difference for Cu and a 30% difference for Pd which may be accounted for by the high proportion of grain boundaries in our sample.

Figure 2: Stress-strain curves obtained for the Cu and Pd potentials showing similar behavior. Differences are not noted until about 5% strain. Figure by author.

The yield strengths observed in this simulation for Cu and Pd are 1.3 GPa and 1.6 GPa, respectively. These values were obtained by the 0.2% offset yield strength criteria. The values of the yield strength differ by about 30%, which correlates well with the difference that the two potentials have in unstable stacking fault energy values. The details of the deformation...
mechanisms were analyzed to see any major differences that can be attributed to different grain boundary structures observed in the two samples.

7.4.3 Dislocation emission as a deformation mechanism

Figure 3 shows the behavior of grain boundary 4-8, shown in Figure 1, as strain is applied. The images contain the exact same group of atoms at three different strain levels. In each image atoms are color-coded by centrosymmetry[28] parameter; with blue indicating atoms in perfect lattice positions. Green and red atoms indicate increasing amounts of lattice disruption. Figure 3(a) shows the relaxed boundary of the Cu sample at 0% strain. Figures 3(b) and 3(c) show the boundary at 1 and 2% strain. The boundary response to the low levels of strain shown in these images indicates that the non-planar grain boundary structures in the Cu sample constitute the favored sites for dislocation emission. As the non-planar features grow, the boundary becomes increasingly non-planar. The non-planar structures have extended and grown into stacking faults left by the emission of Shockley partial dislocations. The partial dislocations emitted in these cases are not necessarily part of a full dislocation that has dissociated located in the grain boundary. In contrast, the grain boundaries shown in Figures 3(d), 3(e), and 3(f) that show the same group of atoms in the Pd sample contain E-units with excess volume. The boundary structures observed for Pd at 0 and 1% strain do not shown the same type of stacking fault formation as in the Cu case. A higher, 2% strain level must be reached before dislocations begin to be emitted from this grain boundary. The dislocations are emitted from the E-unit sites, in a process that is consistent with findings for special boundaries where the E-units are the favored sites for dislocation nucleation[36-41]. Our findings show that the E-structural units are preferred sites for the nucleation of Shockley partial dislocations from random grain boundaries. The non-
planar boundary structures observed in the low stacking fault potential constitute sites for dislocation emission at stress levels that are clearly lower than those required for the emission from the planar grain boundary e-unit structures. 

In order to understand the implications of the non-planar structures for the overall deformation behavior of the sample, a quantitative evaluation of the dislocation emission process was performed by counting the total number of partial dislocations emitted from grain boundaries in the sample as the strain was increased. Figure 4 shows the cumulative number of dislocations emitted from 0 to 9% strain. The Cu sample emits significantly more dislocations than the Pd sample under the same strain loading conditions by a factor of approximately 1.6. At 1% strain both samples emit similar numbers of dislocations. By about 2% strain, the Cu sample emits more dislocations than Pd at each strain level observed. Over the course of the straining process Cu emitted a total of 1245 partial dislocations. In contrast, Pd emitted 818. This is due to the difference in relaxed grain boundary structure, which in turn can be attributed to the lower stacking fault energy for Cu as compared to Pd. Our results therefore clearly show that there is a greatly reduced dislocation activity in the Pd sample as compared to the Cu sample. Since the overall mechanical response of the two model samples is about the same, as indicated in Figure 2, we conclude that deformation mechanisms other than dislocation emission have to be more active in Pd than in Cu. In the next section we discuss twinning observed in both model materials.
Figure 3: Boundary 4-8 deformation behavior in the Cu and Pd samples. Images show the exact same atoms for each sample at each strain level. Color is by centrosymmetry. Blue shows perfect fcc structure while green indicates lattice disruption consistent with stacking faults. (a-c) show Cu while (d-f) shows Pd. (a) 0% strain showing initial relaxation configuration featuring 5 incipient stacking faults. (b) 1% strain indicating the stacking faults have started to extend. (c) 2% strain, showing the extension of the stacking faults has continued under increasing deformation. (d) 0% strain, showing fewer incipient stacking faults and a higher proportion of planar E structural units. (e) 1% strain, showing little change in the structure of the boundary. (f) 2% strain. 4 of the non-planar e-units have emitted partial dislocations to form short stacking faults. Figure by author.

Figure 4: Cumulative number of partial dislocations emitted in the sample as a function of strain. As strain increases, the Cu sample is emitting significantly more dislocations in order to accommodate the applied strain than the Pd sample. Figure by author.
7.4.4 Twin formation

A second deformation mechanism active at the nano-scale is the formation of deformation twins. Twinning occurs when a series of leading partial dislocations are emitted in adjacent compact planes with each additional dislocation broadening the twinned region without any additional planar defect energy. Twin boundaries present in nanocrystalline materials are known to significantly affect deformation behavior[42-44]. In many fcc materials, such as Cu, twins typically increase strength by acting as obstacles to the motion of dislocations within the grains[45-48]. In a recent study Stukowski, Albe and Farkas compared twinned and non-twinned samples studying the effect of twins on the deformation behavior of nanocrystalline Cu and Pd. While Cu shows hardening due to the presence of twins, Pd shows the opposite effect. A quantitative dislocation analysis method was applied and a statistical analysis of the occurring dislocation types showed that twin boundaries can be effective sources for twinning dislocations, which are the reason for the observed softening in some fcc materials. An important conclusion of that work showed that twins can contribute to deformation in Pd by producing a softening effect. We have found that this effect is also present in the Pd sample used in the present work, with twinning contributing to deformation.

This phenomenon is shown in Figure 5. Figures 5(a) and 5(e) show the grain at 0% strain, just after relaxation, for the Cu and Pd samples respectively. In Figures 5(b) and 5(f) at 3% strain, dislocations have begun to be emitted from a grain boundary (2-5, not shown) and from grain boundary 1-2. An important difference in behavior in Cu is that the dislocations from grain boundaries 2-4 and 2-5 have intersected and pinned, while in Pd there is no interaction between emitted dislocations. In Figures 5(c) and 5(g) at 6% strain a twin has formed in both materials and is broadening in grain 2. The Cu sample presents only the twin formed from the grain
boundary between grains 1 and 2 while dislocation pinning seems to be preventing the
development of other twins. In the Pd sample no pinning effect is observed in dislocations from
other grain boundaries leading the dislocations coming from grain boundary 2-5 to have formed
a series of twins. In Figures 5(d) and (h) at 9% strain the interaction of dislocations in the Cu
sample prevented twin formation, while the twins formed in the Pd sample in grain 2 are clearly
seen. Most importantly, we see in Pd how the width of the twinned regions increases,
constituting a clear deformation mechanism. Our findings here are consistent with experimental
work showing a high twin density in Pd films[49]. However, the differences we observe in
twinning behavior are not significant enough to compensate for the very different rates of
dislocation emission in the two model materials, even though they show similar stress-strain
response. In order to explain these results, we consider grain boundary sliding.
Figure 5: Twinning behavior in grain 2 in Cu and Pd. (a-d) show the Cu sample while (e-h) shows Pd. (a, e) 0% strain. Here the initial structure of the grains can be seen in both samples. (b, f) 3% strain. Partial dislocations have begun to emit from the 1-2 grain boundary into grain 2. Partial dislocations emitted from the 2-5 grain boundary (not shown) are also crossing grain 2. In copper the dislocations have intersected with dislocations emitted from the 2-4 grain boundary while in Pd the dislocations are proceeding unhindered. (c, g) 6% strain. In Cu one dislocation emitted from the 1-2 grain boundary has begun to form a twin while the others have become pinned, preventing additional twin development. In Pd, the same dislocation emitted from grain boundary 1-2 has formed a twin, as have the dislocations coming from grain boundary 2-5. (d, h) 9% strain. Significant differences exist between the Cu and Pd samples. The Cu sample shows a disordered collection of stacking faults while the Pd sample shows a collection of deformation twins. Figure by author.

7.4.5. Grain boundary sliding as a deformation mechanism

A significant deformation mechanism in nanocrystalline metals is grain boundary sliding[50].

Sliding is expected to be critical for very small grain sizes and can still be important for the grain size of 40 nm used here. In order to study the sliding behavior of the grain boundaries in our two model materials we utilized the simple technique of following a specific group of atoms containing the grain boundary as the samples are deformed.
Figures 6, 7, and 8 show examples of grain boundary sliding in three different grain boundaries in both the Cu and Pd samples. Figure 6 shows grain boundary 7-8 at (a, e) 0%, (b, f) 3%, (c, g) 6%, and (d, h) 9% strain for the Cu and Pd samples, respectively. The Cu sample shows significantly less sliding than that demonstrated by the Pd sample. This pattern is repeated in Figure 7 for grain boundary 1-5, and in Figure 8 for grain boundary 7-9. In each of these examples, the Pd sample has experienced notably more sliding than the Cu samples, while the Cu samples have emitted more dislocations.
Figure 7: Grain boundary sliding in boundary 1-5. (a-d) shows Cu; (e-h) shows Pd. (a, e) 0% strain. Relaxed boundary shown. (b, f) 3% strain. Cu shows no sliding while Pd shows incipient sliding. (c, g) 6% strain. Cu is emitting dislocations while Pd shows some sliding and coupled boundary migration. (d, h) 9% strain. Sliding has occurred in both samples, with Pd having greater sliding, while Cu shows increased dislocation emission. Figure by author.

Comparing the initial shape of the atom group with the shape observed after deformation, a quantitative measure of the sliding distance as a function of strain can be obtained. This quantified sliding information is shown in Figure 9, plotting the sliding distances observed in each boundary as a function of strain for both model materials. As expected, with increasing strain, the amount of grain boundary sliding increases as well. In all cases the grain boundaries in the Pd sample showed significantly more sliding than in the Cu sample. In Figures 6 through 8 it can also be seen that grain boundary sliding can be accompanied by coupled motion of the boundary parallel to itself, particularly in the Pd sample. This is a phenomenon that has been studied extensively in special boundaries[51-53] and has also been observed in polycrystalline
simulation work, including grain boundary networks similar to the ones studied in this work[54-56].

Figure 8: Grain boundary sliding in boundary 7-9. (a-d) shows Cu; (e-h) shows Pd. (a, e) 0% strain. Relaxed boundary shown. (b, f) 3% strain. Cu shows small amounts of sliding while Pd shows increased sliding. (c, g) 6% strain. Cu is emitting dislocations while Pd continues to slide. (d, h) 9% strain. Sliding and dislocation emission have occurred in both samples, with Pd having greater sliding, while Cu shows increased dislocation emission. Figure by author.

As discussed in the work by Velasco et al.[56], grain boundary motion is possible even in boundaries bounded by triple junctions. Grain boundary migration and grain growth have also been observed experimentally and modeled for general boundaries[57-61]. The present results show that it occurs in these digital samples with a coupling factor ($\beta$) of approximately 0.3 to 0.6 for the set of boundaries analyzed in Pd and shown in Figures 6-8. $\beta$ is the ratio of the velocity of grain boundary motion perpendicular to the grain boundary plane over the velocity of the grain boundary motion parallel to the grain boundary plane. The coupling factors cannot be analyzed with any accuracy in Cu because the extent of sliding observed is much smaller.
Figure 9: Observed grain boundary sliding distances in the Cu and Pd samples for 3 representative grain boundaries at 3, 6, and 9% strain. Grain boundary sliding was observed to have a greater magnitude in the Pd samples for each grain boundary studied. Figure by author.

Figure 10 shows grain boundary sliding distance in the sample versus strain. This data was obtained by measuring the slide in each boundary at each percent strain level. It is again clear that the Pd sample presents significantly more sliding than the Cu sample. At 9% strain, with a total of 20.7nm of sliding observed, Pd has about 3 times more sliding than Cu with a total of 7.9nm of sliding. The Pd sample is also shown to begin sliding at 1%, while significant sliding begins in the Cu sample at a strain of 3%. These results can be interpreted as directly related to the non-planar structure of the grain boundaries in Cu. Non-planar grain boundary structures are expected to be more difficult to slide due to the structural features that extend into the grains, out of the grain boundary plane itself. This effect is quite significant and a picture emerges of our model materials as two cases that have similar overall deformation response but with very different contributions of dislocation processes and grain boundary mediated processes.
7.4.6 Contribution of grain boundary sliding and dislocation emission to overall plasticity

The contribution of dislocation emission to the overall plastic strain was estimated from the Burger’s vector, the average distance traveled by the dislocations, the number of dislocations observed, and the cosine of the average angle of the active slip systems with respect to the tension axis. The contribution to plastic strain from grain boundary sliding was estimated from the measured average sliding in each grain boundary and the cosine of the average angle of the grain boundary with respect to the tension axis. The results are shown in Figure 11, where the respective strain due to each of these two processes is compared in Cu and Pd for (a) 3, (b) 6, and (c) 9% strain. At 3% strain, dislocation emission is the dominant deformation mechanism in Cu, contributing about 52% of the applied strain, while grain boundary sliding and migration is the dominant mechanism in Pd, contributing about 70% of the applied strain. At 6% strain, dislocation emission accounts for 70% of the applied strain in Cu. In contrast, grain boundary processes are the dominant mechanism in Pd, with about 65% of the applied strain. At 9%, the vast majority of the strain in Cu is still from dislocation emission, contributing to about 70% of the strain. In Pd, the contributions of dislocation emission and grain boundary sliding are more evenly matched, with about 60% of the applied strain coming from grain boundary processes and the remaining 40% from dislocation emission.
The competitive nature of deformation mechanisms is further shown in Figure 12. Figure 12(a) shows the behavior of Cu. At 1% strain, dislocation emission and grain boundary sliding contribute approximately equally to the overall deformation. At 4% strain and above, a trend can be identified where dislocations prevail over grain boundary sliding as a deformation mechanism, rising to a rate of about 4 to 1. Figure 12(b) shows the same information for Pd. Dislocation emission and grain boundary sliding and coupled migration are more consistently noted for all strain levels observed, with dislocation emission contributing about 35% of the applied strain and the remaining applied strain coming from grain boundary sliding and coupled migration.
Figure 11: Estimated contributions from dislocations and grain boundary processes to total strain observed. (a) 3% applied strain. Dislocation emission is the preferred method of deformation mechanisms in Cu, while in Pd grain boundary sliding or migration is the dominating mechanism. (b) 6% strain. Dislocation emission continues to be the overwhelming technique in Cu, in Pd dislocation emission and grain boundary processes are both in effect, with a preference for grain boundary process. (c) 9% strain. Dislocation emission and grain boundary processes continue to contribute at about the same rate as at 6% strain. Figure by author.
7.4.7 Heterogeneous strain displacement

Finally, we investigated the effects of these different grain boundary structures on the distribution of strain in the sample. We utilized a technique where the local atomic displacement for each atom is compared with what it would have been in a totally homogeneous deformation of the sample, obtaining the heterogeneous displacement magnitude for each atom. Based on this comparison, heterogeneous strain distribution maps can be created by color-coding the sample microstructure by the magnitude of the heterogeneous displacement vectors. This simple technique does not actually analyze elastic versus plastic processes[30] but it does give a picture of how the strain is distributed in the sample.

Figure 12: Contributions from dislocations and grain boundary processes to total applied strain. (a) In the Cu sample, dislocation emission is the preferred method of deformation mechanisms. At low levels of strain, below 4%, dislocation emission is slightly dominant. Starting at 4% strain, dislocation emission becomes strongly dominant over grain boundary processes. At high strain, the ratio of dislocation emission to GB sliding is about 4:1. (b) In the Pd sample, grain boundary processes are dominant at all strain levels with a ratio of about 1:2. There is little change in the ratio as the strain level increases. Figure by author.
Figure 13 shows the heterogeneous strain displacement maps for the Cu and Pd samples. The color scale measures the magnitude of the heterogeneous displacement for each atom, with white and dark blue showing very little deviation from homogeneous strain, while red shows 2nm or greater heterogeneous displacement. Figures 13(a), 13(b), and 13(c) show the Cu sample at 3, 6, and 9% strain. For the Cu case, the local strain can be seen to be more concentrated in grain centers, particularly in some grains. This is consistent with a significant role of dislocation-mediated deformation, occurring inside the grains as the dislocation glides. In contrast, Figures 13(d), 13(e), and 13(f) show that in the Pd sample, the strain has localized around grain boundaries. This is consistent with the finding of grain boundary accommodation playing a major role in the deformation of the Pd sample. These differences in the distribution of the strain can have important implications for ductility, since strain localization is an important factor in crack nucleation.
Figure 13: Heterogeneous displacement maps for Cu and Pd. (a-c) shows Cu; (d-f) shows Pd. The color map indicates 0 to 2nm heterogeneous displacement shown in blue to red. (a, d) 3% strain, indicating mostly homogenous strain. (b, e) 6% strain showing some strain localization with greater amounts noted in Pd near grain boundaries. (c, f) 9% strain. Strain localization is noted in both the Cu and Pd samples. In Pd the strain localization is observed near grain boundaries, whereas in Cu it is mostly inside the grains. Figure by author.

7.5 Discussion

The stress-strain curves predicted by the Cu and Pd potentials used in this paper are very similar despite the significant difference in the value of the stacking fault. The two different potentials predict different relaxed grain boundary structures, including structures with features that are non-planar, extending into the grain for the case of Cu. These features resemble incipient stacking faults and therefore can be correlated with the fact that Cu has a much smaller value of the stacking fault energy. In a study of the shear response of a special incoherent twin boundary in various fcc metals[62] a correlation was found between stacking fault energies and relaxed grain boundary structure. Our results seem to suggest that such dependence is present for the case of randomly generated general tilt boundaries. More importantly, these structures for low stacking fault energy materials include non-planar features that extend into the grain. These
differences in the grain boundary relaxed structure were observed for exactly the same relaxation treatment and identical grain boundary characteristics, so that they can be clearly linked to the different interatomic potential utilized and, in particular their corresponding widely different stacking fault energies.

The deformation mechanisms observed in the samples under applied strain were critically affected by the relaxed structure of the boundaries. As expected for nanocrystalline materials, the deformation processes observed in this work include dislocation emission, twin formation, and grain boundary sliding, but the relative importance of these mechanisms is controlled by the grain boundary structure, which in turn correlates with the stacking fault energy. It is important to point out that the non-planar structures observed here occur in random boundaries, are not expected, and have not been seen in studies of symmetrical tilt boundaries using different interatomic potentials[63]. This is because the non-planar features are associated with the accommodation of deviations from of a coincidence misorientation. A recent study [64] examined dislocation emission dependence on grain boundary structure and found that emission is highly dependent on the presence of intrinsic grain boundary dislocations that form the equilibrium grain boundaries.

Because the more non-planar grain boundary structures that occur in the Cu sample (with the lower $\gamma_{SF}$ of 44 mJ/m$^2$) resemble stacking faults locally, they make it easier for the Cu boundary to emit a leading Shockley partial dislocation in order to accommodate the applied strain. Pd, with its higher $\gamma_{SF}$ (187mJ/m$^2$) shows fewer of the non-planar structures. In place of the non-planar structures, the boundaries contain more of the high excess volume E structural units. Although we observe that the E-units are favored sites for the emission of dislocations, we find that they operate at a higher level of stress than the non-planar features observed for the low
stacking fault energy material, and Pd grain boundaries cannot emit dislocations as easily as the same boundaries in Cu.

Another consequence of the non-planar structure of defects and an important observation of the present work is that while all the grain boundaries exhibited some sliding, the sliding observed in Pd, with the more planar grain boundaries, progressed significantly further than in Cu. This is clearly seen when the same sections of grain boundary are compared for identical strain. The non-planar structure of extended defects has been known to influence mechanical behavior ever since the effects of non-planar dislocation cores were initially studied when atomistic computer simulations were becoming possible decades ago[65]. The non-planar nature of bcc dislocation cores have been confirmed by ab initio work done by Woodward[66], Groger et al. [67], and Ismail-Beigi et al.[68] We theorize that grain boundaries with non-planar cores cannot slide as easily as more planar structured grain boundaries due to the non-planarity, in a clear analogy to dislocation with non-planar cores, such as pure screw dislocations in bcc materials, not gliding as easily as planar core dislocations.

Our results highlight the critical role of grain boundary sliding in nanocrystalline Pd, consistent with previous studies[69, 70]. We also observed coupled grain boundary migration occurring in Pd as shown in previous work[70]. The heterogeneous strain displacement maps also show differences between how the Cu and Pd samples accommodated the applied strain, pointing out the predominant role that grain boundary sliding plays as a deformation mechanism in Pd is shown as being more localized near the grain boundaries. By contrast, increased dislocation emission is observed in the Cu samples with corresponding concentration of localized strain in the grain centers.
These differences in deformation mechanisms can be linked to the value of the stacking fault energy through the increased presence of non-planar structures in relaxed random grain boundaries for materials with low stacking fault values. The relationship between stacking fault energy and overall mechanical behavior is well documented experimentally[71] and investigated in mesoscale simulations[72]. Our results suggest that grain boundary structure, which in turn depends on the stacking fault energy values, also needs to be incorporated in the complete understanding of the role of stacking fault energy values in deformation. The present results are important for models that require assumptions regarding the emission of dislocations, such as crystal plasticity models[73, 74].

In an experimental study of the effect of stacking fault energy on the mechanical properties of Ni-Co alloys[75, 76] reduced stacking fault energy was found to promote grain refinement and increase dislocation emission and density. These experimental results are consistent with our findings here that lower stacking fault energies promote grain boundary structures with non-planar features with less excess volume that are more effective as dislocation sources. It must also be remembered that our model, as with all models, may not fully represent the behavior of these materials in a macroscopic sense due to the limitations imposed by the model itself. These limitations include the quasi-2D nature of our sample and the strain rate utilized by molecular dynamics which prevents the occurrence of thermally-activated deformation mechanisms.

In the present study, we have concentrated on the role of stable stacking fault energies. For that purpose we have chosen two model potentials that are characterized by very similar unstable stacking fault energy values. Stacking fault energy plays only a part in the deformation mechanisms that activate. Clearly, the processes of dislocation emission, twinning, and grain
boundary sliding will also be greatly affected by the values of the unstable stacking fault energy and the generalized stacking fault energy curve. This will be the subject of a separate study.
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8.1 Abstract

We present results from molecular dynamics simulations of two nano-crystalline tantalum thin films that illuminate the variety of atomic-scale mechanisms of incipient plasticity. Sample 1 contains approximately 500K atoms and three grains, chosen to facilitate study at 10$^5$ s$^{-1}$ strain rate; sample 2 has 4.6M atoms and 30 grains. The samples are loaded in uniaxial tension at deformation rates of 10$^5$ s$^{-1}$ to 10$^9$ s$^{-1}$, and display phenomena including emission of perfect \( \frac{1}{2}<111> \)-type dislocations and the formation and migration of twin boundaries. It was found that screw dislocation emission is the first deformation mechanism activated at strain rates below 10$^8$s$^{-1}$. Deformation twins emerge as a deformation mechanism at higher strains, with twins observed to cross grain boundaries as larger strains are reached. At high strain rates atoms are displaced with the characteristic twin vector at a ratio of 3:1 (10$^8$s$^{-1}$) or 4:1 (10$^9$s$^{-1}$) to characteristic dislocation vectors. Fracture is nucleated through a nano-void growth process. Grain boundary sliding does not scale with increasing strain rate. Detailed analysis of nano-scale deformation using these tools enhances our understanding of deformation mechanisms in tantalum.

PACS: 07.05.Tp, 31.15.xv, 83.10.Rs, 83.50.-v, 62.25.-g
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8.2 Introduction

There has been considerable interest in the mechanical properties of nano-crystalline metals in recent years [1-9]. Deformation mechanisms that activate in crystalline materials under applied stress and strain have significant effects on the mechanical response of the material. The strength of a material is closely related to how the material deforms, thus understanding the various deformation mechanisms activated in crystalline materials is key to understanding the interrelated phenomena of deformation processes and material properties.

Previous work on the deformation mechanisms in bcc metals at a variety of grain sizes in the nano-crystalline regime indicate that deformation twinning [9-11], grain boundary sliding [3, 12], and dislocation emission and transmission [3, 7, 13] are all activated at different levels of strain. Molecular simulations have revealed many of the deformation mechanisms that are activated in bcc materials. Work by Rudd [14] shows that both dislocation emission and twinning are seen in tantalum when deformed at high strain rates. Pan, Li and Wei [15] also modeled tantalum and observed that deformation twinning is a primary dislocation mechanism, but the mechanisms of grain boundary sliding, grain rotation, and dislocation emission are also active. Pan et al. were also able to identify a strain rate sensitivity of the maximum tensile stress of approximately 0.14. Zhang et al. [11] noted that twinning dislocations emitted from grain boundaries are the first deformation mechanisms observed in the molecular dynamics simulations done in bcc molybdenum. For molecular dynamics simulations of tantalum nano-wires, Ajing Cao [10] observed deformation twinning to be the primary deformation mechanism in both tension and compression. Deformation twinning has also been observed to be the dominant deformation mechanism in simulation work performed by Fredriksen et al. [3] in their work on nano-crystalline molybdenum. Experimentally, deformation twinning in nano-
crystalline tantalum has also been observed in nano-indentation experiments, such as those done by Wang et al. [9].

Dislocation emission as a deformation mechanism has also been investigated in bcc nano-crystalline materials through molecular dynamics simulations. Frederiksen et al. [3] observed this mechanism in nano-crystalline molybdenum subjected to a very high strain rate ($10^9 \text{s}^{-1}$). It has also been observed by Jeon, Lee and Chang [13], in bcc iron at very high levels of strain (>15%). Experimentally, Zhenhua et al. [12] found that dislocation emission was the primary deformation mechanism in nano-crystalline tantalum during nano-indentation experiments with grain sizes of 10 to 20nm. Dislocation emission as the initial deformation mechanism hasn’t been explored at lower strain rates, or in the absence of inter-granular cracking. Further understanding the competing relationship between deformation twinning and dislocation emission will give a more complete picture of deformation at the nano-scale in bcc materials.

Grain boundaries slide in response to applied stress and strain by moving the grains on either side of the grain boundary parallel to the grain boundary plane in opposite directions. Using molecular dynamics, Frederiksen et al. [3] noted grain boundary sliding as a key deformation mechanism in their work with bcc molybdenum with an approximate grain size of about 12nm. Dislocation emission and grain boundary sliding were also observed as important deformation mechanisms in the simulation work of Jeon, Lee and Chang [13] in of nano-crystalline iron. They observed that below a critical grain size, deformation dominated by dislocation emission converts to grain boundary sliding. In experimental nano-indentation, Cao et al. [16] note grain boundary sliding as a key deformation mechanism in their work on tetragonal and bcc thin-film tantalum.
Grain boundaries slide in response to applied stress and strain by moving the grains on either side of the grain boundary parallel to the grain boundary plane in opposite directions. Using molecular dynamics, Frederiksen et al. [3] noted grain boundary sliding as a key deformation mechanism in their work with bcc molybdenum with an approximate grain size of about 12nm. Dislocation emission and grain boundary sliding were also observed as important deformation mechanisms in the simulation work of Jeon, Lee and Chang [13] in of nano-crystalline iron. They observed that below a critical grain size, deformation dominated by dislocation emission converts to grain boundary sliding. In experimental nano-indentation, Cao et al. [16] note grain boundary sliding as a key deformation mechanism in their work on tetragonal and bcc thin-film tantalum.

Fracture in nano-crystalline tantalum is known to happen through the nucleation and growth of nano-voids. In molecular dynamics simulations, Tang, Bringa, and Meyers [17, 18] note that failure through nano-voids has been observed in tantalum through the emission of dislocation loops and twinning from the void surface. Rudd [19] has analyzed this phenomenon in both fcc and bcc materials, finding that bcc materials tend to grow through bursts of deformation emission, finally resulting in fracture of the material. Nano-voids carved out of grain interfaces in tantalum have been studied by Traiviratana et al. [20], finding that the voids can emit dislocations and twins into both neighboring grains.

In the current effort, we aim to shed additional light on the deformation of nano-crystalline thin-film tantalum under uniaxial tension at several strain rates. We seek to determine the strain rate dependence of the initial deformation mechanism observed the degree of grain boundary sliding, and the overall response of the material to the applied strain.
In this paper, we examine the deformation mechanisms observed in polycrystalline samples of tantalum with an average grain size of 20nm subjected to a uniaxial strain rate of $10^6 \text{s}^{-1}$ and up to 30% strain with a focus on the first deformation mechanism observed. Dislocation slip was seen at a lower strain than previously observed, and prior to deformation twin emission. Fracture was observed at higher strain levels, nucleated via a nano-void process. We then extend our analysis to examine strain rates ranging from $10^5$ to $10^9 \text{s}^{-1}$, in order to assess how the applied loading rate impacts the type and ordering of deformation mechanisms that become active.

### 8.3 Simulation and analysis techniques

The polycrystalline samples used in this work, shown in figure 1, consists of one sample with 3 columnar grains of tantalum, and a similarly constructed sample one order of magnitude larger containing 30 grains. A Voronoi construction technique similar to that used in previous work by Farkas and Patrick [2] was employed to create the samples. Sample 1 contains 463607 atoms with an average in-plane grain size of 20nm, total dimensions of 34.5nm in both the x and y directions, and a thickness of 7nm. The small number of atoms (<500K) in sample 1 was specifically chosen to facilitate the study of deformation at a strain rate of $10^5 \text{s}^{-1}$. This sample size is necessary given the limitations of computational power available to the authors. Sample 2 is an order of magnitude larger than sample 1, with random grain orientations and boundaries. This sample consists of 30 grains, with an average in-plane grain size of about 20nm, total dimensions of 110.6 nm in both the x and y directions, and about 4.6 million atoms. Each sample was used in several simulation runs at increasing strain rates in order to isolate the effects of strain rate on deformation mechanisms. Periodic boundary conditions are applied along the x and y directions, while free surface conditions exist in the z directions. Grain boundary analysis has
determined that the boundaries in sample 1 are random high-angle boundaries. The random
distribution of grain orientations used in this work is similar to that commonly used in simulation
work investigating the properties of nanocrystalline metals [3, 7, 8, 13].
Grain boundaries in sample 1 will be referred to using the grain indices; for example, grain
boundary 1-2 describes the grain boundary between grains 1 and 2. This also holds true for grain
boundary 1-3 as referring to the grain boundary between grains 1 and 3, and grain boundary 2-3
as meaning the grain boundary between grains 2 and 3. The left and right grain boundary 1-3 will
be designated as such, as will be the upper and lower grain boundary 1-2.

Figure 1: Sample configurations after relaxation. (a) sample with 464k atoms and three grains.
(b) sample with 4.6M atoms and 30 grains. Colour coding is by centro-symmetry [21] parameter,
with blue indicating perfect lattice and green atoms indicating moderate lattice disruption
characteristic of grain boundaries. Figure by author.

Molecular dynamics is used to deform the samples using the Large-Scale Atomic/Molecular
Massively Parallel Simulation (LAMMPS) software [22] developed at Sandia National Labs.
Several embedded atom method potentials exist for tantalum, including those by Li et al. [23],
and Mishin and Lozovoi [24]. The Mishin potential includes angular-dependent terms; however
the extra computational time required made the force-matched, embedded atom method potential
by Li et al. the best choice for these simulations, given that both potentials display similar
crystallographic slip behavior and have similar energetic properties. The behavior of the Li potential has been explored in depth by Alleman et al. [25], in particular noting that the Li potential satisfied their criteria of accurate estimations of the elastic moduli, appropriate predictions of gamma surfaces, and accurate simulation of the bcc screw dislocation core. The Li potential displays good agreement with the unstable stacking fault energy barrier determined by DFT calculations. Mishin et al. [24] determined that the Li potential underestimates the surface energies of the (100) and (110) surfaces by 12-29% as compared with DFT. In addition, the twin boundary energy in the Li potential calculated in this work is 550 mJ/m², which is considerably higher than the DFT value of 304 mJ/m² calculated by Mishin [24].

A relaxed and equilibrated boundary structure is obtained by heating each sample to 1700K for 200ps, then cooling to 300K over an additional 200ps using a Nosé-Hoover thermostat and barostat while maintaining the pressure at 0 bar in all directions. After relaxation, the samples are subjected to strain-controlled virtual mechanical tension along the x axis at a finite temperature of 300K and at a selected strain rate from $10^5$ s⁻¹ to $10^9$ s⁻¹ with a timestep of one femtosecond. Sample 1 was deformed at all strain rates, while sample 2 was deformed at strain rates from $10^6$ s⁻¹ to $10^9$ s⁻¹. Pressure in the perpendicular direction (along the y axis) is maintained at 0 to enforce uniaxial stress loading. Elastic constants and behaviour of the potential at 0K as reported in Li et al. [23] are confirmed in this work. Calculation of the elastic constants at 300K predicts $C_{11}$ equaling 261GPa and $C_{12}$ equaling 175GPa. The calculated elastic modulus for this polycrystalline system is 121GPa. No intrinsic stacking faults are observed, and unstable stacking fault energy barriers for the {112}/<111> and {110}/<111> directions are estimated to be 1096 mJ/m² and 938 mJ/m² respectively.
Results from the simulation are visualized using the software packages OVITO [26] and Paraview [27]. Additional post-processing work is conducted with the Dislocation Extraction Algorithm (DXA) [28], slip vector analysis [29], and the atoms-to-continuum user-package (AtC) for LAMMPS [30]. DXA operates on output/dump files from LAMMPS to identify discrete dislocation lines, stacking faults, and arbitrary interfaces such as free surfaces, grain boundaries, and twin boundaries. DXA quantifies both Burgers vector and line directions for dislocations and surface normal vectors for stacking faults and other types of interfaces. DXA is ideal for visualizing dislocations sufficiently isolated from structural features (e.g. grain boundaries, triple junctions) and those dislocations that exist as distinct components of grain boundary sub-structure, as well as for identifying the slip paths of partial dislocations as indicated by the presence of stacking faults. Since tantalum has bcc lattice structure, there are no stacking faults for DXA to detect. In addition, our nano-sized grains emit and absorb dislocations within narrow strain intervals. Thus, for cases where dislocations have been created at specific structural features, pass through a grain, and are absorbed by a different feature, the slip path can be identified by utilizing slip vector analysis. Slip vector analysis enables the identification of slip planes between individual sets of atoms, and calculates the magnitude and direction of slip for defects such as dislocations, stacking faults, and twin boundaries. With the slip vector package, the slip planes used by passing dislocations are shown, and whether the slip is caused by a perfect dislocation or a twinning dislocation is easily deduced from the magnitude of the vector.

The AtC user-package uses the formalism by Hardy [30, 31] to extract local values of Cauchy stress from atomistic simulation data. A grid consisting of 40 x 40 x 8 elements is superimposed onto the simulation domain, with element sizes of about 0.9nm. Using the atoms within the
elements adjacent to grid vertices (nodes), the AtC package computes spatially averaged continuum stress values via a tri-linear weighting function. More information on this method can be found in articles by Webb, Zimmerman, and Seel [32] and by Zimmerman, Jones, and Templeton [33].

8.4 Simulation results
8.4.1 Stress-strain behaviour

A stress-strain curve is calculated from sample 1 (at 300K and under uniaxial stress conditions) at the $10^6\text{s}^{-1}$ strain rate and is shown in figure 2(a). The majority of this paper will concentrate on analysis of the deformation observed at the $10^6\text{s}^{-1}$ strain rate, with section 3.7 devoted to noting differences obtained by varying the loading rate. The slope of the linear portion of the stress strain curves for sample 1 reveals the elastic modulus and the yield stress, using the 0.2% offset criteria, to be 121.9GPa and 3.85GPa respectively. When compared to experimental values, this value of the elastic modulus is lower than the ~170GPa elastic modulus and 1.6GPa yield stress seen in tantalum wires at 300K [34-36]. The elastic modulus and yield strength for sample 2 at $10^6\text{s}^{-1}$ strain rate are 146.4GPa and 4.165GPa respectively. These values approach the experimentally observed values. Work by Guisbiers et al. [36] shows a yield stress of 4.06GPa from nano-indentation of a 100nm thick thin film.

In the stress-curves generated for sample 1, sharp stress drops are noted at 4.5 %, 8%, and 11.5% strain. These drops are related to the nucleation and transmission of dislocation and twinning events described in the next section. In sample 2, deformed to 15% strain, the specific strain levels at which dislocation emission (3.5%), twin formation (4%), and nano-void nucleation
(4.5%) are initiated are noted with arrow. No plastic deformation occurred before the 0.2% offset yield point in any of the virtual mechanical tests reported in this work.

Figure 2: Stress-strain curves for (a) the nano-crystalline thin film simulated geometry in sample 1 at 10^6 s^{-1}. The inset images indicate the deformation thresholds. The first, denoted with the red line, indicates emission of a perfect dislocation at about 4.5% strain. The second (light blue line) shows the first twin formation at about 9% strain. The third (green line) shows a second twin formation and transmission into a second grain at about 12% strain. The fourth (dark blue line) indicates initial nano-void formation at about 17.5% strain. The last inset (purple line) indicates final fracture of the sample in the region of the nano-void at 28% strain. (b) shows the stress-strain curve for sample 2 at 10^6 s^{-1}. Initial dislocation emission occurred at 3.5%, initial twin formation at 4%, nano-void nucleation at 4.5%, and fracture occurred at 13%. Figure by author.
8.4.2 Dislocation emission

In both samples at $10^6 \text{s}^{-1}$, dislocation emission is the first deformation mechanism observed. In sample 1, the initial dislocation emission was observed at 4.5% strain. As the strain increases, the grain boundary accommodates the deformation by additional dislocation emission from the same grain boundary at 6, 7, and 8% strain. Slip vector analysis is performed on the data at 4.5, 5, and 6% strain in order to analyze the dislocations observed. Figure 3(a) shows the sample prior to dislocation emission (left) at 4.5% strain and after emission of two perfect dislocations at 5% strain from the right grain boundary, 1-3 traversing the center grain, and being absorbed by the lower grain boundary 1-2 (right). A red arrow shows the direction of the dislocation propagation. The pink colour shown in the images reflects a displacement of about 0.29nm, which matches well with the tantalum perfect dislocation Burgers vector of 0.286nm, and given that the grain is subjected to unequal, biaxial strain. Also shown in figure 3(a) is dislocation emission at 5% strain from the triple junction circled in red and extending into grain 2, indicated by a yellow arrow. This dislocation extends along the grain boundary, with very little separation between the grain boundary and the dislocation path. In figure 3(b) at 6% strain the paths of several dislocations emitted between 5 and 6% strain not captured by DXA analysis are shown. The dislocations pass through the crystal, again being emitted by the right grain boundary 1-3 and absorbed by the lower grain boundary 1-2. The pink colour of the slip vectors again indicates that these are perfect $\frac{a}{2} |< 111 >| \text{ dislocations. Figure 3(c) show that the initial deformation mechanism is dislocation emission in sample 2 at } 10^6 \text{s}^{-1} \text{ at 3.5% strain. The deformation behaves qualitatively similar to the dislocation studied in sample 1, with emission from one boundary, travel across the grain, and absorption by a different grain boundary. The pink color of the slip vector reveals that this is also a perfect } \frac{a}{2} |< 111 >| \text{ dislocation.}
Further analysis is conducted on the dislocation emission process in sample 1, figure 3(a), observed between 4.5 and 5% strain shown in figure 3(a). The dislocation was tracked for each .005% strain. Through this technique, the dislocation was observed as it lengthened and crossed the center grain to be observed by the lower 1-2 grain boundary. The dislocation emission process was also analyzed using slip vector analysis. The Burgers vector of the dislocation was analyzed through DXA analysis. It was found that the Burgers vector of the dislocation is parallel to the dislocation line, clearly indicating the screw nature of the dislocation. Screw dislocations in bcc materials have a non-planar dislocation core [37]. This non-planar nature
causes a high lattice friction, making the motion of screw dislocations the rate-controlling deformation mechanism in bcc materials [38]. This explains the overall screw nature of the dislocations observed in this work.

8.4.3 Twin formation

Below 9% strain at $10^6 \text{s}^{-1}$, dislocation emission is the primary means of deformation in sample 1. Above 9%, the nucleation of deformation twins becomes available as an additional deformation mechanism. At 9% strain, a twin has emitted from the upper grain boundary 1-2, and extends across the center grain. A second twin has emitted from the lower grain boundary 1-2 and extends across grain 2 to the right grain boundary 2-3. This is shown in figure 4(a). Slip vector analysis of the sample at 9% strain indicates the twins have a slip vector of about 0.1nm. This correlates well to the ideal twinning Burgers vector of 0.095nm. This analysis is shown in figure 4(a) where the twins are indicated by light blue slip planes. Figure 4(b) shows DXA analysis at 9% strain, indicating twin boundaries as interfaces within the grain. Careful analysis shows that the twin plane in grain 1 is confirmed to be $(211)$ for the left and right twin boundary segments, while the segment closest to the top grain boundary 1-2 is $(12\bar{1})$. Twin formation as a deformation mechanism is also seen in sample 2. Figure 4(e) shows sample 2 at 5% strain. A twin has emitted from a grain boundary and extends across the grain. At 6% strain, figure 4(f), both twin formation and dislocation emission are activated.

Twin transmission across grain boundaries is noted as deformation increased. In figures 4(c) and 4(d) the interaction between the twin in grain 3 and the right grain boundary 1-3 is detailed. In figure 4(c), a twin dislocation has emitted from the red-circled region and extended across the diameter of the grain to grain boundary 1-3, show with a red arrow. The twin begins to cross the
grain boundary here. Figure 4(d) shows the twin has clearly crossed into grain 1 and is beginning to spread into the grain.

Figure 4: Deformation twinning in sample 1 (a-d) and in sample 2 (e-f). (a) 9% strain, twins are clearly present in the sample, shown in blue. Atoms shown coloured by their value of slip vector magnitude. Blue indicates about 0.1nm slip and marks twins, while the pink shows about 0.3nm magnitude of slip, characteristic of perfect dislocation passage. (b) DXA analysis of the sample at 9% strain displays the twin boundaries as thin lines, highlighted with arrows. (c) At 12% strain a new twin has originated in grain 3 and is beginning to cross the grain boundary into the center grain. (d) at 13% strain, the twin has clearly crossed the grain boundary into the center grain and is growing towards the existing twin. (e) show twin formation in sample 2 at 5% strain. At (f) 6% strain, both twin formation and dislocation emission (shown as red tubes) are active. Figure by author.

8.4.4 Grain boundary sliding

Grain boundary sliding was investigated in three grain boundaries present in sample 1. In order to perform this analysis, the same atoms are isolated and analyzed from both strain levels to accurately measure the sliding in each grain boundary. The sliding observed at 15% strain was
compared to the grain configuration at 0% strain. Grain boundary 2-3 shows the most sliding at 3.69nm. Grain boundary 1-3 demonstrates both grain boundary sliding and grain boundary migration [39-42] normal to the grain boundary plane. Cahn and Taylor [43] have proposed that grain boundary sliding is proportional to grain boundary migration. The proportionality constant is referred to as the coupling factor, $\beta$. In this work, the total extent of sliding parallel to the grain boundary plane is 1.26nm, with 1.84nm of motion in the perpendicular direction. This gives a coupling factor ($\beta$) of 0.68. Grain boundary sliding in sample 2 was observed in four grain boundaries, with a total of 2.96 nm of sliding. Very little grain boundary migration was observed, thus no coupling factor could be calculated.

8.4.5 Stress analysis

Stress analysis is performed on the snapshots of deformation in sample 1 captured at 4.5 and 5% strain to clarify local stress conditions prior to the initial dislocation emissions. As mentioned in Section 2, the local Cauchy stress tensor is calculated at the vertices of a grid that overlays the atomic system. Element size for this grid is approximately 0.9nm. This stress tensor is used to determine local values of effective or von Mises stress, shown in figure 5. The boxed region on the right side of figure 5 at 4.5% strain shows a locally high concentration of stress equal to or greater than 8GPa in magnitude. By 5% strain, a dislocation has been emitted from this locally stressed area, shown as a pink line. As in figure 4, the colour of the dislocation line corresponds to the magnitude of the slip vector, with pink indicating a displacement of about 0.3nm, corresponding to the slip of a perfect dislocation. After the dislocation emits, the local stress has been significantly reduced, and a new segment of boundary has been introduced within grain 2.
Figure 5: Visualization of local effective (von Mises) stress before and after dislocation emission. The colour scale of the stress field goes from blue at 2 GPa to red at 8 GPa. (a) The effective stress field over the entire sample at 4.5% strain. (b) shows the area outlined in red in more detail, showing locally high stress (>8GPa). For clarity, the atomic configuration shown in figure 5(a) is superimposed to correlate the grain boundary structure and dislocation paths with the stress field values. (c) The effective stress field over the entire sample at 5% strain. (d) shows the area outlined in red in more detail after dislocation emission, showing that the local stress has been relieved and a dislocation has emitted and extends into grain 2. Figure by author.

8.4.6 Nano-void formation and fracture

Figure 6(a) shows the top view of sample 1 at 17.5% strain. The twin first noted in figure 4(c) has transmitted across the right grain boundary 1-3 and intersects the right boundary of the twin in grain 1. A thin red line indicates the region viewed in figure 6(b). When a thin slice of the sample showing the xz plane is viewed in figure 6(b) it is seen that a nano-void has formed in the
interface created between the two twin boundaries that have intersected. The nano-void of interest is in the center of the image, outlined with a red box and has a size of 0.55nm. The size of the nano-void is determined by measuring the diameter of the void in the commercial software package Amira. The red outlines of this void correlate well with the work done by Kumar et al. [44] in nano-crystalline nickel. In their work, they observed that a step in the grain boundary is created by dislocation slip. Grain boundary sliding then operates to open a void within the boundary. Void growth has been studied by Rudd [19], Bringa [45], and Ahn [46]. Their work (both experimental and simulation) indicates that voids similar to this one grow through the emission of dislocation loops.

In figure 6, the growth of the nano-void is observed as strain increases. In figure 6(c) at 23% strain, the void has clearly grown when compared to figure 6(b), both along the line of the twin boundary and into the surrounding grain structure. The void has grown to the extent that only a small barrier remains between the void and the upper surface of the thin film. From 17.5% to 23% strain the nano-void grew by 1.63nm to a diameter of 2.18nm. It is not clear by which mechanism this nano-void grows, although the question merits further study.

Additional nano-void growth and critical thinning of the material is shown in figure 6(d) at 27% strain. The top layer of material has separated, opening the nano-void to the surface. As strain progresses, the cross-sectional area of the sample in this region is significantly reduced, lowering its ability to withstand stress. An additional, smaller nano-void can be seen to have formed in this remaining material, circled in red. Under increasing amounts of strain, this secondary nano-void is seen to persist and reaches a maximum size of 3.84nm before the sample fully pulls apart as shown in figure 6(e). Figure 7 shows the growth of the initial nano-void as a function of increasing strain. It shows that there is a linear relationship between the diameter of the void and
increasing strain, with a growth rate of 28.9mm/s. Bringa and co-workers [17, 18, 20, 45, 47, 48] have done very detailed analysis of the growth and fracture of nano-voids in tantalum, showing that in their work, the voids grow through the emission of dislocation loops. The work by Traiviratana [20] shows expansion of the void along the grain boundary similar to the growth shown in this work.

Figure 6: Nano-void formation, growth, and fracture in sample. (a) Top view of the sample at 17.5% strain. Red line indicates section of sample shown in following figures. (b) Front view of selected section of sample. (c) 23% strain showing nano-void growth. At 23% strain the top of the sample is 1-2 atoms thick. (d) 27% strain, showing an additional nano-void forming. (e) 29% strain. Fracture has breached both surfaces. Colour coding of (a-d) is by centrosymmetry parameter, with blue showing atoms in perfect lattice, green showing atoms with moderate disruption, as in grain boundaries, and red showing little lattice symmetry. Figure by author.
Intergranular fracture was also observed in sample 2. The same boundary was observed to fracture at each strain rate; beginning with nano-void formation and leading to full-thickness fracture. Analysis of the crack as it developed showed that nano-void formation and growth is the mechanism responsible for crack initiation and progression in this sample, similar to that observed for sample 1. Figure 8(a) shows sample 2 deformed using the $10^6 \text{s}^{-1}$ strain rate. The intergranular crack that initiated in the same grain boundary at each strain rate is circled in red. Figure 8 (b) shows an edge-on slice through the cracked region of the sample just prior to breaching both surfaces of the film, similar to that shown in figure 6.
8.4.7 Strain rate effects

The samples were deformed at different strain rates to determine the effect of strain rate on plasticity. The strain rates increased in orders of magnitude from $10^5 \text{s}^{-1}$ to $10^9 \text{s}^{-1}$ for sample 1 and from $10^6 \text{s}^{-1}$ to $10^9 \text{s}^{-1}$ for sample 2. The combined stress-strain curves for each strain rate are seen in figure 9. The curves for sample 1 have been separated by similar behaviour, with the $10^5$, $10^6$, and $10^7 \text{s}^{-1}$ strain rates grouped in figure 9(a). The higher two strain rates, $10^8$ and $10^9 \text{s}^{-1}$ are shown in figure 9(b). Stress-strain curves for sample 2 are shown in figure 9(c). Marked in the figures are the strain level at which notable deformation mechanisms occur, including dislocation emission, twin formation, and twin transmission. In sample 1, the first mechanism to activate is dislocation emission for the slower three strain rates ($10^5$, $10^6$, and $10^7 \text{s}^{-1}$). At the higher strain rates ($10^8$ and $10^9 \text{s}^{-1}$), the initial deformation mechanism is twin formation with the initial dislocation emission occurring at higher strain levels. In sample 2, the initial deformation mechanism at $10^6$ and $10^7 \text{s}^{-1}$ is dislocation emission, while at $10^8$ and $10^9 \text{s}^{-1}$ it is twin formation. The strain levels at which these mechanisms activate are marked with arrows. These results are similar to that seen by Pan et al.[7] who also observed twinning as the initial deformation
mechanism at a strain rate on the order of $10^8 \text{s}^{-1}$. Work by Meyers et al. [49] showed that there is a distinct relationship between strain rate and deformation twins as the initial deformation mechanism at high strain rates. This agrees well with the work presented in this article.

It is notable that the maximum stress reached by each curve in sample 1 lessens as the strain rate slows, as shown in figure 10(a). The maximum stress reached in each simulation increased with strain rate, with the $10^5 \text{s}^{-1}$ strain rate also having the lowest maximum stress of 4.5GPa. There is a distinct change in slope that can be seen at the point corresponding to the $10^7 \text{s}^{-1}$ strain rate. The strain rate sensitivity has been determined to be 0.015 up to $10^7 \text{s}^{-1}$, and 0.049 after. A similar plot for sample 2 is shown in figure 10(b). The results are qualitatively similar to those observed in sample 1, with the change in slope occurring at $10^8 \text{s}^{-1}$. The strain rate sensitivity up to $10^8 \text{s}^{-1}$ is 0.04, and 0.08 after. These are comparable to the 0.02 to 0.05 range measured in experiments by Wei et al. [35] and Cao et al. [50].

The noted change in slope at about $10^7 \text{s}^{-1}$ for sample 1, and $10^8 \text{s}^{-1}$ for sample 2, along with the observed change in initial deformation mechanism indicates that strain rate effects become much more pronounced at strain rates at or above $10^8 \text{s}^{-1}$. The change from crystallographic slip to twin formation in this work agrees well with previous work [18, 19, 51-53], particularly that of Tang and co-workers [18] who saw a similar change from crystallographic slip to twin formation at $10^8 \text{s}^{-1}$ strain rate.
Figure 9: Combined stress-strain curves for sample 1 for the five strain rates used in this work. (a) shows the stress-strain curves for the slower three rates, $10^5$, $10^6$, and $10^7$ s$^{-1}$. (b) shows the stress-strain curves for the higher two rates: $10^8$ and $10^9$ s$^{-1}$ strain rates. (c) Stress-strain curves for sample 2 showing all strain rates. Deformation events are noted on each curve. Figure by author.
Figures 10(c) and (d) show the number of atoms with the characteristic slip of both twinning and perfect dislocations as a function of strain for sample 2. At the higher strain rates of $10^8$ and $10^9 \text{s}^{-1}$, the number of atoms with the characteristic slip of a twinning dislocation is observed to have increased by 3:1 for $10^8 \text{s}^{-1}$ and 4:1 for $10^9 \text{s}^{-1}$ strain rates. This observation greatly supports our claim that twinning is the dominant deformation mechanism at very fast strain rates and becomes a factor at strain rates of $10^8 \text{s}^{-1}$ and higher.

Activation volumes were calculated for both dislocation emission and twin formation in sample 1. Dislocation emission has an activation volume of about $5b^3$ with the activation volume for twin formation about 3 times less. The activation volume for twin formation is smaller because the Burgers vector for twin formation is about 3 times smaller than that for dislocation emission. This is consistent with the values observed by Asaro and Suresh [54] in their work on nano-crystalline fcc metals.

We examined the sensitivity of grain boundary sliding to strain rate. In each sample, sets of atoms containing a grain boundary were isolated and examined at each percent strain to determine if any sliding occurred. The sliding was measured and then plotted as a function of strain, shown in figure 11. In sample 1, the majority of the sliding occurred in grain boundary 2-3, while in sample 2, four boundaries showed evidence of sliding. We found that there was little sensitivity to strain rate in either sample, however, with additional sample geometries and a greater statistical variation in future work, a trend may become clear.
Figure 10: Effects of strain rate on the maximum stress and number of atoms with the characteristic slip of both the twinning and dislocation emission deformation mechanisms. (a) Max stress at yield vs the log of the strain rate for sample 1 and (b) sample 2. The two slopes of the graph are highlighted with coloured boxes, indicating the strain rate regime where dislocation emission is the first active mechanism (red) and the regime where twin boundary formation is the first (blue). (c) Number of atoms displaced by the characteristic slip vector of dislocation in sample 2 and (d) twinning dislocations in sample 2. Figure by author.

Figure 12(a) shows grain boundary 2-3 in sample 1 before deformation has occurred. Figure 12 (b-d) shows this same grain boundary at 15% strain at 3 different strain rates: $10^5$, $10^7$, and $10^9 \text{s}^{-1}$. There is no clear trend relating grain boundary sliding and strain rate. The strain rate with the greatest amount of sliding was the $10^6 \text{s}^{-1}$ simulation (not shown) at 3.69nm, while that with the least sliding was the $10^8 \text{s}^{-1}$ simulation (not shown) at 0.95nm. The sliding observed in grain
boundary 2-3 at the three strain rates shown in figure 12 are the ones with the most similar sliding, within a 1nm range.

Figure 11: Grain boundary sliding as a function of strain in (a) sample 1 and (b) sample 2. There is no clear trend correlating grain boundary sliding and strain rate. Figure by author.

Figure 12: Grain boundary sliding in sample 1 at several strain rates, shown at 15% deformation. (a) The sample before deformation. (b) Sample deformed at $10^5$ s$^{-1}$. (c) Sample deformed at $10^7$ s$^{-1}$. (d) Sample deformed at $10^9$ s$^{-1}$. Colour coding as in figure 6. Figure by author.

8.5 Discussion & summary

In this article, we have presented the mechanisms of deformation observed within a molecular dynamics simulation framework for two polycrystalline, randomly misoriented, thin-film
samples of tantalum subjected to uniaxial tension stress loading. Sample 1 contains 464K atoms, chosen to facilitate study at $10^5 \text{s}^{-1}$ strain rate; sample 2 is one order of magnitude larger than sample 1, with 4.6M atoms, and 30 grains. Both samples were tested at strain rates increasing in orders of magnitude from $10^6$ to $10^9 \text{s}^{-1}$. Elastic testing of the Li [23] potential confirms that it gives reasonable elastic constants at zero and finite temperature.

We have observed that deformation at the nano-scale is a competing process between dislocation emission and twin formation. Unlike previously reported results, the work presented here indicates that in sample 1 and at the relatively low strain rate of $10^6 \text{s}^{-1}$, dislocation emission is the initial deformation mechanism at 4.5% strain and is the dominating mechanism below 9% strain with several perfect dislocations observed to have both emitted from the right grain boundary between grains 1 and 3, and traveled through the grain to be absorbed by the lower 1-2 grain boundary. Dislocation emission as the initial deformation mechanism was also observed in sample 2 at 3.5% strain. The more commonly observed deformation twin formation, in both experiments and simulation work, begins at higher levels of strain, above 9% in sample 1, while in sample 2 twin formation began much earlier, at 4% strain. Twins were also observed to be transmitted across grain boundaries and to extend into new grain structures, if the local structure is favorable. Dislocations are emitted from and absorbed by grain boundaries, while twins originate in grain boundaries and can grow to consume the majority of the original grain. The dislocations were observed to be slipping on the $\{112\}/<111>$ slip system. This is somewhat unexpected, since the generalized stacking fault curves generated for this particular tantalum potential at 0K would indicate that the energy barrier is lower on the $\{110\}/<111>$ slip system. Lower stacking fault energy implies that crystallographic slip on this slip system should be easier than crystallographic slip on a different slip system. However, slip on the $\{112\}/<111>$ plane has
been observed in all the potentials developed for tantalum to date [55]. Therefore, our results showing \{112\}/<111> slip is consistent with the results of other investigators. Full investigation at finite temperatures involving the energy barriers that must be overcome for dislocation slip, the critical resolved shear stresses necessary, and the study of competing mechanisms in bcc dislocation core motion is a complex task currently being undertaken by Hale et al. [55].

As shown in previous work [2], grain boundaries have a significant effect on deformation processes at the nano-scale. With grain boundaries comprising a greater proportion of a nano-crystalline sample than in a coarse-grained material, a greater understanding of the conditions necessary for dislocation emission and twin formation, and the interactions between twins and grain boundaries will further the scientific understanding of their role in nano-crystalline deformation.

Analysis of strain rate effects on this sample configuration have revealed that the initial deformation mechanism observed at lower strain rates (10^5 s^{-1} to 10^7 s^{-1}) is dislocation emission while at the higher two strain rates (10^8 s^{-1} and 10^9 s^{-1}) it is deformation twinning. Analysis of characteristic slip vectors shows that at 10^8 s^{-1}, three times as many atoms exhibit characteristic twin deformation as crystallographic slip, while at 10^9 s^{-1} this ratio rises to 4:1. Strain rate effects appear to become much more pronounced at strain rates of 10^8 s^{-1} or faster. Grain boundary sliding analysis in this work reveals that there is little to no dependence of sliding on strain rate. The qualitative and quantitative similarities in results between the two samples shows that despite its limited number of both atoms and grains, sample 1 is an adequate subject for study at low strain rates using molecular dynamics.
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9.1 Abstract

We present a molecular dynamics study of the relationship between specific interatomic force law characteristics and the corresponding deformation behavior of simulated nanoscale grain boundary networks. We used a fully periodic polycrystalline quasi-2D sample created using Voronoi tessellation with random [1 1 0] tilt boundaries, adjusted for the lattice parameter given by six different fcc model embedded atom method potentials. We subjected the samples to virtual tensile deformation using the same exact simulation parameters for each of the potentials considered. This procedure enabled us to isolate and attribute differences in deformation behavior to the specific potential used. We considered possible correlations between a set of atomistic parameters, predicted by the interatomic potentials used, with the resulting grain boundary structure, energetics and mechanical response. We have found non-planar grain boundary structures to be common for some of the potentials utilized and show that non-planarity in grain boundaries is correlated with low values of the stable stacking fault energy. We also found that the yield and flow stress correlate with the unstable stacking fault energy, whereas the grain boundary energy correlates with the cohesive energy and shear modulus characteristic of the potential.

Keywords: molecular dynamics, interatomic potential, mechanical behavior, stacking fault energy, grain boundaries, fcc materials
9.2 Introduction

Grain boundaries in nanocrystalline materials are critical contributors to deformation behavior, including grain boundary sliding and dislocation emission. Grain boundaries introduce excess energy in nanocrystalline materials that may contribute to the nucleation of deformation mechanisms, such as dislocation emission and grain boundary sliding. The grain boundary energy of specific boundary types has been established in tilt [1-3] and twist boundaries [4-9] through both simulation and experimental work. Grain boundary energies from molecular dynamics simulations of Ni have been compared to and validated by experimental results through the work of Holm [10, 11], Olmstead[12], and Rohrer [13]. They found that for experimentally prevalent grain boundary types, there is good agreement between calculated and observed energies. Further work by Holm [10] shows that grain boundary energies in several fcc materials scale with the shear modulus. Vo and co-workers [14] observed that lowering the grain boundary energy of Cu through the addition of alloying solute atoms increased the yield strength of nano-crystalline Cu to nearly its theoretical limit. It is clear from these results that grain boundary energy affects deformation, though the specific role of grain boundary energy in deformation is not well understood. Previous experimental work by Monzen [15] in Cu-Fe-Co bicrystals and simulation work by Chandra [16] in Al bicrystals indicates that the incidence of grain boundary sliding increased with higher grain boundary energy. There is little reference in the literature to the effect of grain boundary energy on dislocation emission.

The relationship between grain boundary structure, deformation mechanisms, and atomistic parameters at the nanoscale is an important field of research. Simulation work by de Koning et al. [17] showed that local grain boundary structure affects dislocation emission and interaction. Tschopp et al [18, 19] showed how structural units in the grain boundary dissociate into partial
dislocations, which can then emit into the grain. Jin et al. [20, 21] showed that slip transfer across grain boundaries is related to a resistance parameter $R$ that is dependent upon the stable and unstable stacking fault energy. Deng et al. [22] expanded on this work with Au, Ag, Al, Cu, Pd, and Ni nanowires. Deng expanded on the work of Jin et al. and was able to show that the unstable stacking fault energy was directly proportional to the yield stress and to the stress at which leading partial dislocations emit from interfaces. Simulations by Asaro et al. [23] in Cu, Al, and Ni showed that the ratio of the stable and unstable stacking fault energies significantly affects the emission of a trailing partial dislocation from grain boundaries, which in turn affects the equilibrium partial separation distance. Stable and unstable stacking fault energies are clearly critical in the deformation of nanocrystalline fcc materials, though work to determine how the stable and unstable stacking fault energy correlates to both grain boundary structures and subsequent deformation has yet to be performed.

In this work, we seek to explore how atomistic parameters given by the interatomic potentials used correlate to specific deformation mechanisms and mechanical properties observed in virtual tensile tests using standard molecular dynamics. Six different empirical interatomic potentials are used, originally developed to represent the fcc metals Ni, Al, Cu, and Pd [24-27]. We study the correlations among interatomic potential properties (cohesive energy, shear modulus, melting temperature, stable and unstable stacking fault energy values) and the resulting grain boundary structure and energetics as well as deformation behavior as given by yield and flow stress, dislocation emission and grain boundary sliding. We organized this paper as follows: Section 2 presents a brief description of our simulation techniques. Section 3 describes the correlation results obtained for the grain boundary structure and energetics. Section 4 discusses the
correlation results for deformation behavior and various mechanisms observed. Section 5 presents a summary of all the correlations found, followed by discussion and conclusions.

9.3 Simulation techniques

We generated the fully periodic samples used in this work with a Voronoi tessellation construction technique, similar to the one used in our previous work [28, 29]. The samples have 9 columnar grains with an average grain size of 40nm and 719 598 atoms. The samples are periodic in all directions; the periodicity in the z direction is the periodicity of the lattice along the [1 1 0] direction, imposing a [1 1 0] texture on the entire sample. The grain boundaries in the sample have pure tilt character around the [1 1 0] axis with random misorientation angles. Box dimensions for each sample are proportional to the lattice parameter produced by each interatomic potential used in this work. The box sizes range from 150 nm by 106 nm for Ni to 173 nm by 122 nm for Al with a 0.5 nm thickness for each sample. For adequate comparison, we adjusted the size of the initial generated sample to accommodate the lattice parameters of the interatomic potentials of interest. Using this procedure, we ensured that the samples are identical apart from their size. This technique isolates differences in deformation behavior to the specific interatomic parameters of the potential used. This is true, even when considering the standard limitations of molecular dynamics techniques, such as the high strain rate due to the extremely short timescale imposed by computational constraints. The limitations of molecular dynamics also prevent the observation of thermally activated deformation mechanisms and needs to be considered when comparing our results to experiments. The samples have a quasi-2D nature, seen in figure 1, in which only straight-line dislocations are possible. The grain size also precludes the possibility of dislocation generation or multiplication through Frank-Read sources.
We used the molecular dynamics software LAMMPS [30] with a Nosé-Hoover thermostat and barostat to equilibrate the samples and to perform the virtual mechanical testing reported. To achieve relaxed grain boundary structures, we equilibrated each sample at 300K for 100ps with its corresponding potential. Once we obtained relaxed grain boundary structures, we deformed each sample using virtual strain-controlled mechanical testing via standard molecular dynamics. We performed the strain-controlled deformations at 300K, with uniaxial tension along the horizontal axis up to 9% strain, at a constant strain rate of $3 \times 10^8 \text{s}^{-1}$. Note that the tensile direction is perpendicular to the [1 1 0] direction common to all grains in each sample. We maintained the pressure at zero bars in the directions perpendicular to the tension axis during deformation.

We selected six embedded atom method potentials developed to represent model fcc materials with various energetic properties which produce differing mechanical behavior. We list the critical parameters for each potential in table 1. The authors of each potential used a semi-empirical method to develop each potential, requiring accurate representation of the experimentally-determined lattice parameter, the cohesive energy, the stable stacking fault energy, the elastic constants, and the vacancy formation energy. We refer to the results reported in this work by the element represented: the Mishin aluminum and nickel potential results are
labelled Al1 [25] and Ni1 [25], respectively. Similarly, we refer to the Voter aluminum and nickel potentials as Al2 [27] and Ni2 [27] respectively. The Mishin et al. potential for Cu [26], and the Foiles and Hoyt potential for Pd [24] are simply referred to as Cu and Pd. We selected these specific potentials in order to consider a range of stable stacking fault energies in this work. Cu has the lowest stable stacking fault energy, 44 mJ/m², while Pd has the highest, 187 mJ/m².

We checked the elastic constants, $C_{11}$, $C_{12}$, $C_{44}$, produced by each potential using the method of Mehl et al. [31]. The values we obtained agree well with the values reported by Mishin et al. [25, 26] Foiles and Hoyt [24] and Voter and Chen [27].

Table 1: Critical parameters for the potentials used in this work. The potential melting temperature is the temperature at which the sample melted in molecular dynamic simulation. These temperatures can vary from the experimental melting temperatures by up to 40%.

<table>
<thead>
<tr>
<th>Potential</th>
<th>Cohesive Energy (eV)</th>
<th>Lattice Constant (Å)</th>
<th>$C_{11}$ (GPa)</th>
<th>$C_{12}$ (GPa)</th>
<th>$C_{44}$ (GPa)</th>
<th>Stable SFE (mJ/m²)</th>
<th>Unstable SFE (mJ/m²)</th>
<th>Tm (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al1</td>
<td>-3.36</td>
<td>4.05</td>
<td>114</td>
<td>62</td>
<td>32</td>
<td>146</td>
<td>168</td>
<td>1166</td>
</tr>
<tr>
<td>Al2</td>
<td>-3.36</td>
<td>4.05</td>
<td>107</td>
<td>65</td>
<td>32</td>
<td>76</td>
<td>93</td>
<td>560</td>
</tr>
<tr>
<td>Cu</td>
<td>-3.54</td>
<td>3.61</td>
<td>170</td>
<td>123</td>
<td>76</td>
<td>44</td>
<td>158</td>
<td>1222</td>
</tr>
<tr>
<td>Ni1</td>
<td>-4.45</td>
<td>3.52</td>
<td>247</td>
<td>148</td>
<td>125</td>
<td>125</td>
<td>366</td>
<td>2160</td>
</tr>
<tr>
<td>Ni2</td>
<td>-4.45</td>
<td>3.52</td>
<td>244</td>
<td>149</td>
<td>126</td>
<td>58</td>
<td>225</td>
<td>1469</td>
</tr>
<tr>
<td>Pd</td>
<td>-3.91</td>
<td>3.89</td>
<td>239</td>
<td>174</td>
<td>66</td>
<td>187</td>
<td>210</td>
<td>1280</td>
</tr>
</tbody>
</table>

We visualized the simulation results using the centrosymmetry [32] parameter to color code each atom in molecular visualization packages like OVITO [33]. This procedure allowed visualization of grain boundary structure as well as the dislocation emission and grain boundary sliding processes. In this way, the stress level at which a particular boundary emits the first dislocation can also be monitored, and the number of dislocations emitted and extent of grain boundary sliding thereafter can be quantitatively assessed.
9.4 Grain boundary structure and energetics

9.4.1 Grain boundary structure

We first investigated the overall planarity of relaxed grain boundary structures in each potential as a function of stacking fault energy. In our previously published work on deformation in Cu and Pd [29], we show the effect of the stable stacking fault energy on local grain boundary structures in detail. Similarly, in this work, we considered planarity with respect to grain boundary structures as the presence or absence of nascent stacking faults extending from the grain boundary plane into the bulk of the grain. We show relaxed grain boundary structures in the Al1 (146 mJ/m$^2$) and Ni1 (125 mJ/m$^2$) samples in figures 2 (a) and (b). We color coded the atoms based on the centro-symmetry parameter [32], with blue indicating perfect lattice structure, green indicating grain boundaries and stacking faults, and red atoms showing the highest amounts of local lattice disruption. Red and yellow boxes highlight the same grain boundaries in each sample, extracted and magnified. Figure 2 (a) shows detailed views of two example grain boundaries in the Al1 sample. These boundaries contain few non-planar features, while the same grain boundaries in the Ni1 sample show significant non-planarity. The non-planar regions in the Ni1 sample may represent the glide of intrinsic grain boundary dislocations with a Shockley partial Burgers vector type. We theorize that he non-planar features may lower the overall atomic energy in the boundary but introduce nascent stacking faults into the neighboring grains. These nascent stacking faults can ease dislocation emission into the grains at low strains, a phenomenon discussed further in section 4.5. Examination of each sample did not reveal the presence of the 9R structure, a possible explanation of local non-planarity that has been observed both experimentally and in simulations [34, 35]. When we combine these results
with our previously reported results in Cu and Pd it becomes clear that low stacking fault energy promotes significant non-planarity in grain boundary features.

Figure 2: Relaxed grain boundary structure showing differences in planarity for the featured boundaries. (a) Sample relaxed with the Al1 potential. (b) Sample relaxed with the Ni1 potential. Callouts highlight differences in grain boundary structure, with the Al1 boundaries displaying increased planarity.

We then considered the overall fraction of grain boundaries with non-planar features in each sample as a function of stacking fault energy. We found that the fraction of non-planar grain boundaries in each sample prior to deformation is inversely proportional to the stable stacking fault energy. We show this relation in figure 3. These results indicate that stacking fault energy plays a significant role in the relaxed grain boundary structure, reflected in the presence or absence of non-planar grain boundary features. We propose that the balance between the
stacking fault energy and the atomic arrangement energy in the grain boundary determines whether the development of non-planar grain boundary structures is energetically favorable.

Figure 3: Fraction of non-planar grain boundaries in each sample is inversely proportional to the stacking fault energy.

9.4.2 Grain boundary Energetics

We calculated the overall grain boundary energy in each sample by finding the difference between the total energy of the polycrystalline sample and the total energy of a sample containing the same number of atoms in bulk. We then divided the excess energy of the polycrystalline sample by the cross sectional grain boundary area. The overall grain boundary energies varied from 1552 mJ/m$^2$ in the Ni1 sample to 293 mJ/m$^2$ in the Al2 sample. In comparison, Olmstead et al. [12] found an average Ni grain boundary energy of 1088 mJ/m$^2$ using the potential developed by Foiles and Hoyt [36] for Ni. This data point is marked as Ni3 in figure 4 and is qualitatively consistent with the results reported here. In our analysis, we multiplied the $C_{44}$ elastic constant by the lattice parameter, similar to the procedure used in Holm et al. [10] in order to compare quantities with the same units. We found a strong correlation of the grain boundary energy to the cohesive energy. Additionally, the overall grain boundary energy in each sample is also strongly correlated to the $a_0C_{44}$ of each potential.
For completeness, we also considered the grain boundary energies of individual grain boundaries using the Ni1 potential. To begin, we classified the grain boundaries in the Ni1 sample as random high angle (RHA), random low angle (RLA), or coincident site lattice (CSL) types based on misorientation angle and the Brandon criteria for tolerance [37]. We found that this sample consists of 58% RHA boundaries, 23% RLA boundaries and 19% CSL-type boundaries. We list the misorientation angles and boundary classifications for each grain boundary in table 2, notated by the grains they abut. For example, GB 1-2 indicates the boundary between grains 1 and 2.

Table 2: Grain boundaries with their misorientation angles, grain boundary energies for the Ni1 potential, and grain boundary type.
We then proceeded to calculate the grain boundary energy of each grain boundary following a procedure similar to the one used to calculate the overall grain boundary energy. The main difference between the two procedures is that instead of using the entire sample, only the atoms within 1.5nm of the boundary were included in the calculation. We found that individual grain boundary energies in the Ni1 sample range from 1658 mJ/m$^2$ to 880 mJ/m$^2$, listed in table 1. In order to confirm that the grain boundary energies in this sample are reasonable, we compared our...
results to symmetrical tilt grain boundary energies in Al in work performed by Lee and Choi [2]. For comparison purposes, we normalized the results using the highest grain boundary energy obtained, and the results are shown in figure 5; grain boundary energies for Ni1 appear as blue squares, while the Al results appear as a red line. There are distinct cusps in the grain boundary energies, shown as dashed lines, at the (111) twin boundary ($\Sigma 3$ at 7$0^\circ$), the (113) twin boundary ($\Sigma 11$ at 129$^\circ$), and at low-angle misorientations. An additional cusp, located at 109$^\circ$, agrees with the (112) symmetrical tilt $\Sigma 3$ boundary in Al-LC results. The similar trends shown indicate that random [1 1 0] asymmetrical tilt boundaries show a dependence on misorientation angle that is similar to observed behavior in typical symmetrical tilt boundaries. One notable difference is that cusps in the asymmetric boundaries corresponding to CSL boundaries tend to be less deep. This may be due to the randomly misoriented grain boundary planes not allowing for optimal coincident site lattice matching in the boundary region.

Figure 5: Grain boundary energies as a function of misorientation angle. Ni1 results from asymmetric tilt boundaries shown in blue. Normalized aluminum results [2] from symmetric tilt boundaries shown in red. Results show good agreement between the two samples. Dashed lines indicate cusps in grain boundary energy. Image used with permission from [38].

We also examined how grain boundary energy varies along the boundary plane and at various distances from triple junctions, using the Ni1 potential. We studied five individual grain boundaries, shown in figure 6, by sectioning each of the selected boundaries into three parts in order to determine how grain boundary energy differs along the length of the boundary. We
found that in 4 out of the 5 grain boundaries examined, the middle section of each boundary has the lowest calculated energy. We also found that the energy is generally highest near a triple junction. These results suggest that the energy in randomly misoriented grain boundaries can vary by about 5%. Interior sections generally have lower energies than the regions closer to triple junctions. This may be due to the ability of center sections to restructure their atomic arrangement and achieve a lower energy configuration far from the restricting effect of triple junctions.

Figure 6: Variation of grain boundary energy along the boundary in the Ni1 sample. Grain boundary energy increases with proximity to triple junctions in 4 out of 5 grain boundaries studied. Figure 6 (a) used with permission from [38].

9.5 Deformation behavior

9.5.1 Stress-strain behavior

We obtained standard stress-strain curves for each sample from the total stress on the sample calculated during the virtual strain controlled tensile deformation. As shown in figure 7, the macroscopic mechanical behavior produced by each potential varies significantly. We determined the elastic modulus for each potential from the linear portion of its corresponding stress-strain curve between 0 and 0.5% strain. We compared this value to the theoretical elastic
modulus using the equation derived by Hopcroft et al. [39] for a crystal system with [110] texture. We show the observed and predicted values in table 3. There are up to 10% differences between the predicted and the observed values in these results, which may be due to the high percentage of grain boundaries found in nanocrystalline samples, and to differences in relaxed grain boundary structure produced by specific potentials.

Figure 7: Stress-Strain curves for the samples used in this work. There are significant differences in overall plasticity.

Table 3: Observed and predicted elastic moduli for the studied samples.

<table>
<thead>
<tr>
<th>Potential</th>
<th>E (predicted) (GPa)</th>
<th>E (calculated) (GPa)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al1</td>
<td>80.53</td>
<td>67.46</td>
<td>16.23</td>
</tr>
<tr>
<td>Al2</td>
<td>75.83</td>
<td>58.84</td>
<td>22.41</td>
</tr>
<tr>
<td>Cu</td>
<td>131.44</td>
<td>116.29</td>
<td>11.53</td>
</tr>
<tr>
<td>Ni1</td>
<td>232.70</td>
<td>237.51</td>
<td>2.07</td>
</tr>
<tr>
<td>Ni2</td>
<td>229.70</td>
<td>234.25</td>
<td>1.98</td>
</tr>
<tr>
<td>Pd</td>
<td>144.81</td>
<td>132.57</td>
<td>8.45</td>
</tr>
</tbody>
</table>
We then considered the yield and flow stresses produced by each potential. We used the 0.2% offset yield criteria to determine the yield stress in each sample and considered the flow stress as the total stress at 6% strain. We found that both stresses scale with the unstable stacking fault energy, as shown in figure 8. These results suggest that to simulate accurate yield and flow stress values, the $\gamma_{USF}$ is the critical parameter. This agrees with the work of Deng and Sansoz [22] dealing with simulations of fcc nanowires.

![Figure 8: Flow stress measurements scale with the unstable stacking fault energy. We note a similar trend in the behavior of the yield stress.](image)

9.5.2 Dislocation emission as a deformation mechanism

We then proceeded to investigate the details of dislocation emission as a function of grain boundary structure, stable stacking fault energy, and unstable stacking fault energy. Our first step was to investigate the stress at the initial dislocation emission in each sample in three planar boundaries. We chose only boundaries with planar structures in each potential for this comparison, so that we would not compare dislocation emission from different grain boundary structures. We discuss the important effects of grain boundary structure on dislocation emission later in this section. In Figure 9, we plot the average stress for the first dislocation emission event from planar boundaries as a function the unstable stacking fault energy. These results indicate that the unstable stacking fault energy influences the stress necessary to nucleate and emit a
dislocation in planar grain boundaries. This is similar to the work by Jin et al [20, 21] and Deng and Sansoz [22] in fcc nanowires. Deng found that the unstable stacking fault energy was critical to dislocation emission from twin boundaries. Asaro et al. [23] found that the unstable stacking fault energy was also key in the emission of trailing partial dislocations from grain boundaries. In addition, these results show that the stable stacking fault energy is not a factor in dislocation emission when only planar boundaries are considered.

![Figure 9: Stress at first dislocation emission scales with unstable stacking fault energy in three planar grain boundaries.](image)

We next examined dislocation emission as a function of stable stacking fault energy, including the changes in grain boundary structure. In order to perform this analysis, we extracted the exact same atoms from each sample at 0, 2, and 5% strain and color coded them based on centro-symmetry. The results shown in figure 10 are in ascending stacking fault energy order. We found that materials with low stacking fault energy, Cu, Ni1, and Ni2, each emitted a dislocation from the grain boundary at low strain. In contrast, the materials with high stacking fault energy, Al1, Al2, and Pd, presented a higher energy barrier to dislocation emission, which delayed dislocation emission in these materials. Further analysis of the Al1, Al2, and Pd samples at 5% strain reveal the beginnings of grain boundary sliding. This nascent sliding could contribute to the lack of sustained dislocation emission in these samples, as local boundary reorganization consumed the available strain energy before dislocation emission could begin.
Figure 10: Dislocation behavior for each potential at 0, 2, and 5% strain. Results are displayed in ascending order of stacking fault energy from Cu (44 mJ/m²) to Pd (187 mJ/m²). As stacking fault energy rises, fewer dislocations emit from the grain boundary.

Figure 11 shows the results of dislocation emission behavior across the sample. We observed considerable variation in stacking fault debris density in each sample at 5% strain. The images are in order of ascending unstable stacking fault energy. For clarity, we have removed atoms in perfect lattice positions (centro-symmetry<3), with the remaining stacking faults and grain boundaries shown in black. Lower stacking fault energy materials show evidence of dislocation emission activity in the form of dense stacking fault debris in figures 11 (a) and (b). Not surprisingly, higher stacking fault energies tend to show a relative scarcity of stacking fault debris, as in in figures (e) and (f).
Figure 11: Dislocation emission at 5% strain showing differences in behavior for each potential. Shown in ascending order of stable stacking fault energy. As stacking fault energy rises, fewer stacking faults are observed. (a) Cu – 44 mJ/m$^2$. (b) Ni2 – 58 mJ/m$^2$ (c) Al2 – 76 mJ/m$^2$ (d) Ni1 – 125 mJ/m$^2$ (e) Al1 – 146 mJ/m$^2$ (f) Pd – 187 mJ/m$^2$

9.5.3 Grain boundary sliding as a deformation mechanism

We then proceeded to investigate grain boundary sliding behavior, since it is known to be an important deformation in nanocrystalline materials [40]. We investigated grain boundary sliding by isolating a region of each sample containing a grain boundary of interest. We then examined the exact same set of atoms at increasing levels of strain. Grain boundary sliding is revealed as atoms in the two grains are displaced in different directions parallel to the grain boundary plane. This technique also allows quantitative measurement of coupled grain boundary migration [16, 41, 42]. We investigated the extent of grain boundary sliding by measuring the sliding in each boundary at every 1% strain between 0 and 9% in each sample. Again, we chose only planar boundaries for this comparison. We found that grain boundary sliding in planar boundaries decreases with increasing grain boundary energy, shown in figure 12.
We also observed coupled grain boundary migration. In this work, the coupling factor $\beta$ ranged from 0.81 for Pd to 1.91 for Cu, with an average value of 1.25. $\beta$ is the ratio of the velocity of the grain boundary motion perpendicular to the grain boundary plane over the velocity of grain boundary motion parallel to the grain boundary plane. Grain boundary sliding and coupled migration has been studied extensively in special grain boundaries [40, 43-45], in polycrystalline networks [42, 46] similar to the one studied in this work, and in networks including triple junctions [47].

We then investigated the effect of grain boundary planarity on grain boundary sliding and found that non-planar grain boundaries simply do not slide. This result implies that the non-planar features found in some grain boundaries raise the energetic barrier to grain boundary sliding so high that sliding is prevented entirely. Since low stacking fault energy produces a higher fraction of non-planar grain boundaries, it follows that low stable stacking fault energy should also lower the contribution of grain boundary sliding to plasticity.
9.5.4 Relative contribution of grain boundary sliding and dislocation emission to overall plasticity

Finally, we considered the relative contributions to plastic deformation from dislocation emission and grain boundary sliding as deformation mechanisms at each percent strain. We quantitatively estimated the contribution of dislocation emission to plasticity from the Burger’s vector, the average distance traveled by the dislocations, the number of dislocations observed, and the cosine of the average angle of the active slip systems with respect to the tension axis. Similarly, we quantitatively estimated the contribution from grain boundary sliding to plasticity from the measured average sliding in each grain boundary and the cosine of the average angle of the grain boundary with respect to the tension axis. We estimated the error in this analysis by adding the calculated percentages from each deformation process. We then compared it to the nominal overall strain level, obtaining agreement within an error of 15%. Figure 13 shows results for each potential, ordered by ascending stacking fault energy.
Figure 13: Contributions to strain from dislocation emission and grain boundary sliding for each potential studied in this work.

We found that dislocation emission is the dominant mechanism of plastic deformation in materials with low stacking fault energy at all strain levels. For the Cu potential, dislocation emission and grain boundary sliding initially contribute to the plasticity at a ratio of about 1:1. As strain increases in Cu, dislocation emission takes over as the dominant contributor to plastic
deformation. At 9% strain, dislocation emission contributes to plastic deformation at a ratio of about 4:1. For the Ni1, Ni2, and Al2 potentials, grain boundary sliding becomes a more significant contributor to plasticity as strain levels rise, though dislocation emission remains the dominant mechanism at 9% strain. For the Al1 potential, deformation is initially dominated by dislocation emission. As strain levels increase, grain boundary sliding and other accommodation processes eventually rise to contribute a little more than 50% of the plastic deformation at 9% strain. Finally, in Pd grain boundary sliding processes are consistently dominant regardless of strain level.

We analyzed the relative contributions to plastic deformation as a function of stacking fault energy. We found that the contribution from grain boundary sliding and accommodation processes correlates with the stable stacking fault energy. We show this relationship between deformation from grain boundary sliding and stable stacking fault energy in figure 14. This correlation is mainly driven by the fact that for low stacking fault energy values, the grain boundary structure is more likely to present non-planar features, preventing sliding.

![Figure 14: The contribution of deformation from grain boundary accommodation as a function of stable stacking fault energy. This clearly shows a correlation between stable stacking fault energy and grain boundary deformation processes.](image-url)
9.6 Summary of correlations found

We show a quantitative summary of the resulting correlations in table 4. We linked the quantitative analysis on how observed energetics and deformation to the atomistic parameters of the potentials by using the values of $R^2$ linear correlation coefficients in each case. The parameters depicting potential characteristics are listed as the column headings in table 4, whereas the resulting observations are listed as row headings. Each value of $R^2$ was obtained using a linear best-fit procedure for the results obtained for each of the six potentials utilized. In order to ensure an adequate comparison, we adjusted the units of the elastic modulus, the yield and flow stress, and the $C_{44}$ value by the lattice parameter to obtain consistent units of mJ/m$^2$. Values of $R^2$ of around 0.9 or higher are indicative on a clear correlation. We summarize the key correlations observed as:

- The grain boundary energy correlates strongly with both the cohesive energy and $a_0C_{44}$.
- The yield and flow stress in these simulations correlate strongly with the unstable stacking fault energy.
- The relative contributions to plasticity from dislocation emission and grain boundary sliding correlate strongly with the stable stacking fault energy.
Table 4: $R^2$ values showing correlation between atomistic parameters described by interatomic potentials and mechanical behavior.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Cohesive Energy (mJ/m$^2$)</th>
<th>$\gamma_{SF}$ (mJ/m$^2$)</th>
<th>$\gamma_{USF}$ (mJ/m$^2$)</th>
<th>$T_m$ (K)</th>
<th>$a_0C_{44}$ (mJ/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grain Boundary Energy (mJ/m$^2$)</td>
<td>0.94</td>
<td>0.01</td>
<td>0.83</td>
<td>0.86</td>
<td>0.94</td>
</tr>
<tr>
<td>$a_0$ Elastic Modulus (mJ/m$^2$)</td>
<td>0.90</td>
<td>0.00</td>
<td>0.89</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>$a_0$ Yield Stress (mJ/m$^2$)</td>
<td>0.83</td>
<td>0.00</td>
<td>0.89</td>
<td>0.89</td>
<td>0.81</td>
</tr>
<tr>
<td>$a_0$ Flow Stress (mJ/m$^2$)</td>
<td>0.82</td>
<td>0.00</td>
<td>0.92</td>
<td>0.89</td>
<td>0.80</td>
</tr>
<tr>
<td>% Deformation from GB Process</td>
<td>0.18</td>
<td>0.88</td>
<td>0.00</td>
<td>0.01</td>
<td>0.16</td>
</tr>
<tr>
<td>% Deformation from Dislocation Emission</td>
<td>0.18</td>
<td>0.88</td>
<td>0.00</td>
<td>0.01</td>
<td>0.16</td>
</tr>
<tr>
<td>Average GB Sliding (nm)</td>
<td>0.59</td>
<td>0.41</td>
<td>0.27</td>
<td>0.37</td>
<td>0.56</td>
</tr>
<tr>
<td>Total Dislocation Emission</td>
<td>0.00</td>
<td>0.34</td>
<td>0.14</td>
<td>0.07</td>
<td>0.01</td>
</tr>
</tbody>
</table>

9.7 Discussion and conclusions

We found that the overall grain boundary energies for the samples used in this work scale with the shear modulus. This result is similar to the results found by Holm et al. [10, 11] in their work comparing grain boundary energies in Al, Au, Cu, and Ni. In addition, we found that the grain boundary energies also scale with the cohesive energy given by the potential. These results imply that in order to obtain accurate grain boundary energies in simulated polycrystals, it is important to ensure that the shear modulus and cohesive energies predicted by the potential are accurate. As these two quantities are generally used in the fitting procedure of the potentials, this is generally a requirement satisfied by construction of the potentials.

When we considered the energies of each grain boundary we found that individual grain boundary energies are dependent on the misorientation angle in a way that is similar to the dependence found in symmetrical tilt boundaries [2]. This implies that the special properties of high coincidence boundaries persist even in in randomly selected grain boundary networks. We investigated the variance of grain boundary energy along a boundary and as a function of
distance from triple junctions. In four of the five grain boundaries inspected for internal variability in energy (figure 6), the sections adjacent to triple junctions had a higher energy than those further away. One explanation for this variability is that the triple junctions impose constraints on the grain boundary mobility and structure. Such constraints may limit the ability of the grain boundary to reconfigure into a lower energy structure. In the grain boundaries analyzed for energy variability, the difference between grain boundary energy calculated for the entire boundary and the averaged energy from the sections did not exceed 5%. This indicates that the approximation used in this work to determine the excess grain boundary energy is appropriate. It is important to note that the boundaries studied in this work are straight; there may be somewhat more variation in energy in curved boundaries. These results suggest that variations in grain boundary energy are heavily influenced by both local and overall grain boundary structure. Analysis of the trends in figure 5 between asymmetric and symmetric tilt boundaries suggests that fcc polycrystalline metals behave similarly with regard to the relationship between grain boundary energy and misorientation angle. The cusps observed for the special CSL misorientations are less deep, pointing out the fact that the grain boundary plane can have a significant effect on energy and structure [48-50].

We found that the planarity of relaxed grain boundary structure in the samples studied correlate to the stable stacking fault energy. Low stacking fault energy promotes non-planar grain boundary structures, while higher stacking fault energy encourages a higher fraction of planar grain boundaries in the samples. We propose that e-units, a region of excess free volume in grain boundaries [18, 51, 52], and similar grain boundary structures contribute to the higher energy found. Consequently, the higher stacking fault energy prevents the e-units from collapsing to emit dislocations into neighboring grain structures. A similar correlation was found in the shear
response of a special incoherent twin boundary in various fcc metals [53]. Our results suggest that such dependence is also present for the case of randomly generated tilt boundaries. The local grain boundary structures for low stacking fault energy materials include non-planar features that extend into neighboring grains. We observed these differences in the relaxed grain boundary structure after the exact same equilibration treatment and deformation process. The differences can be clearly linked to the specific interatomic potential used and, in particular the corresponding stacking fault energies. We anticipate that this relationship would persist in grain boundary networks with larger grains and a wider variety of grain boundary structures.

Plastic deformation in nanocrystalline materials, as measured by the yield and flow stress, correlates to the unstable stacking fault energy. This work echoes that of Deng [22] in fcc nanowires. We observed the expected deformation mechanisms of dislocation emission and grain boundary sliding in this work. The non-planar features observed for some boundaries in this work promote dislocation emission and have not been observed in symmetrical tilt boundaries [54]. The presence or absence of non-planar structures in the grain boundary is critical in determining deformation behavior. Because non-planar grain boundary structures resemble nascent stacking faults, they lower the energetic barrier to dislocation emission in grain boundaries. In contrast, these features completely prevented grain boundary sliding and the grain boundaries without non-planar features showed more deformation through grain boundary sliding and coupled migration. Due to the importance of these non-planar features, the atomistic-scale plastic deformation processes (dislocation emission and grain boundary deformation) are closely correlated to the stable stacking fault energy. The relationship between stable stacking fault energy and mechanical behavior has been observed experimentally [55, 56] and in mesoscale simulations [57]. Experimental studies of the effect of stacking fault energy and grain
size in Ni-Co alloys [58, 59] show that low stacking fault energy promotes grain size refinement. With reduced grain size, the authors noted an increase in dislocation emission and density. These experimental results are consistent with our simulation results that low stacking fault energy promotes non-planar grain boundary features that are effective sources of dislocation emission. In our previous work with Cu and Pd, we found that high stacking fault energy is associated with planar grain boundary structures, increased grain boundary sliding, and a decrease in the total number of emitted dislocations. We confirmed that trend in this work when we analyzed all six samples. We also considered the contributions of grain boundary sliding and dislocation emission to the overall plasticity of each sample as functions of the atomistic parameters. We found a clear correlation to the stable stacking fault energy, further confirming our previous work.
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10.1 Abstract

Temperature effects on the deformation response of random grain boundary networks are explored using molecular dynamics atomistic simulations and an embedded atom method interatomic potential. The results from the simulations are compared with those from *in situ* TEM deformation experiments and similarities identified. We find that deformation at higher temperatures promotes dislocation emission, dislocation accommodation in the grain boundary, slip in the grain boundary plane, grain boundary sliding, and slip transmission. Crack nucleation at the grain boundaries occurs at increasingly higher applied loads for increasing temperatures. We have also explored the effects of strain rate at the various temperatures. The activation energies found for the deformation process are consistent with estimates for that of grain boundary diffusion in nanocrystalline Ni.
10.2. Introduction

Deformation of metallic materials is governed by dislocation slip that may involve perfect and partial dislocations or deformation twins [1-4]. These dislocations can be pre-existing or newly generated, from sources such as Frank-Reed sources, grain boundaries and interfaces, precipitates, and surface flaws. Many of these same features also serve as obstacles to dislocation motion, providing strengthening mechanisms. In the case of grain boundaries, there is a dependence of the barrier strength, source effectiveness and slip transfer efficiency on the grain boundary misorientation, structure, strain energy density or defect state, and local stress state [5]. Furthermore, these dependencies can change through processes and interactions that alter the composition and structure of the grain boundary. For example, under bombardment with energetic particles, the defect density accumulated within the grain boundary can increase. The chemical composition can be altered as segregation of elements to and from the boundary is enhanced or induced by the irradiation [6]. The local structure and element segregation can also be affected as more dislocations interact with and are accommodated in the grain boundary. Knowledge of the atomistic processes associated with dislocation accommodation and emission from grain boundaries is key to understanding these effects.

The interaction of dislocations with grain boundaries has been studied using various experimental [7-12] and simulation techniques [13-19]. From the experimental studies at room temperature, it was shown that several dislocations were accommodated in a grain boundary prior to the emission of a dislocation into the adjoining grain. The slip system activated at a grain boundary from an incoming dislocation system is determined by a series of local conditions: the angle between the incident and emerging slip systems in the grain boundary plane should be minimized, the Schmid factor as determined by the local stress state should be maximized, and
the strain energy density within the grain boundary should be minimized [7-11]. For grain boundaries in face-centered cubic systems, the Schmid factor and the strain energy density control the response and are competitive in nature. That is, the system experiencing the maximum resolved shear stress can operate even if it increases the strain energy density in the grain boundary, but only briefly. Conversely, the system that increases the strain energy density the least but experiences no shear stress will not be activated. Although these conditions are deterministic, there is a paucity of information about the atomistic processes occurring within the grain boundary on accommodation and ejection of a dislocation. Furthermore, the role of temperature and hence of the ability of dislocations to climb, on these conditions and the deformation processes that occur at and in the grain boundary are not well understood.

Most atomistic level studies have focused on bicrystals and special boundaries, such as symmetric tilt boundaries [14, 20]. This has also been studied at the meso-scale as well [16, 21]. Neither temperature effects nor systems containing multiple grains with random misorientation distributions have been studied in detail despite the importance of this phenomena in experimental systems. Recently, Sangid and co-workers devised a method to obtain the energy required for dislocation emission from grain boundaries and for slip transmission across them [5]. They found that as the boundaries are characterized by larger values of the reciprocal density of coincident sites, more complex structures are present in experiment and simulations and that slip nucleation and transmission is more difficult for low sigma, low energy boundaries. For the higher coincident site lattice boundaries, the energy associated with the interaction was approximately constant. This investigation provided unique insight as to the dependence of the barrier strength on the grain boundary type.
The present work utilizes computer simulation of deformation behavior of random grain boundary networks, guided by experimental studies, to focus on the effect of temperature on the deformation behavior in polycrystalline systems. Specifically, we study the effects of temperature on dislocation emission from the grain boundaries, grain boundary accommodation of slip and the transfer of slip across boundaries. We also address the issue of intergranular crack nucleation at different temperatures. Comparison of the results with experiments is made with the caveat that each approach imposes vastly different system constraints.

This paper is organized as follows: Section 2 describes the essential experimental observations from in situ TEM studies that guided the simulation work. Section 3 reports the simulation techniques used and discusses the limitations intrinsic to these techniques. In Section 4 we report the observed trends in the simulation results as a function of increasing temperature. These are i) increased dislocation emission, ii) increased grain boundary sliding, iii) easier slip transmission across the boundaries and iv) decreased propensity to crack nucleation. We also calculate the strain rate sensitivity, activation volume, and activation energy for the deformation process. In section 5 the implication of these results are then discussed and compared with the experimental observations.

10.3. Experimental observations

In situ TEM deformation experiments have been performed primarily using 304 stainless steel. Straining bars with approximate dimensions of 11.5 mm-long x 2.5 mm-wide and 150 μm-thick were cut from a sheet, annealed for 30 minutes at 1303 K, and thinned to electron transparency using a perchloric acid/methanol electrolyte. The straining was performed using a Gatan displacement-controlled heating/straining stage. This stage does not allow for measurement of
the applied load and sample displacement. The experimental samples were deformed at nominal sample temperatures of 300 and 673 K, compared to the simulated samples deformed at 300 and 60% $T_{MP}$. Here the temperature is given as the nominal sample temperature as the thermocouple is on the heating element and not on the sample. As the sample is not in intimate contact with the heater the sample temperature is not measured. It has been shown that the sample temperature can differ from that of the heater by as much as -150 K [22]. The stage displacement was activated in an incremental manner with a maximum rate of 1 µm/s. The precise strain rate is not determined, but is considerably lower than that used in MD simulations. The in situ TEM experiments were conducted in a JEOL 2010 LaB$_6$ TEM operated at 200 kV. The dynamics of the interaction between dislocations and grain boundaries were captured using a CCD camera and recorded at a frame rate of 10 fps.

Grain boundaries serve as effective barriers to the motion of dislocations. This is exemplified in the series of micrographs presented in Figure 1, which show the same region as a function of increasing incremental loading during in situ straining of 304 stainless steel at room temperature. In the dynamic experiments conducted in the TEM the development of a dislocation pile-up at a grain boundary was readily observed. As shown in the series of images presented in Figure 1, many dislocations can pileup at a grain boundary prior to slip being transferred to the adjoining grain. The dark contrast visible in the adjoining grain in Figures 1a and 1b are evidence of elastic distortions of the lattice and do not indicate that dislocations have been ejected from the grain boundary into the adjoining grain. With increasing strain, the number of dislocations in the pileup increased and eventually dislocations were ejected into the adjoining grain. Interestingly, prior to the initiation of slip transfer across the grain boundary, dislocations cross-slip out of the pileup as seen in Figure 1b and 1c.
Grain boundaries, as well as other sites of high stress concentration, are also effective sources for dislocations. The ejected dislocations are generally of the same type although they are not necessarily coplanar. Experimentally it has been found that the source activity is greater at higher temperatures, although local stress conditions cannot be determined to sufficient accuracy for direct comparison between experiments conducted at different temperatures. In other words, variations in local stress conditions are always a significant variable when comparing experiments, making it difficult to isolate the effects of elevated temperature on dislocation/grain boundary interactions. To address this concern the activity at the same grain boundary was observed at two different temperatures. An example of the result of such an experiment is shown in Fig. 2 for dislocations, emitted from a crack tip, interacting with a $\Sigma 3$ coherent twin boundary. The series of images presented in Figs. 2a-c show partial dislocations interacting with the grain boundary. From this image it is unclear if the fringes trailing the partial dislocations are indicative of a deformation twin or overlapping stacking faults. However, from the observed interaction with the twin boundary it can be surmised that they are partial dislocations bounding
stacking faults and not twinning partial dislocations. The interaction resulted in the creation of a dislocation pile-up against the boundary, accommodation of these dislocations into the grain boundary and slip along the grain boundary plane rather than emission from it into the adjoining grain. Evidence for slip along the grain boundary can be seen in the form of contrast fluctuations along the grain boundary, Fig. 2a. For the dislocations to become glissile on the grain boundary, the leading and trailing partial dislocations must first constrict to form a perfect dislocation or the accommodation of the leading partial dislocation in the boundary must be accompanied by the formation of twinning partial dislocations that would result in a thickening or thinning of the twin. Further support for these partial dislocations bounding stacking faults and not twins is the interaction itself. For these to be twinning dislocations strain accommodation, as noted by Mahajan et al., would require the emission of two systems out of the boundary in addition to the system gliding in the boundary [23, 24].

Fig. 2. Frames taken from a video showing dislocations interacting with a coherent twin boundary during in situ straining. Arrows indicate direction of dislocation motion. Elapsed time is given in each image. a) Room temperature interaction of dislocations with boundary. Arrowheads indicate location of dislocations in the boundary. b) Dislocations interacting with same boundary as a) but at a nominal temperature of 673 K. Figure modified and used with permission from [25].
Before the sample temperature was increased to a nominal temperature of 673K, the stage displacement was driven backwards to remove but not reverse the load, and then reloaded after the temperature had stabilized. On reloading at elevated temperature, another set of dislocations was released from the same source but on a parallel slip plane. As shown in the series of micrographs presented as Figs. 2b, these dislocations intersected and entered the grain boundary and were glissile along it. However, notably different from the room temperature interaction was the density of dislocations in the pileup at the twin boundary was significantly lower at the higher temperature. Also, dislocations were periodically emitted from the boundary into the adjoining grain, a process not observed during deformation at the lower temperature. These results suggest that the twin boundary posed a weaker barrier to dislocation accommodation and transmission at elevated temperature.

Another difference noted at higher temperature was that the deformation processes and dislocation activity tended to be more complex with more sources being activated. The complexity of the processes is illustrated in Figures 3-4 which show dislocations impinging on another coherent $\Sigma 3$ twin boundary. The dislocation source in this case was the $\Sigma 3$ coherent twin boundary shown in Figure 2. Two separate dislocation slip systems impinge on the boundary as shown in the bright-field images acquired with different diffraction vectors and presented in Figure 3. These systems are referred to as system 1, the system visible in Figure 3a, and system 2, the system visible in Figure 3b.
Following the interaction in real time allows for detailed analysis of the dislocation absorption and transmission process at the grain boundary including the interaction sequence. The series of images presented in Fig. 4 show mobile dislocations travelling along a $\Sigma 3$ twin boundary in both directions. As this interaction occurred during an *in situ* TEM straining experiment it was observed that system 2 dislocations, which impacted the boundary to the right of the main interaction point, cross-slipped onto the boundary and travelled in direction labeled 1, Fig 4a. Conversely, system 2 dislocations that impacted the boundary to the left of the main interaction point travelled in the opposite direction, labeled 2 in Fig. 4b. It was also noted that dislocation emission into the neighboring grain coincided with a system 1 dislocation being absorbed at the main interaction point (Fig. 4c). Surprisingly, all three interactions, propagation along the boundary in directions 1 and 2 as well as slip transmission followed a one-to-one correspondence with the incoming dislocations. That is, each incoming dislocation triggered an event.

The twin plane, identified by tilting the boundary such that the plane normal was perpendicular to the electron beam direction was ($\overline{1} \overline{1} 1$). Analysis of the dislocations, using the $|g \cdot b|$ invisibility condition, showed that the Burgers vector of system 1 dislocations is $b = \pm a/2[110]$ and for system 2 is $b = \pm a/2[101]$. Analysis of the diffraction patterns yields that the dislocations
from the two systems must reside on either (111) or (1\(\bar{1}\) 1) plane. Dislocations with the observed Burgers vectors are not glissile on (111), leaving (1\(\bar{1}\) 1) as the slip plane. As \([101]\) is common to both (1\(\bar{1}\) 1) and (\(\bar{1}\) 1 1), the lattice dislocations with this Burgers vector can cross-slip onto the twin plane, which is consistent with the observations. The dislocations from system 1, however, cannot cross-slip onto the twin plane, suggesting that emission into the neighboring grain is linked with the impingement of it on the grain boundary. Again, this is consistent with the observed dislocation activity.

There is no available slip plane in the lower grain that allows direct transfer of the system 1 dislocations across this grain boundary. Accordingly, dislocation absorption and transmission must be accompanied by an increase in strain energy density in the boundary [5]. The stored strain energy may create a barrier to dislocation propagation along the boundary, explaining the observed dislocation glide in both directions along the boundary. However, the atomistic mechanisms responsible for these dislocation interactions are not currently available for experimental observation, encouraging further investigation by simulation techniques.

Grain boundary disintegration has also been observed during in situ TEM straining at high temperatures. An example of this disintegration is shown in Figure 5 [22]. These images compare the microstructure before and after straining an Al-4Mg-0.3Sc sample at a nominal temperature of 733K [22]. Several grain boundaries can be identified in these images, and each is numbered for ease of reference. Grain boundary 1 has started to disintegrate and is no longer connected to the grain boundary on the opposite side; this detachment is not seen in the presented images. In the increment of strain shown in Figure 5, this disintegration continues by the emission and release of dislocations in the direction shown. Similarly, grain boundary 2 disintegrates and these dislocations are incorporated in boundary 3; the slip traces on the sample
surface due to the motion of the dislocations can be seen in Figure 5b. A small grain, labelled x, is stable under this increment of loading. Close inspection of grain boundary 3 and 4 show that changes in the form of cusped regions, arrowed segments along boundary 3, which are consistent with the grain boundary having moved.

Figure 4. Frames taken from a video showing dislocations being incorporated into a grain boundary during *in situ* straining. The pairs of images are taken 0.1 s apart from each other. The dislocation being absorbed and its subsequent location in the grain boundary is indicated in the image. a) Dislocation being incorporated to the right of the main interaction zone; b) Dislocation being incorporated to the left of the main interaction zone; and c) Dislocation being incorporated at the main interaction zone, resulting in the emission of a dislocation into the neighboring grain. Note that the dislocation in (c) is in a $g \cdot b = 0$ condition. Arrows show direction of dislocation motion in the boundary and are labeled for reference in the text. Figure modified from [25].
Fig 5. Images taken before (a) and after (b) straining Al-4Mg-0.3Sc \textit{in situ} at a nominal temperature of 733 K showing the disintegration of a sub-grain boundary. Labeling is for reference in the text. Reprinted from [22] with permission from Elsevier.

10.4 Simulation procedure

Two sample geometry types, periodic and thin film, are used in this work with average grain sizes of approximately 40nm. The periodic samples shown in Figure 6 (a, b) have columnar grains randomly tilted around a \textless 110 \textgreater axis and periodic boundary conditions in three dimensions to eliminate surface effects [26]. Two different periodic samples were generated and
used in this work. The thin film samples have periodic boundaries in the x and y directions and free surfaces in the z direction. Four types of thin-film samples were considered in this work, though only one is shown in Figure 6(c). The samples were constructed using a Voronoi construction technique, similar to our previous work [19, 27, 28]. It is important to note that the periodic samples have a quasi-2D nature, seen in Figure 6 (a) and (b), in which only straight-line dislocations are possible. While the 40nm grain size is much smaller than the experimental grains, it is large enough to avoid most of the nano-scale effects observed for grain sizes below 20 nm [29]. The 40nm grain size used also precludes the possibility of dislocation generation or multiplication through Frank-Read sources.

![Figure 6: Simulation sample morphologies used in this work. (a) and (b) are fully periodic samples. (c) is a thin-film sample. Figure by author.](image)

We selected the embedded atom method potential developed to represent nickel by Mishin et al. [30] The melting temperature produced by the potential used in this work was determined by equilibrating the sample at intervals of 10% of the experimental melting temperature until a spike in the potential energy was observed. The melting temperature was determined to be 2160K (125% of experimental). The critical parameters for the potentials used in this work are summarized in Table 1.
Table 1: Critical parameters for the nickel potential used in this work.

<table>
<thead>
<tr>
<th>Cohesive Energy (eV)</th>
<th>Lattice Constant (Å)</th>
<th>C_{11} (GPa)</th>
<th>C_{12} (GPa)</th>
<th>C_{44} (GPa)</th>
<th>Stable SFE (mJ/m^2)</th>
<th>Unstable SFE (mJ/m^2)</th>
<th>Potential Tm (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.45</td>
<td>3.52</td>
<td>247</td>
<td>148</td>
<td>125</td>
<td>125^{[30]}</td>
<td>366^{[30]}</td>
<td>2160</td>
</tr>
</tbody>
</table>

The molecular dynamics implementation in LAMMPS [31] was used to perform the sample relaxation and virtual mechanical testing reported, with a Nosé-Hoover thermostat and barostat. To achieve relaxed and equilibrated grain boundary structures, the temperature of the sample was raised from 300K to 1200K, and then cooled to 300K over 60ps.

Deformation simulations were performed at temperatures ranging from 300 to 1300K, that is, up to 60% of the melting temperature for the potential used. Both sample configurations were deformed in tension in the horizontal (x) direction with a constant strain rates ranging from 3.3x10^6 s^{-1} to 3.3x10^9 s^{-1} at the various temperatures. We maintained the pressure at zero bars in the directions perpendicular to the tension axis during deformation.

For both sample geometries, data for individual atoms, including atomic positions, centrosymmetry [15], and stress state, were recorded every 1% strain. To examine the deformation behavior after each strain increment, heterogeneous displacement maps were created. These were obtained by calculating the difference between the individual atomic positions to those that would result from the homogeneous deformation of the sample to the same strain level. This comparison revealed regions of strain localization with the magnitude of the difference color coded for visualization purposes. This analysis indicates differences in the local distribution of the overall strain among the different grains, revealing localization within the grains or the grain boundary vicinity. This technique also allowed visualization of dislocation activity for full dislocations that traverse a grain, since the effect on the local strain can be seen clearly. Partial
dislocations are easily identified by the presence of the corresponding stacking fault. The visualization software OVITO [32] was used to color code the atoms by the centro-symmetry parameter. This allowed the easy identification of microstructural changes in the samples.

10.5. Simulation Results

![Stress-strain curves for various temperatures](image)

Figure 7: Stress-strain curves for the sample shown in Figure 6(b) at several temperatures. The flow stresses from these stress-strain curves were used to construct the Arrhenius behavior plot shown in Figure 8. Figure by author.

10.5.1 Stress-strain behavior as a function of temperature

The stress-strain behavior was obtained for various temperatures. In Figure 7, we show the results of virtual tensile testing at a strain rate of $3 \times 10^8$ s$^{-1}$ and the sample periodic depicted in Figure 6b. The sample softens as the temperature is increased. Both the yield and the flow stresses observed to decrease as the temperature is increased. This is indicative that thermal processes are important, even at the very high strain rates of molecular dynamics virtual mechanical testing. Figure 8 shows an Arrhenius plot of the flow stresses observed at various temperatures. The slope obtained from this Arrhenius plot can be used to obtain an estimate of
the activation energy for the overall deformation process, and we report this estimate in the following section.

Figure 8: Arrhenius behavior for the sample shown in Figure 6(b). The slope of this line was used to calculate the strain rate sensitivity exponents determined in this work. Figure by author.

10.5.2 Strain rate sensitivity and activation energy

In Figure 9, we show the stress-strain curves obtained for the periodic sample at a temperature of 300K and different strain rates. These results show that the flow stresses increase significantly with strain rate. This is also consistent with thermally activated processes paying an increasing role in slower strain rates that imply longer simulation times.

Figure 9: Stress-strain curves for the sample shown in Figure 6(b) at three strain rates ranging from $3 \times 10^6$ s$^{-1}$ to $3 \times 10^8$ s$^{-1}$. Figure by author.

From these results, strain rate sensitivity exponents ($m$) were calculated for the periodic sample used in this work at different temperatures. Figure 10 shows the plot of the flow stress as a
function of strain rate in a log/log scale, for the lowest temperature of 300K and the highest
temperature of 1300K. The strain rate sensitivities are the slopes of the lines shown. The value of
\( m \) was found to be \( m = 0.03 \) at 300K. 1300K, \( m \) was found to have increased to a value of \( m = 0.16 \). This agrees well with experimental work by Luo, Pico, and Romhanji [33-35] which found
that \( m \) increases with temperature in Al and Ti alloys at temperatures from 123 to 150K for the Al
alloys at 1093 to 1303K for the Ti. The strain rates studied in their work range from 6.4x10^{-4} \ s^{-1}
to 1x10^{1} \ s^{-1}. From these results we also calculated the value of the activation volume according
to

\[
V = \frac{\sqrt{3}kT}{m\sigma}
\]

5.1

Where \( V \) is the activation volume, \( k \) is the Boltzman constant, \( T \) is the temperature in Kelvin, \( m \)
is the strain rate sensitivity constant, and \( \sigma \) is the uniaxial flow stress [36, 37]. We obtained
activation volumes that range from 0.04 nm^3 at 300K to 0.09 nm^3 at 1300K. This is consistent
with the work of Deng and Sansoz [36] for Au nanowires that also report activation volumes that
increase with temperature. These values represent a range of 3 to 6 b^3, using the value of the
Burgers vector of a full dislocation. (0.245 nm)

![Figure 10: Strain rate sensitivity plots showing differences in slope for the periodic sample shown in Figure 6(b) at two different temperatures. Figure by author.](image)
Having the slopes of the Arrhenius plots in Figure 8 and the strain rate sensitivities, we can estimate the activation energy for the deformation process, according to:

\[
\ln \sigma = -\frac{E_a}{R} \frac{1}{T} + \ln A
\]

Where \( \sigma \) is the flow stress, \( E_a \) is the activation energy, \( R \) is the gas constant, \( T \) is the temperature in Kelvin and \( A \) is a pre-exponential factor. The activation energy calculated from an Arrhenius plot of the flow stress as a function of temperature, and a median value of 0.09 for the strain rate was determined to be 0.53 eV/atom. This agrees well with the 0.46 determined for nanocrystalline nickel by Bokstein et al. [38].

The values of activation volumes and activation energies obtained are consistent with the deformation process in our virtual tensile test being controlled by atomic process involving a few atoms in the grain boundary region.

10.5.3 Effect of temperature on the individual deformation mechanisms

In order to study the details of the processes occurring at the grain boundaries, we created heterogeneous deformation maps, as described in Section 3. These heterogeneous displacement maps at 3, 4, and 5% strains for the sample depicted in Figure 6(a) at 300K and 700K are compared in Figure 11. The strain rate is\( 3 \times 10^8 \text{ s}^{-1} \). Sharp gradients in the color indicate that a complete dislocation has passed through the grain and resulted in slip. Black symbols in each figure indicate atoms in the grain boundaries, dislocation cores and stacking faults, as identified by higher centro-symmetry parameters. The overall analysis of the sample reveals increased dislocation activity as well as activation of additional slip systems at the higher temperature. To highlight the differences between the two deformation temperatures, four regions, labeled \( a-d \), are indicated in Figure 11e and 11f.
Figure 11: Heterogeneous deformation maps for a thin film sample. Strain levels of 3, 4, and 5% in the X-direction are shown. (a), (c), and (e) show the sample deformed at 300K, while (b), (d), and (f) show the sample deformed at 60% T_{MP}. Overall analysis shows that the sample deformed at the higher temperature had an increased level of dislocation emission and activation of multiple slip systems. The color map used is from blue to red where red indicates heterogeneous displacements up to 0.25 in (a) and (d), 0.55 in (b) and (e), and 0.8 nm in (c) and (f). Atoms with centrosymmetry parameter greater than 3 are in black. Areas of interest outlined and labeled in black. Figure by author.

Grain boundary migration driven by strain was observed in area a at the higher temperature simulation. This grain boundary emits a large number of partial dislocations. Greater detail of the process occurring in a segment in the area marked a in Figure 11 is shown in Figure 12 as a function of strain and of temperature. These examples show that in the simulations, as in the experiments, greater dislocation emission from grain boundary sources occurred at the higher temperature. This also is apparent in the area labeled b in Figure 11, which shows that the grain boundary emits many more dislocations at 700K than at 300K. That is, for the same loading condition, grain boundary dislocation sources are more active at higher temperature suggesting a
thermally activated component to dislocation emission. Similarly, area $c$ in Figure 11 also contains a boundary with a misorientation angle of 16.9° that presents additional active slip systems at the higher temperature.

Figure 12 shows a detailed segment of the grain boundary indicated in area $a$. This area is shown for exactly the same group of atoms for deformation at two different strain levels at two different temperatures. The relaxed structure of the grain boundary is similar with non-planar features that are located in the same points in the boundary, irrespective of temperature. The dislocation emission behavior differs under deformation at each temperature. At a strain level of 2% this short segment has emitted five dislocations in the simulation at 300K and 8 dislocations at 60% $T_{MP}$, clearly illustrating that dislocation emission is easier at the higher temperature. This occurs through the activation of additional source points at the higher temperature that are not activated for the lower deformation temperature. In addition, at a deformation level of 5% migration, of the boundary is observed at high temperature but not at 300K. This can be seen by comparing the position of the grain boundaries at the two temperatures at 5% strain. In this example, the boundary has migrated 1.5 nm at 5% deformation. The fast rate of strain and limited time scales in our molecular dynamics simulations are not long enough to observe thermal migration of the boundary at 700K. It is the combination of temperature and stress that drives this migration. This is consistent with the experimental observation of grain boundary migration driven by a combination of strain and temperature that was shown in Figure 5.
Figure 12: Detail of area a at 2% and 5% strain illustrating strain driven GB migration. Atoms colored with the centrosymmetry parameter from 0 (blue) to 12 (yellow). Images a-b show the sample at 300K. (a) at 2% and (b) at 5%. Images c-d show the same boundary at 60% $T_{MP}$. By 5% strain, the grain boundary has clearly migrated by 1.5nm in the sample deformed $T_{MP}$ while the sample deformed at 300K shows similar dislocation emission from the boundary, but little to no grain boundary migration. Figure by author.

10.5.4 Effect of temperature on dislocation emission and grain boundary sliding

A detailed examination of area c in Figure 11 is shown in Figure 13. This detail shows a dislocation that is emitted from the boundary into the top grain (grain 7) only at high temperature. In addition this particular boundary emits mostly leading partial dislocations at low temperature, as evidenced by the stacking faults present in this grain (grain 3). At high temperature both the leading and the trailing partial have been emitted from this boundary into the lower grain, as evidenced by the lack of stacking faults and the changes in the heterogeneous displacement color map that can be seen in the lower grain. Figure 8 also shows that the strain is more homogenously distributed for deformation at 700K than at 300K. The emission of the trailing partials into grain 3 at high temperature can be attributed to the fact that the higher activation barrier necessary for the emission of the trailing partial is overcome by the combined effects of stress and temperature. The boundary structures shown in Figure 13 suggest that at
higher temperatures, the structure of the boundary is more easily restored to higher order, lower energy configurations.

![Figure 13](image)

Figure 13. Detail of area c at 4% and 5% strain, denoted by pink box “c” in Fig. 4. (a) shows the 300K sample at 4% strain. (b) shows the same section at 4% strain at 60% T_{MP}. The color map used is from blue to red where red indicates heterogeneous displacements up to 0.55 nm. Figure by author.

Another interesting phenomenon is observed in area d of figure 11, where a sub-grain boundary disintegrates through dislocation emission at 700K, while it remains intact at 300K. This loss of a grain boundary coincides with the migration of a neighboring boundary, which results in the annihilation of a short segment of grain boundary that effectively converts two triple junctions to one. This disintegration is similar to what was seen experimentally during the deformation of the aluminum alloy at elevated temperature (Figure 5).

In order to further study the effect of temperature on the overall deformation behavior of the columnar sample shown in figure 6 (b), a quantitative evaluation of the dislocation emission process was performed by counting the total number of partial dislocations emitted from grain
boundaries in the sample as the strain was increased at 300K and 1300K. Figure 14(a) shows the cumulative number of dislocations emitted from 0 to 9% strain. The total number of dislocations rises by a factor of 2 at the higher temperature, as shown in Figure 14(a). These results imply that an increase in temperature lowers the barrier to dislocation emission from grain boundaries. As the temperature is increased, an increase in grain boundary sliding is also observed, as shown in Figure 14(b). This is again consistent with both deformation mechanisms being driven by a combination of strain and temperature.

Figure 14: Deformation mechanisms dependence on temperature. a) Number of dislocations emitted as a function of strain for two different temperatures. b) Average sliding distance observed in representative grain boundaries as a function of strain for two different temperatures. Figure by author.
10.5.5 Effect of temperature on slip transfer and grain boundary migration/relaxation.

Slip transmission across grain boundaries was also enhanced with increasing temperature. In the simulations, dislocation transfer across grain boundaries occurred in the columnar grain sample at 60% $T_{MP}$ and across a boundary that is close to a $\Sigma=3$ misorientation, as shown in Figure 15. At 3% strain, the red arrow shows the path of the partial dislocation through grain 3 before it arrives at the boundary. The blue arrow shows the displacement of the boundary as a result of an incoming Shockley partial dislocation. At 5% strain, a trailing partial dislocation follows along the same path and transfers across the boundary into the other grain. The incoming dislocation is of edge character and glides along a $\{111\}$ type plane in the left grain. The dislocation emitted into the right grain is also of edge character and is glissile along a $\{111\}$ type plane in that grain. The two directions are almost parallel in this particular misorientation, as indicated in Figure 15. The residual Burgers vector left in the boundary is very small. This dislocation transfer mechanism is not seen at 300K. The mechanism of dislocation transmission across the boundary in this example involves a change in the grain boundary structure that occurs when the leading partial dislocation first arrives at the boundary. Upon the arrival of the trailing partial dislocation, a leading partial dislocation is emitted into the adjoining grain. In the example of Figure 15 it can be seen that the atomistic grain boundary structure has changed due to the interaction of dislocations and grain boundaries with a restructuring of the affected region of the boundary.
Figure 15: Detail of a grain boundary in the sample shown in the Figure 6(a) sample at 3, 4, and 5% strain deformed at 60% $T_{MP}$. Dislocation transfer shown across a near $\Sigma=3$ boundary. The color map used is from blue to red where red indicates heterogeneous displacements up to 0.25, 0.55, and 0.8 nm. Atoms with centrosymmetry parameter greater than 3 are in black. Red arrows represent movement of partial dislocation, blue arrows serve as a reference for boundary displacement, and the red dotted line is the result of a full dislocation slip. Figure by author.

Figure 16 shows the evolution of the microstructure as the sample of Figure 6b is being deformed to 3% using the slowest strain rate considered, of $3 \times 10^6$ s$^{-1}$. In this sequence, significant grain boundary relaxation and migration is found during the deformation process at the high temperature, but not at 300K. This is additional evidence that these processes are driven by combinations of strain and temperature.
<table>
<thead>
<tr>
<th>Strain Level</th>
<th>300K</th>
<th>1296K</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td>1%</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>2%</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>3%</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 16: Deformation at 300 and 1296K of the periodic sample shown in Figure 6(b). Note the differences in microstructure evolution under applied strain between the two samples, in particular the higher grain mobility shown at 1296K. Figure by author.
10.5.6 Effect of temperature on crack nucleation

In the simulations, intergranular crack nucleation was observed to be more difficult at higher temperature. In Figure 17 (a-b), the stress-strain curves are marked with black crosses to reveal the stress and strain level required for crack nucleation. Figure 18 is an example of the heterogeneous deformation maps created and shows that for one of the thin film samples grain samples deformed at 300K, cracks nucleated at 5% deformation. No cracks were nucleated during deformation at 700 up to 10% deformation. The sample geometry is also important, with cracks nucleating earlier in the samples that have a thin film configuration. The differences can be related to the lower level of dislocation activity necessary to relieve stress at the grain boundary.
Figure 17: Stress-strain curves for the two types of samples in this work. Note that in both cases, deformation at the higher temperature delayed or prevented crack nucleation. Figure by author.

The activation of additional grain boundary sources at higher temperatures suggests a reduction in the stress experienced by the grain boundary and to a lower strain energy density. As seen in Figure 18 the strain localized in the boundary region is higher for deformation at lower temperature. The additional possibilities of transmission of dislocations across grain boundaries
at higher temperatures also contributes to the grain boundaries being subject to overall lower stresses and strain energy densities, resulting in cracks not nucleating until higher levels of strain.

Figure 18: Detail of the columnar grain sample at 3, 4, and 5% strain deformed at 300K. Crack nucleation shown in a random high angle boundary. The color map used is from blue to red where red indicates heterogeneous displacements up to 0.25, 0.55, and 0.8 nm. Atoms with centrosymmetry parameter greater than 3 are in black. Figure by author.

Further detail of the effect of temperature on crack initiation is shown in Figure 19, where the increased dislocation emission at higher temperatures in Figure 19b appears to prevent the formation of the crack.

Figure 19: Grain boundary response as a function of temperature and strain for a thin film sample at 9% strain at (a) 300K and (b) 60% TMP. Crack nucleation occurs only at the lower 300K temperature. Figure by author.
10.6. Discussion and Conclusions

The results presented in this study highlight the benefits of combining experimental observations with computer simulations in understanding complex interactions associated with material deformation. Computational simulations allow experiments to be repeated with variation of only a single variable; in this case temperature. This allows the effects of that variable to be isolated and removes ambiguity inherent to repeating experiments as not all variables can be reproduced exactly. The simulations also provide dynamic observations of material behavior at the atomic level during deformation at known stress and strain levels. However, the extreme strain rates associated with MD simulations necessitate experimental results for verification. Additionally, experimental observations can be made over time-length scales not yet available to atomistic simulations and can provide observations not readily apparent in the simulations. Thus, the two combined, computational simulations and experiment, can act as complementary techniques with each addressing shortcomings found in the other.

In this study, the combined application of experiment and simulation has helped clarify factors responsible for increased ductility and softening of metals during deformation at elevated temperatures. Both the experimental results and computer simulations showed that at elevated temperatures, dislocation systems nucleate at, are accommodated in, and are transmitted across grain boundaries at lower levels of stress than what would be required at lower temperatures. This was directly evident in the MD simulations where the exact load was known and could be inferred from the lower pileup density preceding slip transfer seen during in situ TEM deformation experiments. The atomistic simulations presented here help clarify this response by demonstrating the enhanced ability of grain boundaries to restructure to more ordered configurations at elevated temperatures (see the example of Figure 11), facilitating the process of
slip transfer across the boundary as well as enabling the emission of both leading and trailing partial dislocations as opposed to the emission of only the lead partial dislocation seen at room temperature (Figure 11). Additionally, while computational simulations demonstrate the activation of additional deformation mechanisms at elevated temperature such as grain boundary glide and disintegration, the high strain rates used in the simulations require experimental verification. This verification is provided by the observations made during deformation of an aluminum alloy at elevated temperature (Figure 5).

The activation of additional dislocation sources at grain boundaries and lower barrier to slip transfer at elevated temperature enhances the ability of the boundaries to accommodate and distribute elastic strain. This in turn reduces the magnitude of local stress buildups which act as damage nucleation sites; consequentially delaying the onset of cracking and increasing the ductility of materials under deformation.

Using a combined approach of MD simulations and guided by in situ deformation in the TEM, the mechanisms responsible for increased ductility and material softening during elevated temperature deformation have been investigated and identified. It was shown that increased dislocation activity at grain boundaries and a lower barrier to dislocation transfer across grain boundaries during elevated temperature deformation reduces the stress felt by the boundaries, delaying crack nucleation and material failure. It was also shown that additional deformation mechanisms such as grain boundary migration activate at elevated temperature, further increasing the material’s ability to accommodate plastic deformation.
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11 Conclusions

This work used computer simulations of polycrystalline materials at the atomistic scale. Virtual mechanical testing was conducted using molecular dynamics techniques and empirical interatomic force laws. Several connections between atomic level structure and processes with overall mechanical response were uncovered. This work successfully met the specific goals outlined in the introduction in the following ways:

- A large-scale simulation study was performed with simulated samples that ranged in size from approximately 500K to 5M atoms at strain rates ranging from $10^5$ to $10^9$ s$^{-1}$.
- Stacking fault energy significantly affects grain boundary structure. Low stacking fault energy promotes non-planar grain boundary features; high stacking fault energy promotes planar grain boundary features.
- The resulting planar or non-planar grain boundary features have distinct effects on subsequent deformation mechanisms.
  - Non-planar grain boundary structures tend to encourage dislocation emission from grain boundaries. They also raise the energetic barrier to grain boundary sliding such that sliding can be completely prevented.
  - Planar grain boundary features promote grain boundary sliding as a deformation mechanism.
- Quantitative estimations of dislocation emission and grain boundary sliding as a function of stacking fault energy reveals:
  - The low stacking fault energy materials Cu emitted twice as many dislocations as the high stacking fault energy material Pd.
The grain boundaries in the high stacking fault energy material Pd slid about three times farther than in the low stacking fault energy material Cu.

- Quantitative estimations of dislocation emission and grain boundary sliding as a function of strain rate reveals:
  - Deformation in nanocrystalline Ta at lower strain rates from $10^5$ to $10^7$ s$^{-1}$ is a competitive process between dislocation emission and twin formation.
  - At higher strain rates of $10^8$ and $10^9$ s$^{-1}$, deformation is dominated by twin formation, at ratios of 3:1 and 4:1, respectively.

- Quantitative estimations of dislocation emission and grain boundary sliding as a function of temperature reveals:
  - Dislocation emission and grain boundary sliding both increase at higher temperatures.
    - About 3 times as many dislocations are emitted at high temperature as at lower temperatures.
    - Grain boundary sliding occurs more consistently at higher temperatures, although the totally amount of sliding is similar at 9% strain.

Expanded conclusions regarding the simulation setup, sample preparation, and from each chapter are detailed below:

The present work was successful in creating virtual realistic polycrystalline samples of one bcc material, Ta, and four fcc materials, Al, Cu, Ni, and Pd. Two types of samples were constructed using a Voronoi construction. One set of samples had a thin-film structure with periodic
boundary conditions in the x and y directions. The other set of samples were fully periodic, with a quasi-2D nature. All samples had columnar grains and an approximate grain size of about 40nm. The grain boundaries in the periodic samples were randomly misoriented around the [110] axis, lending a [110] texture to the entire sample. The samples were all deformed using standard molecular dynamics along the horizontal axis using a strain-controlled process. Several strain rates were used, from $10^5 \text{s}^{-1}$ to $10^9 \text{s}^{-1}$, with most of the work conducted at $10^8 \text{s}^{-1}$. The majority of the simulations were performed at 300K with the pressure maintained at zero in the directions perpendicular to the tensile axis.

The following step undertaken was to compare the results from the simulation to experimental results with a focus on crack initiation. The experimental work was performed by our collaborators at the University of Michigan, where samples were made from sheets of Fe-13Cr-15Ni austenitic stainless steel with a grain size of about 50 microns. The steel samples were irradiated with 2MeV protons to a dose of 5dpa. The samples were then strained under tension in 288°C simulated boiling water reactor conditions. The simulated samples were created from orientation imaging microscopy scans of experimental samples in order to more accurately compare results and were run with a nickel potential [1] at 300K with a $3 \times 10^8 \text{s}^{-1}$ strain rate. The results from the experiments and the simulations were compared and similar trends were observed. The results in both the simulations and the experiments showed that key factors in crack initiation were the angle of the boundary with respect to the tension axis and the type of boundary. Random high angle boundaries were found to crack more often than coincident site lattice or low angle boundaries. Boundaries where slip transfer was observed are less likely to crack than boundaries that do not show this method of strain accommodation. The experimental samples were also examined for areas of strain localization, where the local strain is in excess of
the homogenous strain imposed upon the sample. This was achieved through the adherence and imaging of gold nanoparticles to the surface of the experimental sample prior to straining. After deformation, the sample was again imaged and areas of excess strain were identified through the gold speckle pattern. Similar regions of excess local strain were found in both the simulation and experimental samples. Additionally, similar types of dislocation-grain boundary interactions were observed in both sample sets, including slip transmission and discontinuous slip.

The conclusion of the comparison was that there is agreement in the trends between the simulations and the experimental methods indicating that the model is accurately representing deformation mechanisms that activate at the macroscale despite the considerable difference in grain size.

The next effort was to examine the relationship between deformation mechanisms and grain boundaries in the fully periodic [110] textured samples. The simulations were run using the same Ni potential and conditions that were used in the previous work, at 300K deformation temperature and $10^8 \text{s}^{-1}$ strain rate. It was found that the local structure of a grain boundary is a very important factor in how the boundary responds to applied strain. The critical resolved shear stress for different boundaries varies, as shown in table 6.2. Each grain boundary emits dislocations at different values of critical resolved shear stress ranging from 0.63 to 2.5 GPa. It was also found that the grain boundary structure undergoes significant change as a result of dislocation emission with low-angle grain boundaries found to nearly disappear as deformation progresses.

The structure of equilibrated individual grain boundaries was examined in depth using the periodic samples and potentials developed to represent Cu [2] and Pd [3]. These simulations were performed at 300K and at the $3 \times 10^8 \text{s}^{-1}$ strain rate. The potentials were selected due to their
significantly different stable stacking fault values: Cu at 44mJ/m² and Pd at 187mJ/m². Relaxed grain boundary structures were found to be significantly non-planar in the Cu sample, resembling nascent stacking faults extending from the boundary into the surrounding grain structure. These non-planar features encouraged dislocation emission in the Cu sample and tended to inhibit grain boundary sliding. At 9% strain, the Cu sample was found to have emitted nearly twice as many dislocations as the Pd sample. In comparison, the Pd sample was found to have more planar boundaries containing the E structural unit. The planar grain boundaries were found to exhibit considerably more sliding. At 9% strain the Pd sample was found have three times as much sliding as the Cu sample. The conclusion is that local grain boundary structure is critical and needs to be considered in plasticity models.

Deformation behavior in bcc materials was also investigated, using a potential developed to represent tantalum [4]. Two thin-film bcc samples were created, one with about 500K atoms and three grains with an approximate grain size of about 30nm to facilitate study at the strain rate of 10⁵s⁻¹, and one an order of magnitude larger with 4.6M atoms and 30 grains. Both samples were deformed at 300K at strain rates increasing in orders of magnitude from 10⁶s⁻¹ to 10⁹s⁻¹. It was found at strain rates slower than 10⁸s⁻¹, emission of perfect a/2 |<111>| dislocation is the initial deformation mechanism observed, though the strain at which each dislocation emits varies with strain rate. Crystallographic slip in the tantalum systems was found in the {112}/<111> slip system. This is consistent with previous tantalum simulations using other tantalum potentials. Twin formation begins at higher strain levels than the dislocation emission up to 10⁸s⁻¹. Analysis of the amount of dislocation emission and twinning at the lower strain rates show that there is competition between the two mechanisms, with plastic strain carried approximately equally. At 10⁸s⁻¹, the initial and predominant deformation mechanism changes to
twinning, with plastic strain carried by twinning at a rate of at least 3:1. These results indicate that strain rate effects on deformation become more pronounced at $10^8 \text{s}^{-1}$ and faster. The agreement between the results from the two samples also indicate that very small systems can accurately represent mechanical behavior of larger systems and can facilitate molecular dynamics studies at strain rates below $10^6 \text{s}^{-1}$.

The study was then expanded to six different fcc potentials in order to establish the relationship between specific atomistic parameters, grain boundary energetics and deformation behavior. These potentials included 2 separate potentials for Ni [1, 5], two separate potentials for Al [1, 5], and the Cu [2] and Pd [3] potentials mentioned above. It was found that the grain boundary energy scales with the shear modulus. This agrees with the work done by Holm et al. [6]. It was also found that the grain boundary energy in asymmetric tilt boundaries varies along the boundary and increases with proximity to triple junctions. Strong correlations were found between the unstable stacking fault energy and the yield and flow stress. Relaxed grain boundary structures correlate with the stable stacking fault energy, with high stacking fault energy corresponding to planar grain boundary structures. Correspondingly, the fraction of non-planar boundaries in the samples scales inversely with the stable stacking energy. The overall stress in the sample at the initial dislocation emission from three planar boundaries in each sample was investigated, and determined to scale with the unstable stacking fault energy. These results show that atomistic parameters, grain boundary energetics, and mechanical behavior are heavily interdependent, making it difficult to establish a causal relationship between a specific deformation mechanism and the atomistic parameter that governs it.

Finally, the effect of temperature on deformation was examined in both periodic and thin-film samples. The simulations were performed at 300K and at 60% of the melting temperature
predicted by the nickel potential [1] used. Increased temperature leads to both increased dislocation emission and grain boundary sliding in all samples. This improved the ability of the grain boundaries to accommodate the applied strain and delayed crack initiation by an average of 2% strain. Grain boundary migration was also observed at the elevated temperature. Temperature is shown to affect the strain rate sensitivity, which is found to increase with temperature. The Activation energy for the process was estimated to be 0.53 eV/atom. This agrees well with the experimental value of 0.46 eV/atom found by Bokstein et al. [7].
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