ULTRASONIC WATER MEASUREMENT IN IRRIGATION PIPES WITH DISTURBED FLOW
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ABSTRACT. Ultrasonic flow meter accuracy was investigated over a range of flow conditions (3 pipe materials, 2 pipe sizes, 4 Reynolds numbers, 7 flow–disturbing devices) commonly found in irrigation systems. Flow rate measurements were taken at five locations downstream from a flow disturbance. The measurement accuracy was within ±5% of actual flow at a minimum of 10 pipe diameters downstream from the flow disturbances. Errors as high as 36.5% occurred when measurements were taken close to some flow disturbances. A multiplier was developed to correct for directional bias for devices that fell into the Group 1 category (single elbow, two elbows, check valve, and 50% open butterfly valve with vertical and horizontal orientation). Applying the multiplier at 4.5 pipe diameters and higher resulted in accuracies within ±4% of actual flow. The regression analysis performed on Group 1 devices showed that the USFM performance was not significantly different for the three pipe materials, two pipe diameters, and four flow rates.
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The USFM measures the average fluid velocity along the signal path using:

$$V_l = \frac{1}{L} \int_0^L V dl$$

where

$$V_l = \text{average fluid velocity along the signal path (m·s}^{-1})$$

$$L = \text{length of signal path (m)}$$

$$dl = \text{differential path length (m)}$$

A correction factor, $S$, is used within the USFM to convert the signal path velocity, $V_l$, to an area-averaged velocity, $V_a$ (ASME, 1985):

$$V_a = SV_l$$

where $S$ is the velocity profile correction factor (dimensionless). For fully developed profiles, $S$ ranges from 0.75 for laminar flow to 1.0 for plug flow.

The USFM correction factor assumes that the velocity profile in the measurement section is fully developed and symmetrical about the centerline of the pipe. When using the USFM, empirically developed correction factors are applied through internal software. The velocity corrections are transparent to the end user of the meter (Cocking, 1997).

The installation location of any flow measurement device affects accuracy. To ensure accurate flow rate measurement, the pipe upstream of the flow meter should include an adequate distance of straight pipe, free of flow-disturbing devices (U.S. DOI, 1997). Several recommendations for lengths of straight pipe preceding the meter can be found in the literature (Luckey et al., 1980; Omega Engineering, 1992; Upp, 1993; ISO, 1991). These recommendations vary greatly, but the goal of each recommendation is to provide a sufficient distance upstream of the metering section such that the velocity profile is fully developed at the metering section.

The necessary length of straight pipe is based on pipe diameter and is commonly referred to as the number of required straight pipe diameters ($D_p$). Recommendations range from 1.5 to 50 $D_p$ between an upstream flow disturbance and the meter location.

The most common problem found in irrigation meter installations is an insufficient length of straight, unobstructed pipe upstream from the meter (Noffke, 1988). Because the ultrasonic flow meter is designed to operate in situations where fully developed velocity profiles exist, the accuracy of the USFM may suffer when it is used in less than ideal piping conditions, such as those often found in irrigation systems.

Hanson and Schwankl (1998) investigated flow rate measurement errors under what they called “nonoptimal” conditions caused by an elbow, a check valve, and a partially open butterfly valve. They evaluated eight different flow meters at distances of 2, 5, 10, and 15 $D_p$ downstream from a flow disturbance. Measurements were made in a 20.3 cm Schedule 40 polyvinyl chloride (PVC) pipe. Across the range of tested flow rates, the error associated with the ultrasonic Doppler meter ranged from +98.4% when installed 2 $D_p$ downstream from a combined flow disturbance of a partially closed butterfly valve and a 90° elbow, to −22.6% when installed 15 $D_p$ downstream from a partially closed butterfly valve.

**OBJECTIVES**

The objectives of this research were:

- To investigate the effects of flow-disturbing devices and their interaction with pipe size, pipe material, and Reynolds number on transit-time ultrasonic flow meter accuracy.
- To develop application guidelines for the transit-time ultrasonic flow meter when used in irrigation piping configurations that cause flow disturbances.

**METHODS**

Experiments were conducted in the Biological Systems Engineering hydraulics laboratory located in L. W. Chase Hall, University of Nebraska–Lincoln. For this study, non-ideal piping configurations were created using three flow-disturbing devices: a 90° elbow, a check valve, and a butterfly valve. All devices were connected with flanged fittings. Standard radius steel elbows were used for all elbow tests. The check valve was a spring-loaded swing type (model 1778–62, Pierce Corporation). A wafer-style, lever-operated butterfly valve manufactured by Grinnell was used. These devices were arranged to produce seven different flow-disturbing configurations (table 1). There was a minimum of 20 $D_p$ of straight, unobstructed pipe upstream from each flow-disturbing configuration. Three pipe materials were used: PVC, Class 20 steel, and aluminum (table 2). Table 3 shows the tested combinations of the pipe material, diameter, and flow disturbance. Ultrasonic flow meter (USFM) performance was evaluated at four different flow rates for each test combination shown in table 3. To ensure that the characteristics of the flow were consistent across pipe diameters and materials, test flow rates were defined using the Reynolds number (Re). Table 4 shows the target Re and the corresponding flow rate for each pipe diameter and material.

A Polysonics Model ISTT–P portable transit-time USFM was used for this experiment. The manufacturer’s stated range and accuracy for this meter is: “flow range equals ±0 to 15 m·s$^{-1}$; accuracy equals ±0.5 percent of velocity” (Peek Industries, 1996). Flow rates were measured at distances of 2, 4.5, 10, 22, and 50 $D_p$ downstream from each flow.

**Table 1. Flow-disturbing devices and corresponding abbreviations.**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Flow-Disturbing Device</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEL</td>
<td>Single elbow, elbow radius in horizontal plane</td>
</tr>
<tr>
<td>2EL</td>
<td>2 elbows, different planes</td>
</tr>
<tr>
<td>CHK</td>
<td>Check valve, horizontal axis</td>
</tr>
<tr>
<td>BH5</td>
<td>Butterfly valve, horizontal axis, 50% open</td>
</tr>
<tr>
<td>BH1</td>
<td>Butterfly valve, horizontal axis, 100% open</td>
</tr>
<tr>
<td>BV5</td>
<td>Butterfly valve, vertical axis, 50% open</td>
</tr>
<tr>
<td>BV1</td>
<td>Butterfly valve, vertical axis, 100% open</td>
</tr>
</tbody>
</table>

**Table 2. Dimensions of pipe used in experiments.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Nominal Size, cm (in.)</th>
<th>Inside Diameter, cm (in.)</th>
<th>Wall Thickness, cm (in.)</th>
<th>Flow Area, cm$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sch 40 PVC</td>
<td>15.2 (6)</td>
<td>15.42 (0.67)</td>
<td>0.74 (0.290)</td>
<td>186.75</td>
</tr>
<tr>
<td>Sch 40 PVC</td>
<td>20.3 (8)</td>
<td>20.14 (0.79)</td>
<td>0.91 (0.360)</td>
<td>318.57</td>
</tr>
<tr>
<td>CI 20 Steel</td>
<td>15.2 (6)</td>
<td>15.87 (0.62)</td>
<td>0.48 (0.188)</td>
<td>197.81</td>
</tr>
<tr>
<td>Aluminum</td>
<td>15.2 (6)</td>
<td>14.98 (0.59)</td>
<td>0.13 (0.051)</td>
<td>176.24</td>
</tr>
</tbody>
</table>
Flow meter transducers were mounted 90° from the vertical axis on the left side of the pipe when facing upstream (fig. 1). In this configuration, flow rate measurements were made in the horizontal plane. Each test of a given flow–disturbing configuration consisted of mounting the flow meter transducers twice per measurement location. During each mounting, flow rate readings were recorded every 10 s over a 1–min period. The difference between the maximum and minimum ultrasonic readings during the 1–min period varied from 0.53% to 4.86% of actual flow across all tests and Re. Flow rate readings were rounded to the third significant figure.

Ultrasonic flow meter measurements were compared to flow rate measurements made using the laboratory’s two venturi meters (BIF Universal Flow Tubes): the 15.2–cm diameter venturi for flow rates less than 45 L·s–1, and the 20.3–cm diameter venturi for larger flow rates. A mercury manometer was used to measure differential head. The Collins gage pitot tube. The Collins gage is a reversed cylindrical pitot device (ASME, 1971). Measurements were made using a standard 10–point test (Schroeder, 1985) with an additional point added in the center of the pipe. Measurement locations, a function of the pipe inside diameter (ID), were normalized by dividing by the pipe ID. Looking upstream, flow rate measurements were collected from left to right. Water velocities were normalized by dividing the point velocity by the average velocity, determined by dividing the reference flow rate by the cross–sectional area. For this study, velocity profiles were considered fully developed at 50 Dp based upon comparisons to theoretical profiles. The area weighted root mean square error (RMSE) was used to compare the measured velocity profiles to a theoretical fully developed profile, i.e.:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{n} (v_i - v_{ij})^2}{A}}$$

where $v_i$ = normalized velocity at point $i$ from Collins gage pitot tube measurement $v_{ij}$ = calculated theoretical normalized velocity at point $i$ $A_i$ = the incremental cross–sectional area represented by point $i$ (m²) $A$ = total cross–sectional area of pipe (m²).

Calculated theoretical normalized velocities were found using the power law for smooth pipes (Daily and Harleman, 1966):

$$\frac{v_i}{v_{max}} = \left(\frac{y}{r}\right)^n$$

where $v_i$ = normalized velocity at some distance $y$ $v_{max}$ = normalized velocity at the centerline of the pipe $y$ = distance from the pipe wall (m) $r$ = inside pipe radius (m) $n$ = exponent (dimensionless).

The shape of a fully developed profile is defined by the exponent $n$. For each flow–disturbing device, equation 6 was fit to the measured 50 Dp velocity profile using nonlinear regression. The resulting exponent values are presented in table 5. Miller (1989) presented a relationship where $n$ is a function of Re for smooth pipe. As shown in table 5, the 50 Dp regressed exponents compare well with theoretical values from Miller (1989). The largest difference between the theoretical and calculated exponents was 4.8%. Based on the agreement between the exponent values, the 50 Dp velocity profile regression results were used in equation 6 to compute the $v_i$ values needed for the RMSE calculation.

To evaluate USFM performance across the tested range of pipe materials, pipe diameters, flow rates, and measurement locations, a dimensionless flow ratio term (FR) was defined as:

$$FR_{ijk} = \frac{Q_{ijk}}{Q_{ijk}}$$

where $Q_{ijk}$ = individual ultrasonic flow meter measurement (L·s⁻¹) $Q_{ijk}$ = venturi measurement for each Re, pipe material, and pipe diameter combination (L·s⁻¹)

<table>
<thead>
<tr>
<th>Material</th>
<th>PVC</th>
<th>PVC</th>
<th>Steel</th>
<th>Aluminum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dia. (cm)</td>
<td>15.2</td>
<td>20.3</td>
<td>15.2</td>
<td>15.2</td>
</tr>
<tr>
<td>SEL</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>2EL</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>CHK</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>BH5</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>BH1</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>BV5</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>BV1</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 4. Flow rates necessary to obtain desired Reynolds numbers (Re).

<table>
<thead>
<tr>
<th>Pipe Diameter (cm)</th>
<th>Material</th>
<th>Re, (L·s⁻¹) (gpm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.25 x 10⁵ (1.25 x 10², 0.87)</td>
<td>15.2 PVC</td>
<td>13.9 (220)</td>
</tr>
<tr>
<td>2.51 x 10⁵ (2.49 x 10³, 0.61)</td>
<td>15.2 PVC</td>
<td>18.1 (287)</td>
</tr>
<tr>
<td>3.76 x 10⁵ (3.72 x 10⁴, 0.48)</td>
<td>15.2 Steel</td>
<td>14.3 (226)</td>
</tr>
<tr>
<td>5.02 x 10⁵ (5.00 x 10⁴, 0.50)</td>
<td>15.2 Aluminum</td>
<td>13.4 (213)</td>
</tr>
</tbody>
</table>

[a] Mean Re averaged across all device, pipe material, and diameter combinations. Second number equals coefficient of variation (Cv) expressed in percent.
Flow – disturbing Device

Table 5. Velocity profile regression parameters for 15.2 cm PVC.

<table>
<thead>
<tr>
<th>Desired Re</th>
<th>$V_{\text{max}}$</th>
<th>$n_{\text{regressed}}$</th>
<th>$n_{\text{theoretical}}$</th>
<th>Percent difference between regression and theoretical</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.25 \times 10^5$</td>
<td>1.25</td>
<td>8.07</td>
<td>8.46</td>
<td>8.6%</td>
</tr>
<tr>
<td>$2.51 \times 10^5$</td>
<td>1.24</td>
<td>8.86</td>
<td>8.96</td>
<td>1.1%</td>
</tr>
<tr>
<td>$3.76 \times 10^5$</td>
<td>1.22</td>
<td>9.11</td>
<td>9.25</td>
<td>1.5%</td>
</tr>
<tr>
<td>$5.02 \times 10^5$</td>
<td>1.21</td>
<td>9.91</td>
<td>9.46</td>
<td>4.8%</td>
</tr>
</tbody>
</table>


$i$ = index for each observation, 1 to 12 (six 10–s measurements $\times$ 2 transducer mountings)

$j$ = index for the four Re (test flow rates)

$k$ = index for each pipe material and pipe diameter combination.

FR data for the seven flow disturbances (devices) appeared to fall into two distinct categories. The first category, where the FR was less than 1 near the device but approached an asymptote of approximately 1 as the distance downstream from the device increased, is defined here as Group 1 and includes five flow–disturbing devices: SEL, 2EL, CHK, BV5, and BH5 (fig. 2). The second category, defined as Group 2, includes two flow–disturbing devices: BV1 and BH1 (fig. 3). The trends found for the devices in Group 2 were different and appeared less predictable than those for Group 1.

To confirm the hypothesis that, for a given flow disturbance, flow ratios were independent of Re, pipe material, and pipe diameter, equation 8 was fit for each of the five Group 1 devices for each pipe material, pipe diameter, and Re combination:

$$FR = 1 - a \cdot e^{-b \cdot D_p}$$

where $a$ and $b$ are empirical parameters.

An ANOVA (SAS, 1987) analysis was performed on the resulting regression equations. No statistically significant differences ($\alpha = 0.01$) were found between the regressed fits within a given flow disturbance. Therefore, for data collected downstream from all of the five Group 1 devices, FR data were averaged within a given device. Based upon the analysis of the Group 1 devices, FR data for BV1 and BH1 were also pooled. An ANOVA analysis for BH1 and BV1 was not possible because the limited number of measurement locations did not provide adequate degrees of freedom to fit their response.

Assessment of the USFM accuracy followed the methodology outlined by Miller (1989) for bias and precision. The analysis of accuracy that follows applies to an individual disturbance at a specific measurement location.

Directional bias, the difference between the most likely USFM measurement (the average) and the venturi or reference measurement, is defined by:

$$B = \frac{\bar{Q}_{u,jk}}{\bar{Q}_{v,jk}} - 1 \cdot 100$$

where for a given Re, pipe material, and pipe diameter combination, the average USFM flow rate is given by:

$$\bar{Q}_{u,jk} = \frac{\sum_i Q_{u,jki}}{n}$$

where $i$ is the index for each observation, 1 to 12 (six 10–s measurements $\times$ 2 transducer mountings).

From equation 10, the FR for a given combination of Re, pipe material, and pipe diameter is:

$$FR_{jk} = \frac{\bar{Q}_{u,jk}}{\bar{Q}_{v,jk}}$$
Therefore, to calculate the bias caused by a particular flow–disturbing device at a particular measurement location, the FR data are averaged across all the Re, pipe material, and pipe diameter combinations tested for that particular device, i.e.:

$$FR = \frac{\sum_{k=1}^{p} \sum_{j=1}^{m} FR_{jk}}{m \cdot p}$$  \hfill (12)

where
- \(m = 4\) for the four Re
- \(p = 4\) for the number of pipe material and diameter combinations tested for the single elbow disturbance;
- \(p = 2\) for all other devices (table 3).

In terms of FR, directional bias at each measurement location for a specific flow disturbance is given by:

$$B = (FR - 1) \times 100$$  \hfill (13)

Once \(B\) is known, directional bias can be compensated for by using a multiplier (called a “correction factor” in Miller, 1989) given by:

$$M = \left[1 + \frac{B}{100}\right]^{-1}$$  \hfill (14)

Precision is a measure of the flow rate measurement repeatability. Again using Miller’s (1989) approach, USFM precision at the 95% confidence level is the product of the standard deviation of the flow rate measurements and the two–tailed Student’s value \((t_{\alpha})\) at the 95% confidence level. For the number of data points collected in this study, \(t_{95}\) is approximately 1.96. The standard deviation, in percent, for a given flow–disturbing device at a given measurement location is:

$$\sigma = \sqrt{\frac{\sum_{k=1}^{p} \sum_{j=1}^{m} \sum_{i=1}^{n} Q_{ijk}^2}{(n \cdot m \cdot p)} - 1}$$  \hfill (15)

where

$$Q_{ijk} = \left[ \left( \frac{Q_{ijk}}{Q_{ijk}} - 1 \right) \times 100 \right]$$  \hfill (16)

Precision at the 95% confidence level is then:

$$\sigma_p = 1.96 \cdot \sigma$$  \hfill (17)

Device–specific point estimates of accuracy (i.e., the closeness to the actual value) include both directional bias and precision and are given by:

$$Acc = B \pm \left( \frac{1 + \frac{1}{n}}{n} \right) \sigma_p^2$$  \hfill (18)

where \(Acc\) is the accuracy in percent.

Continuing to follow Miller’s (1989) methodology, accuracy envelopes were developed to characterize USFM performance over the range of downstream measurement locations. The accuracy or performance envelopes incorporated the point (or location–specific) estimates of USFM directional bias and precision associated with a specific flow–disturbing device. The limits of the performance envelope are expressed in terms of FR on a percentage basis.

**RESULTS AND DISCUSSION**

Normalized velocity profiles for flow disturbances SEL, BV5, and BH1 are shown in Figures 4, 5, and 6, respectively. The velocity profiles show the sequential formation of a fully developed velocity profile as the downstream distance increases. At 4.5 \(D_p\) downstream from a flow disturbance, most profiles still differed from the fully developed profile. However, by 10 \(D_p\), all profiles resembled the fully developed profile. At 22 and 50 \(D_p\), the profiles showed the same tendency to approach the fully developed velocity profile in symmetry and shape. Figures 4 and 5 are representative of Group 1 devices (SEL, 2EL, CHK, BH5, and BV5). Figure 6 is representative of those devices that comprise Group 2 (BH1 and BV1).

Figure 7 shows the relationship between the area–weighted RMSE and distance downstream from the Group 1 devices, while figure 8 shows the same relationship for Group 2. The closer the agreement between the measured velocity profile and the calculated theoretical velocity profile, the smaller the RMSE. As expected, the largest deviation from the theoretical, fully developed velocity profile occurred nearest the flow disturbance. Both figures 7 and 8 illustrate that, as the downstream distance increased, the measured velocity profile tended to approach that of the calculated, theoretical velocity profile. The two 50% open butterfly valve disturbances produced the greatest deviation between the measured and computed theoretical velocity profiles, producing an RMSE of approximately 0.85 at 2 \(D_p\) downstream from the flow disturbance. As distance downstream from the flow disturbance increased, the velocity profile became more fully developed and the RMSE approached zero.

As previously stated, the USFM measures the average fluid velocity along the signal path. That measurement is corrected to an area–averaged velocity using a velocity profile correction factor. The internal correction process assumes that the USFM is installed as the manufacturer specifies, and that at the metering cross–section the velocity profile is fully developed. If these conditions are not met, then the internal USFM velocity correction process will not produce accurate flow measurements. Figures 4, 5, and 6 illustrate that, under the conditions evaluated here, the velocity profile was not fully developed, uniform, or symmetrical near the flow disturbance.

The flow ratio data presented in figure 2 suggest that the USFM under–predicts the actual or reference flow rate near the flow disturbance for the Group 1 devices. For the BV5 flow disturbance, the USFM was 34% low at 2 \(D_p\) and approximately 6% low at 4.5 \(D_p\). However, by 10 \(D_p\), the USFM was within 5% of the actual flow rate, and by 50 \(D_p\) the USFM was within about 2%. At downstream distances of 10 \(D_p\) and greater, the USFM measurements for all five Group 1 devices were within 5% of the reference flow rates.

Figures 4 and 5 illustrate that the higher velocities were concentrated near the pipe wall immediately downstream from the flow disturbance for the Group 1 devices. Under
these conditions, the average fluid velocity along the USFM signal path was slower than if the velocity profile were fully developed. Therefore, when the software within USFM applied the velocity correction factor to the disturbed, slower velocity, the displayed flow rate was lower than the actual flow rate. To illustrate this point, we evaluated the distribution of pipe flow as a function of distance from the centerline of the pipe. Starting with the power law equation (eq. 6) and applying continuity, the following relationship was developed:

\[
R = \frac{1}{n} \left\{ (2n+1) \left[ 1 - (1 - f)^{\frac{1}{n}} \right] - (n+1) \left[ 1 - (1 - f)^{\frac{1}{n}} \right] \right\}
\]

(19)

where

- \( R \) = fraction of total flow accumulated up to position \( f \)
- \( f \) = fraction of inside pipe radius from the centerline.

Equation 19 is plotted in figure 9 along with the measured data for BV5 at 2 and 50 \( D_p \) (Re = 5.02 \( \times 10^5 \)). Note that from the theoretical curve, 50% of the flow should occur between the pipe wall and 0.68 of the pipe radius. From the measured data at 2 \( D_p \), only 46% of the flow was in the area between zero and \( f = 0.68 \). Thus, 54% of the flow was between \( f = 0.68 \) and \( f = 1.0 \), rather than the expected 50%. Measured data collected at 50 \( D_p \) agreed well with the theoretical curve, indicating that the velocity profile was fully developed at 50 \( D_p \) downstream from the BV5 flow disturbance. BV5 was
used for this illustration because it produced the largest RMSE of all the tested flow disturbances that fell into Group 1. For the SEL flow disturbance (also Group 1), the trend was similar. At 2 $D_p$, 52% of the flow was concentrated between $0.68 < f < 1.0$.

The flow ratio data presented in figure 3 present a less clear picture. The BH1 and BV1 flow-disturbing devices behaved similarly in that both caused the USFM to read high near the flow disturbance. The flow ratios for both devices decreased between locations 4.5 $D_p$ and 10 $D_p$, but increased at 10 $D_p$ and greater. By 10 $D_p$, the USFM measurements were within 5% of the reference for both devices. The representative velocity profiles in figure 6 show that the higher velocities were concentrated near the center of the pipe at 2 and 4.5 $D_p$. The butterfly valve’s wafer caused flow separation. Inspection of figure 6 suggests that the fluid reunited after exiting the valve, causing higher velocities to be concentrated near the center of the pipe. However, as the downstream distance increased, the velocity profiles seemed to shift. From 10 to 22 $D_p$, the higher velocities appeared to move from the center of the pipe to nearer the pipe wall. On balance, the USFM read higher than the reference flow rate for the Group 2 devices.

The measured velocity profiles for BH1 and Re = 5.02 $\times 10^5$ were used to determine the distribution of flow between $0 < f < 0.68$ for the 2 and 50 $D_p$ meter locations (fig. 9). The results were 52% and 50% for 2 and 50 $D_p$, respectively. These results confirm that the flow was slightly more
concentrated near the inside of the pipeline when the metering cross-section was near the BH1 disturbance.

While examination of the velocity profile and flow ratio data was useful in determining why the USFM responded as it did, the accuracy analysis was instrumental in quantifying USFM performance and developing the USFM flow rate data correction methodology. Accuracy or performance envelopes (Miller, 1989) were developed to characterize USFM performance over the range of flow rates, pipe materials, and pipe diameters evaluated in this study. The accuracy envelopes incorporate the point or location-specific estimates of USFM directional bias and precision associated with a specific flow-disturbing device or class of devices (eq. 18). The points on the accuracy envelope plots represent the directional bias, and the error bars around those points define the precision. The envelopes, presented here in terms of FR on a percentage basis, document USFM performance from 2 to 50 D_p downstream from a given flow disturbance. Accuracy envelopes were developed for the Group 1 devices, and BH1 and BV1, as shown in figures 10 through 12, respectively. The accuracy envelope in figure 10 is based on data for the device that resulted in the largest confidence limit at each D_p. The limits of the envelope are for either BV5 or 2EL, depending on the distance from the flow disturbance. Separate accuracy envelopes were developed for BH1 and BV1 because the USFM performance differed between the two devices at downstream distances less than 22 D_p.

Figure 10 illustrates that, when using the USFM at 2 D_p downstream from one of the Group 1 devices, the USFM had
Figure 7. Area–weighted root mean square error (RMSE) vs. downstream distance for Group 1 devices.

Figure 8. Area–weighted root mean square error (RMSE) vs. downstream distance for Group 2 devices.
an average negative directional bias of approximately 15%. This means that at 2 \( D_p \) the mean USFM flow rate measurement was approximately 15% lower than the actual flow rate.

When the imprecision of \( \pm 21.5\% \) is accounted for, the overall accuracy at 2 \( D_p \) was \( \pm 36.5\% \), which exceeds the nominal acceptable limit of \( \pm 5\% \). As expected, at 50 \( D_p \) the USFM exhibited essentially no directional bias, and the overall accuracy had improved to less than \( \pm 3.5\% \).

Equation 14 was used to calculate a directional bias multiplier for each downstream measurement location for the Group 1 devices. A second–order polynomial was fit to the calculated multiplier (fig. 13). The regression relationship can be used to predict a directional–bias multiplier for any downstream measurement location between 2 and 50 \( D_p \). Directional bias can be removed from the raw USFM measurement simply by multiplying the USFM flow rate measurement by the multiplier. The accuracy after correction of the USFM measurement is shown in figure 14. The estimated accuracy of any corresponding corrected flow rate measurement can be found by using the regression equation presented in figure 14. Figure 14 illustrates that the accuracy of the corrected USFM is within \( \pm 4\% \) of actual flow for all measurements taken at 4.5 \( D_p \) and beyond. Without correction, the accuracy at 4.5 \( D_p \) is \( \pm 10\% \) (fig. 10). Obviously, the multiplier and associated accuracy estimates presented in figures 13 and 14 are only applicable to the specific piping conditions and flow–disturbing devices that
were evaluated in this study and placed into the Group 1 category.

The accuracy envelope for BH1 (fig. 11) shows that the directional bias was positive for all downstream distances and the maximum directional bias was approximately 7%. Figure 12 shows that for the BV1 device, the directional bias at 4.5 and 10 Dp was negative, while at 2, 22, and 50 Dp it was positive. Figures 11 and 12 indicate that, when measuring downstream from fully open wafer-type butterfly valves, the preferred orientation of the USFM transducers is parallel with the pivot axis of the valve, all else being equal. This orientation produced the most accurate results over the range of downstream distances evaluated here. Measuring across a vertical plane is not recommended because of potential air entrainment near the top of the pipe.

**SUMMARY AND CONCLUSION**

The performance of a transit–time ultrasonic flow meter was evaluated downstream from non–ideal, flow–disturbing piping configurations typically encountered in irrigation systems. Non–ideal piping configurations were created using three flow–disturbing devices: a 90° elbow, a disk–type check valve, and a wafer–type butterfly valve. These devices were arranged to produce seven different flow–disturbing configurations. Three pipe materials were used: polyvinyl chloride (PVC), Class 20 steel, and aluminum. USFM performance was tested across a range of flow rates corresponding to Re of 1.25 × 10^5, 2.51 × 10^5, 3.76 × 10^5, and 5.02 × 10^5. Measurements taken at 2, 4.5, 10, 22, and 50 pipe diameters downstream of the flow disturbance were compared to laboratory standard meters.

The USFM performance and corresponding flow–disturbing devices fell into one of two groups. Downstream from the devices that fell into Group 1 (single elbow, two elbows, check valve, or 50% open butterfly valve with either vertical or horizontal orientation), the USFM consistently under–predicted the actual flow rate. Group 2 (100% open butterfly valve with either horizontal orientation) had USFM both over– and under–predicted the actual flow rate; but as the downstream distance increased, the USFM consistently over–predicted the actual flow rate.

Without any correction, the USFM inaccuracy at 2 Dp was as high as ±56.5% of the actual flow rate. At 4.5 Dp, the inaccuracy was approximately ±10%. At 10, 22, and 50 Dp the inaccuracy was within approximately ±5% for all the tested devices. Based on these results, we recommend that the USFM be installed with at least 10 Dp of straight, unobstructed pipe upstream from the measurement location. If this installation requirement cannot be met, a multiplier was developed to correct for directional bias in the USFM measurement downstream from Group 1 devices. Applying the multiplier at 4.5 Dp and higher resulted in accuracies within ±4% of the actual flow rate.
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