In recent years, dengue viral infection has become one of the most widely-spread mosquito-borne diseases in the world, with an estimated 50-100 million cases annually, resulting in 500,000 hospitalizations. Due to the nature of the immune response to each of the four serotypes of dengue virus, secondary infections of dengue put patients at higher risk for more severe infection as opposed to primary infections. The current hypothesis for this phenomenon is antibody-dependent enhancement, where strain-specific antibodies from the primary infection enhance infection by a heterologous serotype. To determine the mechanisms responsible for the increase in disease severity, we develop mathematical models of within-host virus-cell interaction, epidemiological models of virus transmission, and a combination of the within-host and between-host models. The main results of this thesis focus on the within-host model. We model the effects of antibody responses against primary and secondary virus strains. We find that secondary infections lead to a reduction of virus removal. This is slightly different than the current antibody-dependent enhancement hypothesis, which suggests that the rate of virus infectivity is higher during secondary infections due to antibody failure to neutralize the virus. We use the results from the within-host model in an epidemiological multi-scale model. We start by constructing a two-strain SIR model and vary the parameters to account for the effect of antibody-dependent enhancement.
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Chapter 1

Introduction

The outline of the thesis is described as follows. We begin the second chapter by first giving a brief overview of the biology of the immune system, followed by a description of dengue viral infection and its epidemiology. We then describe the current hypothesis for why more cases of dengue hemorrhagic fever have been seen recently, known as antibody-dependent enhancement. We also describe the problems that face those trying to develop a vaccine against dengue. In the third chapter, we give an overview of the mathematics behind different modeling techniques of the biological behaviors described in the second chapter. We split this into three parts: within-host modeling, which describes the interaction between virus and the immune system; epidemiological modeling, which describes the nature of an infection throughout a population; and multi-scale modeling, which combines within-host modeling and epidemiological modeling. In each of these instances, we give an overview of the modeling techniques in general, and then explain work that has been done using these models that is dengue-specific. In the fourth chapter, we formulate a within-host model of dengue viral infection. Due to the nature of the dengue virus, we differentiate between primary and secondary infections. Details are found in chapter two. We thus develop two models to account for these differences. In each case, we prove that with positive initial conditions, the solutions are positive and bounded, as to make sense biologically. We determine the steady states of each model and their stability. We use published data to fit our models and perform a sensitivity analysis for estimated parameters. We finish this section by discussing the implications of our results. In the fifth chapter, we modify an existing epidemiological model of dengue [7] and discuss its behavior. In the sixth chapter, we modify the epidemiological model described in the fifth chapter using the conclusions reached through within-host modeling. We conclude in the seventh chapter with a summary of our future work, which relates mostly to multi-scale modeling of dengue viral infection.
Chapter 2

Biological Background

2.1 The Immune System

The immune system responses are processes in which the host fights off an infection due to a foreign particle, which in our case is a virus. The response consists of two parts: the innate immunity, which is non-specific and contains no memory; and adaptive immunity, which is pathogen-specific and relies on memory of previous infections [1]. We will focus on outlining the adaptive immune response since it relates to dengue viral infection. Adaptive immune responses can be split into two types of responses, one carried out by B-cells (antibody response) and the other carried out by T-cells (cell-mediated immune response) [1]. The antibody response activates B-cells, which mature into plasma cells which then produce antibodies. The antibodies travel through the bloodstream and bind to the infiltrating virus. Antibody functions can be split into two categories: neutralizing and non-neutralizing. When bound to neutralizing antibodies, the virus no longer has the ability to bind to receptors on target cells, thus making the virus unable to infect and therefore neutralizing the virus [1]. Non-neutralizing antibodies only mark the virus, which can still infect, so that phagocytes, cells that exist specifically to ingest anything harmful to the body, can destroy them. In cell-mediated immune responses, activated T-cells eliminate infected cells that have virus proteins on their surface, causing infected cells to be destroyed before the virus is allowed to replicate [1]. A figure of the adaptive immune response is shown below.
2.2 Dengue Viral Infection

Dengue viral infection is a mosquito-borne disease which evolves into either dengue fever (DF), dengue hemorrhagic fever (DHF) or dengue shock syndrome (DSS) depending on certain host factors. DF is largely asymptomatic, where the worst cases result in mild symptoms such as rash, headache, and nausea [11]. However, DHF and DSS are severe illnesses, with DHF typified by high blood platelet count, bleeding, and liver damage, while DSS results in symptoms such as high blood pressure, internal bleeding, and possible shock if not treated in a proper time span [15]. The estimated number of cases a year is in the range of 50-100 million, resulting in 500,000 hospitalizations, making dengue one of the most difficult mosquito-borne diseases in the world [11].

Dengue virus consists of four serotypes, usually labeled DENV 1-4. Once patients become infected with one of the serotypes, strain-specific antibodies are produced and patients develop lifelong immunity against any homologous serotype [15]. This is known as the period of primary infection, and will most often be either asymptomatic or result in mild dengue fever. Patients also undergo a three-month period of cross-protection where they become immune to the other three serotypes [13]. After this period of immunity has elapsed, if they are at some later point infected with a heterologous serotype, they are at increased risk of
developing DHF, and will most likely suffer a more severe form of illness than they experienced during primary infection [15]. One hypothesis for why this occurs is discussed in the next section. Although tertiary and quaternary infections are in theory possible, they are rare. It is assumed that immunity from all four serotypes develops after secondary infection [13].

Illnesses with DF-like symptoms have been described as far back as 400 AD, but the first case of DHF was discovered relatively recently, in approximately 1953 [11]. Since then, there have been many large-scale epidemics of DHF, mostly in tropical regions [15]. The disease is spread through human contact and contact with the species Aedes aegypti [11]. The clearest example of DHF-outbreak has been in the Central and South Americas, after its mosquito-elimination program was discontinued in the 1970s [11]. Specifically in Cuba, DENV-1 was brought into the country in 1977, resulting in approximately half of the population becoming infected, mostly asymptomatic, with some mild cases of dengue fever [15]. However, in 1981, when DENV-2 was introduced into the country, much more severe cases of dengue were seen, including DHF/DSS. Those that had secondary infection were more likely to develop severe disease [15]. It has been hypothesized that the cause of these outbreaks can be attributed to multiple strains of the virus circulating in the same region, leading to increased incidence of cases of DHF.

2.3 Antibody-Dependent Enhancement

The recent epidemics of DHF have been ascribed to a hypothesis known as antibody-dependent enhancement (ADE). As described previously, during dengue primary infection, strain-specific antibodies are produced as an immune system response to the virus [13]. However, after the period of cross-protection, if a host is infected with a heterologous serotype, there is increased risk of severe infection [37]. This is thought to be caused by the antibodies that are produced as a response to the primary infection. Normally, neutralizing antibodies bind to the virus, which then attach to FcγR receptors on a host cell, which trigger either phagocytosis or antibody-dependent cytotoxicity, two processes which allow the virus to be destroyed [41]. These FcγR receptor-bearing cells are not normally infected with virus. However, in antibody-dependent enhancement, since the strain-specific antibodies from the primary infection are present, they bind to the secondary dengue virus and attempt to neutralize it. However, the antibodies from the primary infection are not able to neutralize the secondary dengue virus, thus allowing the FcγR receptor-bearing cells to become infected when they ingest antibody-virus complexes [41]. This leads to more cells becoming infected, which leads to more virus being produced in the body, which leads to more severe infection.
2.4 Original Antigenic Sin

Another hypothesis that may describe the behavior of dengue infection is that of original antigenic sin. In this scenario, the immune response to a secondary infection of a heterologous serotype is dominated by effector cells specific to primary infection. However, these effector cells have a lower affinity for the secondary virus, meaning they are not able to clear the secondary virus as easily [29]. This is different than antibody-dependent enhancement since the effector cells can be activated sooner than the antibody response for a secondary infection.

2.5 Vaccination

Although there is an ongoing dengue vaccine trial being tested [24], there is currently no vaccine to protect against all dengue virus serotypes. The main problem with vaccinating against the dengue virus is that if a population is vaccinated against only one strain, it is as if the population has been subject to a primary infection [41]. The vaccination program thus puts the entire population at risk for more severe infection than they otherwise would have been if the vaccine program had not been implemented. Therefore, it has been suggested that a vaccination program must induce a long-lasting antibody response against all four serotypes simultaneously in order to be effective at preventing severe infection from occurring [41]. Also, problems may arise if not enough people are vaccinated, as those who are asymptomatic due to vaccination will be able to transmit the disease.
Chapter 3

Mathematical Background

3.1 Introduction

Mathematical modeling can be used to simulate a series of processes over time. Specifically in regards to biological models, we can better understand the underlying causes of infection in an individual (within-host modeling) or infection in a population (epidemiological modeling). Models can be used to estimate parameters that we do not have the means of measuring in a laboratory by fitting a model simulation to known data. Models can also predict the future behavior of diseases depending on certain conditions [43]. Most importantly, the models can be used to further guide biological experiments.

3.2 Within-Host Modeling

We can model the dynamics of a virus inside a host using a system of three ordinary differential equations. This model does not factor in an immune response and only considers the interactions between target cells $T$, infected cells $I$, and the virus $V$. Over time, if the target cells and virus interact at rate $\beta$, then these target cells become infected. Infected cells die at rate $\delta$ and produce more virus at rate $p$. The virus is cleared at rate $c$. Thus, the model is

\[
\begin{align*}
\frac{dT}{dt} &= -\beta TV \\
\frac{dI}{dt} &= \beta TV - \delta I \\
\frac{dV}{dt} &= pI - cV
\end{align*}
\] (3.1)
Variations of this model, some including source and death rates for target cells, have been used to simulate other viral infections such as influenza, HIV, HBV, and HCV [20, 3, 32, 5, 42, 10]. Most other mathematical models of within-host dynamics of a virus will be a variation on the above model, albeit with more equations and more terms depending on what the researcher is studying. Immune responses can be modeled by including terms to represent different immunological factors, such as B-cells, T-cells, and antibodies [6, 35]. Since we have a system of differential equations, we can then study the model to find the steady states, whether they are stable or unstable, and determine what conditions must be satisfied in order to achieve these results. There may be some steady states that have no biological significance, and can thus be ignored. Also, when modeling biological systems, it is important to have a model such that all of the terms are positive and bounded so the system is biologically reasonable.

There have been few attempts to model the within-host dynamics of DENV [34], as most mathematical models of DENV have focused on its epidemiology. We formulate a model which describes the within-host dynamics of primary and secondary DENV in chapter four.

### 3.3 Epidemiological Modeling

We can model the epidemiology of a virus in a population in a similar fashion to how we model the within-host dynamics. The simplest model is a system of three ordinary differential equations showing the interaction between those that are susceptible to the virus $S$, those that are infected with the virus $I$, and those that are recovered from the infection $R$ [21]. We assume that the susceptible and the infected interact at rate $\beta$, and that the infected
recover at rate $v$. Thus, the model is

$$\frac{dS}{dt} = -\beta SI$$
$$\frac{dI}{dt} = \beta SI - vI$$
$$\frac{dR}{dt} = vI$$

(3.2)

Figure 3.2: The SIR model.

Again, as this is the simplest model possible for describing the population dynamics as a virus works its way through a population, terms and parameters can be added based on the specific dynamics of the virus. We can again analyze the steady states and determine their stability, making sure that all the terms are positive and bounded, so as to be biologically reasonable. Often the model will use proportions so that $S + I + R = 1$. This allows for more complex models to be simplified since one variable can be written in terms of the two others.

As opposed to the within-host model, much work has been done on modeling the dynamics of the epidemiology of the dengue virus. We review two approaches that have been taken recently.

We describe a model which considers two serotypes circulating in the same area, and distinguishes between those with primary infection and those with secondary infection [7]. The transmission rate of those with secondary infection is assumed to be different from those with primary infection by a rate of enhancement. Using overlapping compartments, we define $s$ as those who have been infected with neither serotype, $x_i$ as those who have been infected with serotype $i$, $y_i$ as those who are currently infected with serotype $i$, and $y_{ij}$ as those who are currently infected with serotype $j$ having been previously infected with serotype $i$. Note that $x_i$ contains $y_i$ and $y_{ji}$. Therefore, at any one time, a member of the population is either in $s$, in solely one of the $x_i$, or in both of the $x_i$. We define the force of infection $\lambda_i$ as

$$\lambda_i = \beta(y_i + \phi_i y_{ji})$$

(3.3)
This takes into account the transmission probability of the virus $\beta_i$ and the enhancement effect $\phi_i > 1$ of having a secondary infection. The birth/death rate $\mu$ and the length of infection $\frac{1}{\sigma}$ are also taken into account.

The model structure is as follows.

\[
\begin{align*}
\frac{ds}{dt} &= \mu - s\lambda_1 - s\lambda_2 - \mu s \\
\frac{dy_1}{dt} &= s\lambda_1 - \sigma y_1 \\
\frac{dy_2}{dt} &= s\lambda_2 - \sigma y_2 \\
\frac{dy_{12}}{dt} &= (1 - x_2 - s)\lambda_2 - \sigma y_{12} \\
\frac{dy_{21}}{dt} &= (1 - x_1 - s)\lambda_1 - \sigma y_{21} \\
\frac{dx_1}{dt} &= (1 - x_1)\lambda_1 - \mu x_1 \\
\frac{dx_2}{dt} &= (1 - x_2)\lambda_2 - \mu x_2
\end{align*}
\] (3.4)

The model results in oscillatory behavior which is consistent with what has been observed in outbreaks of dengue epidemics.

We modify this model in chapter 5 in order to make it easier to work with by dividing the overlapping compartments into non-overlapping compartments.

We now discuss a more complicated model including a latent stage $E_i$, cross-protection $C_i$, and a vector population $V_i$ [40]. The forces of latency $\epsilon_{V_i}$ and infection $\lambda_{V_i}$ exerted by the vector and the forces of latency $\epsilon_{H_i}$ and infection $\lambda_{H_i}$ exerted by hosts are also included. The
model structure is as follows

\[
\frac{dS_0}{dt} = \left( N_H - S_0 \right) \mu_H - \left( \lambda V_1 + \lambda V_2 \right) \frac{S_0}{N_H}
\]

\[
\frac{dE_i}{dt} = \lambda V_i \frac{S_0}{N_H} - \phi_j \lambda V_j \frac{E_i}{N_H} - \left( \sigma_H + \mu_H \right) E_i
\]

\[
\frac{dI_i}{dt} = \sigma_H E_i - \phi_j \lambda V_j \frac{I_i}{N_H} - \left( \gamma_i + \mu_H \right) I_i
\]

\[
\frac{dC_i}{dt} = \gamma_i I_i - \epsilon_j \lambda V_j \frac{C_i}{N_H} - \left( \delta_i + \mu_H \right) C_i
\]

\[
\frac{dS_i}{dt} = \left( 1 - p_i \right) \delta_i C_i - \chi_j \lambda V_j \frac{S_i}{N_H} - \mu_H S_i
\]

\[
\frac{d\epsilon_{H_i}}{dt} = \lambda V_i \frac{S_0}{N_H} + \eta_h \left( \phi_i \lambda V_i \frac{E_j + I_j}{N_H} + \epsilon_i \lambda V_i \frac{C_j}{N_H} + \chi_i \lambda V_i \frac{S_j}{N_H} \right) - \left( \sigma_H + \mu_H \right) \epsilon_{H_i} \quad (3.5)
\]

\[
\frac{d\lambda_{H_i}}{dt} = \beta_i \sigma_H \epsilon_{H_i} - \left( \gamma_i + \mu_H \right) \lambda_{H_i}
\]

\[
\frac{dS_{12}}{dt} = \sum_{i=1}^{2} \left( 1 - p_i \right) \left( 1 - p_x \right) \left( \phi_i \lambda V_i \frac{E_j + I_j}{N_H} + \epsilon_i \lambda V_i \frac{C_j}{N_H} + \chi_i \lambda V_i \frac{S_j}{N_H} \right) - \mu_H S_{12}
\]

\[
\frac{dV_i}{dt} = \left( k N_H (1 - a \cos(2\pi t)) - V_{S_i} \right) \mu_V - \lambda_{H_i} \frac{V_i}{N_H}
\]

\[
\frac{d\epsilon_{V_i}}{dt} = \lambda_{H_i} \frac{V_{S_i}}{N_H} - \left( \sigma_V + \mu_V \right) \epsilon_{V_i}
\]

\[
\frac{d\lambda_{V_i}}{dt} = \alpha_i \sigma_V \epsilon_{V_i} - \mu_V \lambda_{V_i}
\]

This model also leads to oscillations consistent with dengue data if cross-immunity and strong ADE effects are observed. Interestingly, we can derive the first model from the second model by setting

\[
\lambda_{V_i} = \frac{\alpha_i k \sigma_V \lambda_{H_i}}{\mu_V (\sigma_V + \mu_V)} \quad (3.6)
\]

and \( V_{S_i} = k N_H \) and \( \frac{1}{\sigma_H} \to 0 \), \( \phi_i = \epsilon_i = \chi_i = 1 \), \( \eta_i > 1 \).

### 3.4 Multi-Scale Modeling

In multi-scale modeling, we relate within-host and epidemiological models. We review two examples of multi-scale models that differ in their approach.

One multi-scale model studying the effects of temperature on influenza fitness [18] first begins with a simple within-host model similar to 3.1 to describe the within-host dynamics of the influenza virus. The epidemiological model is similar to 3.2, but includes a term for the
virus that exists in the environment. So using constant rates for the rate of transmission \( b_1 \) between infected hosts \( I \) and susceptible hosts \( S \), the rate of transmission \( b_2 \) between pathogen \( P \) and susceptible hosts, the recovery rate \( g \) of infected hosts, the rate of expulsion \( w \) of the virus into the environment by infected hosts, and the natural clearance rate \( c_b \) of the virus in the environment, the epidemiological model can be written as

\[
\frac{dS}{dt} = -b_1 SI - b_2 SP \\
\frac{dI}{dt} = b_1 SI + b_2 SP - gI \\
\frac{dP}{dt} = wI - c_b P
\]  

(3.7)

The multi-scale model, however, requires that the rate of transmission \( b_1 \) between hosts, the rate of expulsion of virus \( w \) into the environment by an infected host, and the rate of recovery \( g \) of an infected host all depend on the time since the initial infection. So, the multi-scale model can be written as

\[
\frac{dS(t)}{dt} = -b_2 S(t)P(t) - S(t) \int_0^\infty b_1(a)I(t,a)da \\
I(t,0) = b_2 S(t)P(t) + S(t) \int_0^\infty b_1(a)I(t,a)da \\
\frac{\partial I(t,a)}{\partial t} = -\frac{\partial I(t,a)}{\partial a} - g(a)I(t,a) \\
\frac{dP(t)}{dt} = \int_0^\infty w(a)I(t,a)da - c_b P(t)
\]  

(3.8)

The model is shown in Fig 3.3.

Figure 3.3: A diagram of the multi-scale model described in Chapter 3.4 [18].
This requirement combines the two models because $b_1(a)$ and $w(a)$ depend on the amount of virus within an infected host. To make the model simpler, they assume that all infected hosts are infectious for a fixed period $D$. However, this depends on the within-host model as well, since $D$ can be determined from the length of time the graph of the virus in the within-host model stays above a certain threshold. In this case $g(a)$ is a Dirac-delta function. The multi-scale model is mainly used to determine $R_0 = R_d + R_e$, where $R_0$ is the basic reproductive number, which estimates the number of new infections caused by an infected host; $R_d$ is the number of new infections caused by direct contact; and $R_e$ is the number of new infections caused by the environment after virus is expelled from the infected host. Since $b_1(a)$ and $w(a)$ both depend on the viral load, they determine that

$$R_d = S(0)h_1 \int_0^D f(V(a))da$$
$$R_e = \frac{b_2h_2S(0)}{c_h} \int_0^D f(V(a))da$$

where $f(x)$ is a real valued function. They look at three different functions

$$f_1(x) = x$$
$$f_2(x) = \frac{5x \log(x)^5}{2.5^5 + \log(x)^5}$$
$$f_3(x) = \log(x)$$

They then have data which relates the rate of decay of a strain of influenza virus to the temperature. Based on this data, they determine $c_w$, the within-host viral clearance rate, and $c_b$, the multi-scale model viral clearance rate, since they assume temperature in the body is 40 degrees Celsius and temperature in the environment is 5 degrees Celsius. The other parameters of the within-host model were determined from previous studies. Thus, from running the within-host model, they determine the viral load over time, which allows them to calculate the fitness of $R_d$ and $R_e$ for influenza strains relative to a reference strain, where the constants of $R_d$ and $R_e$ cancel out.

By analyzing the results of these models, they find that if $R_d$ and $R_e$ use $f_3$, there is evolutionary pressure for strains of influenza to persist at high temperatures. If $f_1$ or $f_2$ are used for $R_d$ and $R_e$, then influenza strains that persist at low temperatures have highest fitness. The results show that the fitness of influenza strains depends on the viral load within a host, which can only be obtained by studying the multi-scale model.

Instead of partial differential equations, the multi-scale model described by Heffernan [19] adds compartments to an epidemiological model based on the results of a within-host model. They first develop a within-host model for measles which includes memory CD8 T-cells. Based on this model, they then add compartments to the basic SEIR model (like the SIR
model but including a compartment for exposed but not infected) which correspond to individuals who have different levels of memory CD8 T-cells, some due to natural infections and those due to vaccination. These compartments are separated since vaccination results in lower memory cell levels as compared to those who have been exposed to natural infection. The equations are

\[
\begin{align*}
\frac{dS_0}{dt} &= B(1 - p) + qR_0 + w_1S_1 - \lambda S_0 - dS_0 \\
\frac{dS_v}{dt} &= Bp + qR_v + w_{v+1}S_{v+1} - \lambda S_v - dS_v - w_vS_v \\
\frac{dS_i}{dt} &= qR_i + w_{i+1}S_{i+1} - \lambda S_i - dS_i - w_iS_i \forall i \neq 0, v \\
\frac{dE_i}{dt} &= \lambda S_i - a_iE_i - dE_i \\
\frac{dI_i}{dt} &= a_iE_i - g_iI_i - dI_i \\
\frac{dR_i}{dt} &= w_{i+1}R_{i+1} + \sum_j b_{ij}g_jI_j - w_iR_i - qR_i \\
\lambda &= \sum_i \beta_iI_i
\end{align*}
\]

(3.11)

\(S_i\) and \(R_i\) now refer to those who will get a boosting effect in their memory levels from infection and those who will not, respectively. The number \(v\) is fixed such that vaccination immediately gives an individual some form of immune memory, albeit not as high as if an individual had actually been infected. In this case, they use the parameters \(v = 90\), while \(i = 0, 1, ..., 178\). The parameters for the rate of exposure \(a_i\), the rate of infection \(g_i\), the transmission rate \(\beta_i\), and the boosting effect \(b_{ij}\) from memory level \(i\) to memory level \(j\) due to infection are determined by the within-host model, which makes this a multi-scale model. The \(w_i\) represents the rate of waning immunity over time, \(q\) represents the proportion of those that do see a boost in their immune levels after consecutive epidemics, and \(B\) and \(d\) are birth and death rates.

They find that, as might be expected, very high levels of vaccination result in eradication of the virus. However, for relatively high levels of vaccination (80%) and moderate waning immunity effects, large cycles are produced. Therefore, by incorporating the results from the within-host model into the epidemiological model, effects can be observed that would not otherwise be able to be studied from the epidemiological model or within-host model alone.

Since multi-scale modeling has only been introduced within the past decade [19], no research has currently been done on multi-scale modeling relating to dengue. In future studies, we plan to incorporate the results from the models described in this paper to develop a sophisticated multi-scale model of dengue viral infection.
Chapter 4

A Within-Host Model of Dengue Viral Infection

4.1 Primary Infection

We model the host-virus dynamics during primary infection with a dengue virus. The model describes the interaction between uninfected monocytes, $T$, infected monocytes, $I$, dengue virus, $V$, resting and activated B lymphocytes, $B$ and $B_a$, plasma cells, $P$, and antibody, $A$, as follows. Uninfected monocytes are produced at constant rate $s$, die at per capita rate $d_T$, and become infected at constant rate $\beta$. Infected monocytes die at per capita rate $\delta > d_T$ due to both virus-induced and immune-system-induced toxicity [26, 28]. Virus is produced at constant rate $p$ and is cleared at per capita rate $c$. Naive B-lymphocytes which encounter antigen become activated at constant rate $\alpha$. Resting and activated B-cells die at per capita rates $d_B$ and $d_{B_a}$, respectively. A constant fraction $k$ of activated cells become plasma cells in an antigen dependent manner. Plasma cells are maintained in the body for a long time to account for immunological memory. We model this through a logistic term with maximum growth rate $r$ and carrying capacity $K_P$. They produce antibodies at constant rate $N$. Antibodies are cleared at per capita rate $d_A$, reduce viral infectivity at constant rate $\eta$, and enhance viral clearance at rate $\gamma$. Note that $\eta$ is the effect on the virus from neutralizing antibodies, whereas $\gamma$ is the effect on the virus from non-neutralizing antibodies.
The system describing these interactions is given by
\[
\begin{align*}
\frac{dT}{dt} &= s - d_T T - \frac{\beta TV}{1 + \eta A}, \\
\frac{dI}{dt} &= \frac{\beta TV}{1 + \eta A} - \delta I, \\
\frac{dV}{dt} &= pI - cV - \gamma VA, \\
\frac{dB}{dt} &= -\alpha BV - dB_B, \\
\frac{dB_a}{dt} &= \alpha BV - k_B V - dB_a B, \\
\frac{dP}{dt} &= rP \left(1 - \frac{P}{K_P}\right) + k_B V, \\
\frac{dA}{dt} &= NP - d_A A.
\end{align*}
\] (4.1)

4.1.1 Analytical Results

In this section we establish the positivity and boundness of the solutions of model (4.1). We assume that the initial conditions for the system have the form
\[
\begin{align*}
T(0) &= T_0 > 0, I(0) = I_0 > 0, V(0) = V_0 > 0, \\
B(0) &= B_0 > 0, B_a(0) = B_{a0} > 0, P(0) = P_0 > 0, A(0) = A_0 > 0.
\end{align*}
\] (4.2)

Proposition 1. The solutions of system (4.1) subject to initial conditions (4.2) are positive on \([0, b]\) for some \(b > 0\).

Proof. Note that (4.1) is locally Lipschitz at \(t = 0\). Therefore, the solution of (4.1) subject to (4.2) exists and is unique on \([0, b]\) for some \(b > 0\).

Assume that there exists \(t_1 \in (0, b)\) such that \(I(t_1) = 0\) and all variables are positive in \((0, t_1)\). For all \(t \in [0, t_1]\)
\[
\frac{dI}{dt} = \frac{\beta TV}{1 + \eta A} - \delta I \geq -\delta I,
\] (4.3)

Hence, \(I(t_1) \geq I_0 e^{-\delta t_1} > 0\), a contradiction. Using similar arguments we can show that \(P(t) > 0\) and \(A(t) > 0\) for all \(b > t \geq 0\).

Assume that there exists \(t_1 \in (0, b)\) such that \(V(t_1) = 0\) and all variables are positive in \((0, t_1)\). Note that since \(A(t) > 0\) for all \(b > t \geq 0\), \(\gamma A > 0\). Since \(A(t)\) is continuous, \(A(t)\) is bounded on \([0, t_1]\). So there exists an \(M_1\) such that \(M_1 \geq \gamma A > 0\) and
\[
\frac{dV}{dt} = pI - cV - \gamma VA \geq -cV - M_1 V = -(c + M_1)V,
\] (4.4)
for all \( t \in [0, t_1] \). Therefore, \( V(t) \geq V_0 e^{-(c+M_1) t} > 0 \) for \( t \in [0, t_1] \). In particular, \( V(t_1) > 0 \), which is in contradiction with the \( V(t_1) = 0 \) assumption.

Assume that there exists \( t_1 \in (0, b) \) such that \( T(t_1) = 0 \) and all variables are positive in \((0, t_1)\). Note that since \( A(t) > 0 \) and \( V(t) > 0 \) for all \( b > t \geq 0 \), \( \frac{\beta V}{1+\alpha A} > 0 \). Since \( V(t) \) and \( A(t) \) are continuous, they are bounded on \([0, t_1]\). Therefore, there exists an \( M_2 \) such that \( M_2 \geq \frac{\beta V}{1+\alpha A} > 0 \) and

\[
\frac{dT}{dt} = s - d_T T - \frac{\beta TV}{1+\alpha A} \geq -d_T T - M_2 T = -(d_T + M_2)T, \tag{4.5}
\]

for all \( t \in [0, t_1] \). This implies that \( T(t) \geq T_0 e^{-(d_T + M_2) t} > 0 \) for \( t \in [0, t_1] \). In particular, \( T(t_1) > 0 \), which is in contradiction with the \( T(t_1) = 0 \) assumption.

Assume that there exists \( t_1 \in (0, b) \) such that \( B(t_1) = 0 \) and all variables are positive in \((0, t_1)\). Note that since \( V(t) > 0 \) and bounded on \([0, t_1]\), there exists an \( M_3 \) such that \( M_3 \geq \alpha V > 0 \) and

\[
\frac{dB}{dt} = -\alpha BV - dB B \geq -M_3 B - dB B = -(M_3 + dB)B, \tag{4.6}
\]

for all \( t \in [0, t_1] \). This implies that \( B(t) \geq B_0 e^{-(M_3 + dB) t} > 0 \) for \( t \in [0, t_1] \). In particular, \( B(t_1) > 0 \), which is in contradiction with the \( B(t_1) = 0 \) assumption.

Assume that there exists \( t_1 \in (0, b) \) such that \( B_a(t_1) = 0 \) and all variables are positive in \((0, t_1)\). Note that since \( V(t) > 0 \) and and bounded on \([0, t_1]\), there exists an \( M_4 \) such that \( M_4 \geq kV > 0 \) and

\[
\frac{dB_a}{dt} = \alpha BV - k B_a V - d_{B_a} B_a \geq -k B_a V - d_{B_a} B_a \geq -M_4 B_a - d_{B_a} B_a = -(M_4 + d_{B_a})B_a \tag{4.7}
\]

for all \( t \in [0, t_1] \). This implies that, \( B_a(t) \geq B_{a0} e^{-(M_4 + d_{B_a}) t} > 0 \) for \( t \in [0, t_1] \). In particular, \( B_a(t_1) > 0 \), which is in contradiction with the \( B_a(t_1) = 0 \) assumption.

Therefore, the system (4.1) subject to the initial conditions (4.2) has positive solutions for all \( b > t \geq 0 \). □

**Proposition 2.** The solution of system (4.1) subject to initial conditions (4.2) remains bounded on \([0, b]\) for some \( b > 0 \).

**Proof.** From Proposition 1 we know that all variables are positive for \( b > t \geq 0 \). Let \( F_1(t) = T(t) + I(t) \) and \( m = \min(d_T, \delta) \). Therefore,

\[
\frac{dF_1}{dt} = s - d_T T - \delta I \leq s - m(T + I) = s - mF_1, \tag{4.8}
\]
which implies that
\[ F_1(t) \leq \max\{F_1(0), \frac{s}{m}\}. \tag{4.9} \]
for \( t \in [0, b) \). Since \( T(t) > 0 \) and \( I(t) > 0 \), for \( t \in [0, b) \) we have that \( T(t) \) and \( I(t) \) are bounded for \( t \in [0, b) \).

Note that since \( I(t) \) is bounded for \( t \in [0, b) \), there exists \( M_1 > 0 \) such that \( pI(t) < M_1 \) for \( b > t \geq 0 \). Therefore,
\[ \frac{dV}{dt} = pI - cV - \gamma AV \leq M_1 - cV, \tag{4.10} \]
which implies that
\[ V(t) \leq \max\{V(0), \frac{M_1}{c}\}, \tag{4.11} \]
and, consequently, \( V(t) \) is bounded for \( t \in [0, b) \).

Let \( F_2(t) = B(t) + B_a(t) \). Note that
\[ \frac{dF_2}{dt} = -kB_aV - d_BB - dB_aB_a \leq 0. \tag{4.12} \]

Therefore,
\[ F_2(t) \leq F_2(0) = B_0 + B_{a0}, \tag{4.13} \]
and, since \( B(t) \) and \( B_a(t) \) are positive for \( t \in [0, b) \), \( B(t) \) and \( B_a(t) \) are bounded for \( t \in [0, b) \).

Note that since \( B_a(t) \) and \( V(t) \) are bounded for \( t \in [0, b) \), there exists \( M_2 > 0 \) such that \( kB_a(t)V(t) < M_2 \) for \( t \in [0, b) \). Therefore,
\[ \frac{dP}{dt} = kB_aV + rP(1 - \frac{P}{K_P}) \leq M_2 + rP - \frac{r}{K_P}P^2 = \frac{-r}{K_P}(P - X)(P - Y), \tag{4.14} \]
where
\[ X = \frac{K_P + \sqrt{K_P^2 + 4K_PM_2}}{2}, \tag{4.15} \]
\[ Y = \frac{K_P - \sqrt{K_P^2 + 4K_PM_2}}{2}. \]

Note that \( X > 0, Y < 0 \), and
\[ P(t) \leq \frac{XYe^{-\frac{r(X-Y)t}{M}}}{1 - Ce^{-\frac{r(X-Y)t}{M}}}, \tag{4.16} \]
where \( C = \frac{P_0 - X}{P_0 - Y} \). Therefore \( P(t) \leq \max\{P(0), X\} \) for \( t \in [0, b) \).

Note that since \( P(t) \) is bounded for \( t \in [0, b) \), there exists \( M_3 > 0 \) such that \( NP(t) < M_3 \) for \( t \in [0, b) \). Since
\[
\frac{dA}{dt} = NP - d_A A \leq M_3 - d_A A,
\]
we get that \( A(t) \leq \max\{A(0), \frac{M_3}{d_A}\} \). Therefore, \( A(t) \) is bounded for \( t \in [0, b) \).

This concludes the proof that system (4.1) subject to initial conditions (4.2) has bounded solutions for \( t \in [0, b) \). \( \square \)

**Proposition 3.** The solution of system (4.1) subject to initial conditions (4.2) is positive and bounded for all \( t > 0 \).

*Proof.* In proposition 1 and 2 we showed that the solutions of (4.1) subject to initial conditions (4.2) are positive for all \( t \in [0, b) \). This together with the uniform boundedness of solutions on \([0, b)\) implies that \( b = \infty \). \( \square \)

### 4.1.2 Stability Analysis

In this section we describe model (4.1)’s equilibria and their local stability. System (4.1) has four steady states. The disease-free steady state is given by
\[
S_1 = \left( \frac{s}{d_T}, 0, 0, 0, 0, 0, 0, 0 \right).
\]

The virus persistence in the absence of antibody responses is given by
\[
S_2 = (T_2, I_2, V_2, 0, 0, 0, 0).
\]

The virus persistence in the presence of antibody responses is given by
\[
S_3 = (T_3, I_3, V_3, 0, 0, K_P, K_A).
\]

The antibody-induced virus clearance is given by
\[
S_4 = \left( \frac{s}{d_T}, 0, 0, 0, 0, K_P, K_A \right),
\]
where
\[
V_2 = \frac{\beta ps - c\delta d_T}{\beta c\delta},
\]
\[
I_2 = \frac{\beta ps - c\delta d_T}{\beta p\delta},
\]
\[
T_2 = \frac{c\delta}{\beta p},
\]
\[
K_A = \frac{N}{d_A} K_P,
\]
\[
T_3 = \frac{\delta}{\beta p} (1 + \eta K_A)(c + \gamma K_A),
\]
\[
I_3 = \frac{s}{\delta} - \frac{d_T}{\beta p} (1 + \eta K_A)(c + \gamma K_A),
\]
\[
V_3 = \frac{pI}{c + \gamma K_A}.
\]

Note that $S_2$ is positive, and therefore biologically relevant, when
\[
R_0 = \frac{\beta ps}{d_T c\delta} > 1.
\]  
(4.19)

$R_0$ is the basic reproductive number corresponding to a model without antibody responses. It represents the average number of progeny virus generated by one virus over the course of its lifetime, assuming an uninfected monocyte population.

$S_3$ is positive, and therefore biologically relevant, when
\[
R_0^p = \frac{R_0}{(1 + \eta K_A)(1 + \frac{2}{c} K_A)} > 1.
\]  
(4.20)

$R_0^p$ is the basic reproductive number corresponding to model (4.1) and represents the average number of progeny virus generated by one virus over the course of its lifetime in the presence of strain-specific antibodies, assuming an uninfected monocyte population.

We next study the asymptotic stability of these four steady states.

\[
J(X) = \begin{pmatrix}
-d_T - \frac{\beta V}{1 + \eta A} & 0 & -\frac{\beta T}{1 + \eta A} & 0 & 0 & 0 & \frac{\beta s TV}{(1 + \eta A)^2} \\
\frac{\beta V}{1 + \eta A} & -\delta & \frac{\beta T}{1 + \eta A} & 0 & 0 & 0 & \frac{\beta s TV}{(1 + \eta A)^2} \\
0 & p & -c - \gamma A & 0 & 0 & 0 & -\gamma V \\
0 & 0 & -\alpha B & -\alpha V - d_B & 0 & 0 & 0 \\
0 & 0 & \alpha B - kB_a & \alpha V & -d_{B_a} - kV & 0 & 0 \\
0 & 0 & kB_a & 0 & kV & G & 0 \\
0 & 0 & 0 & 0 & 0 & N & -d_A 
\end{pmatrix},
\]
is the Jacobian of system (4.1) at the steady state \( \overline{X} = S_i \) \((i = 1, \ldots, 4)\) and \( G = r - \frac{2rP}{K_F} \). If all eigenvalues of \( J(\overline{X}) \) have negative real parts, then the steady state \( \overline{X} \) is locally asymptotically stable.

**Proposition 4. Steady state \( S_1 \) is unstable.**

*Proof. \( J(S_1) \) has eigenvalue \( \lambda = r > 0 \). Therefore \( S_1 \) is unstable. \qed*

**Proposition 5. Steady state \( S_2 \) is unstable.**

*Proof. \( J(S_2) \) has eigenvalue \( \lambda = r \). Therefore, \( S_2 \) is unstable. \qed*

**Proposition 6. Steady state \( S_3 \) is locally asymptotically stable when \( R^p_0 > 1 \) and unstable otherwise.**

*Proof. \( J(S_3) \) has eigenvalues \( \lambda_1 = -d_A, \lambda_2 = -r, \lambda_3 = \frac{kdf_T}{\beta} [(1 + \eta K_A) - \frac{\beta ps}{\delta d_T(c + \gamma K_A)}] - d_B, \lambda_4 = \frac{\beta ps}{\delta d_T(c + \gamma K_A)} - d_B \), which are negative when \( R^p_0 > 1 \). Furthermore, eigenvalues \( \lambda_{5,6,7} \) solve
\[
\lambda^3 + L_1 \lambda^2 + L_2 \lambda + L_3 = 0,
\]

where
\[
L_1 = c + \gamma K_A + \delta + \frac{\beta ps}{\delta(1 + \eta K_A)(c + \gamma K_A)},
\]
\[
L_2 = \frac{\beta ps(c + \gamma K_A + \delta)}{\delta(1 + \eta K_A)(c + \gamma K_A)},
\]
\[
L_3 = \frac{\beta ps}{(1 + \eta K_A)} - \delta d_T(c + \gamma K_A).
\]

By the Routh-Hurwitz condition, \( \lambda_5, \lambda_6, \) and \( \lambda_7 \) have negative real parts if \( L_1 > 0, L_3 > 0 \) and \( D = L_1 L_2 - L_3 > 0 \). By algebraic manipulation we can show that these relations hold for \( R^p_0 > 1 \). Therefore, the chronic steady state \( S_3 \) is locally asymptotically stable if \( R^p_0 > 1 \). \qed*

**Proposition 7. Steady state \( S_4 \) is locally asymptotically stable when \( R^p_0 < 1 \) and unstable otherwise.**

*Proof. \( J(S_4) \) has eigenvalues \( \lambda_1 = -d_A, \lambda_2 = -d_B, \lambda_3 = -d_B, \lambda_4 = -d_T, \lambda_5 = -r \) which are always negative, and \( \lambda_{6,7} \) given by
\[
\lambda^2 + (c + \delta + \gamma K_A) \lambda + \delta(c + \gamma K_A) - \frac{\beta ps}{d_T(1 + \eta K_A)} = 0,
\]
which have negative real parts if \( \delta(c + \gamma K_A) - \frac{\beta ps}{d_T(1 + \eta K_A)} > 0 \). This is equivalent to \( R^p_0 < 1 \). Therefore, \( S_4 \) is locally asymptotically stable if \( R^p_0 < 1 \). \qed*
Note that when $S_4$ is locally asymptotically stable, $S_3$ does not exist. Since viral clearance occurs in all instances of dengue infections [37, 38], and this is best described in model (4.1) by the stability of the steady state $S_4$, we require that $R^p_0 < 1$.

4.1.3 Numerical Results

Parameter Values

There are on average $T_0 = 4 \times 10^5$ monocytes per ml of blood in humans [1]. Healthy monocytes die at per capita rate $d_T = 0.01$ per day [6]. We assume that monocytes are at steady-state before virus detection $T_0 = s/d_T$, therefore, $s = 4 \times 10^3$ per ml per day. We assume there is a small number of infected monocytes are the time of virus detection $I_0 = 3 \times 10^{-4}$ per ml. They die at rate $\delta = 3.5$ per day [31]. $V_0 = 357$ RNA per ml, corresponding to the limit of detection [39]. Virus is produced at rate $p = 6.7 \times 10^3$ per infected cell per day [22] and cleared at rate $c = 5$ per day, higher than the death rate of infected cells. We will investigate the effects of varying the clearance rate.

There are $B_0 = 2 \times 10^6$ B-cells per ml in human blood [1]. We assume there are no dengue-specific activated B cells, plasma cells or antibodies at the time of virus detection, $B_{a0} = 0$, $P_0 = 0$ and $A_0 = 0$. Resting and activated B cells die at rates $d_B = d_{Ba} = 0.2$ per day [35]. Plasma cells proliferate at rate $r = 1$ per day [27, 35] and reach a carrying capacity $K_P = 1.3 \times 10^4$ cells per ml. Antibodies are produced at a rate of $N = 10^8$ per plasma cell per day [1] and die at rate $d_A = 0.07$ per day [44].

For the unknown parameters $\{\beta, \alpha, \eta, k, \gamma\}$ we use $\beta = 2.4 \times 10^{-8}$ ml per virus per day, $\alpha = 10^{-15}$ ml per virus per day, $\eta = 3 \times 10^{-7}$ ml per antibody, $k = 10^{-5}$ ml per virus per day, $\gamma = 8 \times 10^{-10}$ ml per antibody per day. To determine these values, we assume that primary infection results in dengue fever with a viral peak of approximately $5 \times 10^7$ virus per ml [37]. Also, we assume that dengue virus is cleared regardless of the disease severity [11] (therefore $S_4$ is stable, i.e., $R^p_0 < 1$) and virus is cleared by day 7 [11]. Since all three assumptions hold when these parameter values are chosen and the numbers appear to be biologically reasonable, we choose these values for the unknown parameters. The parameter values are summarized in Table 4.1.
### Table 4.1: Fixed parameters used in simulations.

<table>
<thead>
<tr>
<th>Initial Condition</th>
<th>Description</th>
<th>Value</th>
<th>Units</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$</td>
<td>Initial uninfected monocytes</td>
<td>$4 \times 10^7$</td>
<td>cells/ml</td>
<td>[1]</td>
</tr>
<tr>
<td>$I_0$</td>
<td>Initial infected monocytes</td>
<td>$3 \times 10^{-4}$</td>
<td>cells/ml</td>
<td></td>
</tr>
<tr>
<td>$V_0$</td>
<td>Initial virus</td>
<td>357</td>
<td>RNA/ml</td>
<td>[39]</td>
</tr>
<tr>
<td>$B_0$</td>
<td>Initial naive B-cells</td>
<td>$2 \times 10^6$</td>
<td>cells/ml</td>
<td>[1]</td>
</tr>
<tr>
<td>$B_{a0}$</td>
<td>Initial activated B-cells</td>
<td>0</td>
<td>cells/ml</td>
<td></td>
</tr>
<tr>
<td>$P_0$</td>
<td>Initial plasma cells</td>
<td>0</td>
<td>cells/ml</td>
<td></td>
</tr>
<tr>
<td>$A_0$</td>
<td>Initial antibody</td>
<td>0</td>
<td>molecules/ml</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Units</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>Uninfected monocytes production rate</td>
<td>$4 \times 10^9$</td>
<td>cells/ml · day</td>
<td>[6]</td>
</tr>
<tr>
<td>$d_T$</td>
<td>Uninfected monocytes death rate</td>
<td>0.01</td>
<td>per day</td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>Infectivity rate</td>
<td>$2.4 \times 10^{-8}$</td>
<td>ml/RNA · day</td>
<td></td>
</tr>
<tr>
<td>$\eta$</td>
<td>Antibody neutralization rate</td>
<td>$3 \times 10^{-7}$</td>
<td>ml/molecules</td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>Infected monocytes death rate</td>
<td>3.5</td>
<td>per day</td>
<td>[31]</td>
</tr>
<tr>
<td>$p$</td>
<td>Virus production rate</td>
<td>$6.7 \times 10^3$</td>
<td>per day</td>
<td>[22]</td>
</tr>
<tr>
<td>$c$</td>
<td>Virus clearance rate</td>
<td>5</td>
<td>per day</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Strain-specific antibody non-neutralization effect</td>
<td>$8 \times 10^{-10}$</td>
<td>ml/molecules · day</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>B-cell activation rate</td>
<td>$10^{-15}$</td>
<td>ml/RNA · day</td>
<td></td>
</tr>
<tr>
<td>$d_B$</td>
<td>Naive B-cells death rate</td>
<td>0.2</td>
<td>per day</td>
<td>[35]</td>
</tr>
<tr>
<td>$d_{Ba}$</td>
<td>Activated B-cells death rate</td>
<td>0.2</td>
<td>per day</td>
<td>[35]</td>
</tr>
<tr>
<td>$k$</td>
<td>Plasma cells recruitment</td>
<td>$10^{-5}$</td>
<td>ml/RNA · day</td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>Plasma cells division rate</td>
<td>1</td>
<td>per day</td>
<td>[35]</td>
</tr>
<tr>
<td>$K_P$</td>
<td>Plasma cells carrying capacity</td>
<td>$1.3 \times 10^4$</td>
<td>cells/ml</td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>Antibody production rate</td>
<td>$10^8$</td>
<td>molecules/cells · day</td>
<td>[1]</td>
</tr>
<tr>
<td>$d_A$</td>
<td>Antibody death rate</td>
<td>0.07</td>
<td>per day</td>
<td>[44]</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Second virus time of detection</td>
<td>500</td>
<td>days</td>
<td></td>
</tr>
</tbody>
</table>

The dynamics of model (4.1) and parameters in Table 4.1 are presented in Fig. 4.1. Our model predicts that the maximum virus density of $7.7 \times 10^7$ per ml is reached 3.9 days following virus detection. These predictions are similar to values and timing observed during primary dengue fever infection [11, 38]. Moreover, we predict that the virus decays below its limit of detection of 357 RNA per ml 8.7 days later, consistent with clinical observations [36] (see Fig. 4.1b).
Figure 4.1: Dynamics of primary infection.

The model predicts a slow initial antibody growth with free antibodies rising above their limit of detection of 1 ng/ml ($3.7 \times 10^9$ molecules per ml) [8] approximately 9.5 days following virus detection. At this time the viremia is resolved, and the virus is below the level of detection. This result is consistent with the reported appearance of IgM and IgG antibodies after virus resolution, approximately 1 to 2 weeks after infection [2]. Antibodies reach their carrying capacity $K_A = 5.1 \mu g$ per ml ($1.9 \times 10^{13}$ molecules per ml) approximately 471 days after virus infection, consistent with experimental findings [12] (see Fig. 4.1d).
4.1.4 Sensitivity Analysis

For the estimated parameters $\beta$, $c$, $\gamma$ and $\eta$ mentioned above, we want to determine the effect on the solution when these parameters are changed slightly. Since these parameters are unknown and have yet to be discovered biologically, it is important to understand their relationship to the simulation. Using the method of sensitivity analysis [4], we can determine the effect of a parameter on the solution mathematically rather than running many simulations and varying a specific parameter each time. For each solution in a system and an arbitrary parameter $q$, we treat the solution as a function of time and of the parameter. We consider the sensitivity functions by taking the partial derivative of the solution with respect to the parameter $q$. So, for the system 4.1, the sensitivity functions are

$$
\begin{align*}
T_q &= \frac{\partial T(t, q)}{\partial q} \\
I_q &= \frac{\partial I(t, q)}{\partial q} \\
V_q &= \frac{\partial V(t, q)}{\partial q} \\
B_q &= \frac{\partial B(t, q)}{\partial q} \\
B_a_q &= \frac{\partial B_a(t, q)}{\partial q} \\
P_q &= \frac{\partial P(t, q)}{\partial q} \\
A_q &= \frac{\partial A(t, q)}{\partial q}
\end{align*}
$$

(4.24)

The value of these functions at a specific time $t$ represent the rate of change in the original function with respect to the specific parameter. For example, if we plot $qV_q$, known as the semi-relative sensitivity solution, and evaluate it at a specific time $t$, we can determine how much the viral load will change at time $t$ if the parameter $q$ is doubled. However, to find $V_q$, we must use the system 4.1 and take the partial derivative with respect to $q$ of each function. For example, the sensitivity system with respect to $\beta$ is
\[
\begin{align*}
\frac{dT_\beta}{dt} &= -\frac{\beta T_\beta V + \beta V_\beta T + TV}{1 + \eta A} + \frac{\beta \eta TV A_\beta}{(1 + \eta A)^2} - d_T T_\beta, \\
\frac{dI_\beta}{dt} &= \frac{\beta T_\beta V + \beta V_\beta T + TV}{1 + \eta A} - \frac{\beta \eta TV A_\beta}{(1 + \eta A)^2} - \delta I_\beta, \\
\frac{dV_\beta}{dt} &= \frac{pI_\beta - cV_\beta - \gamma V_\beta A - \gamma VA_\beta}{1 + \eta A}, \\
\frac{dB_\beta}{dt} &= -\alpha B_\beta V - \alpha BV_\beta - d_B B_\beta, \\
\frac{dB_{a_\beta}}{dt} &= \alpha B_\beta V + \alpha BV_\beta - kB_{a_\beta} V - kB_a V_\beta - d_{B_a} B_{a_\beta}, \\
\frac{dP_\beta}{dt} &= rP_\beta - 2 \frac{r}{K_P} PP_\beta + kB_{a_\beta} V + kB_a V_\beta, \\
\frac{dA_\beta}{dt} &= NP_\beta - d_A A_\beta.
\end{align*}
\]

We then combine the sensitivity system and the original system into one system and use the parameters in Table 4.1 along with \(T_q(0) = I_q(0) = V_q(0) = B_q(0) = B_{a_q} = P_q = A_q = 10^{-6}\). Small initial conditions are used since it is assumed that changing a parameter does not drastically affect the solution close to the initial time. By solving this new system, we can determine the effect of the parameter \(q\) on the various solutions.

Using the above process, we can plot \(\beta V_\beta\) to determine how much doubling the parameter of \(\beta\) affects the viral load.
In Fig 4.2, we see that if the parameter is doubled at time $t = 4$, we have that the peak of the virus is shifted towards the left due to the negative effect of $\beta$ after this point.

We can now perform the sensitivity analysis on the other parameters and plot the graphs of $qV_q$. The sensitivity system with respect to $c$ is

\[
\begin{align*}
\frac{dT_c}{dt} &= -\frac{\beta T_c V + \beta TV_c}{1 + \eta A} + \frac{\beta \eta TV A_c}{(1 + \eta A)^2} - d_T T_c, \\
\frac{dI_c}{dt} &= \frac{\beta T_c V + \beta TV_c}{1 + \eta A} - \frac{\beta \eta TV A_c}{(1 + \eta A)^2} - \delta I_c, \\
\frac{dV_c}{dt} &= pI_c - cV_c - V - \gamma V_c A - \gamma V A_c, \\
\frac{dB_c}{dt} &= -\alpha B_c V - \alpha BV_c - d_B B_c, \\
\frac{dB_a}{dt} &= \alpha B_c V + \alpha BV_c - kB_{ac} V - kB_a V_c - d_{Ba} B_{ac}, \\
\frac{dP_c}{dt} &= rP_c - \frac{r}{K_P} PP_c + kB_{ac} V + kB_a V_c, \\
\frac{dA_c}{dt} &= NP_c - d_A A_c.
\end{align*}
\]
Figure 4.3: Sensitivity of the primary infection model with respect to $c$.

From studying the graph of $cV_c$ in Fig 4.3, we find that $c$ has the opposite effect of $\beta$, since if $c$ is doubled at time $t = 4$, then the virus peak will be shifted towards the right due to the positive effect from $c$ after this point.

The sensitivity system with respect to $\gamma$ is

$$\frac{dT}{dt} = -\frac{\beta T \gamma + \beta T V_\gamma}{1 + \eta A} + \frac{\beta \eta T V A_\gamma}{(1 + \eta A)^2} - dT_\gamma,$$

$$\frac{dI}{dt} = \frac{\beta T \gamma + \beta T V_\gamma}{1 + \eta A} - \frac{\beta \eta T V A_\gamma}{(1 + \eta A)^2} - \delta I_\gamma,$$

$$\frac{dV}{dt} = pI_\gamma - cV_\gamma - \gamma V_\gamma A - \gamma V A_\gamma - VA,$$

$$\frac{dB}{dt} = -\alpha B_\gamma V - \alpha BV_\gamma - dB_\gamma,$$

$$\frac{dB_a}{dt} = \alpha B_\gamma V + \alpha BV_\gamma - kB_a_\gamma V - kB_a V_\gamma - dB_a,$$

$$\frac{dP}{dt} = r P_\gamma - \frac{r}{K_P} PP_\gamma + kB_a_\gamma V + kB_a V_\gamma,$$

$$\frac{dA}{dt} = NP_\gamma - dA A_\gamma.$$
Figure 4.4: Sensitivity of the primary infection model with respect to $\gamma$.

From studying the graph of $\gamma V_\gamma$ in Fig 4.4, we find that $\gamma$ has a negative effect on the virus. This makes sense since $\gamma$ is the rate of enhancement of the viral clearance by the antibodies.

\[
\begin{align*}
\frac{dT_{\eta}}{dt} &= -\beta T_{\eta}V + \beta TV_{\eta} + \frac{\beta \eta TV A_{\eta} + \beta TV A}{(1 + \eta A)^2} - d_T T_{\eta}, \\
\frac{dI_{\eta}}{dt} &= \frac{\beta T_{\eta}V + \beta TV_{\eta}}{1 + \eta A} - \frac{\beta \eta TV A_{\eta} + \beta TV A}{(1 + \eta A)^2} - \delta I_{\eta}, \\
\frac{dV_{\eta}}{dt} &= pI_{\eta} - cV_{\eta} - \gamma V_{\eta}A - \gamma VA_{\eta}, \\
\frac{dB_{\eta}}{dt} &= -\alpha B_{\eta}V - \alpha BV_{\eta} - dB_{B_{\eta}}, \\
\frac{dB_{a\eta}}{dt} &= \alpha B_{\eta}V + \alpha BV_{\eta} - kB_{a\eta}V - kB_{aV_{\eta}} - dB_{B_{a\eta}}, \\
\frac{dP_{\eta}}{dt} &= rP_{\eta} - \frac{r}{K_P} PP_{\eta} + kB_{a\eta}V + kBV_{\eta}, \\
\frac{dA_{\eta}}{dt} &= NP_{\eta} - d_A A_{\eta}.
\end{align*}
\]
From studying the graph of $\eta V_\eta$ in Fig 4.5, we find that $\eta$ has a negative effect on the virus. This also makes sense since $\eta$ is the reduction rate of the viral infectivity by antibodies. As compared to $\gamma$, we find that $\eta$ has a larger negative effect than $\gamma$, which means neutralizing antibodies have more of an effect than non-neutralizing antibodies in clearing virus as a result of primary infection.

### 4.2 Secondary Infections

Following primary dengue infection, virus is eliminated and long-lived plasma cells and antibodies specific to the strain persist in the body. This is described in model (4.1) by the stability of $S_4$, with plasma cells and the antibodies at their carrying capacities, $K_P$ and $K_A$. If the patient is reinfected with a different virus serotype both strain-specific and cross-reactive antibodies develop. We model the host-second virus interactions in a manner similar to the response to the primary infection. The difference consists in the interaction between pre-existing antibodies specific to the first virus and the second virus strain. As stated in Chapter 2, cross-reactive antibodies bind to the second virus strain, form immune complexes, but do not neutralize the heterologous virus [41]. Instead, monocytes that bind to the Fc-region of such complexes ingest the virus and get infected in the process. This leads to an antibody-dependent enhancement of infection. Since we model two antibody functions, one that reduces infectivity and one that enhances virus clearance, we investigate the effect of cross-reactive antibody in disease enhancement as follows. We assume that the infectivity
rate of virus $V_2$ is enhanced by the presence of cross-reactive antibodies, i.e. $\beta_2 = \beta_1(1 + \xi A_1)$, and is reduced, as before, by its specific antibody $A_2$ at rate $\eta_2 = \eta_1 = \eta$. Since we assume that the antibody to the first virus reached its carrying capacity at the time of second infection, the second virus infectivity rate is constant over time, i.e., $\beta_2 = \beta_1(1 + \xi K_A)$ = const. As before, we assume that antibodies enhance the clearance of their specific virus $i$ at rate $\gamma_i$ ($i = 1, 2$). However, the cross-reactive antibody $A_1$ interferes with the clearance of the second virus $V_2$ by rendering it unavailable to strain-specific antibody binding. We model this phenomena as reduction of $V_2$ clearance at rate $\gamma_E A_1$. For simplicity, we assume $\gamma_2 > \gamma_E$. Lastly, we assume that the production rate of the second virus is greater than that of the first virus $p_2 > p_1$, as reported experimentally [22].

The new model is

$$
\begin{align*}
\frac{dT}{dt} &= s - d_T T - \frac{\beta_1 T V_1}{1 + \eta A_1} - \frac{\beta_2 T V_2}{1 + \eta A_2}, \\
\frac{dI_i}{dt} &= \frac{\beta_i T V_i}{1 + \eta A_i} - \delta I_i, \\
\frac{dV_1}{dt} &= p_1 I_1 - (c + \gamma_1 A_1) V_1, \\
\frac{dV_2}{dt} &= p_2 I_2 - (c + \gamma_2 A_2 - \gamma_E A_1) V_2, \\
\frac{dB}{dt} &= -\alpha BV_1 - \alpha BV_2 - d_B B, \\
\frac{dB_a}{dt} &= \alpha BV_i - kB_a V_i - d_B a_i, \\
\frac{dP_i}{dt} &= r P_i (1 - \frac{P_i}{K_P}) + k B_a V_i, \\
\frac{dA_i}{dt} &= N P_i - d_A A_i,
\end{align*}
$$

where $i = 1, 2$. The initial conditions at day $\tau$, corresponding to the detection time of the second virus, are

$$
T(\tau) = s/d_T > 0, \quad I_i(\tau) = 0, \quad I_2(\tau) = I_0, \quad V_1(\tau) = 0, \quad V_2(\tau) = V_0, \quad B(\tau) = B_0, \\
B_a(\tau) = 0, \quad P_1(\tau) = K_P, \quad P_2(\tau) = 0, \quad A_1(\tau) = K_A, \quad A_2(\tau) = 0,
$$

where $i = 1, 2$.

### 4.2.1 Analytical Results

**Proposition 8.** System (4.29) subject to positive initial conditions has positive solutions for all $t > \tau$.

**Proof.** The proof is similar with the proof of Proposition 1.
Proposition 9. System (4.29) subject to positive initial conditions has bounded solutions for all \( t > \tau \).

Proof. The proof is similar with the proof of Proposition 2.

4.2.2 Stability Analysis

We investigate model (4.29) under the assumption that the patient has cleared the primary dengue virus infection, i.e., steady state \( S_4 \) is locally asymptotically stable. Therefore

\[
R^p_0 = \frac{\beta_1 p_1 s}{d_T c \delta (1 + \eta K_A)(1 + \frac{\eta}{c} K_A)} < 1.
\]

Under these conditions system (4.29) has four steady states

\[
\begin{align*}
S_5 &= \left( \frac{s}{d_T}, 0, 0, 0, 0, 0, 0, 0, 0, K_P, 0, K_A, 0 \right), \\
S_6 &= \left( T_6, 0, I_6, 0, V_6, 0, 0, 0, K_P, 0, K_A, 0 \right), \\
S_7 &= \left( T_7, 0, I_7, 0, V_7, 0, 0, 0, K_P, K_P, K_A, K_A \right), \\
S_8 &= \left( \frac{s}{d_T}, 0, 0, 0, 0, 0, 0, 0, K_P, K_P, K_A, K_A \right),
\end{align*}
\]

(4.31)

where

\[
\begin{align*}
T_6 &= \frac{\delta (c - \gamma_E K_A)}{\beta_2 p_2}, \\
I_6 &= \frac{\beta_2 p_2 s - \delta d_T (c - \gamma_E K_A)}{\delta \beta_2 p_2}, \\
V_6 &= \frac{\beta_2 p_2 s - \delta d_T (c - \gamma_E K_A)}{\beta_2 \delta (c - \gamma_E K_A)}, \\
T_7 &= \frac{\delta (1 + \eta K_A)(c + (\gamma_2 - \gamma_E) K_A)}{\beta_2 p_2}, \\
I_7 &= \frac{\beta_2 p_2 s - \delta d_T (1 + \eta K_A)(c + (\gamma_2 - \gamma_E) K_A)}{\delta \beta_2 p_2}, \\
V_7 &= \frac{\beta_2 p_2 s - \delta d_T (1 + \eta K_A)(c + (\gamma_2 - \gamma_E) K_A)}{\beta_2 \delta (c + (\gamma_2 - \gamma_E) K_A)}.
\end{align*}
\]

(4.32)

Let \( J_2(\bar{X}) \) be the Jacobian of (4.29) at steady state \( \bar{X} \).
\[ J(\mathbf{X}) = \begin{pmatrix} J_1 & J_2 & O_{5 \times 5} & J_3 \\ O_{7 \times 3} & J_4 & J_5 \end{pmatrix} \]

where \( O_{m \times n} \) is a zero matrix of \( m \) rows by \( n \) columns and
\[
J_1 = \begin{pmatrix}
-dT - \frac{\beta_1 V_1}{1 + A_1 \eta} & -\frac{\beta_2 V_2}{1 + A_2 \eta} & -\delta & 0 & 0 \\
\frac{\beta_1 V_1}{1 + A_1 \eta} & \frac{\beta_2 V_2}{1 + A_2 \eta} & 0 & -\delta & 0 \\
0 & p_1 & 0 & 0 & 0 \\
0 & 0 & p_2 & 0 & 0 \\
\end{pmatrix}
J_2 = \begin{pmatrix}
-\frac{\beta_1 T}{1 + A_1 \eta} & -\frac{\beta_2 T}{1 + A_2 \eta} \\
0 & -c - A_1 \gamma_1 & 0 \\
\end{pmatrix}
J_3 = \begin{pmatrix}
\frac{\beta_1 \eta T V_1}{(1 + \eta A_1)^2} & \frac{\beta_2 \eta T V_2}{(1 + \eta A_2)^2} & 0 & 0 & 0 \\
\frac{\beta_1 \eta T V_1}{(1 + \eta A_1)^2} & \frac{\beta_2 \eta T V_2}{(1 + \eta A_2)^2} & 0 & 0 & 0 \\
-\gamma_1 V_1 & 0 & 0 & 0 & 0 \\
\gamma E V_2 & -\gamma_2 V_2 & 0 & 0 & 0 \\
\end{pmatrix}
J_4 = \begin{pmatrix}
-\alpha B & -\alpha B \\
-\alpha B - kB_{a1} & 0 \\
0 & kB_{a1} \\
0 & kB_{a2} \\
0 & 0 \\
\end{pmatrix}
J_5 = \begin{pmatrix}
-d_B - \alpha V_1 - \alpha V_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha V_1 & -d_{B_a} - kV_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha V_2 & 0 & -d_{B_a} - kV_2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & kV_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & kV_2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & N & 0 & -d_A & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & N & 0 & -d_A & 0 & 0 \\
\end{pmatrix}

Proposition 10. Steady state \( S_5 \) is unstable.

**Proof.** By analyzing \( J_2(S_5) \), we find that one eigenvalue is \( \lambda_1 = r > 0 \), which implies \( S_5 \) is unstable. \( \Box \)

Proposition 11. Steady state \( S_6 \) is unstable.

**Proof.** By analyzing \( J_2(S_6) \), we find that one eigenvalue is \( \lambda_1 = r > 0 \), which implies \( S_6 \) is unstable. \( \Box \)

Proposition 12. Steady state \( S_7 \) is locally asymptotically stable when

\[
R_0^* = \frac{R_{02}}{(1 + \eta K_A)(1 + \frac{\eta K_A}{R_{K}} K_A)} > 1, \quad (4.33)
\]

where \( R_{02} = \frac{\beta_2 p_2}{\alpha_0 \gamma} \) and unstable otherwise.

**Proof.** Note that \( S_7 \) exists when \( V_7 > 0 \), which is equivalent to \( R_0^* > 1 \). The Jacobian \( J_2(S_7) \) has eigenvalues \( \lambda_1 = -d_{B_a}, \lambda_{2,3} = -d_A, \lambda_{4,5} = -r \), which are always negative. Eigenvalues
\[ \lambda_6 = -d_B - \frac{c d_T (1 + \eta K_A)}{\beta_2} (R_0^e - 1), \quad \lambda_7 = -d_{B_s} - \frac{c d_T (1 + \eta K_A)}{\beta_2} (R_0^e - 1) \]

are negative when \( R_0^e > 1 \).

Eigenvalues \( \lambda_8 \) and \( \lambda_9 \) solve

\[ \lambda^2 + (c + \delta + \gamma_1 K_A)\lambda + L_1 = 0, \]

where

\[ L_1 = c \delta (1 + \frac{\gamma_1}{c} K_A) (1 + \eta K_A) \left( 1 - \frac{R_0^e}{R_0^e} \right). \tag{4.34} \]

Since we assumed that \( R_0^e < 1 \) and \( R_0^e > 1 \), \( L_1 > 0 \). Consequently, \( \lambda_8, \lambda_9 \) have negative real parts.

Finally, \( \lambda_{10}, \lambda_{11} \) and \( \lambda_{12} \) solve

\[ \lambda^3 + L_2 \lambda^2 + L_3 \lambda + L_4 = 0, \]

where

\[ L_2 = c + d_T + \delta + K_A(\gamma_2 - \gamma_E) + \frac{\beta_2 p_2 s - \delta d_T (\eta K_A + 1)((\gamma_2 - \gamma_E)K_A + c)}{\delta (\eta K_A + 1)(c + (\gamma_2 - \gamma_E)K_A)}, \]

\[ L_3 = \frac{\beta_2 p_2 s + \delta (c + \delta)(c + (\gamma_2 - \gamma_E)K_A)}{\delta (1 + \eta K_A)(c + (\gamma_2 - \gamma_E)K_A)}, \tag{4.35} \]

\[ L_4 = (c + \delta) \frac{\beta_2 p_2 s - \delta d_T (1 + \eta K_A)(c + (\gamma_2 - \gamma_E)K_A)}{\delta (1 + \eta K_A)(c + (\gamma_2 - \gamma_E)K_A)}. \]

By the Routh-Hurwitz conditions, \( \lambda_{10}, \lambda_{11} \), and \( \lambda_{12} \) have negative real parts if \( L_2 > 0 \), \( L_4 > 0 \), and \( D = L_2 L_3 - L_4 > 0 \). By algebraic manipulation, we can show that these inequalities hold when \( R_0^e > 1 \). Therefore, steady state \( S_7 \) is locally asymptotically stable when \( R_0^e > 1 \). \( \square \)

**Proposition 13.** The steady state \( S_8 \) is locally asymptotically stable when \( R_0^e < 1 \) and unstable otherwise.

**Proof.** \( J_2(S_8) \) has eigenvalues \( \lambda_{1,2} = -d_A, \lambda_3 = -d_B, \lambda_{4,5} = -d_{B_s}, \lambda_6 = -d_T, \lambda_{7,8} = -r \) which are always negative. \( \lambda_9 \) and \( \lambda_{10} \) solve

\[ \lambda^2 + (c + \delta + \gamma_1 K_A)\lambda + L_1 = 0, \]

where

\[ L_1 = \delta c (1 + \frac{\gamma_1}{c} K_A)(1 - R_0^e). \tag{4.36} \]

Since \( L_1 > 0 \) when \( R_0^e < 1 \), eigenvalues \( \lambda_{9,10} \) have negative real parts.

Finally, \( \lambda_{11} \) and \( \lambda_{12} \) solve

\[ \lambda^2 + L_2 \lambda + L_3 = 0, \]
where
\[ L_2 = (\gamma_2 - \gamma_E)K_A + c + \delta \]  \hspace{1cm} (4.37)
and
\[ L_3 = c\delta(1 + \frac{\gamma_2 - \gamma_E}{c}K_A)(1 - R_{0}^*). \] \hspace{1cm} (4.38)

Since \( L_3 > 0 \) when \( R_{0}^* < 1 \), \( \lambda_{11,12} \) have negative real parts. Therefore, \( S_8 \) is locally asymptotically stable when \( R_{0}^* < 1 \).

As in the case of the primary infection, the virus is always cleared [37, 38]. This is best described in model (4.29) by the stability of the steady state \( S_8 \). Therefore we require that \( R_{0}^* < 1 \).

\( R_{0}^* \) is the basic reproductive number corresponding to model (4.29) and represents the average number of progeny virus generated by one virus over the course of its lifetime in the presence of cross-reactive antibodies, assuming an uninfected monocyte population.

When \( p_1 = p_2, \gamma_1 = \gamma_2, \) antibody dependent enhancement does not occur, i.e., \( \beta_2 = \beta_1, \gamma_E = 0, \) and \( R_{0}^* = R_{p}^* \). If however, the heterologous antibodies enhance the infection, then \( \beta_2 > \beta_1 \) and/or \( \gamma_E > 0, \) along with \( R_{0}^* > R_{p}^*. \)

### 4.2.3 Numerical Results

#### Homologous Infections

If the patient is reinfected with the same virus serotype, the immune response and virus elimination is faster due to the presence of pre-existing antibodies (which we assumed reached their carrying capacity, \( A_1 = K_A \)). We model homologous secondary infections by assuming system (4.1) is subject to initial conditions

\[ (T, I, V, B, B_a, P, A)(\tau) = \left( \frac{s}{d_T}, I_0, V_0, B_0, 0, K_P, K_A \right), \] \hspace{1cm} (4.39)

where \( \tau \) represents the detection time of second virus. The long-term outcomes are identical to those of model (4.1). Using \( \tau = 500 \), we see in Fig. 4.6 that the virus is rapidly eliminated without creating viremia, consistent with lifelong immunity from the same virus serotype.
Data fitting

We aim to map the differences between the virus-host interactions in secondary DF and DHF as a result of heterologous infections. We fit $V_2$ as given by model (4.29) with initial conditions (4.30) to patient data. We use the total viral load as measured from secondary infection-induced DF and DHF published by Wang et al. (Figs 4.7 A and B). We define the time course as follows. In our model, $t = \tau$ corresponds to time of secondary virus detection and the first data points in DF and DHF cases in Wang et al. [39] correspond to three days after $\tau$ in our model.
We assume that all shared parameter values are equal to their values in primary infection (see Table 4.1) and use the data to estimate the production and infectivity rates of the heterologous virus, $p_2$ and $\beta_2$, the strain-specific antibody-mediated clearance rate of heterologous virus $\gamma_2$, and the cross-reactive antibody-induced decrease in heterologous virus clearance rate $\gamma_E$. We denote $\beta_2^{DHF}$ and $\beta_2^{DF}$ as the second virus infectivity rates resulting in DHF and DF, respectively. We start with the assumption that $\beta_2 > \beta_1$ and $\beta_2^{DHF} > \beta_2^{DF}$ (to account for antibody induced enhancement), $p_2 > p_1$ (to account for higher virus production during secondary infections [22]) and $\gamma_E > 0$ (to account for decreased virus clearance during secondary infections [39]). We use the 'fminsearch' algorithm in Matlab.

### ADE as a Result of Neutralizing Antibodies

We first assume that only neutralizing antibodies enhance secondary infection through antibody-dependent enhancement. If neutralizing antibodies play a role in secondary infection, more host cells are susceptible to infection as described in chapter two. Thus, the infectivity rate is higher for more severe infection. So, we attempt to fit the data such that $p_2 = p_1$, $\gamma_2 = \gamma_1$, $\gamma_E = 0$, $\beta_2 > \beta_1$ and $\beta_2^{DHF} > \beta_2^{DF}$. For $\beta_2 = \beta_1 (1 + \xi K_A)$, we obtain that $\xi^{DF} = -.2$ and $\xi^{DHF} = -.6$. This implies that $\beta_2^{DHF} < \beta_2^{DF} < \beta_1$.

When comparing secondary DF and DHF, we should have that the viral peak of DHF is higher [37], the viral clearance time of DHF is later [39], and the viral peak times are similar [36]. However, in this case, the viral peak of DHF is lower than the viral peak in DF and the viral peak time of DHF is later, which is inconsistent with these dynamics. These results suggest that the pre-existing antibodies either do not enhance infectivity, or that increased infectivity observed during DHF is compensated by increased clearance. Therefore, we assume that the cross-reactive antibody does not lead to enhancement of virus infectivity and set $\beta_2 = \beta_1$. 

![Figure 4.7: Secondary infection data for patients with DF (A) and DHF (B) [39].](image)
Enhancement as a Result of Non-Neutralizing Antibodies

Due to the results from the our first attempt at fitting, we assume that enhancement occurs as a result of the interaction between non-neutralizing antibodies from primary infection and virus from the secondary infection. Thus, we fit the parameters \( \{p_2, \gamma_2, \gamma_E\} \) since these parameters correspond to the effect on the virus from non-neutralizing antibodies. The results are presented in Tables 4.2 and 4.3 and the best fits are presented in Figs. 4.8 and 4.9.

Table 4.2: Best parameters obtained by fitting (4.29) to patient data.

<table>
<thead>
<tr>
<th>Disease Level</th>
<th>( p_2 )</th>
<th>( \gamma_2 )</th>
<th>( \gamma_E )</th>
<th>RSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a DF</td>
<td>( 2 \times 10^4 )</td>
<td>( 7 \times 10^{-10} )</td>
<td>( 7.4 \times 10^{-15} )</td>
<td>1.89</td>
</tr>
<tr>
<td>b DHF</td>
<td>( 2 \times 10^4 )</td>
<td>( 2.1 \times 10^{-11} )</td>
<td>( 1.6 \times 10^{-13} )</td>
<td>1.85</td>
</tr>
</tbody>
</table>

Table 4.3: Confidence intervals obtained by fitting (4.29) to patient data.

<table>
<thead>
<tr>
<th>Disease Level</th>
<th>Parameter</th>
<th>Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>DF</td>
<td>( p_2 )</td>
<td>( (1.3 \times 10^4, 2.6 \times 10^4) )</td>
</tr>
<tr>
<td>DF</td>
<td>( \gamma_2 )</td>
<td>( (-1.5 \times 10^{-9}, 2.9 \times 10^{-9}) )</td>
</tr>
<tr>
<td>DF</td>
<td>( \gamma_E )</td>
<td>( (4.9 \times 10^{-16}, 1.4 \times 10^{-14}) )</td>
</tr>
<tr>
<td>DHF</td>
<td>( p_2 )</td>
<td>( (9.4 \times 10^3, 2.9 \times 10^4) )</td>
</tr>
<tr>
<td>DHF</td>
<td>( \gamma_2 )</td>
<td>( (-6.9 \times 10^{-12}, 4.9 \times 10^{-11}) )</td>
</tr>
<tr>
<td>DHF</td>
<td>( \gamma_E )</td>
<td>( (1.4 \times 10^{-13}, 1.7 \times 10^{-13}) )</td>
</tr>
</tbody>
</table>
Figure 4.8: Viral load of secondary infection resulting in DF using parameters in Table 4.2a.
We find that these results are more consistent with the known dynamics of DF and DHF because the viral peak of DHF is higher, the time of viral clearance of DHF is later, and the viral peak times are similar. We describe the specific results in the next section. Thus, the non-neutralizing antibodies clear the virus at a lower rate, leading to more severe infection. This may be explained by the fact that when the pre-existing antibody binds to the virus, phagocytes that would normally ingest this antibody-virus complex do not recognize it as something to be ingested since the antibody is not specific to the secondary virus. This leads to more virus being present in the body while not being cleared, thus leading to more severe infection.

**Heterologous infections resulting in DF or DHF**

Data fitting shows that during heterologous infections resulting in DF, the production rate of the second virus is three times higher than that of the first virus, i.e., $p_2 = 3p_1 = 2 \times 10^4$ per infected cell per day. The strain-specific antibody-induced virus clearance is similar to that of the primary infection, i.e., $\gamma_2 = 7 \times 10^{-10}$ ml per antibody per day, compared to
\[ \gamma_1 = 8 \times 10^{-10} \text{ ml per antibody per day.} \] The decrease in virus clearance due to cross-reactive antibodies is small, \( \gamma_E = 7.4 \times 10^{-15} \text{ ml per antibody per day.} \) If we rewrite the clearance rate of the second virus to include the cross-reactive antibody-mediated decrease, i.e.,

\[ c_2 = c - \gamma_E A_1 = c - \gamma_E K_A, \]  
(4.40)

we obtain that \( c_2 = 4.8 \) per day, 4\% smaller than the clearance rate of the first virus, \( c = 5 \) per day.

Data fitting shows that during heterologous infections resulting in DHF, the production rate of the second virus is \( p_2 = 2 \times 10^4 \) per infected cell per day, as in DF heterologous cases. The strain-specific antibody-induced virus clearance in DHF is \( \gamma_2 = 2.1 \times 10^{-11} \text{ ml per antibody per day,} \) 32-times smaller than the rate in DF heterologous cases \( \gamma_2 = 7 \times 10^{-10} \text{ ml per antibody per day.} \) The decrease in virus clearance due to cross-reactive antibody \( \gamma_E = 1.6 \times 10^{-13} \text{ ml per antibody per day} \) is 21-times higher than in the DF cases \( \gamma_E = 7.4 \times 10^{-15} \text{ ml per antibody per day.} \) If we rewrite the clearance rate of the second virus to include the cross-reactive antibody-mediated decrease, we obtain that \( c_2 = 1.96 \) per day, 2.45-times smaller than in the DF heterologous cases.

We compared the secondary DF and DHF cases for the estimated parameters (see red lines in Figs. 4.8 and 4.9). We find that the maximum virus concentration during secondary DHF cases is 1.8-times higher than that of secondary DF cases, i.e. \( 9.7 \times 10^8 \) compared to \( 5.4 \times 10^8 \) RNA per ml, as reported experimentally [37]. Viruses peak at similar times in both secondary DF and DHF cases, i.e., 1.8 and 1.7 days following virus detection, as reported experimentally [36]. Lastly, viruses are cleared 6 and 8.4 days following virus detection, in secondary DF and DHF cases respectively, similar to experimental observations [39]. We summarize these results in Table 4.4.

<table>
<thead>
<tr>
<th>Disease Level</th>
<th>Viral Peak (RNA/ml)</th>
<th>Viral Peak Time (days)</th>
<th>Clearance Time (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DF</td>
<td>( 5.8 \times 10^8 )</td>
<td>1.8</td>
<td>6.1</td>
</tr>
<tr>
<td>DHF</td>
<td>( 9.6 \times 10^8 )</td>
<td>1.7</td>
<td>8.3</td>
</tr>
</tbody>
</table>

**Primary versus secondary heterologous infections**

We determined the differences between the dynamics of primary and secondary DF and DHF cases as given by models (4.1) and (4.29) and parameters in Tables 4.1 and 4.2 (see blue versus red lines in Figs. 4.8 and 4.9). We assume that the second virus is detected 500 days after the first virus detection. Thus the target cells have rebounded to the original number \( T_0 \). We also assume that the B-cells have rebounded to their original number \( B_0 \).

When both primary and secondary heterologous infections result in mild DF, the model predicts 7-times increase in the maximum viral concentration in secondary compared to primary
infections, i.e., $5.4 \times 10^8$ virus per ml versus $7.7 \times 10^7$ virus per ml, as observed experimentally [37]. The viruses peak at 1.8 days and are cleared at day 6.1 during secondary DF infections compared to 3.9 days and 8.5 days during primary DF, as seen experimentally [36]. Lastly, the virus decay from the peak is faster during secondary DF infections, as reported experimentally [37] (see blue versus red lines in Fig. 4.8). These results are summarized in Table 4.5.

<table>
<thead>
<tr>
<th>Disease Level</th>
<th>Viral Peak (RNA/ml)</th>
<th>Viral Peak Time (days)</th>
<th>Clearance Time (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>$7.7 \times 10^7$</td>
<td>3.9</td>
<td>8.4</td>
</tr>
<tr>
<td>DF</td>
<td>$5.8 \times 10^8$</td>
<td>1.8</td>
<td>6.1</td>
</tr>
</tbody>
</table>

When the secondary infections result in severe DHF, we predict an even higher maximum virus concentration, $9.7 \times 10^8$ virus per ml, 12-times higher than in the primary DF infections. Viruses reach their maximum 1.75 days after virus detection, as in the secondary DF infections. Interestingly, viruses are cleared at the same time as in the primary infection, 8.4 days virus detection, in contradiction to [37]. Lastly, viruses decay faster in DHF secondary cases compared to DF primary cases, similar to DF secondary cases (see blue versus red lines in Fig. 4.9). These results are summarized in Table 4.6.

<table>
<thead>
<tr>
<th>Disease Level</th>
<th>Viral Peak (RNA/ml)</th>
<th>Viral Peak Time (days)</th>
<th>Clearance Time (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>$7.7 \times 10^7$</td>
<td>3.9</td>
<td>8.4</td>
</tr>
<tr>
<td>DHF</td>
<td>$9.6 \times 10^8$</td>
<td>1.7</td>
<td>8.3</td>
</tr>
</tbody>
</table>

**Initial Conditions**

The estimates in our models are biased by our choice of initial conditions. In both primary and secondary infections, we started the models at the time of virus detection and the estimated parameters are sensitive to this choice. Indeed, in the primary infection model, a 10% reduction in the virus load requires 16% increase in the infectivity rate $\beta$ for the quantitative behavior of model (4.1) to be preserved. Most importantly, when modeling secondary infections we assumed that the target monocytes and B cells reverted to their uninfected levels and the antibody to the first virus reached its maximum value, $K_A$, at the time of secondary infection. We modified this assumption such that $(T, I_1, V_1, B, B_{a1}, P_1, A_1)(\tau)$ is given by model (4.1) at the time $\tau$ when the second virus is detected. We showed that, for the parameters in Table 4.2a, secondary infections that occur close to primary infections have smaller magnitude (Fig 4.10) and delayed growth (Fig 4.11).
Figure 4.10: Change in height of virus peak depending on time when secondary virus enters.

Figure 4.11: Change in time of virus peak depending on time when secondary virus enters.
This behavior is due to smaller concentration of target cells and fewer cross-reactive antibodies capable of interfering with viral clearance. We can also modify the initial number of antibodies specific to primary infection to determine how it affects the course of infection. Even though we assume antibodies stay at a steady state due to the time frame of our model, in reality, these antibodies decrease over long periods of time. Changing the initial number of antibodies will correlate with decreased severity of infection. These results can be used in a multi-scale model as described in Chapter 6.

4.3 Discussion

We developed a mathematical model of antibody responses to dengue primary infection and used it to determine unknown parameters that describe observed host-virus quantitative characteristics, such as high level viremia followed by virus clearance and delayed antibody responses which become detectable after virus resolution. We assumed that antibodies are present at levels below detection at the time of infection and modeled the neutralizing and non-neutralizing effects of antibody on virus evolution. We showed that both antibody functions are important for virus clearance, with the neutralizing rate having the strongest effect on viral reduction.

We expanded the model to secondary infections and determined the changes in virus and antibody during mild dengue fever and severe dengue hemorrhagic fever. We showed that secondary infections with the same serotype are cleared immediately, while secondary infections with a different serotype create higher viremia in both dengue fever and dengue hemorrhagic fever cases. The virus, however, is cleared faster during dengue fever-inducing secondary infections.

We used the model to determine the role of cross-reactive antibodies during secondary heterologous infections by fitting the models to published patient data [39]. Experimental studies have suggested that antibodies are responsible for increased infection of susceptible cells, as long-lived antibodies to the first virus bind the second virus without neutralizing it and, consequently, infect the phagocytes recruited to kill the immune complexes [14, 16, 30, 41]. Our model, however, cannot explain the biological data when it assumes enhancement of the infectivity rate of the second virus. Instead, data is explained when the presence of cross-reactive antibody results in the decrease of the overall heterologous virus clearance. One biological explanation for this result may be that, by binding to heterologous virus, cross-reactive antibodies render it unavailable for binding and subsequent removal by strain-specific antibodies through antibody-dependent cell-mediated viral inhibition (ADCVI) and/or antibody-dependent cell-mediated cytotoxicity (ADCC) [9]. Such non-neutralizing activity has been shown to occur during dengue infections [23], with unclear roles in protection [25] or pathogenesis [9].

Another explanation is that we are actually accounting for a reduction in the infected cells
removal rate, as the virus clearance rate $c$ and infected cells death rate $\delta$ have similar effects on virus dynamics. Indeed, if we fit $\delta$ instead of $\gamma$ and $\gamma_E$, we obtain a reduction in the infected cells killing rate during heterologous dengue hemorrhagic fever cases, but not in the heterologous dengue fever cases. This would imply that T cells specific for the first virus bind the heterologous virus leading to a reduction in their killing as suggested by the original antigenic sin phenomenon [17, 26, 28, 29]. Further work is needed to determine if a model of T cell cross-reactivity and original antigenic sin can explain the patient data. We discuss a possible model in chapter seven.

We have derived basic reproductive numbers corresponding to primary and secondary infections which show the relation between virus parameters, antibody parameters, and virus clearance. Since all dengue infections are acute regardless of the severity of the induced disease, our models assume that, following an initial viremia, the virus is cleared. Consequently, $R^p_0 < 1$ and $R^s_0 < 1$. However, we have showed that $R^p_0 < R^s_0$ in both dengue fever and dengue hemorrhagic fever-induced secondary infections. This is due to increased virus production and decreased antibody-mediated protection.

In conclusion, we have developed and analyzed a within host model of dengue infections and derived parameters that may explain the virus dynamics during primary and secondary infections. We investigated the roles of strain-specific and cross-reactive antibodies in disease pathogenesis and predicted that the cross-reactive antibodies may account for disease enhancement leading to dengue hemorrhagic fever. Their role, however, is to decrease the clearance of the second virus, and therefore, interfere with the strain-specific non-neutralizing antibody activities. The results discussed in the chapter have been submitted to *Math Biosciences* [33].
Chapter 5

An Epidemiological Model of Dengue Viral Infection

5.1 Model Overview

We now want to describe an epidemiological model of dengue infection. Based on the model described in Chapter 3.3 [7], we can partition the overlapping compartments so that the model will be simpler to work with and relate more closely to the standard SIR model. Thus $S$ represents the proportion of susceptible individuals, $I_i$ represents the proportion of individuals currently suffering a primary ($j = p$) or secondary ($j = s$) infection of strain $i = 1, 2$, $R_i$ represents the proportion of individuals recovered from an infection caused by strain $i$ (and thus susceptible to a secondary infection of the other strain), and $R_{12}$ the proportion recovered from infections from both strains. We also have the transmission rate $\beta_i$ for those with primary infection. Since secondary infection leads to more severe disease, it is assumed that the enhancement effect in secondary infection leads to transmission rate $\beta_i \phi_i$ for those with secondary infection where $\phi_i > 1$. Infections last for $1/\sigma$ years and birth and death rates are given by $\mu$. Thus, the model is
\[
\begin{align*}
\frac{dS}{dt} &= \mu - \beta_1 I_1 p S - \beta_1 \phi_1 I_1 s S - \beta_2 I_2 p S - \beta_2 \phi_2 I_2 s S - \mu S \\
\frac{dI_1 p}{dt} &= \beta_1 I_1 p S + \beta_1 \phi_1 I_1 s S - \sigma I_1 p \\
\frac{dI_2 p}{dt} &= \beta_2 I_2 p S + \beta_2 \phi_2 I_2 s S - \sigma I_2 p \\
\frac{dI_1 s}{dt} &= \beta_1 I_1 p R_2 + \beta_1 \phi_1 I_1 s R_2 - \sigma I_1 s \\
\frac{dI_2 s}{dt} &= \beta_2 I_2 p R_1 + \beta_2 \phi_2 I_2 s R_1 - \sigma I_2 s \\
\frac{dR_1}{dt} &= \sigma I_1 p - \beta_2 I_2 p R_1 - \beta_2 \phi_2 I_2 s R_1 - \mu R_1 \\
\frac{dR_2}{dt} &= \sigma I_2 p - \beta_1 I_1 p R_2 - \beta_1 \phi_1 I_1 s R_2 - \mu R_2 \\
\frac{dR_{12}}{dt} &= \sigma I_1 s + \sigma I_2 s - \mu R_{12}
\end{align*}
\]

Using this model, we can compare its solution with dengue epidemiological data and determine if enhancement affects the epidemiology of dengue.

### 5.2 Numerical Results

We first show the results from the model described in [7]. In the figure below, using the model from chapter 3.3, parameters $\mu = 1/50$, $\sigma = 100$, $\beta_1 = \beta_2 = 200$, and $\phi_1 = \phi_2 = 2.5$, and initial conditions $x_1 = .75$, $x_2 = .8$, $y_1 = 2.7 \times 10^{-5}$, $y_2 = 1.4 \times 10^{-5}$, $y_2 = 1.1 \times 10^{-4}$, $y_{12} = 6.8 \times 10^{-5}$. Using the fact that $z$, the percentage of the population that has been infected with both strains, is $x_1 + x_2 - (1 - s)$, we let $z = .65$, and thus get the initial condition $s = .1$. We plot those infected with strain 1 $x_1$ (red), those infected with strain 2 $x_2$ (blue), and those infected with both strains $x_1 + x_2 - (1 - s)$ (green).
The above is a predictive result due to what is known about the dynamics of dengue in a population. Over time, large fluctuations are seen in the number of cases of dengue infections as a result of different serotypes, even in the same population. These dynamics can be seen in Fig 5.2.
Figure 5.2: Number of dengue infections over time in a population in Mexico [7].

To show the similarities in the models, we plot those infected with strain 1 $R_{12} + R_1 + I_{1p} + I_{1s}$ (red), those infected with strain 2 $R_{12} + R_2 + I_{2p} + I_{2s}$ (blue), and those infected with both strains $R_{12}$ (green) using the model described above. We use the same parameters as in the original model. However, the initial conditions are slightly different since we have split the overlapping compartments into separate compartments. So, we use initial conditions $S = .1$, $R_{12} = .65$, $R_1 = .0996$, $R_2 = .1498$, $I_{1p} = 2.7 \times 10^{-5}$, $I_{1s} = 1.4 \times 10^{-5}$, $I_{2p} = 1.1 \times 10^{-4}$, $I_{2s} = 6.8 \times 10^{-5}$ The results are shown in Fig 5.3.
We also can plot the infected population $I_{1p}$ (red), $I_{1s}$ (black), $I_{2p}$ (green) and $I_{2s}$ (blue) in Fig. 5.4.
Figure 5.4: Infected population using the epidemiological model from Chapter 5.1.

The results from this model show that the infected population of each serotype fluctuates largely over time, which is consistent with the known epidemiology of dengue virus, as seen in Fig 5.2. In the case where there is no enhancement, i.e. \( \phi_1 = \phi_2 = 1 \), it can be shown that the solutions go to steady states. Therefore, we can conclude that the fluctuations in the epidemiology of dengue are dependent on the enhancement effect. We use this knowledge to develop a multi-scale model in the next chapter which incorporates the results from the within-host model and the epidemiological model.
Chapter 6

Multi-Scale Modeling

In chapter four, we discovered that the clearance rate by the non-neutralizing antibodies in primary infection is approximately twice that of secondary infection. Therefore, using the epidemiological model, instead of treating $\phi$ as a constant, we set $\phi = 1 + e^{-at}$. In contrast to the within-host model, the number of strain-specific antibodies actually decay over long periods of time, although they effectively stay at a steady state within the time frame we were observing in the within-host model. Therefore, initially, the transmission rate for secondary infections will be $2\beta_i$. However, over time, the strain-specific antibodies will decrease and thus the transmission rate will settle back on $\beta_i$, although an individual will die before it gets all the way back to $\beta_i$. So, using this model with the same initial conditions and parameters as described for the simulations of the model in Chapter 5.1 (except for $\phi_i$), we find that for values of $a > 1.5$, the model ceases to have oscillations, and the compartments go to steady states. As an example, these dynamics are shown in Fig 6.1. This corresponds to the antibodies from the primary infection decaying relatively quickly, thus leading to secondary infection of a heterologous serotype acting similarly to primary infection. Thus, the transmission rates $\beta_i \approx \phi_i \beta_i$, implying $\phi_i \approx 1$. When using the model in Chapter 5.1 with constant rates $\phi_i = 1$, we observe that oscillations cease to occur as well. So, this particular multi-scale model gives results that are similar to the dynamics of the epidemiological model alone. In the next chapter, we discuss a different multi-scale model that may yield different results than the epidemiological model.
Figure 6.1: Results using the multi-scale model from chapter 6 for $a = 1.6$. 
Chapter 7

Future Work

Based on the results from our within-host model, we determined that viral clearance is reduced in secondary infection. However, we mentioned that another explanation for this result may be that we are accounting for a reduced rate of the removal of infected cells due to original antigenic sin, which has been explained previously in chapter two. We plan to develop a model to describe original antigenic sin and see how well it fits with the dengue patient data. We describe an original antigenic sin model using terms and parameters similar to those the ADE model, ignoring the effect from antibodies. We include strain-specific CD8 T-cells (effector cells) $E$, which interact with infected cells at rate $\phi$ and cause more effector cells to be produced. We assume that effector cells clear the infected cells at rate $\mu$. However, when effector cells from the primary infection interact with infected cells from the secondary infection, they clear the infected cells at rate $\mu_2$, which may possibly be negative due to original antigenic sin. Thus, the model is

\[
\begin{align*}
\frac{dT}{dt} &= s - d_T T - \beta_1 TV_1 - \beta_2 TV_2, \\
\frac{dE_i}{dt} &= s_E + \phi E_i I_i - d_E E_i, \\
\frac{dI_1}{dt} &= \beta_1 TV_1 - \mu E_1 I_1 - \delta I_1, \\
\frac{dI_2}{dt} &= \beta_2 TV_2 - (\mu E_2 I_2 + \mu_2 E_1 I_2) - \delta I_1, \\
\frac{dV_1}{dt} &= p_1 I_1 - (c + \gamma_1 A_1)V_1, \\
\frac{dV_2}{dt} &= p_2 I_2 - cV_2.
\end{align*}
\]

(7.1)

We also plan to develop an epidemiological model that takes into account vaccination and vector terms, similar to the models described in chapter three. We plan to expand on the idea of multi-scale modeling of dengue, using a more complex epidemiological model which
incorporates the results from our within-host model.

We describe a possible model similar to the one described in Chapter 6, but which does not assume exponential decay of antibodies. Instead, we base our model on the one described by Heffernan in Chapter 3.4. We assume that the more strain-specific antibodies present from primary infection, the stronger the ADE effect will be. Since the clearance rate in DHF is approximately 2.5 times smaller than that of primary infection (as found in the within-host model), this corresponds to $\phi_1 = \phi_2 = 2.5$. Using the within-host model, we can calculate other $\phi$ for different starting levels of antibodies from primary infection, which will be lower than 2.5. We can assume that the antibodies decrease to a different level at a fixed time $\frac{1}{\alpha}$. Using $i$ levels, the new model is

\[
\begin{align*}
\frac{dS}{dt} &= \mu - \beta_1 I_{1p} S - \sum_i (\beta_1 \phi_1, I_{1s}, S) - \beta_2 I_{2p} S - \sum_i (\beta_2 \phi_2, I_{2s}, S) - \mu S \\
\frac{dI_{1p}}{dt} &= \beta_1 I_{1p} S + \sum_i (\beta_1 \phi_1, I_{1s}, S) - \sigma I_{1p} \\
\frac{dI_{2p}}{dt} &= \beta_2 I_{2p} S + \sum_i (\beta_2 \phi_2, I_{2s}, S) - \sigma I_{2p} \\
\frac{dI_{1s}}{dt} &= \beta_1 I_{1p} R_{2s} + \sum_j (\beta_1 \phi_j, I_{1s}, R_{2s}) - \sigma I_{1s} \\
\frac{dI_{2s}}{dt} &= \beta_2 I_{2p} R_{1s} + \sum_j (\beta_2 \phi_j, I_{2s}, R_{1s}) - \sigma I_{2s} \\
\frac{dR_{1s}}{dt} &= \sigma I_{1s} + \sum_i \sigma I_{1s} - \mu R_{1s} \\
\frac{dR_{2s}}{dt} &= \sigma I_{2s} + \sum_i \sigma I_{2s} - \mu R_{2s} \\
\frac{dR_{12}}{dt} &= \sum_i \sigma I_{1s} + \sum_i \sigma I_{2s} - \mu R_{12}
\end{align*}
\]

We plan to work with this model to determine if it gives us different dynamics that cannot be found using constant rates for parameters in the original model as described in Chapter 5.1.

Based on the results from our future work, we hope to have a more complete set of models that can consistently describe the behavior of dengue viral infection within hosts and within a population. The ultimate goal of this research is to determine how best the spread of dengue virus can be controlled and whether vaccination will lead to undesirable consequences in populations. To gain a better understanding of how dengue virus permeates through a population, we must take into account the virus-host interaction, the period of cross-protection, and the effect of enhancement when estimating the rate of transmission between
hosts. We also must consider transmission rates from human to mosquito populations. While there is currently a dengue vaccination trial being conducted, the effects of vaccination are unknown. Mathematical modeling derived from an understanding of the pathology of dengue virus is the best tool we have to predict these unknown long-range outcomes.
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