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(ABSTRACT)

This thesis describes the Flexible Internetwork Stack (FINS) Framework, an open-source tool to facilitate experimental research in wireless networks on multiple platforms. The FINS Framework uses a module-based architecture that allows cross-layer behavior and runtime reconfiguration of the protocol stack. Version 1.0 of the framework makes use of existing physical and data link layer functionality, while enabling modifications to the stack at the network layer and above, or even the implementation of a clean-slate, non-layered protocol architecture. Protocols, stubs for communicating with intact layers, and management and supervisory functions are implemented as FINS Framework modules, interconnected by a central switch. This thesis describes the FINS Framework architecture, presents an initial assessment along with experiments on Android and Ubuntu enabled by the tool, and documents an intuitive mechanism for transparently intercepting socket calls that maintains efficiency and flexibility.
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Chapter 1

Introduction

The widespread rise of tablets, mobile devices, and new mobile network architectures incorporating heterogeneous technologies has encouraged a resurgence in research on device-to-device communications and mobile ad hoc networks (MANETs). Furthermore, the availability, small form factor, and long battery life of mobile devices enable the evaluation of protocols in truly mobile experiments. Despite this, the vast majority of MANET research still relies primarily on simulation, with only a fraction of research studies employing implementation-based experiments. Wireless networking research has arguably relied too much on simulation, which has serious limitations regarding fidelity to real-world conditions [1–5]. While simulation-based studies are useful in developing and testing ideas, we believe they should not be a terminal step in the research process. In this thesis, we introduce a new software tool for wireless research that aims to reduce the barriers researchers encounter with wireless experiments and enable rapid wireless network prototyping, experi-
mental protocol evaluation, and complex cross-layer behavior. This thesis will also describe a mechanism used to accomplish this that exploits the nature of the traditional stack to efficiently intercept socket calls and seamlessly support applications.

1.1 Background and Motivations

Researchers attempting to conduct experimental studies in wireless networking encounter logistical, evaluation, and implementation challenges.

- Logistical challenges include the need for significant quantities of people, equipment, and space.

- Evaluation challenges involve the amount of repeatability and standard benchmarking scenarios.

- Implementation challenges include the availability of software tools and the cost of protocol prototyping and implementation.

For simulation-based studies the logistical and evaluation challenges are typically negligible as simulations do not require a physical environment or the need to use actual devices. This allows for low-cost testing, high scalability in scenarios, and a controllable and flexible environment, which lessens the burden placed on researchers and expedites the testing of research questions. High fidelity simulators like ns-2 [6], GloMoSim [7], and OMNeT++ [8] offer the ability to easily and quickly evaluate protocols with high repeatability of results.
However, the lack of a physical environment also opens up simulation to common user error (typically bad simulation practices or poor model assumptions [2]) and problems when the software is not sophisticated enough to accurately reflect complex device implementations, protocols, or scenarios, such as the inaccuracy observed in multi-hop simulations [4,5]. While simulation is certainly a powerful tool that can be useful for sufficiently simple scenarios, it is limited to only providing estimates for more complex situations, especially in the case of MANETs [9].

Emulation tools have been increasingly used to mitigate many of the problems simulation exhibits as their use of real network stacks and hardware in combination with simulators provide higher fidelity. Tools such as ns-3-click [10], ORBIT [11], or MeshTest [12] add a degree of control over the network to retain the low logistical and evaluation costs of simulation while increasing fidelity to real conditions. This is commonly accomplished by simulating lower layers, miniaturizing the network, or causing predictable mobility patterns for mobile nodes such that the ease of deployment, scale, and repeatability for emulators is similar to that of simulations. However, emulation also inherits some of the disadvantages of simulation environments [13] as the methods of adding control inherently decrease emulation’s ability to faithfully capture physical and MAC layer characteristics observed in larger networks [9].

This leads researchers who require high accuracy to rely on experiments and experimental wireless network tools, since they evaluate protocols and scenarios in real-world conditions using the actual target platforms. In doing so, implementation-based studies avoid issues related to imperfect modeling at the cost of being harder to prototype, deploy, and test. How-
ever, in the case of MANETs, mobile devices significantly reduce logistical challenges related to preparing, using, and powering equipment. Furthermore, this thesis introduces a new experimental wireless network tool, called the Flexible InterNetwork Stack (FINS) Framework, with the goal of addressing evaluation and implementation challenges in an effort to make experimental wireless networking research easier to conduct. The FINS Framework was inspired by challenges encountered during the MANIAC Challenge project [14], challenges which plague most experimental research in wireless networking.

1.2 Contributions

The first contribution of this thesis is the introduction of a tool, the FINS Framework, that enables wireless networking experimentation from the data link to the application layer, with particular support for new scenarios involving cross-layer behavior and context-aware applications. The FINS Framework is an open-source, flexible networking subsystem meant to reduce evaluation and implementation barriers in order to encourage experimental research. Implementation costs are lessened by moving the rigid traditional network stack into user-space as a module-based architecture to enable fast prototyping of new protocols and additional cross-layer interactions. Other tools have similarly implemented user-space stacks to avoid the high cost of debugging and modifying the kernel; however, they still strictly adhere to the layered architecture of the traditional stack, making research in alternative architectures and cross-layer interactions difficult. The FINS Framework distinguishes itself
through a flat architecture of generically interfaced modules to allow high reconfigurability and complex cross-layer behavior within the protocol stack. Evaluation challenges are addressed through transparent logging enabled by the architecture, management or supervisory modules, and backwards compatibility with existing applications without modification. In addition, the FINS Framework was created with deployment to mobile devices in mind, such that researchers may capitalize on the logistical benefits of mobile devices by developing protocols on laptops and then effortlessly deploying them to a tablet or handheld device for testing. The framework can support existing networking applications in typical use cases at connectivity speeds up to IEEE 802.11a/b/g.

The second contribution is a mechanism for backwards compatibility that exploits the nature of the traditional network stack to efficiently intercept socket calls and seamlessly support applications. Interfacing with applications and providing support for the BSD socket API is complicated as this typically requires either recompiling an application or dynamically interposing system calls. This can limit the available test software or cause problems when encountering statically linked libraries. We present a mechanism that links with the kernel through the network subsystem such that it avoids needing to alter applications and automatically intercepts all networking system calls, while also avoiding re-implementing file- and socket-related functionality provided by the kernel. By intercepting system calls in the kernel and shuttling them to user-space for processing, this mechanism is similar to the FUSE operating system mechanism [15]–a tool that enables virtual file systems–and allows for custom user-space implementations of sockets. In addition, our mechanism avoids many
of the tradeoffs encountered by other interception methods, while retaining flexibility and code reusability.

1.3 Outline

This thesis is partitioned into five chapters. The next chapter, Chapter 2, surveys existing tools used for experimental research in wireless networking, discusses advantages and disadvantages, and lists desirable characteristics. In Chapter 3, we describe the architecture, design, and implementation of the FINS Framework and show how the framework achieves the desired goals. Chapter 4 presents performance results of the FINS Framework in a simple IEEE 802.3-based network use scenario on laptops and a simple IEEE 802.11-based network on mobile devices, followed by discussion about a workshop and the possible experimental scenarios presented using the framework. This thesis concludes with Chapter 5, which summarizes our work and suggests new areas for future work.
Chapter 2

Review of Experimental Wireless Network Tools

In this chapter we will review existing tools in the field through their context and purpose. For this thesis, experimental wireless network tools refers to tools used to perform or collect data during an experiment in a wireless network where the experiment components are implemented or prototyped using the actual target platforms. More detail on classes and categories for experimental wireless network tools can be found in [16]. For tools with emulation components, we use the common classifications of physical layer emulators and MAC layer emulators, based on up to which layer is simulated through software [1].
2.1 Click Modular Router

Originally released in 2000 for modular forwarding paths, the *Click Modular Router* [17] is a software framework that has been widely embraced by the networking community and expanded to include protocol development and testing. The Click Router creates a virtual platform-independent layer to run on top of the traditional stack, sacrificing some performance for the sake of a unified implementation regardless of the platform [18,19]. The modularity and code reusability of the tool has led to its adoption by many researchers; however, reconfigurability of the virtual stack is limited during runtime and the Click Router does not directly support the BSD socket interface, instead intercepting and augmenting outgoing network traffic of the traditional stack through the local loopback interface. These nuances introduce issues when evaluating experimental protocols with traffic from context-aware and real-time applications as the Click Router is limited by the traditional stack.

Support from the community has expanded to even include emulation as the *ns-3-click* [10,20] project creates a MAC layer emulator by integrating the Click Router into the *ns-3* [21] simulator. Generally considered one of the most popular discrete event network simulators, *ns-3* [21] is the third major revision of an open-source project initially created for wired networks in 1989 that has grown in documentation, support, and community to cover a wide range of protocols and networks, including wireless networks and MANETs. *ns-3* is written in C++ and Python and improves much of the functionality of its predecessor, such as redesigning the core for scalable expansion, providing graphical user interfaces (GUIs) for
creating scenarios and statistical analysis, and supporting integration with real devices [22]. Connecting the Click Router with ns-3 allows researchers to sanity test experimental protocols in a virtual environment before conducting experiments with a physical MANET. Drawbacks include a limit on the fidelity due to simulating lower layers, increased memory consumption, and that the community surrounding ns-3 (hence ns-3-click) is still maturing.

2.2 Ad Hoc Protocol Evaluation Testbed

The Ad Hoc Protocol Evaluation Testbed (APE) [23] is a framework designed to achieve test repeatability and result reproducibility by choreographing experiments through a distributed software package of build scripts and source code. In operation, participants carry around laptops with the package pre-installed while following directions and entering in commands assigned in movement scenario files. These movement scenario files are processed by the framework in order to control traffic generators, routing protocols, and inform participants when and where they should move during the scenario [24]. After an experiment all of the collected data can be congregated and analyzed using tools written in Perl that are provided by APE. The framework also provides a visualization tool called APE-view that processes experiment logs to animate the topological configuration of nodes during test runs.

The creators of APE further reduce evaluation challenges by providing a build system to create customized APE distribution packages that self-install encapsulated execution environments (essentially small Linux distributions) with all the necessary drivers, tools, and
scripts. In effect, APE automates the deployment and execution of experiments to the point that the participants simply need to move and follow directions. This approach greatly reduces the work for both organizers and participants of a wireless experiment, but also introduces minor drawbacks in that the encapsulated execution environments are tuned to operate on specific platforms with special drivers modified for APE. This increases the implementation costs when researchers desire to use the framework with other hardware, such as handheld or mobile devices. In addition, minimalistic environments make it difficult to troubleshoot problems during the experiment and may be unstable if built incorrectly. It is important to note that APE does enable experimental protocol design and has officially added support for several protocols since its release in 2002. Unfortunately, its biggest drawback is that experimentation has been limited to only routing protocols with little to no development of protocols in other layers.

2.3 Monitor for Mobile Ad hoc Networks

Intended to reduce evaluation challenges, the Monitor for Mobile Ad hoc Networks (MMAN) [25] framework is a distributed software package for unobtrusively monitoring MANET experiments. The framework is intended to be deployed to a set of passive nodes, called Monitoring Units (MUs), that observe wireless network traffic during an experiment and then aggregate the data over a wired connection. In using passive nodes that communicate over a separate wired network, MMAN avoids taxing the wireless network and interfering with the exper-

The framework is separated into three major independent components: a Capture component, a File Delivery component, and an Analysis & GUI component 2.1. Each MU collects wireless traffic for an area through the Capture component using JPCAP [26] into a info file which is then delivered to a central node using the File Delivery component for processing or visual presentation (Analysis & GUI component).

The separation between components ensures minimal overhead or loss of traffic during the experiment, with more complex and resource intensive processing able to be completed afterwards to create network-level and node-level snapshots. The GUI provided by MMAN is able to display the dynamic network topology and node connectivity observed in the
experiment (network-level) as well as traffic information and an assessment of cooperation in forwarding packets at a node-level. The MMAN framework offers a simple and efficient tool for collecting and analysing data in wireless networking experiments; however, does not extend beyond that core functionality.

2.4 **Autonomic Network Architecture**

The *Autonomic Network Architecture* (ANA) [27] project incorporates the trend of virtualization and attempts to foster self-learning, self-configurable, and self-forming networks by replacing the traditional stack and adding a common presentation layer. This experimental wireless network tool takes inspiration from peer-to-peer file sharing networks, with nodes able to invoke remote services or alternative network resources provided by peer nodes in RPC-like (remote procedure call) access through its presentation layer [28]. Appropriately, ANA supports high flexibility and runtime reconfigurability to the point of multiple network stacks running on top of the same physical node.

This level of flexibility is achieved through a central core called *MINMEX* that modular components (aka *bricks*) attach to in order to provide the necessary functionality. In user-space bricks are compiled as shared library objects and dynamically loaded into the framework, which enables MINMEX to load functionality as needed. A notable feature of ANA is the ability to prototype new components in user-space and then seamlessly test them in kernel-space through a dual build system and ANA wrappers for common functions. For
kernel-space, the bricks are built as loadable kernel modules (LKM)s and use the modularity provided by the Linux kernel to join the components. However, as a clean-slate tool ANA requires researchers to re-implement some protocols (e.g. TCP) which is non trivial and modify existing applications to be compatible with ANA’s presentation layer.

2.5 X-Layer

Following a more conventional approach, X-Layer [29] is an tool designed for wireless sensor networks (WSNs) that uses a condensed version of the traditional stack, but also allows additional cross-layer behavior. The layered architecture of the stack suits the low-resource environment of WSNs, which prioritizes efficiency over flexibility, and a carefully chosen subset of cross-layer links were incorporated to allow cross-layer protocol design from the physical layer to the application layer. The kernel level modification of the stack shows the efficiency possible through direct augmentation of the traditional stack, but at the cost of minimal flexibility and significant development challenges when coding and debugging. In addition, X-Layer’s cross-layer optimization has been shown to be limited as the authors found that simple cross-layer interactions in the layered stack was not sufficient.

To improve the potential cross-layer behavior, the authors also proposed a new architecture (Fig. 2.2) that modified the layered stack to include an interlayer resource broker. In receiving cross-layer information from every layer, the resource broker is able to more efficiently share information through a publish/subscribe mechanism that filters all informa-
Figure 2.2: Proposed architecture with interlayer resource broker, S. P. Aaron Beach, Mike Gartrell and R. Han, “X-Layer: An experimental implementation of a cross-layer network protocol stack for wireless sensor networks,” Department of Computer Science University of Colorado at Boulder, Tech. Rep., December 2008, Used under fair use, 2014.

...tion and only relays necessary data. Unfortunately, to our knowledge the authors have not introduced a tool using this architecture and X-Layer is no longer maintained.

2.6 Implementing Radio In Software

Focusing more on the physical and medium access layers, Implementing radio in software (Iris) [30, 31] is a flexible framework written in C++ for building reconfigurable cognitive nodes on a software defined radio (SDR). Although the project has heavily focused on issues related to hardware concerns and SDR, the framework does provide a generic design for implementing a whole cognitive network stack. The architecture of Iris (Fig. 2.3) supports a core cognitive processing engine (radio engine) which manages the flow of data among a set of functional blocks (components), each of which are implemented using the same generic pat-

Events in these components are listened to by controllers (control logic manager), which modify parameters in components based on control logic set in XML configuration files. Similarly, the inputs, outputs, and parameters of a component and the structure of components in a radio engine are given by XML files (XML). In this architecture, protocols would be implemented as components with an engine representing a complete network stack and controllers configured to perform cross-layer or cognitive algorithms. Alternatively, controllers could be used by context-aware applications (host application) to observe network conditions, report important contextual information, and augment the engine’s behavior accordingly.

Meant for building cognitive radios, a distinguishing characteristic of Iris is its high flex-
ibility and reconfigurability at runtime, such as restructuring of the stack through linking and de-linking components or dynamic reading and modification of parameters within protocols. Initially released in 2006, the framework underwent a major redesign in 2008 that introduced dynamic memory allocation, parallelism support, and modular design for heterogeneous platforms. In addition to the framework, the CTVR (Telecommunications Research Centre, based at University of Dublin, Trinity College) provides researchers with remote access to a testbed of computers and universal software radio peripherals (USRPs) for testing. While Iris provides a large number of components for the physical and media access layers, its main drawback is the complete lack of components for higher layer protocols, which greatly increases implementation costs for network or transport layer research.

2.7 Emstar

*Emstar* [33] is an software tool designed for the simulation, physical emulation, and deployment of WSNs using microservers. This tool is distinctive as its current implementation uses a multi-process service architecture of libraries and daemon that communicate through device file inter-process communication (IPC). Each service is connected with others through loosely coupled interfaces that are accessible through the file system using FUSD [34], a kernel module that allows device files to be implemented by user-space daemons, which Emstar uses for IPC. These services offer a variety of functionality from the physical layer to the application layer, including link-layer routing protocols, time syncing between neighboring

Main priorities in the project have been to provide increased system robustness to sensor network applications, as well as fault isolation, fault tolerance, and system visibility. These are provided by the multi-process architecture and visibility inherent to FUSD. Unfortunately, the multi-process architecture and use of IPC adds non-trivial overhead that they attempt to mitigate through microservers. In addition, while the services of Emstar provide a wide range of functionality, there are noticeable gaps when compared to the traditional network stack (e.g., TCP) and some services are simply pass throughs to the underlying
platform.

2.8 WiFu

A more recent tool, WiFu [35] is an open source user-space toolkit released in 2012 for developing experimental wireless transport protocols that retains high efficiency by building off of the network layer of the traditional stack and connecting to legacy applications through a user-space static library. The toolkit is implemented as WiFu Transport, which replaces the transport layer, and WiFu Core, a background service that intercepts and modifies packets to enable cross-layer support. The architecture of WiFu Transport uses a central entity called the Event Dispatcher to direct data flows and control signals among different functional components [36].

Fast prototyping of TCP flavors is encouraged through a decomposition of TCP into separate libraries for connection management, reliability, and congestion control. Users create protocols that receive traffic from the Event Dispatcher, perform method calls to the appropriate library, and push any traffic back to the Event Dispatcher (Fig. 2.5). WiFu provides high flexibility and efficiency with opportunities to create cross-layer behavior; however, because it only replaces the transport layer it is limited to the existing cross-layer interactions in the traditional stack. Furthermore, in using raw sockets to connect with the traditional stack to send and receive packets, WiFu is unable to expand experimentation to additional layers without considerable implementation challenges. Finally, the implementa-

The Open Access Research Testbed for Next-Generation Wireless Networks (ORBIT) [11] is a publicly accessible testbed that provides an indoor radio grid for physical layer emulation and an outdoor field trial network for experiments. Researchers can access a joint gateway...
for both, remotely run user code to prototype protocols on the emulator, and then easily transition to the outdoor network for high-speed cellular (3G) and 802.11 wireless research in a real-world setting. The emulator reduces logistical challenges by dynamically mapping virtual nodes in a scenario to physical radios in a grid [37], which are then used to simulate mobility by rebinding virtual nodes to different radios and causing discrete changes in signal power [38]. The stationary radios transmit at low power levels to miniaturize the emulator and allow automated testing of scenarios in a laboratory environment, which ensures greater control over the environment, high repeatability of results, and avoids the costs of implementing a complex analytical model for lower layers. The ORBIT emulator has expanded past the laboratory-based, 20-by-20 main grid to include 9 smaller “sandboxes” with varying hardware and environments (indoor and outdoor) to approach conditions closer to real experiments; however, the use of miniaturization, simulated mobility, and artificial interference limits the fidelity of the tool, prevents emulating complex physical environments, and forces researchers to deeply understand how the emulated environment maps to a real-world one [39].

The outdoor field trial network is comprised of numerous outdoor and vehicular nodes deployed on or around the Rutgers campus. Coverage for the testbed roughly spans a region 5 km wide by 2 km long and contains both urban and suburban areas. Similar to the indoor emulator, devices in the network operate under a framework called OMF (cOntrol Measurement Framework), which allows remote users to configure the network stack of a node, control traffic through the network, and collect statistics during scenarios.
The ORBIT testbed is a part of the global environment for network innovation (GENI) [40], a worldwide collection of computers, emulators, and testbeds integrated together in order to provide researchers more accessibility to networking resources. The outdoor field trial network avoids many of the problems its emulator counterpart experiences as nodes consist of devices that operate under normal conditions in an unmodified environment. This increases fidelity to real-world levels at the cost of repeatability as environmental conditions may affect experiments (weather, traffic, etc). As a testbed, its main drawback is that researchers are limited by the available scenarios provided, which does not include rural areas.

2.10 Conclusions

In reviewing existing experimental wireless network tools, we found many beneficial concepts and characteristics. Almost all of the widely successful tools exhibited high flexibility in components and configurations, the ability to reconfigure the stack at runtime, and code reusability. These factors provide researchers with a range of elements with which to conduct research and enough flexibility to construct whatever scenarios they are interested in. In addition, well used tools typically branched out and integrated building their framework for multiple situations, such as ANA’s dual build system or how scenarios for the Click Router are reusable for ns-3-click. We wish to emulate this by incorporating build support for Ubuntu and Android, enabling our users to develop protocols or applications on laptops and then easily deploy them to mobile devices for experiments. To our knowledge none of
these tools have official branches for Android, which we think is a major opportunity for encouraging experimental research in wireless networking.

While each tool had some desirable qualities, we found that all of them lacked sufficient support for cross-layer interactions and context-aware applications. This is in part because most of experimental wireless network tools keep the strict, layered architecture of the traditional stack, which is at odds with the nature of cross-layer optimization—low layer information is typically most useful for upper layers and vice versa. Other tools offered some cross-layer support but were limited to simple interactions between protocols, such as the Click Router where design decisions about control connections between modules limited its efficacy. Greater support for cross-layer optimization is especially important to MANETs and adaptive algorithms as the time-varying nature of wireless channels permits sporadic usage of the link, which encourages higher efficiency in transmitting information. We wish to enable more of the possible cross-layer designs and flows presented in [41] and [42].

Furthermore, many of the tools had poor support for backwards compatibility, often requiring modifications to any application a researcher might wish to use. While in a tightly controlled scenario this is not as much an issue, it adds additional cost to evaluating protocols and fragments benchmarking scenarios. To assuage this, we desire our tool to have seamless support of the BSD socket API and enable researchers to use common networking applications, tools, and generators.

Finally, we found that the level of logging and managerial functionality varied greatly. Some tools, such as APE, showcased extremely effective methods of documenting scenarios
and reducing evaluation challenges; however, others provided only the most basic functionality, e.g., printing traces. We wish to provide better interactivity with documenting scenarios, but also with applications, such that researchers are able to test context-aware applications with a large amount of control and information about the protocol stack.
Chapter 3

Architecture, Design, and Implementation

In this section, the architecture, design, and implementation of the FINS Framework is discussed, followed by a step-by-step walkthrough of an example traffic flow through the system.

3.1 System Architecture

The FINS Framework is a hybrid experimental wireless network tool that attempts to break the strict layering seen in a traditional stack (Fig. 3.1a) for a more flexible approach. Fig. 3.1b shows a visual representation of the architecture using the two main types of components: modules and the switch. Modules are independent, self-contained components that commu-
communicate with each other through the switch, which acts as a multiplexing component. Not shown in the figure but equally important are *FINS frames*, which encapsulate and shuttle data between modules and the switch, and the *linking table*, which specifies how frames flow through the framework.

### 3.1.1 Structure

The hybrid structure of the FINS Framework builds off of the traditional data-link layer and introduces a flat approach for the network to application layers, while maintaining seamless backward compatibility with legacy network applications. The FINS Framework
thus allows users to avoid the high cost of re-implementing hardware-specific low-level layers and enables experiments that use realistic traffic scenarios, namely real-world applications instead of custom-tailored traffic generators. The non-layered nature of the architecture means any module can communicate with any other module, allowing for greater access to meters and knobs across layers as well as support for cross-layer protocol design.

Our architecture also allows experimenters to implement applications that are connected directly to the FINS Framework without using the BSD or glibc socket API in a clean-slate fashion (Fig. 3.1b). The ability to implement clean-slate applications allows researchers to explore new experimental scenarios, such as implementing and testing a context-aware application that varies its traffic pattern based on network conditions. The ability to connect directly to the framework not only allows context-aware applications through access to the internal conditions of protocols, but also cognitive applications that can control some protocol parameters or even direct management features within the FINS Framework. This is helpful for researchers working on cognitive nodes and networks [43].

3.1.2 Modules

There are three types of modules in the framework: data, non-data, and stub.

- Data modules act on ingress and egress network traffic as it is processed in the node (e.g. ARP, TCP, UDP).

- Non-data modules observe network traffic and interact with other modules; these mod-
ules may not act on or modify network data (e.g. Logging & Monitoring).

- Stub modules are modules that enable integrating the FINS Framework with existing mechanisms outside of the framework (e.g. Socket Stub, MAC/PHY Stub).

Modules may vary greatly, but must all follow common guidelines and interface with the switch in the same way. They are meant to interact with other modules through loosely coupled generic interfaces and to be implemented at differing levels of granularity, such as at the protocol, algorithm, or library level. This aligns with the concepts of generic interfaces and code reusability mentioned previously.

### 3.1.3 FINS Framework Frames

Communication between modules is accomplished through two types of frames based on the traffic type: *data frames* and *control frames*.

- Data frames encapsulate ingress or egress network traffic that flows through the framework (Fig. 3.2a).

- Control frames encapsulate messages exchanged between the modules in the framework that do not carry network traffic; these are typically used for management or supervisory functions (Fig. 3.2b).

Data and stub modules are able to send both data and control frames; however, since non-data modules may not act on or modify network data they can only send control frames.
Both data and control frames share a first field used to differentiate frame type, followed by a second field holding the value of the destination ID. Subsequent fields vary depending on frame type and other parameters.

For data frames the direction flag is the third field and is processed internally by protocol modules to determine whether the frame contains ingress or egress network data. This is a helpful feature for researchers who are interested in reusing traditional protocol implementations with minimum modifications. The next field is the length of the protocol data unit (PDU), which is followed by the PDU data field, where the encapsulated data is stored. The last field is metadata, which is used to exchange key-value pairs between modules. The metadata field is also used to collect information recovered from headers as the frame passes through the framework, reducing reprocessing and enabling frame-by-frame logging.

For control frames the third field is the sender ID of the frame, which is necessary since a module’s internal processing of the frame depends in part on which module it comes from. The next field is the operation code, which determines what operation is requested of the receiver module (Table 3.1). Once again, the last is field metadata, which contains special key-value pairs that are associated with the sender, operation code, and other factors.
Table 3.1: A list of possible Operation Codes and their use.

<table>
<thead>
<tr>
<th>Operation Code</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter Read Request</td>
<td>Request the value of a module’s parameter</td>
</tr>
<tr>
<td>Parameter Read Reply</td>
<td>Respond with the value of the module’s parameter</td>
</tr>
<tr>
<td>Event Listen</td>
<td>Register to be notified when an event occurs in a module</td>
</tr>
<tr>
<td>Event Alert</td>
<td>Notify a listening module the event occurred</td>
</tr>
<tr>
<td>Parameter Write Request</td>
<td>Request to change the value of a module’s parameter</td>
</tr>
<tr>
<td>Parameter Write Confirmation</td>
<td>Confirm whether the parameter’s value was changed</td>
</tr>
<tr>
<td>Procedure Execute Request</td>
<td>Request the execution of a procedure</td>
</tr>
<tr>
<td>Procedure Execute Reply</td>
<td>Respond with the result of the procedure</td>
</tr>
<tr>
<td>Error Log</td>
<td>Report that a non-termination error has occurred</td>
</tr>
</tbody>
</table>

Control frames expose *meters* for other modules to measure through two modes: *polling mode* and *event-driven mode*. Polling mode is performed using the Parameter Read Request and Parameter Read Reply operations, while the event-driven mode is accomplished using Event Listen and Event Alert. The other half of the concept, *knobs* through which modules can be affected, is realized through Parameter Write Request and Parameter Write Confirmation.

### 3.1.4 Switch and Linking Table

All of the modules within the framework communicate using frames that pass through the switch, with the path of frames controlled by the linking table. This table, which is used like a routing table, specifies the receiver module(s) of a frame based on the sending module and virtual link it is sent over. This allows both the user and module designer to set and
change how data flows through the system, as both can reconfigure the stack through the linking table. Virtual links are typically differentiated by the type of communication, traffic behavior, and/or direction through the protocol suite (egress or ingress). For example a module might have separate links for sending control frames and data frames to the same module or possibly separate links to send UDP and TCP traffic to different modules. Finally, the use of a central switch adds the ability to perform runtime reconfiguration through changing the linking table and the effect of “pausing” the stack by halting the routing of frames.

3.2 FINS Framework Version 1.0: Design and Implementation

This section details the implementation of the architecture in version 1.0, with most discussion about the three major parts of our implementation: the FINS Framework core process, the FINS Framework socket stub module, and the FINS Framework MACPHY stub module. In this version we strove to reproduce the existing capabilities offered by the traditional stack with the goal that subsequent versions would exhibit improved support for configurability at the MACPHY layer and more interactivity through additional modules. As such, the switch and modules for the socket stub, Real-Time Manager (RTM), ICMP, TCP, UDP, IPv4, ARP, and the MACPHY stub have been implemented and connected as shown in Fig. 3.3. Note that each of the protocols provided are new implementations following the
appropriate RFCs and standards. Most of the commonly used options and functionality has been provided, such as ARP retransmissions, IPv4 fragmentation, and ICMP error handling. In particular, the TCP module offers an implementation of TCP New Reno with support for many socket options, such as buffer sizes, window scaling, and delayed acknowledgements.

The FINS Framework is written in C and implements most of the platform in user-space on top of the Linux kernel. The following two platforms served as target platforms:

- Laptop computers running Ubuntu 12.04 and Linux kernel 3.2 with an IEEE 802.11
wireless interface,

- and Nexus 7 tablets running Android 4.2.2 and Linux kernel 3.1.

Implementing most of the FINS Framework in user-space means users avoid needing kernel-space programming, are able to reuse existing libraries and/or FINS Framework code, and recover more quickly from mistakes, collectively speeding development. Finally, C is portable to Android handheld devices, as the Android OS is built on top of a version of the Linux kernel and has built-in support for running native applications.

### 3.2.1 FINS Framework Core Process

A majority of the components in the architecture are implemented as part of the core process, which is a single, multi-threaded process in user-space. The switch is implemented as a single thread and each module is implemented using at least one thread. The modules and switch interact through pairs of input (switch-to-module) and output (module-to-switch) queues, with a pair associated to each module. A module is expected to receive FINS frames through its input queue, process them, and send any response or internally generated frames through its output queue, thus providing a unified interface between the switch and each module.

The switch is expected to read frames from the module output queues using a round robin mechanism, determine the receiver module(s) for each frame based on the configuration stored in its linking table, and push the frame onto the corresponding module’s input queue. The linking table should be configured with all ingress and egress data traffic paths as well as
control traffic paths between modules. Table 3.2 shows an example linking table configured to rebuild the traditional stack using the modules presented in Fig. 3.3.

The linking table determines a frame’s receiver(s) using its sender and destination ID. For a simple example, consider the case when the MAC/PHY stub thread intends to send an Ethernet frame, but lacks the corresponding MAC address (Fig. 3.4):

C1) The MAC/PHY stub thread recognizes it needs a MAC address and creates a Read Parameter Request control frame with the appropriate metadata to communicate with the ARP module. The MAC/PHY stub module inserts the frame into its output queue with the destination ID set to its link ID associated with ARP traffic (02).

C2) The switch thread reads the frame from the MAC/PHY stub output queue and uses the sender and destination ID (02) to search the linking table for the receiver module IDs (7 and 8). Since there are multiple destinations the frame is copied and the switch pushes one into each input queue of the receiver modules (ARP and Logging & Monitoring).

C3) The ARP thread reads the frame from its input queue and searches the locally cached MAC addresses using the metadata provided in the frame. If no up-to-date MAC address is found, it sends out ARP requests using data frames and resolves the address. After resolving the address, the ARP thread changes the control frame’s operation code to Read Parameter Reply, adds the appropriate information to the metadata, and inserts the frame into its output queue with the destination ID set to its link ID associated with MAC/PHY stub traffic (01).
C4) The switch thread reads the frame from the ARP output queue, uses the sender and destination ID (01) to search the linking table for the receiver module IDs (6 and 8), since there are multiple destinations the frame is copied and the switch pushes one into each input queue of the receiver modules (MAC/PHY stub and Logging & Monitoring).

C5) The MAC/PHY stub thread reads the frame from its input queue, retrieves the necessary information from the metadata, and completes the Ethernet frame.

This example illustrates the use of control frames to communicate between modules and the interaction between the linking table, switch, and modules. The frames sent to the Logging & Monitoring module were not discussed as the module simply logs their contents; however, they showcase how transparent logging is possible through simple manipulation of the linking table.

It is important to note that in version 1.0 the linking table has been optimized and implemented in a distributed manner, with each module receiving a subset of the linking table, performing the search for module ID(s) when sending, and copying frames when multiple receivers are found. Thus the destination ID field in frames stores the module ID of the receiver and the switch simply forwards frames to their destination. A subsequent optimization is that replies to control frames (e.g. Parameter Read Reply, Parameter Write Confirmation, Procedure Execute Reply) can be sent to the module ID contained in the sender ID field without a lookup in the local linking table. Later step-by-step examples will describe traffic flow using the distributed implementation of the linking table.
Implementing the core of the FINS Framework as a single process greatly simplifies development and reduces overhead from traffic between modules, which would be non-trivial in a highly modular configuration. At the same time, the use of independent modules interfacing through generic input/output queues ensures module reusability and the possibility of alternative implementations for the core process. Inspiration could be taken from tools like Emstar, such that each module is implemented as a separate background process that communicates through Unix Domain sockets or shared memory, trading efficiency in module-to-module communication for stability and fault tolerance. While this does not currently suite our goals, our implementation leaves these alternatives as viable possibilities.

3.2.2 FINS Framework Socket Stub Module

Supporting backwards compatibility of unmodified legacy applications is an important factor in implementing the socket stub module. Many of the reviewed tools performed tradeoffs between efficiency, ease of development, and flexibility by implementing their mechanism in either kernel-space or user-space. The socket stub module (Fig. 3.3, bottom right) merges
Table 3.2: An example of configuration records from the FINS Framework linking table

<table>
<thead>
<tr>
<th>Sender Module</th>
<th>Sender Module ID</th>
<th>Destination Link</th>
<th>Receiver Module</th>
<th>Receiver Module ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socket Stub</td>
<td>1</td>
<td>01</td>
<td>ICMP</td>
<td>2</td>
</tr>
<tr>
<td>Socket Stub</td>
<td>1</td>
<td>02</td>
<td>TCP</td>
<td>3</td>
</tr>
<tr>
<td>Socket Stub</td>
<td>1</td>
<td>03</td>
<td>UDP</td>
<td>4</td>
</tr>
<tr>
<td>ICMP</td>
<td>2</td>
<td>01</td>
<td>Socket Stub</td>
<td>1</td>
</tr>
<tr>
<td>ICMP</td>
<td>2</td>
<td>02</td>
<td>TCP</td>
<td>3</td>
</tr>
<tr>
<td>ICMP</td>
<td>2</td>
<td>03</td>
<td>UDP</td>
<td>4</td>
</tr>
<tr>
<td>ICMP</td>
<td>2</td>
<td>04</td>
<td>IPv4</td>
<td>5</td>
</tr>
<tr>
<td>TCP</td>
<td>3</td>
<td>01</td>
<td>Socket Stub</td>
<td>1</td>
</tr>
<tr>
<td>TCP</td>
<td>3</td>
<td>02</td>
<td>ICMP</td>
<td>2</td>
</tr>
<tr>
<td>TCP</td>
<td>3</td>
<td>03</td>
<td>IPv4</td>
<td>5</td>
</tr>
<tr>
<td>UDP</td>
<td>4</td>
<td>01</td>
<td>Socket Stub</td>
<td>1</td>
</tr>
<tr>
<td>UDP</td>
<td>4</td>
<td>02</td>
<td>ICMP</td>
<td>2</td>
</tr>
<tr>
<td>UDP</td>
<td>4</td>
<td>03</td>
<td>IPv4</td>
<td>5</td>
</tr>
<tr>
<td>IPv4</td>
<td>5</td>
<td>01</td>
<td>ICMP</td>
<td>2</td>
</tr>
<tr>
<td>IPv4</td>
<td>5</td>
<td>02</td>
<td>TCP</td>
<td>3</td>
</tr>
<tr>
<td>IPv4</td>
<td>5</td>
<td>03</td>
<td>UDP</td>
<td>4</td>
</tr>
<tr>
<td>IPv4</td>
<td>5</td>
<td>04</td>
<td>MAC/PHY stub</td>
<td>6</td>
</tr>
<tr>
<td>MAC/PHY stub</td>
<td>6</td>
<td>01</td>
<td>IPv4</td>
<td>5</td>
</tr>
<tr>
<td>MAC/PHY stub</td>
<td>6</td>
<td>02</td>
<td>ARP</td>
<td>7</td>
</tr>
<tr>
<td>MAC/PHY stub</td>
<td>6</td>
<td>02</td>
<td>Logging &amp; Monitoring</td>
<td>8</td>
</tr>
<tr>
<td>ARP</td>
<td>7</td>
<td>01</td>
<td>MAC/PHY stub</td>
<td>6</td>
</tr>
<tr>
<td>ARP</td>
<td>7</td>
<td>01</td>
<td>Logging &amp; Monitoring</td>
<td>8</td>
</tr>
</tbody>
</table>
the benefits of both by being implemented as two separate components: the *socket calls interceptor* in kernel-space and the *socket daemon thread* in user-space.

The socket calls interceptor is meant to be a lightweight component that intercepts pertinent socket system calls and relays the necessary information to and from the socket daemon thread in the core process. To do this the socket calls interceptor is implemented as an LKM that unregisters the traditional internet socket family (AF_INET) and replaces it with our own family. This utilizes the behavior of the kernel to direct only appropriate socket calls to the socket calls interceptor and avoids re-implementing functionality provided by the kernel, such as handling cloned sockets or interactions with file descriptors. The socket calls interceptor communicates with the socket daemon thread over a Netlink connection (Fig. 3.3, blue arrow) in client-server fashion, whereby the inherently parallel system calls are serialized and passed through the outgoing Netlink connection in order of arrival.

The socket daemon thread within the core process is attached to the other end of the
Netlink connection and handles tasks that were originally implemented by the socket system call handlers and the network subsystem inside the kernel, such as maintaining the status and structures of opened sockets. An example walk-through of the steps in intercepting a socket call is as follows (see Fig. 3.5):

1. In user-space, an application calls socket() to create a socket for ICMP, TCP or UDP transfer.

2. Glibc converts the socket() call into a system socket() call that goes to the network subsystem in the Linux kernel.

3. In kernel-space, the network subsystem demultiplexes each call to its respective family and for the AF_INET family the call is directed to the socket calls interceptor. Through this, other types of socket communication are left untouched and are directed to their traditional handlers, e.g. Netlink, Unix domain sockets, etc.

4. The socket calls interceptor catches the call and creates the minimum necessary kernel socket objects, setting the socket operations (bind(), connect(), etc) to corresponding functions in the socket calls interceptor. This enables the kernel to track the socket and directs future system calls to the appropriate socket calls interceptor function (bind() → FINS_interceptor_bind()). The socket calls interceptor serializes the call, forwards it to the socket daemon thread in the core process through the Netlink connection, and waits for a response.

5. In user-space, the socket daemon thread processes the socket() request, creates a new
socket record in the FINS Framework socket database, and constructs any socket-related objects. The result of processing the call (for socket() a success/failure status) is serialized and transmitted back to the socket calls interceptor through the Netlink connection.

6. In kernel-space, the socket calls interceptor receives the result, deserializes and handles it accordingly, and then returns an associated value to the network subsystem.

7. Depending on the return value, the kernel returns either a socket descriptor or an error to glibc.

8. In user-space, glibc returns the result to the application.

Once a FINS Framework socket is created, future system calls to the socket pass through the network subsystem to a corresponding function in the socket calls interceptor. A similar process is conducted to serialize and shuttle the call to the socket daemon thread with an accompanying procedure to deserialize and handle the socket daemon thread’s return.

Of the many possible mechanisms for intercepting system calls, we found the two-component LKM solution to be the least invasive and most advantageous. By replacing AF_INET using a lightweight LKM, interception is seamless without modifying any kernel code, meaning that there is no need to recompile the Linux kernel. This avoids many of the issues related to kernel-space programming and allows for the same socket calls interceptor code to be used for kernel versions 2.6 to 3.8 on both Ubuntu and Android with only negligible changes. In addition, this intercepts all calls to internet sockets whether from dynamically or statically
linked applications, which was a problem for an earlier user-space attempt. Unfortunately, some minor overhead is introduced for each call as all necessary information must be shuttled from kernel-space to user-space and vice versa.

### 3.2.3 FINS Framework MAC/PHY Stub Module

The MAC/PHY stub module (Fig. 3.3, middle left) connects to the network and achieves portability across platforms. Implementation of the MAC/PHY layers differs significantly among platforms due to interactions among the kernel, the device driver, and the network adapter’s firmware. The current MAC/PHY stub module is implemented using the Pcap library [44], a portable C/C++ library for network traffic capture and injection. Using the Pcap library allows the user to capture and inject Ethernet frames, and get/set some basic network adapter parameters.

The MAC/PHY stub module is implemented as three components: the *MAC/PHY stub thread*, the *capturing process*, and the *injecting process*. The MAC/PHY stub thread is a thread within the core process that works as a multiplexer/demultiplexer of the traffic between the switch thread and a networking interface. It is connected through a Unix domain socket to the capturing process and through a second Unix domain socket to the injecting process. In order to accelerate the processing of frames and enhance the overall performance of the FINS Framework, the generation and serialization of Ethernet frames is implemented in the MAC/PHY stub thread, while their injection and capture are isolated into the two
processes outside the core process (Fig. 3.3, lower left). In effect, to send an IP packet the MAC/PHY stub thread generates an appropriate MAC frame header, encapsulates the packet, serializes the frame, and sends it over the domain socket to the injecting process. In turn, the injecting process forwards the stream to the network adapter’s buffer by calling the Pcap library injection function. The operation is reversed when capturing traffic from a network adapter. Note that Unix domain sockets were used in this module instead of pipelines in order to facilitate easy deployment to mobile devices as file permissions in Android severely limit the use of pipelines.

3.2.4 FINS Framework RTM module and FINS Framework Console

Two minor but essential parts of the FINS Framework are the Real-Time Manager (RTM) module and the FINS Framework console. The RTM module is a non-data module that receives input from outside of the framework and allows runtime management and supervision of the framework. The FINS Framework console is a command line application that connects to the RTM through a Unix domain socket and can either act as an interactive prompt or simply receive status updates from the framework. Through the RTM and console, advanced monitoring and logging is possible as well as runtime reconfiguration of the linking table and modules.
Figure 3.6: UDP/IP example stack using the FINS Framework
3.2.5 Traffic Flow Walkthrough

Fig. 3.6 illustrates a typical traffic flow using an example stack that has rebuilt the traditional TCP/IP stack. This is the same stack mentioned earlier whose configuration is given in Table 3.2. The steps of the outgoing traffic flow are indicated using circles labeled D1-D9 and will be discussed thoroughly, while only differences will be mentioned for the incoming traffic flow. For the outgoing traffic flow, consider the case when a running UDP application sends data:

D1) A UDP application sends a buffer of raw data through the glibc socket API.

D2) The socket daemon thread receives the data from the socket calls interceptor, encapsulates the data into a data frame, and uses its link ID associated with UDP traffic (03) to search its local subset of the linking table for a receiver module ID (4). The socket stub module inserts the frame into its output queue with the destination ID set to the UDP module (4).

D3) The switch thread reads the frame from the socket stub output queue and pushes it into the input queue of the UDP module as directed by the destination ID (4).

D4) The UDP thread reads the frame from its input queue, decapsulates the raw data, and extracts necessary information from the metadata, such as the sending and receiving IP addresses/ports. The UDP thread performs its UDP related functions, creates a UDP datagram, and inserts it into the data frame. It then uses its link ID associated
with traffic going down the stack (03) to search its local subset of the linking table and pushes the frame onto its output queue with the destination ID set to the IPv4 module (5).

D5) The switch thread reads the frame from the UDP output queue and pushes it into the input queue of the IPv4 module as directed by the destination ID (5).

D6) The IPv4 thread reads the frame from its input queue, extracts the encapsulated UDP datagram and any required metadata. Then, a new IPv4 packet gets built based on the metadata forwarded from the UDP module and is encapsulated into the data frame. After searching its linking table using its link ID associated with downward traffic (04), the IPv4 thread pushes the frame onto its output queue destined for the MAC/PHY module (6).

D7) The switch thread reads the frame from the IPv4 output queue and pushes it into the input queue of the MAC/PHY stub module as directed by the destination ID (6).

D8) The MAC/PHY stub thread reads the frame, extracts the IPv4 packet and the metadata. Then, it builds an Ethernet frame to be sent through the Pcap library. The MAC/PHY stub thread attempts to resolve the MAC address using its internal copy of previously found MAC addresses, contacting the ARP module if the corresponding MAC address is not found (Fig. 3.4). Once the MAC address has been acquired it is used to finish the Ethernet frame, which is then pushed into the injection Unix domain socket that carries data to the injecting process.
D9) The injection process reads the Ethernet frames buffered into its input Unix domain socket. Then, it sends each frame over a separate call to the Pcap library, which pushes the frames to the interface device driver.

Note that these steps may not occur directly after each other, as the modules may process other frames in between or conduct module-to-module communication to retrieve necessary information. This is referenced in Step D8, where conditions may necessitate a control flow to request the MAC address.

The incoming data flow is generally the reverse of the outgoing flow taking into account the following:

- The Pcap library captures the incoming Ethernet frames after the device driver replaces the original MAC and PHY header with a generic Ethernet header. The frames are pushed into a special Pcap buffer space which is read using a specific call back function.

- The capturing process serializes each captured frame and pushes it into the Unix domain socket connecting the capturing process to the core process.

- The steps then generally proceed in reverse order of the outgoing flow explained earlier.

- Eventually, the incoming data is pushed into the socket daemon thread’s input queue. After reading the frame from the queue, the frame metadata is used to search the socket database for the target socket. If the destination socket is found, the frame is pushed into a separate internal receiving queue, which is one of the socket-layer related
objects that was created when the socket was created.

• Whenever the socket stub detects a socket receiving call from the application, the next data frame is read from the internal queue. The encapsulated raw data within the frame is serialized and sent over the Netlink connection to the socket calls interceptor. Then the socket calls interceptor returns the data to the application through the Linux kernel socket API.
Chapter 4

Results and Discussion

This chapter is segmented into two parts: an evaluation of performance of the FINS Framework in basic experimental scenarios on Ubuntu and Android, and a discussion about more complex experimental situations enabled by the FINS Framework.

4.1 Performance Evaluation

While flexibility is a primary goal of the FINS Framework, a minimum level of performance is needed for it to be usable in most scenarios. Our goal was to support data rates up to 54 Mbps, the maximum data rate of IEEE 802.11g. The equipment used in the following tests included:

- A Netgear N300 IEEE 802.11b/g/n wireless router access point.
• Two Dell Inspiron 1525s laptops with Intel Core 2 Duo processors running at 2 GHz, 3 GB of RAM, Broadcom IEEE 802.11b/g wireless interfaces, and Marvel fast Ethernet controllers. Both laptops were running Linux Ubuntu 10.04 with Linux kernel version 3.2.0.

• Two Google Nexus 7 tablets produced by ASUS. Both tablets were running Android 4.2.2 with Linux kernel version 3.1.10.

For each of the following experiments, the end-to-end throughput was measured at the application level using the common networking tool iperf.

4.1.1 Experiment 1

This experiment was intended to evaluate the socket stub module and determine the maximum throughput of application data through the module and verify it does not limit end-to-end goodput. This is important since socket calls must be shuttled to the core process and a bottleneck in this procedure would slow the execution of applications, potentially changing their behavior. To evaluate this, Experiment 1 utilized a single computer not connected to the network that was running a FINS Framework which consisted of only the switch, the socket stub module, and a custom logging module that reported throughput. The switch linking table was configured so that frames from the socket stub module traveled to the logging module, which simply measured the throughput of application data. On top of this stack ran an instance of the iperf application in client mode, which was set to generate 10
second trials of UDP traffic sent through the local loopback in 1.47 kB datagrams.

The results of this experiment (Fig. 4.1) show that the socket stub module is able to handle throughput data rates up to 169 Mbps with negligible overhead. In addition, throughout the entire testing range (1-200 Mbps) the FINS Framework exhibited a drop rate for system calls and UDP datagrams of 0%. This suggests that the socket stub module and the data transfer between the socket calls interceptor and the socket daemon thread is reliable and will not create a bottleneck for the FINS Framework in networking experiments. However, it is important to note that Netlink connections have been shown to operate at speeds an order of magnitude faster, indicating that the limiting factor for the socket stub module is most likely the processing done in the socket daemon thread. Since the core process is implemented as a single process with many threads, the throughput of the socket stub module may decrease.
4.1.2 Experiment 2

The goal of Experiment 2 was to evaluate the current implementation of the MAC/PHY stub module and observe the maximum throughput of application data that our packet capturing mechanism can support without dropping frames. This is pertinent because the Pcap library will overwrite previously captured frames in its buffer if the capturing process does not poll and process the frames fast enough. To evaluate this the traditional stack and the FINS Framework were run in tandem and iperf was used to send traffic through the traditional stack to the local loopback address. When these packets were “received” by the node, the FINS Framework was able to intercept these packets through the Pcap library. As such, the setup for this experiment consisted of a single, non-networked computer that was running a FINS Framework which consisted of only the switch, the MAC/PHY stub module, and a custom logging module that reported throughput. The switch linking table was configured so that frames from the MAC/PHY stub module traveled to the logging module, which measured the throughput of application data. Since this particular FINS Framework excluded the socket stub module the traditional TCP/IP stack was still accessible and was used to run the iperf application. Once again, iperf ran in client mode and was set to generate 10 second trials of UDP traffic sent through the local loopback in 1.47 kB datagrams. The local loopback was used to avoid the increased probability of dropping frames due to a wireless channel or potential throughput limitations in using a LAN cable.
Figure 4.2: The packet loss rate through the MAC/PHY stub module at varying data rates. The traffic was sent over the local loopback of a laptop to reduce packet loss from channel effects.

Fig. 4.2 shows that the MAC/PHY stub module maintained a packet loss rate of 0% at incoming data rates up to 140 Mbps. The packet loss rate appeared to increase rapidly at rates above 140 Mbps. Throughput measurements from the logging module showed that zero percent (0%) of the packet loss occurred internal to the FINS Framework, indicating that the packet drops shown in Fig. 4.2 occurred at the Pcap library level. Our analysis suggests that this is caused by the capturing process blocking on the Unix domain socket connecting it to the MAC/PHY stub thread, which effectively couples the processing delay of handling a frame in the MAC/PHY stub thread with how quickly the capturing process can retrieve frames from Pcap. As with the socket stub module, this processing delay may increase in times of high scheduling demand.
4.1.3 Forward for Experiments 3-4

The following two experiments use similar setups to contrast the maximum performance achievable by the FINS Framework (found using a wired setup) to a more realistic performance observed in a wireless environment. The UDP and TCP results recorded in both experiments are shown in Tables 4.1 and 4.2, respectively. In addition, benchmark values for the traditional Linux stack were recorded for reference and are also shown. During Experiment 4, the results of the traditional stack were used to estimate the wireless channel, which is why the drop rate is not listed.

4.1.4 Experiment 3

In the third experiment, we used iperf to measure the maximum end-to-end goodput achievable by the FINS Framework when sending or receiving data. To observe the sending rate we used the two laptops networked together using a 100 Mbps LAN cable (Fig. 4.3). On one of the computers an iperf client was run on top of a FINS Framework, while the other computer ran an iperf server on top of the traditional Linux stack. The FINS Framework used for the experiment was the rebuilt stack depicted in Fig. 3.6 and whose linking table was shown in Table 3.2. Finally, all processes that were not required by the operating system were killed on both computers for the duration of this experiment. The experiment was performed over a period of days with each trial consisting of a 5 minute iperf traffic stream. For the receiving rate the same setup was used with the traffic stream reversed – the iperf server was run on
Figure 4.3: Experimental setup for Experiment 3. Note the blue arrow represents a 100 Mbps LAN cable connecting the nodes. The black arrow represents the flow of UDP datagrams or TCP data segments.

In Experiment 3, it was found that version 1.0 of the FINS Framework is currently able to send a maximum of 87.1 Mbps through UDP and 83.6 Mbps using TCP. These values are close to the observed throughputs for the traditional stack (95.4 Mbps and 94.4 Mbps respectively) when limited by a 100 Mbps LAN cable. Receiver results were more nuanced, with the FINS Framework currently able to receive at a rate equal to that of the traditional stack for UDP (95.4 Mbps) and a significant fraction for TCP (48.1 Mbps). The major performance difference between UDP and TCP receive results is likely due to our current implementation of the TCP module and not the stack as a whole. In any case, the results demonstrate the ability to send and receive at speeds that would be enough to support the theoretical data rates of IEEE 802.11a/b/g and may be enough for the rates practically achieved by IEEE 802.11n technologies.
Table 4.1: UDP Results for Experiment 3 (laptops, LAN) and Experiment 4 (tablets, Wi-Fi).

<table>
<thead>
<tr>
<th>Network</th>
<th>Action</th>
<th>Goodput (Mbps)</th>
<th>Jitter (ms)</th>
<th>Drop (%)</th>
<th>Goodput (Mbps)</th>
<th>Jitter (ms)</th>
<th>Drop (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. 3</td>
<td>Sending</td>
<td>87.1</td>
<td>0.242</td>
<td>0.0615</td>
<td>95.4</td>
<td>0.222</td>
<td>0.00610</td>
</tr>
<tr>
<td></td>
<td>Receiving</td>
<td>95.4</td>
<td>0.242</td>
<td>0.135</td>
<td>95.4</td>
<td>0.222</td>
<td>0.00610</td>
</tr>
<tr>
<td>Exp. 4</td>
<td>Sending</td>
<td>15.7</td>
<td>1.40</td>
<td>0.0575</td>
<td>15.7</td>
<td>1.36</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Receiving</td>
<td>15.6</td>
<td>1.74</td>
<td>0.397</td>
<td>15.7</td>
<td>1.36</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.2: TCP Results for Experiment 3 (laptops, LAN) and Experiment 4 (tablets, Wi-Fi).

<table>
<thead>
<tr>
<th>Network</th>
<th>Action</th>
<th>Goodput (Mbps)</th>
<th>Goodput (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. 3</td>
<td>Sending</td>
<td>83.6</td>
<td>94.4</td>
</tr>
<tr>
<td></td>
<td>Receiving</td>
<td>48.1</td>
<td>94.4</td>
</tr>
<tr>
<td>Exp. 4</td>
<td>Sending</td>
<td>13.0</td>
<td>13.0</td>
</tr>
<tr>
<td></td>
<td>Receiving</td>
<td>13.0</td>
<td>13.0</td>
</tr>
</tbody>
</table>
Figure 4.4: Experimental setup for Experiment 4. The test was conducted at Virginia Tech using tablets in a setup similar to that of Experiment 3 (Fig. 4.3). Depicted in the figure is an iPerf client on top of a FINS Framework (blue) sending over Wi-Fi through an IEEE 802.11n access point (black) to an iPerf server on top of the traditional stack (red). The black arrow indicates the flow of iPerf traffic in UDP datagrams or TCP data segments.

### 4.1.5 Experiment 4

This experiment was designed to observe the maximum end-to-end goodput achievable by the FINS Framework in a wireless environment. As such, the previously described Android tablets were set to work in Wi-Fi infrastructure mode and comprised a basic service set (BSS) in conjunction with the access point (Fig. 4.4). Similar to Experiment 3, when sending one of the computers ran an iPerf client on top of a FINS Framework (Fig. 3.6), while the other computer had an iPerf server on top of the traditional Linux stack. The traffic stream was reversed when collecting receiving rates.

Using the traditional stack, an estimate of the maximum goodput possible between end nodes in this wireless setup was found to be 15.7 Mbps for UDP and 13.0 Mbps for TCP.
Within these constraints, the FINS Framework achieved a maximum sending rate of 15.7 Mbps for UDP and 13.0 Mbps for TCP through the iperf server application. For receiving, the framework performed equally well (15.6 Mbps and 13.0 Mbps) with the observed packet loss (< 0.4%) occurring at the Pcap library level. Throughout this entire experiment the FINS Framework maintained a zero percent (0%) dropping rate within the stack, with the low maximum goodput estimates provided by the traditional stack caused by the noisy wireless environment. Analysis of the observed traffic and the good wireless performance for the FINS Framework relative to the traditional stack suggest that while our TCP module may have flaws receiving at higher rates it responds robustly to moderate segment loss.

### 4.1.6 Conclusions

Experiments 1 and 2 tested the two FINS Framework stub modules and established that they operate efficiently by themselves, setting high upper limits when transferring data to existing network layers. Experiments 3 and 4 tested the overall performance of the framework to show that version 1.0 is currently able to support implementation-based Wi-Fi networking experiments for IEEE 802.11a/b/g standards on Ubuntu and Android. The lesser performance seen when receiving a TCP datastream suggests further improvements to the TCP module may be necessary if testing at high throughput on LAN. However, considering wireless environments are the desired use case and the available flexibility of the framework, the performance losses are acceptable and the FINS Framework meets the minimum requirements.
4.2 Experimental Scenarios

Various experimental scenarios have been successfully implemented and tested using the FINS Framework in qualitative trials that occurred in the lab and at a small workshop. At the most basic level, extensive testing with many networking applications was conducted in the lab to ensure the transparent support of tools commonly used in research. Each of the tools were successfully used unmodified and without recompilation; examples include: `ifconfig`, `ping`, `iperf`, `dig`, `traceroute`, `Telnet`, `Wireshark`, and `Firefox`. Testing involved

- using many of the common command line options,
- connecting to other nodes running the traditional stack or FINS Framework,
- running multiple instances of a tool or several different tools simultaneously, and
- connecting to sites through the Virginia Tech network.

Furthermore, many of the tools were purposely used in the workshop described below.

4.2.1 Simple Scenarios

The workshop brought together about 20 participants for a handful of attendee-driven hands-on exercises that demonstrated the benefits of the framework through experimental scenarios that ranged in complexity and implementation challenge. Simple examples included creating a new module and inserting it into the linking table to intercept conventional outgoing traffic
flow to allow for routing decisions on a packet-by-packet basis. This low cost mechanism was used to conduct group experiments in a ring topology, highlighting how easy it is to reconfigure the framework’s behavior without having to augment other modules. One logical extension of this exercise might match the MANIAC competition, where teams compete by each implementing an experimental forwarding scheme as a module that is simply inserted to configure a node.

### 4.2.2 Complex Scenarios

More challenging scenarios involved modifying a Broadcom Wi-Fi device driver to allow for direct communication with the FINS Framework to provide real-time MAC information for a context-aware network application. Through the RTM, attendees were able to view real-time MAC information with more detail and granularity than possible through the traditional stack, an important factor for context-aware applications that are time sensitive, such as adaptive video streaming. Trials by attendees involved simultaneous transmission of 10+ data streams each governed by a context-aware application competing for optimal performance. Similar to the previous example, development costs related to the FINS Framework were low, modifying the driver made up the bulk of the work.

Other exercises focused on the ability to monitor and control network behavior at runtime, potentially for educational uses. For instance, one scenario involved controlling TCP behavior and variables (e.g., Fast retransmit, GBN, timeouts, etc.) while observing the
impact on performance in real-time. Another exercise showcased Android and the ease of use when performing mobile experiments. The planned extension introduced collecting data from the FINS Framework as well as on-board sensors to better characterize the relationship of movement and throughput in a MANET.

4.2.3 Conclusions

The qualitative evaluation showed that the FINS Framework is able to support many networking applications without modification and thus provide standard benchmarking tools for wireless networking experiments. This reduces the ancillary overhead in using the FINS Framework by allowing researchers to use familiar tools. The scenarios tested at the workshop showed the practical utility of the framework in an uncontrolled environment and with faux researchers, as well as demonstrating the flexibility of the platform through simple and complex cases.
Chapter 5

Conclusion

5.1 Summary of Work and Contributions

In this thesis we presented the FINS Framework, an open-source tool with the goal of facilitating implementation-based experiments in wireless networking research. The FINS Framework aimed to address evaluation and implementation challenges by moving networking functionality into an open, user-space architecture and supporting existing applications with additional management functionality.

In Chapter 2, we surveyed existing experimental wireless network tools, described their intended use, and listed relative advantages and disadvantages. From this we chose desirable characteristics and identified a lack of sufficient support for cross-layer optimization and context-aware applications, functionality which the FINS Framework intends to provide.
Chapter 3 described the architecture, design, and implementation of the framework in depth and showed how we incorporated these characteristics to meet our goals. In this chapter we also detailed a mechanism for utilizing the traditional network stack to support existing applications and provide backwards compatibility without recompilation or re-implementing functionality for file management or process control.

Using unmodified network applications, initial performance limits for the stub modules and the framework overall were collected in Chapter 4. Results showed that version 1.0 of the FINS Framework is capable of supporting experiments requiring IEEE 802.11g hardware speeds and operating on both Ubuntu laptops and Android tablets. Later in the chapter we discuss qualitative results from a workshop using the FINS Framework and explore possible experimental scenarios enabled by our new tool.

The work from this thesis is reported in the following publications:


5.2 Future Work and Closing

In releasing Version 1.0 of the FINS Framework and submitting papers presenting the tool, we feel that many of our design goals have been accomplished; however, there still exists many areas for improvement and opportunities where the framework could be used to explore additional research fields.

From the results observed in Chapter 4, our implementation of the TCP module needs improvements to better handle traffic at higher speeds. While performance improvements are expected for the TCP module and the FINS Framework overall, there are major changes to the TCP module that we see as possible future work. As an initial version meant to replicate the base functionality of the traditional stack, the TCP protocol was implemented as a single module with the connection management, reliability, and congestion control components distinct but in the same module. One approach to creating a new TCP implementation would be to decompose the module into multiple pieces, similar to the concepts presented in the WiFu project. Encapsulating specific components of the protocol into modules will allow for researchers to more easily create multiple versions of TCP.

Another area of possible future work includes improving the logging and supervisory modules currently available. While the RTM provides advanced logging and monitoring functionality to external applications through direct and in-depth access to the meters and knobs of modules, the logging module included in the latest version is meant only for basic tasks, such as traces, throughput measurements, and metadata related statistics. Intro-
Producing a logging module that actively polled modules for information (similar to the RTM module) or one that automatically stored information it collected into a database would reuse existing functionality to improve passive logging with minimal cost. Furthermore, there are many alternative ways that supervisory modules could aid researchers. Providing GUIs for managing the configuration of the protocol stack or simply visualizing traffic in real-time would aid researchers or educators in exploring scenarios.

A possible research opportunity includes experimenting with and creating an API to connect to applications that is radically different from the BSD socket API in order to better customize it to context-aware applications in wireless environments. Projects like ANA have already started exploring modifications to or functionality beyond the BSD socket API with intriguing results. Through the ability for applications to connect directly to the framework and the generic nature of modules, the FINS Framework allows researchers to explore new interfaces with applications and experimental scenarios that would be difficult with other tools.

Already being pursued is the addition of more meters and knobs for cross-layer research by expanding user control and capabilities at lower levels. The currently implementation of the MACPHY stub module is elegant but limited. The use of the Pcap library allows the following functionality:

- use of IEEE 802.2/3/11 network adapters,
- disabling/enabling network adapters,
• switching between the basic Wi-Fi modes (infrastructure and adhoc), and

• using the loopback interface.

However, using PCAP does not provide control over IEEE 802.11 MAC details (e.g. retrieving the IEEE 802.11-specific headers), physical layer details (e.g. reading IEEE 802.11 channel parameters or controlling the PHY sending rate), or controlling the networking interface (e.g. controlling transmission power levels, switching to monitoring mode). The plan for future FINS Framework releases is to create a new MAC/PHY stub module implemented as a modified device driver in order to access the previously mentioned desired attributes and controls. This implementation would not modify the design or implementation of the FINS Framework as device drives in the Linux kernel are implemented as LKMs and the modified device driver component could be loaded/unloaded without a need to recompile the kernel or to restart the machine. Currently, a prototype of the new MAC/PHY stub module supported by a modified Intel Wi-Fi device driver is being tested for Linux platforms.

Progress in these areas and others is expected to continue in the future as the FINS Framework matures. For more information on the FINS Framework, including source code, complete user documentation, project progress, and future plans, the reader may refer to the project website at http://www.finsframework.org.
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