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(ABSTRACT)

A complete formulation of the recently developed $F_N$ method in kinetic theory is presented and the accuracy of this advanced semi-analytical-numerical technique is demonstrated by testing the method to several classical problems in rarefied gas dynamics.

The method is based on the existing analysis for the vector transport equation arising from the decomposition of the linearized BGK equation. Using full-range orthogonality, a system of singular integral equations for the distribution functions at the boundaries is established. The unknown distribution functions are then approximated by a finite expansion in terms of a set of basis functions and the coefficients of the expansion are found by requiring the set of the reduced algebraic equations to be satisfied at certain collocation points.

By studying the half-space heat transfer and weak evaporation problems and the problem of heat transfer between two parallel plates it is demonstrated that the $F_N$ method is a viable solution technique yielding results of benchmark accuracy. Two different sets of basis functions are provided for half-space and finite media problems, respectively. In all cases, highly accurate numerical
results are computed and compared to existing exact solutions. The obtained numerical results help in judging the accuracy to expect of the method and indicate that the $F_N$ method may be applied with confidence to problems for which, more exact methods of analysis do not appear possible.

Then, the cylindrical Poiseuille flow and thermal creep problems, which are not amenable to exact treatment, are solved. The $F_N$ method is formulated and tested successfully for the first time in cylindrical geometry in kinetic theory. The complete solution of the two aforementioned problems is presented with the numerical results quoted as converged being of reference quality good for benchmark accuracy.
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1. INTRODUCTION

The problem of the kinetic theory of gases is reduced to the mathematical problem of solving the Boltzmann transport equation, which is a nonlinear integro-differential equation for the distribution function $f(r,v,t)$. The single unknown $f$ is a function of seven variables and already contains all the information about density, velocity, temperature, stresses, heat flux and flow rate.

The great complexity and the strong nonlinearity of the Boltzmann equation makes an analytical solution impossible and as a consequence it is necessary to resort to numerical techniques. However, the applied numerical analysis leads to the solution of a system of nonlinear partial differential equations, well known as the moment equations, which are in general harder to handle than even the Navier-Stokes equations.

One can simplify the calculations by utilizing the H-theorem that under an arbitrary initial condition any distribution $f(v,t)$ will be altered to approach the Maxwellian form as time goes to infinity, and thus replace the Boltzmann collision integral by a collision model. The most widely known collision model is usually called the Bhatnagar, Gross and Krook (BGK) model [1], although Welander [2] proposed it independently at about the same time. The nonlinearity of the proposed BGK model is much
worse than the nonlinearity of the true collision term but
the main advantage is that for any given problem one can
deduce integral equations for the macroscopic variables
density, velocity and temperature. Another advantage of the
BGK model is offered by its linearized form, which has a
structure definitely simpler than the true linearized
Boltzmann equation. It is to be remarked that the accuracy
of kinetic models in nonlinear problems is less obvious than
in the linearized ones and, provided linearization is
permitted, then an exact analytical attack on the problem is
possible.

The most elegant, concise and easy to handle method for
providing these exact solutions is the normal-mode-expansion
technique first developed by Case [3] in neutron transport
theory and then applied to kinetic theory by Cercignani
[4,5]. The effectiveness of the Case method in handling the
typical problem of neutron transport is a result of its use
of a complete set of elementary solutions. The general
solution then follows as a superposition of these elementary
solutions; by matching the boundary conditions, one is led
to solving singular integral equations.

Case's method cannot be applied directly to the
Boltzmann equation because of the strong nonlinear
characteristics of the equation; neither can it be applied
to the linearized equation because the linear collision
operator has an infinite number of distinct eigenvalues. In
order to avoid this difficulty, and since the linearized BGK equation is identical to the linear Boltzmann equation for Maxwell molecules, Cercignani was able to split the linearized form of the BGK equation into five equations. This separation between the heat conduction effects and the viscosity effects is possible when there is a small departure from thermodynamic equilibrium and thus linearization is permitted. These five equations can be then treated by a procedure analogous to that of Case. The reader should refer to texts of Case and Zweifel [6] and Cercignani [4] for a complete exposition of the fundamentals.

Since its introduction the aforementioned work has been the focal point for many successful investigations and its importance for solving boundary value problems explains the enormous amount of literature.

The $F_N$ method was first introduced by Siewert and Benoist [7] and Grandjean and Siewert [8] in the context of neutron transport theory. This method proved capable of utilizing aspects of the exact elementary solutions to establish an approximate solution that is particularly concise and accurate, minimizing computational time and effort. The method has been extensively developed in the field of neutron transport theory and radiative transfer.

It is the purpose of this work to demonstrate the general method of formulation of the $F_N$ method in kinetic
theory. In addition, solutions of benchmark accuracy (correct to within +1, -1 in the last significant figure shown) to three kinetic theory problems are provided for judging the accuracy of the method. Finally, exact numerical results, not now available in the literature, which we believe to be of reference quality, are developed, for two more problems of rarefied gas dynamics.

In chapter 2, the literature review consists of two parts. First a survey of the literature on kinetic theory emphasizing the analytical techniques and solutions is given, followed by a comprehensive review on the recently introduced $F_N$ method.

In the third chapter the general method of formulation of the $F_N$ method is given. Singular integral equations for the distribution function at the boundaries are derived and solved by polynomial expansion and collocation. Once the boundary distributions are established, similar ideas can be used to find the desired distribution function at any location. With these quantities known, position-dependent macroscopic quantities like density, velocity and temperature and overall quantities like heat flux and flow rate follow immediately.

Chapter 4 is concerned with the demonstration of the method by solving two classical half-space problems: temperature jump and weak evaporation for the case of diffuse reflection only. In chapter 5 we turn to a problem
in a finite medium, that of heat transfer in a gas confined between parallel plates for arbitrary surface accommodation. Results for these problems computed to benchmark accuracy are reported.

Finally in chapter 6 the $F_N$ method is used to develop a solution for the cylindrical Poiseuille flow and thermal creep problems based on the linearized BGK model written in cylindrical coordinates. The $F_N$ method, extended for the first time to cylindrical geometry in kinetic theory, provides exact numerical results improving earlier results by Loyalka [37].

This work is ended in chapter 7, where the final conclusions are given and future applications of the $F_N$ method in kinetic theory are suggested as a direct outgrowth of the present work.
2. REVIEW OF LITERATURE

As Boltzmann wrote more than a hundred years ago [9], in order to solve a boundary value problem in kinetic theory we need the Boltzmann equation and the boundary conditions. The boundary conditions are as important as the equation itself and were first investigated and presented by Maxwell [10], and for that reason they bear his name. The flow regime which is described by the Boltzmann equation is well known as the transition regime and is understood as covering the flows which cannot be predicted on the basis of either a continuum or a free molecule flow theory. Following the terminology introduced by H. Grad [11] flow regimes having the characteristics of the transition regime are transition layers such as the initial, boundary and shock layers.

The task of solving the Boltzmann equation assuming even the simplest boundary conditions, i.e., pure diffuse reflection on the wall, is a very complicated one. Attempts for overcoming these difficulties have been based on the BGK model and higher order models [1,2,12,13], and their applications are widely known [4,5]. These models are very helpful when they can be solved exactly or at least lead to closed form solutions; this is the case when linearization is permitted. It seems that the relation between the linearized BGK model and the linearized Boltzmann equation is much closer than the relation between the corresponding non-linear equations. Thus if one decides to resort to
heavy numerical computations, such as those involved in the
moment and discrete ordinates methods, it seems advisable to
use the full Boltzmann equation. We shall not review the
fundamentals of these methods, which are appropriate for
nonlinear problems and out of the scope of the present work.
Kogan [14] and Bird [15] describe the fundamentals of these
numerical techniques, which have continued to improve
rapidly in recent years [16,17,18]. We only mention the
fact that Monte Carlo simulation techniques seem especially
suitable for computations of non-linear problems in which
complicated scattering kernels describe gas surface
interactions. Finally it has been found convenient to try
direct numerical solutions, based on the discrete ordinate
method, of the Boltzmann equation itself [5].

If we turn to analytic methods of solution, we have to
face the unpleasant fact that the only available exact
solutions are Maxwellians. This means that in order to make
progress with analytical methods we must either make a
qualitative study of the problem (existence, uniqueness,
smoothness and asymptotic behavior of the solution) or to
resort to perturbation methods based on the smallness of
some parameter. The perturbation approach has been
extensively used utilizing the Knudsen number and its
inverse as perturbation parameters. The first instance of a
perturbation expansion for solving the Boltzmann equation
was due to Hilbert in 1912 [19,20]. The Hilbert expansion
fails to give uniformly valid solutions for specific initial and boundary value problems. Some of the troubles can be avoided, however, by not expanding the solutions, but the equations instead as was done by Chapman and Enskog [21] near the continuum regime and by Willis [21] near the free molecular regime. Expansions appropriate for the kinetic layer have been considered by Cercignani [23], Sone [24] and Darrozes [25] and more recently by Sone [26], Onishi [27,28] and Aoki [29]. As was pointed by H. Grad [30] the expansions in the Knudsen number or its inverse are singular and hence singular perturbation methods must be introduced in order to remove the singularities.

Let us consider now the first approach which has been successful in the case of the linearized Boltzmann equation. Systematic, accurate, and relatively simple methods of solution can be constructed for linearized transition flows. These methods are based on variational techniques and the method of elementary solutions.

The variational technique is based on the existence of a variational principle that is characteristic of the equation to be solved. The use of kinetic models in the form of integral equations leads to lengthy calculations even for very simple trial functions, but the results are very rewarding even if the guess is a poor one. The method has been developed and used extensively by Cercignani [5], and a number of heat transfer [31] and flow problems
have been solved with great accuracy by using
the BGK model. Loyalka [36,37] extended Cercignani's work
by solving the thermal creep problem and providing more
accurate results to the aforementioned problems. The same
procedure can be applied to more complicated problems and
models more general than the BGK [38,39,40,41]. The method
appears to be more useful for evaluating integrated
quantities when computation of the flow field is not
required. Variational methods have been widely applied also
to problems of neutron transport theory. There, of course
the equation is linear and the method works quite well,
although the choice of the trial functions is not a trivial
one.

In 1960, Case [3] presented an elegant analytical
technique providing rigorous solutions to the one-speed
steady state neutron transport equation. The new approach
was germinated when Van Kampen [42], studying stationary
waves in plasmas, used an idea of Dirac [43] to propose
solutions of a functional equation in the form of
distributions or generalized functions. Case's method also
utilized the classical theory of linear analysis by
expressing the solution as a superposition of a set of
normal modes and thus this method has come to be known as
the normal-mode-expansion technique. The method is also
known as the method of elementary solutions since the first
step is to construct, using separation of variables, a
complete set of elementary solutions. Case's work was extended rapidly by other investigators to achieve rigorous analytical solutions to more complicated models in radiative transfer and neutron transport theory.

Cercignani [44] realized first that the method can be applied to other equations related to the neutron transport equation. Since the method cannot be applied directly to the Boltzmann equation or its linearized form he used the linearized BGK model to derive a complete set of elementary solutions. To achieve that he decomposed the linearized equation into a coupled pair of integro-differential equations and three uncoupled equations. Cercignani has solved the uncoupled equations, which are related to shear effects, by the normal mode expansion technique. He produced accurate results for the Kramers [45], the Couette flow [46] and the Poiseuille flow [47] problems in plane geometry, all of which are basic problems in the kinetic theory of gases. Ferziger [48], using methods developed for treating neutron transport problems in cylindrical geometry [49], obtained analytical expressions in the near-free-molecular and near-continuum regimes, and Loyalka [50] extended this work to the thermal transpiration problem in cylindrical geometry.

Kriese, et al. [51] employed the method of elementary solutions to solve the coupled integro-differential equations sufficient for determining temperature and density
effects. Kriese, et al. proved completeness and orthogonality of the singular eigenfunctions in the half and full range, and their work makes feasible highly accurate solutions involving heat transfer effects. It might also be mentioned that the fully-coupled kinetic equations have been approached via transform techniques of the Wiener-Hopf type by Pao [84]; however his results are not considered definitive for reasons given in [52].

Applying the half range analysis by Kriese, et al., Siewert and Thomas [52] solved with great precision a number of basic problems in kinetic theory. In particular they solved the temperature jump problem [53], the heat transfer problem between parallel plates [54,55], the weak and strong evaporation problem in a half space [56,57,58] and also the inverse temperature gradient problem in kinetic theory of evaporation [59], providing for the first time exact numerical results to five or six significant figures. Inspite of the work of Siewert and Thomas, who considered only temperature and density effects, in general the problem of determining the expansion coefficients is cast into solving a regular Fredholm equation of the second kind. Since the kernel of such Fredholm equations, although bounded, turns out to be quite complicated, detailed solutions that could be considered numerically exact, especially when we consider shear effects, have not been available. Loyalka [60] tried with success a further
exploration of the numerical aspects of the method of elementary solutions. However in our opinion the ultimate tool for the full exploitation of the method of elementary solutions, the most elegant of solutions, is provided by the recently introduced $F_N$ method.

The $F_N$ method introduced by Siewert, et al. [7,8] is an outgrowth of the $C_N$ method. The $C_N$ method of solving the transport equation has been developed at Saclay in France by Kavenoky and Benoist [61,62]. Its main advantage compared with the Carlson $S_N$ method [63] and the collision probability method [64] is that the computing time is independent of the size of the medium considered. Similar with the $C_N$ method the $F_N$ method is based on a lemma proved by Placzek [65]. The Placzek lemma is used to establish a system of singular integral equations and constraints that is solved uniquely for a half-space or a finite medium to yield the exact exit distributions. These singular integral equations and constraints are also used to develop a new approximation, the $F_N$ method, that turns out to yield surprisingly concise and accurate results. The method was used extensively by Siewert and his co-workers to solve both multi-region [66,67] and multigroup [68,69,70] problems in neutron transport theory, although the multigroup problems have been limited to down-scattering only. Very recently the method was used by Thomas and Siewert [71,72] for neutron transport calculations in cylindrical geometry to
clarify initial uncertainties about extension of the $F_N$ method in cylindrical geometry. At the same time the method was applied for solving accurately problems in radiative transfer in plane and spherical geometry [73,74,75,76,77]. The complete solution for radiative transfer problems with reflecting boundaries and internal sources has been established [78] and also concise and accurate solutions have been developed [79] for computing the X and Y functions introduced by Chandrasekhar to solve the standard problem in radiative transfer. The only applications in kinetic theory have been to the problems of plane Poiseuille flow [80] and strong evaporation in a half space [81,82]. Of these only one [82] involved the fully coupled kinetic equations which arise from the linear BGK model equation for a gas with three degrees of freedom.

It is hoped that the present work establishes the formulation of the $F_N$ method in kinetic theory and amplifies the horizons for future applications of the method to more complicated problems.
3. FORMULATION OF THE $F_N$ METHOD IN KINETIC THEORY AND RAREFIED GAS DYNAMICS.

3.1 Introduction

The $F_N$ method, as was mentioned earlier, has been introduced recently by Siewert, et al. [7,8] as a modified version of the $C_N$ method which has been proved to be an accurate and economical method of solving problems in neutron transport theory. The $F_N$ method yields more concise equations that can be solved numerically more efficiently and thus has been extensively used in the field of transport theory and radiative transfer. The method can be summarized in the following way. Using the tractable full-range orthogonality theorem developed by Kriese, et al. [51] a system of singular integral equations for the distribution functions at the boundaries is established. The exit distribution functions are eliminated using the boundary conditions and the appropriate constraints. The incoming distributions are then approximated by a finite expansion in terms of a set of basis functions, and the coefficients of the expansion are found by requiring the set of the reduced algebraic equations to be satisfied at certain collocation points. In a similar way, as discussed later in section 3.4, approximating the distribution functions at each $x$ and utilizing the established distributions at the boundaries we
develop an $x$-dependent approximate solution. As a result, position-dependent quantities follow immediately. In this chapter we restrict our formulation to plane geometry only since demonstration of the $F_N$ method in cylindrical geometry requires different analysis, although the basic characteristics remain the same. A detailed description of the $F_N$ method of solving cylindrical geometry boundary value problems is given in chapter 6.

3.2 General Analysis of the Fully-Coupled Kinetic Equations

Splitting of the one-dimensional linearized BGK equation [4] results in a system of two coupled equations which describe heat transfer (temperature-density) effects, two uncoupled equations which describe shear effects and a fifth one which is easily solved. The coupled equations, written in vector form in terms of nondimensional variables, are [52]:

$$u \frac{\partial}{\partial x} \psi(x,u) + \psi(x,u) = \frac{1}{\sqrt{\pi}} Q(u) \int_{-\infty}^{\infty} Q(u') \psi(x,u') e^{-u'^2} du', \quad (3.1)$$

where

$$Q(u) = \begin{vmatrix} \sqrt{2} \left( \mu^2 - \frac{1}{2} \right) & 1 \\ \sqrt{3} & 0 \end{vmatrix} , \quad (3.1a)$$

$x$ is the distance from the origin measured in units of the
mean free path, \( \mu \) the nondimensional velocity in the \( x \)-direction, and the components of

\[
\psi(x, \mu) = \begin{bmatrix} \psi_1(x, \mu) \\ \psi_2(x, \mu) \end{bmatrix}
\] (3.1b)

are simply related to perturbations in the number density and temperature of the gas, respectively. A superscript tilde indicates the transpose operation.

The general solution of equation (3.1) is presented by Kriese, et al. [51] as:

\[
\psi(x, \mu) = 2 \sum_{\alpha=1}^{2} A_\alpha \phi_\alpha(\mu) + 4 \sum_{\alpha=3}^{4} A_\alpha \psi_\alpha(x, \mu) + 2 \sum_{\alpha=1}^{2} \int_{-\infty}^{\infty} A_\alpha(\eta) \phi_\alpha(\eta, \mu) e^{-\eta} d\eta .
\] (3.2)

The elementary solutions consist of the four discrete eigenvectors

\[
\phi_\alpha(\mu) = Q(\mu) \begin{bmatrix} \delta_{1\alpha} \\ \delta_{2\alpha} \end{bmatrix} , \quad \alpha = 1, 2 ,
\] (3.3)

\[
\phi_\alpha(x, \mu) = (\mu - x) \phi_{\alpha-2}(\mu) , \quad \alpha = 3, 4 ,
\] (3.4)

and the pair of degenerate continuum eigenvectors

\[
\phi_1(\eta, \mu) = \begin{bmatrix} \frac{\eta}{\sqrt{\pi}} \left( \mu^2 - \frac{1}{2} \right) P \left( \frac{1}{\eta - \mu} \right) e^{-\eta^2} + \lambda_1(\eta) \delta(\eta - \mu) \\ \frac{\eta}{\sqrt{\pi}} P \left( \frac{1}{\eta - \mu} \right) e^{-\eta^2} + \left[ \frac{1}{2} + \lambda_0(\eta) \right] \delta(\eta - \mu) \end{bmatrix}
\] (3.5)
and
\[
\phi_2(n,\mu) = \left| \frac{n}{\sqrt{\pi}} P\left(\frac{1}{n-\mu}\right) e^{-\eta^2} + \lambda_0(n) \delta(\eta-\mu) \right| + \frac{1}{2} \delta(\eta-\mu),
\] (3.6)

where
\[
\lambda_0(n) = 1 + \frac{n}{\sqrt{\pi}} P \int -\infty^\infty e^{-\mu^2} \frac{d\mu}{\mu-n},
\] (3.7)

and
\[
\lambda_1(n) = \frac{1}{2} + \left( n^2 - \frac{1}{2} \right) \lambda_0(n).
\] (3.8)

Having established the elementary solutions, the expansion coefficients \(A_\alpha\) and \(A_\alpha(n)\) are to be determined once the boundary conditions of a particular problem are specified.

Completeness and orthogonality theorems for the full range \((-\infty<\mu<\infty)\) and the half range \(0<\mu<\infty)\) are also presented by Kriese, et al. It is the full range results which are needed for the present work. In particular it is found that linear combinations of \(\phi_\alpha(\mu)\), \(\alpha=1,2\), \(\phi_\alpha(\mu)=\phi_\alpha(0,\mu)\), \(\alpha=3,4\) and \(\phi_\alpha(\eta,\mu)\), \(\alpha=1,2\) form a complete set of functions orthogonal on the full range. The orthonormal full range adjoint set can be written explicitly as [51]

\[
X_1(\mu) = \frac{1}{5\sqrt{\pi}} \left[ 6 \phi_3(\mu) - 2\sqrt{6} \phi_4(\mu) \right],
\] (3.9)

\[
X_2(\mu) = \frac{1}{5\sqrt{\pi}} \left[ -2\sqrt{6} \phi_3(\mu) + 14 \phi_4(\mu) \right],
\] (3.10)
\[ X_3(\mu) = \frac{1}{5\sqrt{\pi}} \left[ 6 \phi_1(\mu) - 2\sqrt{2} \phi_2(\mu) \right], \quad (3.11) \]

\[ X_4(\mu) = \frac{1}{5\sqrt{\pi}} \left[ -2\sqrt{2} \phi_1(\mu) + 14 \phi_2(\mu) \right], \quad (3.12) \]

\[ X_1(n, \mu) = \frac{1}{N(n)} \left[ N_{11}(n) \phi_2(n, \mu) - N_{12}(n) \phi_1(n, \mu) \right], \quad (3.13) \]

and

\[ X_2(n, \mu) = \frac{1}{N(n)} \left[ N_{11}(n) \phi_2(n, \mu) - N_{12}(n) \phi_1(n, \mu) \right], \quad (3.14) \]

where

\[ N_{11}(n) = \left[ \lambda_0(n) + \frac{1}{2} \right]^2 + \lambda_1^2(n) + \pi n^2 \left[ \left( n^2 - \frac{1}{2} \right)^2 + 1 \right] e^{-2n^2}, \quad (3.15) \]

\[ N_{12}(n) = \lambda_0(n) \cdot \lambda_1(n) + \frac{1}{2} \lambda_0(n) + \frac{1}{4} + \pi n^2 \left( n^2 - \frac{1}{2} \right) e^{-2n^2} \quad (3.16) \]

\[ N_{22}(n) = \lambda_0^2(n) + \frac{1}{4} + \pi n^2 e^{-2n^2} \quad (3.17) \]

and

\[ N(n) = [N_{11}(n) N_{22}(n) - N_{12}(n)] n e^{-2n^2} \quad (3.18) \]

The required orthogonality relations among the full-range basis and adjoint sets are [51]:

\[ \int_{-\infty}^{\infty} \bar{X}_\alpha(\mu) \phi_\beta(\mu) e^{-\mu^2} \mu d\mu = \delta_{\alpha, \beta}, \quad \alpha, \beta = 1, 2, 3, 4, \quad (3.19) \]
We note that exact analysis based on the method of elementary solutions, utilizing the half range orthogonality theorem, has been developed in order to solve the fully-coupled kinetic equations. In principle these equations could be solved numerically to yield the desired solution. In the present work we rely on the full-range orthogonality to develop an approximate solution. It is this reliance on the full-range orthogonality alone which makes the \( F_N \) method promising for application to many difficult boundary value problems.

3.3 The \( F_N \) Method for Half Space and Finite Media Applications

Using the full range orthogonality relations (3.19-3.22) and the general solution given by (3.2) all the expansion coefficients may be expressed immediately in terms of inner products:
\[ A_\alpha = \int_{-\infty}^{\infty} \tilde{X}_\alpha(\mu) \psi(0,\mu) \mu e^{-\mu^2} d\mu, \quad \alpha = 1,2,3,4, \quad (3.23) \]

\[ A_\alpha(\eta) = \int_{-\infty}^{\infty} \tilde{X}_\alpha(\eta,\mu) \psi(0,\mu) \mu e^{-\mu^2} d\mu, \quad \alpha = 1,2, \quad (3.24) \]

and

\[ A_\alpha(-\eta) = \int_{-\infty}^{\infty} \tilde{X}_\alpha(-\eta,\mu) \psi(0,\mu) \mu e^{-\mu^2} d\mu, \quad \alpha = 1,2, \quad (3.25) \]

where

\[ \psi(0,\mu) = \sum_{\alpha=1}^{4} A_\alpha \phi_\alpha(\mu) + \sum_{\alpha=1}^{2} \int_{-\infty}^{\infty} A_\alpha(\eta) \phi_\alpha(\eta,\mu) d\eta. \quad (3.26) \]

A similar set of expressions can be established at any physical boundary where the behavior of the gas is described by a rarefied Knudsen layer. At \( x=\delta \) we obtain:

\[ A_\alpha - \delta A_{\alpha+2} = \int_{-\infty}^{\infty} \tilde{X}_\alpha(\mu) \psi(\delta,\mu) \mu e^{-\mu^2} d\mu, \quad \alpha = 1,2, \quad (3.27) \]

\[ A_\alpha = \int_{-\infty}^{\infty} \tilde{X}_\alpha(\mu) \psi(\delta,\mu) \mu e^{-\mu^2} d\mu, \quad \alpha = 3,4, \quad (3.28) \]

\[ A_\alpha(\eta) = e^{\frac{\delta}{\eta}} \int_{-\infty}^{\infty} \tilde{X}_\alpha(\eta,\mu) \psi(\delta,\mu) \mu e^{-\mu^2} d\mu, \quad \alpha = 1,2, \quad (3.29) \]

and

\[ A_\alpha(-\eta) = e^{\frac{-\delta}{\eta}} \int_{-\infty}^{\infty} \tilde{X}_\alpha(-\eta,\mu) \psi(\delta,\mu) \mu e^{-\mu^2} d\mu, \quad \alpha = 1,2, \quad (3.30) \]

where
represents the general solution at the second boundary.

Having established the above formulation we note that the number of derived expressions for $A_{\alpha}$, $\alpha=1,2,3,4$, $A_{\alpha}(\eta)$ and $A_{\alpha}(-\eta)$, $\alpha=1,2$, is in general twice the number of the expansion coefficients to be determined. In particular for the finite media applications the presence of a second Knudsen layer yields a second set of equations (3.27-3.30) similar to (3.23-3.25), while for the semi-infinite medium problems half of the expansion coefficients are easily defined to satisfy the equilibrium conditions at infinity. This basic characteristic allows elimination of the expansion coefficients by simple algebraic operations. The resulting expressions clearly represent a system of singular integral equations; after applying the boundary conditions they can be regularized to give a system of Fredholm equations for the unknown distribution. However, rather than pursue the exact analysis developed by Kriese, et al., we wish to invoke the $F_N$ approximation.

The $F_N$ approximation consists of a finite expansion in basis functions while the unknown coefficients of the expansion are found by solving the derived system of
algebraic equations. The type of the basis functions differs for each particular problem and depends on the geometry and the physics of the problem. It is important that the behavior of the basis functions describe as closely as possible the approximated distribution function. A closed form expression for the unknown distribution is sometimes essential in order to choose the correct set of basis functions. It turns out that half-space problems require an approximate solution in the form \(1/(v_a + \mu)\) while for finite geometries the simpler basis functions \(\mu^a\) are adequate. Minor modifications of the proposed basis functions may be appropriate for each particular problem in order to have a valid solution through the range of Knudsen number. The number of the required \(F_N\) approximations should match the number of physical boundaries of the problem. Generally speaking, half space problems require one approximation while slab problems require two \(F_N\) approximations.

Substitution of the \(F_N\) approximation and evaluation of the singular integral equations at certain collocation points results in a set of linear algebraic equations which can be solved straightforwardly using standard techniques. Of course, the manner in which these points are chosen can affect the accuracy of the method. Some preliminary work shows that the best values of the collocation points are usually the zeros of the Hermite or Chebyshev polynomials.
It is evident that with increasing the order of the approximation, convergence of the solution is essential and the only justification of the correctness and accuracy of the results. Estimation of the coefficients of the expansion leads to evaluation of overall quantities like flow rate and heat flux or slip conditions on the wall in terms of surface quantities only.

3.4 Position-Dependent Approximate Solution

Once the $F_N$ expansion coefficients are computed, the expansion coefficients $A_\alpha \alpha=1,2,3,4$, $A_\eta(\eta)$ and $A_\eta(-\eta)$ are available from the aforementioned full range orthogonality expressions. This leads immediately, through (3.2),

$$N(x) = C_1 \left| 1 \right| \int_{0}^{T} \psi(x,\mu) e^{-\mu^2} d\mu ,$$

(3.32)

and

$$T(x) = C_2 \int_{-\infty}^{\infty} \left| \frac{\mu^2 - \frac{1}{2}}{2} \right|^{T} \psi(x,\mu) e^{-\mu^2} d\mu ,$$

(3.33)

where $C_1$, $C_2$ are constants depending on each particular problem, to expressions for the density and temperature.

However a different approach can be used to give the profiles directly as well as the reduced molecular distribution function. The equations (3.27-3.30) are a
special case of the more general singular integral equations

\[ A_\alpha - x A_{\alpha+2} = \int_{-\infty}^{\infty} \bar{\chi}_\alpha(\mu) \psi(x,\mu) \frac{1}{\mu} e^{-\mu^2} \, du , \quad \alpha = 1, 2 \quad (3.34) \]

\[ A_\alpha = \int_{-\infty}^{\infty} \bar{\chi}_\alpha(n) \psi(x,n) \frac{1}{\mu} e^{-\mu^2} \, du , \quad \alpha = 3, 4 \quad (3.35) \]

\[ A_\alpha(\eta) = e^\eta \int_{-\infty}^{\infty} \bar{\chi}_\alpha(\eta,\mu) \psi(x,\mu) \frac{1}{\mu} e^{-\mu^2} \, du , \quad \alpha = 1, 2 \quad (3.36) \]

and

\[ A_\alpha(-\eta) = e^\eta \int_{-\infty}^{\infty} \bar{\chi}_\alpha(-\eta,\mu) \psi(x,\mu) \frac{1}{\mu} e^{-\mu^2} \, du , \quad \alpha = 1, 2 \quad (3.37) \]

Eliminating the expansion coefficients between (3.23-3.25) and (3.34-3.37) by simple algebraic operations, and having established the distributions at the boundaries, the unknown distribution functions at each \( x \) are approximated in a similar manner used in introducing the \( F_N \) approximation at the boundaries. We then evaluate the integral equations at the same collocation points and solve the system of linear algebraic equations for any selected value of \( x>0 \) to establish the coefficients of the expansion which, in correlation with the basis functions, represent directly the approximated distribution function at each \( x \). This approach allows us to calculate directly the reduced distribution function and as a result the temperature and
density profiles follow immediately, through (3.32) and (3.33) in addition to any desired quantity of the problem.
4. EVAPORATION AND HEAT TRANSFER
INTO A HALF SPACE

4.1 Introduction

The problem of weak evaporation of a pure substance from an interface and the problem of heat conduction in a gas adjacent to a solid wall are studied on the basis of the linearized BGK equation and purely diffuse reflection at the surface. We consider the linearized problems [82,83,84,85,56,57] for which mathematical theory exists and the solutions are uniquely determined. Pao [82,83] formulated the two problems into the same pair of Wiener-Hopf equations and reported exact values for the microscopic temperature and density jumps. Thomas and Siewert [56] solved these two problems by the method of elementary solutions to establish the complete temperature and density profiles, correcting the earlier results of Pao [83].

Here we wish to solve the two half space problems using the $F_N$ method in order to check and demonstrate the efficiency of this method for providing solutions of benchmark accuracy to kinetic theory problems. Siewert and Thomas [58] have also tried to approach the strong evaporation problem, which is basically a non-linear problem [87,88,89,90,91], through linear analysis simply by linearizing the distribution function about a downstream
Maxwellian distribution. During the course of this work the FN method [81,58] had been used successfully to reproduce the exact results obtained by the method of elementary solutions.

For the evaporation problem we consider a gas evaporating at the plane \( x=0 \) into a vacuum which occupies the region \( x>0 \). We assume that the liquid-vapor interface in maintained at \( x=0 \) and the condensed phase in the space \( x<0 \) is kept at a constant temperature. The vapor occupies the half space \( x>0 \) and as a result of the evaporation process there is a flow of mass and energy in the \( x \)-direction in the vapor. Following the formulation by Thomas [52] the state of the gas is described by the linearized BGK model,

\[
c_x \frac{\partial}{\partial x} f(x,v) + f(x,v) = \frac{1}{\pi^{3/2}} \left[ N(x) + \left( c^2 - \frac{3}{2} \right) T(x) + 2 c_x V(x) \right], \tag{4.1}
\]

where the perturbed density \( N(x) \), temperature \( T(x) \), and mass flow rate \( V(x) \) are given by

\[
N(x) = \int_{-\infty}^{\infty} f(x,v) e^{-c^2} d^3 c, \tag{4.2a}
\]

\[
T(x) = \frac{2}{3} \int_{-\infty}^{\infty} f(x,v) \left( c^2 - \frac{3}{2} \right) e^{-c^2} d^3 c, \tag{4.2b}
\]

and
Here $f(x,c)$ is the perturbation of the particle distribution function in terms of which the boundary condition at $x=0$ becomes

$$f(0,c) = 0, \text{ for } c_x > 0$$

since we assume no specular reflection, and the physical constraints at infinity can be written as

$$\lim_{x \to \pm \infty} \frac{d}{dx} N(x) = \lim_{x \to \pm \infty} \frac{d}{dx} T(x) = 0$$

By integrating (4.1) with the weight factor $\exp(-c^2)$, we have the result that $V(x)$ is a constant, say $V$. If now we introduce a new function $h(x,c)$ as

$$h(x,c) = f(x,c) - \frac{2}{\pi^{3/2}} V$$

equation (4.1) may be written as

$$c_x \frac{3}{3x} h(x,c) + h(x,c) = \frac{1}{\pi^{3/2}} \left[ N(x) + (c^2 - \frac{3}{2}) T(x) \right]$$

Since we are concerned here only with density and temperature effects we choose to decompose equation (4.5) in the manner suggested by Cercignani [44] to obtain
\[ \mu \frac{\partial}{\partial x} \psi(x,\mu) + \psi(x,\mu) = \frac{1}{\sqrt{\pi}} Q(\mu) \int_{-\infty}^{\infty} \tilde{Q}(\mu) \psi(x,\mu') e^{-\mu'^2} \, d\mu , \quad (4.6) \]

where \( Q(\mu) \) is defined by equation (3.1a) and the density and temperature profiles follow from the two-vector \( \psi(x,\mu) \) by

\[ N(x) = \sqrt{\pi} \left| \begin{array}{c} 1 \\ 0 \end{array} \right| \int_{-\infty}^{\infty} \psi(x,\mu) e^{-\mu^2} \, d\mu , \quad (4.7) \]

and

\[ T(x) = \frac{2}{3} \sqrt{\pi} \left| \begin{array}{c} \mu^2 - \frac{1}{2} \\
1 \end{array} \right| \int_{-\infty}^{\infty} \psi(x,\mu) e^{-\mu^2} \, d\mu . \quad (4.8) \]

After the splitting of equation (4.5) the boundary conditions at \( x=0 \) and infinity become

\[ \psi(0,\mu) = -\frac{2v}{\pi} \left| \begin{array}{c} 1 \\ 0 \end{array} \right| , \quad (4.9a) \]

\[ \lim_{x \to \infty} \frac{d}{dx} \left| \begin{array}{c} 1 \\
0 \end{array} \right| \int_{-\infty}^{\infty} \psi(x,\mu) e^{-\mu^2} \, d\mu = 0 , \quad (4.9b) \]

and

\[ \lim_{x \to \infty} \int_{-\infty}^{\infty} \left| \begin{array}{c} \mu^2 - \frac{1}{2} \\
1 \end{array} \right| \psi(x,\mu) e^{-\mu^2} \, d\mu = 0 . \quad (4.9c) \]

Next we consider the heat conduction problem for which a gas in the half-space \( x>0 \) is in contact with a solid wall
of a different temperature at \( x=0 \). There is an energy flow in the \( x \)-direction in the form of heat conduction while there can be no mass flow in the gas since no evaporation or condensation takes place, and thus \( V=0 \). For the heat transfer problem we seek a solution of the same integro-differential equation as (4.5) with the same boundary solution at \( x=0 \) as (4.3a). For the boundary condition at infinity we impose that

\[
\lim_{x \to \infty} \frac{d}{dx} T(x) = - \lim_{x \to \infty} \frac{d}{dx} N(x) = 1 . \tag{4.10}
\]

Following the same procedure as for the evaporation problem by splitting equation (4.5) according to Cercignani [44], we seek a solution of equation (4.6) which satisfies the boundary conditions

\[
\psi(0, \mu) = 0 , \tag{4.11a}
\]

\[
\lim_{x \to \infty} \frac{d}{dx} \sqrt{\pi} \int_{0}^{1} \int_{-\infty}^{T} \psi(x, \mu) e^{-\mu^2} d\mu = -1 , \tag{4.11b}
\]

and

\[
\lim_{x \to \infty} \frac{d}{dx} \frac{2}{3} \sqrt{\pi} \int_{-\infty}^{\mu^2 - \frac{1}{2}} \int_{1}^{T} \psi(x, \mu) e^{-\mu^2} d\mu = 1 . \tag{4.11c}
\]

After deriving the elementary solutions \( \phi(\mu) \), \( \psi(x, \mu) \), and \( \phi(\eta, \mu) \) which are given explicitly in section 3.2, Kriese,
et al. [51] have given the general solution of equation (4.6) in the form

\[ \psi(x, \mu) = \sum_{\alpha=1}^{2} A_{\alpha} \phi_{\alpha}(\mu) + \sum_{\alpha=3}^{4} A_{\alpha} \psi_{\alpha}(x, \mu) \]
\[ + \sum_{\alpha=1}^{2} \int_{-\infty}^{\infty} A_{\alpha}(\eta) \phi_{\alpha}(\eta, \mu) e^{-\frac{x}{\eta}} d\eta, \tag{4.12} \]

where the \( A_{\alpha} \) and \( A_{\alpha}(\eta) \) are arbitrary coefficients to be determined by the boundary conditions.

Clearly once \( \psi(x, \mu) \) is established for each particular problem the density and temperature jumps (microscopic and macroscopic) follow immediately from the definitions [83]

\[ \lim_{x \to -\infty} N(x) = -2V c_1, \quad \lim_{x \to -\infty} T(x) = -2V d_1, \]
\[ N(0) = -2V \gamma_1, \quad T(0) = -2V \delta_1 \tag{4.13} \]

for the evaporation problem, and

\[ \lim_{x \to -\infty} [N(x) + x] = -c_2, \quad \lim_{x \to -\infty} [T(x) - x] = d_2, \]
\[ N(0) = -\gamma_2, \quad T(0) = \delta_2 \tag{4.14} \]

for the heat transfer problem.

4.2 Basic Analysis of the Evaporation Problem

Equations (4.9) and (4.12) with \( V \) given constitute the mathematical formulation of the linearized evaporation
problem. It can easily be determined that $\psi(x,\mu)$ will satisfy the conditions (4.9b) and (4.9c) if we take $A_3=A_4=0$, and $A_\alpha(\eta)=0$, $\eta<0$, $\alpha=1,2$. Evaluating the resulting solution at $x=0$ we have

$$
\psi(0,\mu) = \sum_{\alpha=1}^{2} A_\alpha \phi_\alpha(\mu) + \sum_{\alpha=1}^{2} \int_0^\infty A_\alpha(\eta) \phi_\alpha(\eta,\mu) \, d\eta \quad , \quad \mu > 0 \quad (4.15)
$$

and

$$
\psi(0,-\mu) = \sum_{\alpha=1}^{2} A_\alpha \phi_\alpha(-\mu) - \sum_{\alpha=1}^{2} \int_0^\infty A_\alpha(\eta) \phi_\alpha(\eta,-\mu) \, d\eta \quad , \quad \mu > 0 \quad (4.16)
$$

Using the full range orthogonality relations of Kriese, Chang and Siewert [51], we obtain the singular equations

$$
\int_{-\infty}^{\infty} X_b(\mu) \psi(0,\mu) \, \mu e^{-\mu^2} \, d\mu = 0 \quad , \quad b = 3,4 \quad (4.17)
$$

$$
\int_{-\infty}^{\infty} X_b(-\eta,\mu) \psi(0,\mu) \, \mu e^{-\mu^2} \, d\mu = 0 \quad , \quad b = 1,2 \quad (4.18)
$$

$$
\int_{-\infty}^{\infty} X_b(\mu) \psi(0,\mu) \, \mu e^{-\mu^2} \, d\mu = A_b \quad , \quad b = 1,2 \quad (4.19)
$$

and

$$
\int_{-\infty}^{\infty} X_b(\eta,\mu) \psi(0,\mu) \, \mu e^{-\mu^2} \, d\mu = A_b(\eta) \quad , \quad b = 1,2 \quad (4.20)
$$

where the eigenvectors $X_b(\mu)$ and $X_b(\eta,\mu)$ are given explicitly in section 3.2. Entering equations (3.3), (3.5), and (3.6) into equation (4.16), as is discussed in section
9.1 of the appendices, we approximate the distribution function approaching the interface as

\[ \psi(0, -\mu) = Q(\mu) \left\{ \left[ \begin{array}{c} A_1 \\ A_2 \end{array} \right] + \frac{1}{\sqrt{\pi}} \sum_{\alpha=1}^{\infty} \left[ \begin{array}{c} \sqrt{2} A_1(\eta_\alpha) \\ A_2(\eta_\alpha) \end{array} \right] \frac{\eta_\alpha}{\eta_\alpha + \mu} e^{-\eta_\alpha^2} \right\}, \]

\[ \mu > 0. \] \hspace{1cm} (4.21)

Since \( \psi(0, \mu) \) is known for \( \mu > 0 \) from the boundary condition \( (4.9a) \) we attempt, on the basis of the derived expression \( (4.21) \), an approximation

\[ \psi(0, -\mu) = Q(\mu) \left[ C_0 + \sum_{\alpha=1}^{N} \frac{C_\alpha}{\nu_\alpha + \mu} \right], \quad \mu > 0, \] \hspace{1cm} (4.22)

where \( Q(\mu) \) is the same polynomial matrix used in equation \((4.6)\), \( C_\alpha \) are 2-vectors to be determined, the \( \nu_\alpha, \ 0 < \nu_\alpha < \infty \) are chosen to be the positive zeros of the Hermite polynomial of degree \( 2N \), and \( 1/(\nu_\alpha + \mu) \) are the basis functions. It is seen that an approximation of order \( N \) involves \( N+1 \) unknown vectors \( C_\alpha \), or a total of \( 2N+2 \) unknowns. Substitution of the boundary condition \((4.9a)\) and the approximation \((4.22)\) into equations \((4.17)\) and \((4.18)\) yields the equations

\[ \int_{0}^{\infty} \tilde{x}_b(\mu) Q(\mu) \left[ C_0 + \sum_{\alpha=1}^{N} \frac{C_\alpha}{\nu_\alpha + \mu} \right] \mu e^{-\mu^2} \, d\mu \]

\[ = - \frac{2V}{\pi} \int_{0}^{\infty} \tilde{x}_b(-\eta, \mu) \mu^2 e^{-\mu^2} \, d\mu \left| \begin{array}{c} 1 \\ 0 \end{array} \right|, \quad b = 3,4, \] \hspace{1cm} (4.23)

and
$$\int_{-\infty}^{\infty} \bar{X}_b(-\eta, -\mu) Q(\mu) \left[ C_0 + \sum_{\alpha=1}^{N} \frac{C_0}{\nu_{\alpha}^{\mu}} \right] \mu e^{-\mu^2} \, d\mu$$

$$= -\frac{2V}{\pi} \int_{0}^{\infty} \bar{X}_b(-\eta, -\mu) \mu^2 e^{-\mu^2} \, d\mu \left| \begin{array}{c} 1 \\ 0 \end{array} \right| , \quad b = 1, 2 \quad \text{(4.24)}$$

Most of the integrals which involve the discrete eigenvectors $X_b(\mu)$ can be evaluated analytically in terms of identities of the gamma functions. The resulting set of equations can be written as

$$\begin{bmatrix} \frac{7}{2V\pi} \\ -\sqrt{3} \\ \frac{6}{V\pi} \end{bmatrix}^T \begin{bmatrix} C_0 + \sum_{\alpha=1}^{N} \bar{P}_3(\nu_{\alpha}) C_\alpha = 0 \\ -\sqrt{3} \sum_{\alpha=1}^{N} \bar{P}_4(\nu_{\alpha}) C_\alpha = \frac{5V}{\pi} \\ \frac{6}{V\pi} \sum_{\alpha=1}^{N} \bar{P}_4(\nu_{\alpha}) C_\alpha \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix} , \quad b = 1, 2 \quad \text{(4.26)}$$

$$\tilde{R}_b(\eta) C_0 + \sum_{\alpha=1}^{N} \tilde{R}_b(\eta, \nu_{\alpha}) C_\alpha = -\frac{2V}{\pi} \bar{S}_b(\eta) \left| \begin{array}{c} 1 \\ 0 \end{array} \right| , \quad b = 1, 2 \quad \text{(4.27)}$$

where

$$\bar{P}_b(\nu_{\alpha}) = \int_{0}^{\infty} \bar{X}_b(-\mu) Q(\mu) \mu e^{-\mu^2} \frac{d\mu}{\nu_{\alpha}^{\mu}} , \quad b = 3, 4 \quad \text{(4.28)}$$

$$\bar{R}_b(\eta) = \int_{0}^{\infty} \bar{X}_b(-\eta, -\mu) Q(\mu) \mu e^{-\mu^2} \, d\mu , \quad b = 1, 2 \quad \text{(4.29)}$$
\[ \tilde{x}_b(n, v_\alpha) = \int_0^\infty \tilde{x}_b(-n, -\mu) \, Q(\mu) \cdot e^{-\mu^2} \frac{d\mu}{\nu_\alpha + \mu}, \quad b = 1, 2, \quad (4.30) \]

and

\[ \tilde{s}_b(n) = \int_0^\infty \tilde{x}_b(-n, \mu) \, \mu e^{-\mu^2} \, d\mu, \quad b = 1, 2. \quad (4.31) \]

The integrals in equation (4.28-4.31) can all be reduced, (see section 9.2), to combinations of the basic integral

\[ I(\xi) = \int_0^\infty e^{-\mu^2} \frac{d\mu}{\mu^2 + \xi}, \]

which we evaluate numerically using Gaussian quadrature. If we now evaluate equations (4.27) at N selected values of \( n = n_j, \ j = 1, 2, \ldots, N, \) along with equations (4.25) and (4.26) then clearly we arrive at a system of 2N+2 linear algebraic equations for the 2N+2 unknowns \( \{C_{1\alpha}\} \) and \( \{C_{2\alpha}\} \) where \( C_{1\alpha} \) and \( C_{2\alpha} \) denote the elements of \( C_\alpha. \) This system can be solved straightforwardly using standard methods. Once these coefficients are computed the perturbed distribution function \( \phi(0, \mu) \) for \( -\infty < \mu < \infty \) can be established easily and the microscopic density and temperature jumps follow immediately from equations (4.7) and (4.8). For a complete solution of the problem the required expansion coefficients \( A_\alpha \) and \( A_\alpha(n), \ \alpha = 1, 2 \) used in equation (4.12) are available from the aforementioned full range orthogonality. If we substitute the boundary condition for \( \mu > 0 \) and the \( F_N \)
approximation for $u < 0$ in equations (4.19) and (4.20) we obtain

\[
A_b = -\frac{2V}{\pi} \int_0^\infty \tilde{x}_b(\mu) \mu^2 e^{-\mu^2} d\mu \begin{bmatrix} 1 \\ 0 \end{bmatrix} - \int_0^\infty \tilde{x}_b(-\mu) Q(\mu) \left[ C_0 + \sum_{\alpha=1}^N \frac{C_\alpha}{\sqrt{\alpha + \mu}} \right] \mu e^{-\mu^2} d\mu , \quad b = 1, 2 , \quad (4.32)
\]

and

\[
A_b(\eta) = -\frac{2V}{\pi} \int_0^\infty \tilde{x}_b(\eta, \mu) \mu^2 e^{-\mu^2} d\mu \begin{bmatrix} 1 \\ 0 \end{bmatrix} - \int_0^\infty \tilde{x}_b(\eta, -\mu) Q(\mu) \left[ C_0 + \sum_{\alpha=1}^N \frac{C_\alpha}{\sqrt{\alpha + \mu}} \right] \mu e^{-\mu^2} d\mu , \quad b = 1, 2 . \quad (4.33)
\]

Since the $F_N$ expansion coefficients are known, numerical computation of the integrals in equations (4.32) and (4.33) yields $A_b$ and $A_b(\eta)$, $b=1,2$. Substituting equation (4.15) in equations (4.7) and (4.8) we find the following expressions for the density and temperature perturbations:

\[
N(x) = \pi A_2 + \sqrt{\pi} \int_0^\infty A_2(\eta) e^{-\eta^2 - \frac{x}{\eta}} d\eta \quad (4.34)
\]

\[
T(x) = \pi \sqrt{\frac{2}{3}} A_1 + \sqrt{\pi} \int_0^\infty A_1(\eta) e^{-\eta^2 - \frac{x}{\eta}} d\eta \quad (4.35)
\]

which lead immediately to values of the density and temperature profiles.
4.3 Basic Analysis of the Heat Transfer Problem

We define the heat transfer problem as the problem consisting of equations (4.11) and (4.12). In order to satisfy the boundary conditions (4.11b) and (4.11c) we must take

\[ A_3 = -\frac{3}{\sqrt{2}} \pi^{-1}, \quad A_4 = \pi^{-1} \]

and \( A_\alpha(\eta) = 0, \quad \eta < 0, \quad \alpha = 1, 2 \). Evaluating the resulting solution at \( x = 0 \) we have

\[ \psi(0, \mu) = \frac{2}{\pi} \sum_{\alpha=1}^{2} A_\alpha \phi_\alpha(\mu) - \frac{1}{\pi} \sqrt{\frac{2}{3}} \mu \phi_1(\mu) + \frac{1}{\pi} \mu \phi_2(\mu) \]

\[ + \frac{2}{\pi} \sum_{\alpha=1}^{2} \int_{0}^{\infty} A_\alpha(\eta) \phi_\alpha(\eta, \mu) \, d\eta \]

(4.36)

and

\[ \psi(0, -\mu) = \frac{2}{\pi} \sum_{\alpha=1}^{2} A_\alpha \phi_\alpha(-\mu) + \frac{1}{\pi} \sqrt{\frac{2}{3}} \mu \phi_1(-\mu) - \frac{1}{\pi} \mu \phi_2(-\mu) \]

\[ + \frac{2}{\pi} \sum_{\alpha=1}^{2} \int_{0}^{\infty} A_\alpha(\eta) \phi_\alpha(\eta, -\mu) \, d\eta \] .

(4.37)

For this case, full-range orthogonality applied to the general solution (4.36) yields the singular integral equations

\[ \int_{-\infty}^{\infty} \tilde{x}_b(\mu) \psi(0, \mu) \mu e^{-\mu^2} \, d\mu = A_b \quad , \quad b = 3, 4 \]

(4.38)
After we substitute the expressions for the discrete and continuum eigenvectors in equation (4.37), as is shown in section 9.1 of the appendices, the distribution function approaching the boundary can be written as

\[
\psi(0, -\mu) = Q(\mu) \begin{bmatrix} A_1 \\ A_2 \end{bmatrix} = \frac{1}{\pi} \begin{bmatrix} \frac{3}{2} A_1(\eta_a) \eta_a \eta_a^{-2} \end{bmatrix} + \frac{1}{\sqrt{\pi}} \sum_{\alpha=1}^{\infty} \begin{bmatrix} \frac{3}{2} A_1(\eta_a) \\ A_2(\eta_a) \end{bmatrix} \eta_a^{-2}. \quad (4.42)
\]

Trying to describe as closely as possible the expression (4.42) we attempt an approximation in the form

\[
\psi(0, -\mu) = Q(\mu) \begin{bmatrix} C_0 - \frac{\mu}{\pi} \\ \frac{1}{\pi} \end{bmatrix} + \frac{N}{\pi} \sum_{\alpha=1}^{\infty} \frac{C_\alpha}{\alpha + \mu}. \quad (4.43)
\]
Inserting this approximation and the boundary condition (4.11) into equations (4.38) and (4.39) we find the equations

\[
\int_0^\infty \bar{x}_b(-\mu) Q(\mu) \left[ C_0 + \sum_{\alpha=1}^{N} \frac{C_{\alpha}}{\nu + \mu} \right] e^{-\mu^2} d\mu
\]

\[
= -A_b + \int_0^\infty \bar{x}_b(-\mu) Q(\mu) \frac{\mu}{\pi} \left| \begin{array}{c} -\frac{3}{\sqrt{2}} \\ 1 \end{array} \right| e^{-\mu^2} d\mu , \quad b = 3, 4 , \quad (4.44)
\]

and

\[
\int_0^\infty \bar{x}_b(-\eta, -\mu) Q(\mu) \left[ C_0 + \sum_{\alpha=1}^{N} \frac{C_{\alpha}}{\nu + \mu} \right] e^{-\mu^2} d\mu
\]

\[
= \int_0^\infty \bar{x}_b(-\eta, -\mu) Q(\mu) \frac{\mu}{\pi} \left| \begin{array}{c} -\frac{3}{\sqrt{2}} \\ 1 \end{array} \right| e^{-\mu^2} d\mu , \quad b = 1, 2 . \quad (4.45)
\]

After we evaluate analytically some of the integrals which include the discrete eigenvectors using identities of the gamma function [105] we obtain

\[
\begin{pmatrix} \frac{7}{2\sqrt{\pi}} \\ -\frac{3}{2\sqrt{\pi}} \end{pmatrix}^T
\begin{bmatrix}
C_0 + \sum_{\alpha=1}^{N} P_3(\nu_{\alpha}) C_{\alpha} = \frac{5}{2\pi} \sqrt{\frac{3}{2}} \\
-\frac{3}{\sqrt{2\pi}} \end{bmatrix},
\quad (4.46)
\]

\[
\begin{pmatrix} -\frac{3}{2\sqrt{\pi}} \\ \frac{6}{\sqrt{\pi}} \end{pmatrix}^T
\begin{bmatrix}
C_0 + \sum_{\alpha=1}^{N} P_4(\nu_{\alpha}) C_{\alpha} = -\frac{5}{2\pi} \\
-\frac{3}{\sqrt{2\pi}} \end{bmatrix},
\quad (4.47)
\]

and
\[ \tilde{r}(\eta) \cot \alpha_0 + \sum_{\alpha=1}^{N} \tilde{r}_b(\eta, \nu_\alpha) \cot \alpha = \frac{1}{\pi} \tilde{T}_b(\eta) \left| \begin{array}{c} -\sqrt{2} \\ 1 \end{array} \right|, \quad b = 1,2. \quad (4.48) \]

Here \( \tilde{r}_b(\nu_\alpha), \tilde{r}_b(\eta), \) and \( \tilde{r}_b(\eta, \nu_\alpha) \) represent the same integrals as for the evaporation problem and

\[ \tilde{T}_b(\eta) = \int_0^\infty \tilde{\chi}_b(-\eta, -\mu) Q(\mu) \mu^2 e^{-\mu^2} d\mu, \quad b = 3,4. \quad (4.49) \]

The procedure is exactly the same as for the evaporation problem and thus for the sake of space we give no more details. The expansion coefficients \( A_\alpha \) and \( A_\alpha(\eta) \), \( \alpha = 1,2 \) used in equation (4.12) can be reduced by substituting the approximation (4.43) and the boundary condition (4.11a) into equations (4.40) and (4.41). The resulting expressions can be written as

\[ A_b = -\int_0^\infty \tilde{\chi}_b(-\mu) Q(\mu) \left[ \frac{C_0}{\pi} - \frac{\mu}{\pi} \left| \begin{array}{c} -\sqrt{2} \\ 1 \end{array} \right| + \sum_{\alpha=1}^{N} \frac{C_\alpha}{\nu_\alpha + \mu} \right] \mu e^{-\mu^2} d\mu, \quad b = 1,2, \quad (4.50) \]

and

\[ A_b(\eta) = -\int_0^\infty \tilde{\chi}_b(\eta, -\mu) Q(\mu) \left[ \frac{C_0}{\pi} - \frac{\mu}{\pi} \left| \begin{array}{c} -\sqrt{2} \\ 1 \end{array} \right| + \sum_{\alpha=1}^{N} \frac{C_\alpha}{\nu_\alpha + \mu} \right] \mu e^{-\mu^2} d\mu, \quad b = 1,2 \quad (4.51) \]

while the density and temperature profiles follow
immediately in a similar way from

\[ N(x) = \pi A_2 - x + \sqrt{\pi} \int_0^\infty A_2(\eta) e^{-\eta^2 - \frac{x}{\eta}} d\eta, \quad (4.52) \]

and

\[ T(x) = \pi \sqrt{\frac{2}{3}} A_1 + x + \sqrt{\pi} \int_0^\infty A_1(\eta) e^{-\eta^2 - \frac{x}{\eta}} d\eta, \quad (4.53) \]

along with equations (4.50) and (4.51).

4.4 Numerical Results

To establish the constants \( \{C_{1\alpha}\} \) and \( \{C_{2\alpha}\} \) of the F\( N \) approximation we first must define a strategy for selecting the collocation points \( \eta \). Then we must compute accurately the known matrix elements and inhomogeneous terms in the two systems of linear algebraic equations (4.46-4.48) for the evaporation problem and (4.25-4.27) for the heat transfer problem. We find that choosing the \( \eta_j, j=1,2,\ldots,N \) to be the positive zeros of the Hermite polynomial of degree \( 2N \), we maximize computational efficiency. The computation of the elements of the known matrix and the right-hand-side vector is based upon a useful Gaussian formula [92]

\[
\int f(x) \, dx = \sum_{i=0}^{\eta} w_i f(x_i)
\]

where \( x_i \) are the roots of the Hermite polynomial of degree \( 2n+1 \) and \( w_i \) the corresponding weight factors. The above
expression is based upon the orthogonality property of the Hermite polynomials. The system of linear algebraic equations is solved in two different ways, first by standard techniques using Gaussian elimination with equilibration and partial pivoting, and secondly by an algorithm based on the singular value decomposition (SVD) [93,94], which is a reliable technique to determine the "numerical" rank of a real matrix. It turns out that the second technique leads to more accurate results especially when high order approximations are required. In particular, solutions with the singular value decomposition method leads in general to results accurate to one more significant figure than the results obtained using the conventional Gaussian elimination. The SVD method is based on the statement that for any real n by p matrix A, there is an n by n orthogonal matrix U and a p by p orthogonal matrix V such that $U^TAV$ assumes one of the two following forms:

1. $U^TAV = \begin{bmatrix} \Sigma \\ 0 \end{bmatrix}$ if $n > p$

2. $U^TAV = [\Sigma \ 0]$ if $n \leq p$

Here $\Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_m)$, where $m = \min(n, p)$, and

$$\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_m \geq 0$$

This decomposition is called the singular value
decomposition of $A$ and can be used to solve a linear system of equations. For example the linear system

$$Ax = b$$

can be solved by applying the above technique since it is equivalent to the system

$$(U^T AV)(V^{-1}x) = (U^T b)$$

which can be reduced to

$$x = V^{-1} U^T b$$

All the computations were performed in double-precision arithmetic on an IBM 370/4341 machine.

In Tables 4.1 and 4.3 we show the rate of convergence of the $F_N$ method for the two problems under investigation, as the order of the approximation is increased. The computed results are the various slip coefficients as defined by equations (4.13) and (4.14) with $V=0.5$. It is evident that convergence is faster for quantities evaluated at $x^\rightarrow$ ($c_1, d_1, c_2, d_2$) than for quantities evaluated at $x=0$ ($\gamma_1, \delta_1, \gamma_2, \delta_2$). This is expected since in the limit of large $x$ the integral terms disappear in equations (4.34, 4.35) and (4.52, 4.53). We note that in general only a fourth order approximation is enough and consequently minimum computational effort and time is required to achieve accuracy up to four significant figures while 6-figure accuracy is achieved for $20< N< 28$.

Converged numerical results for the temperature and
density profiles for the evaporation problem and the heat transfer problem are presented respectively in Tables 4.2 and 4.3 as computed from equations (4.34,4.35) and (4.52,4.53); for the evaporation problem we have normalized the temperature and density profiles by taking \( V=0.5 \). Our results are in excellent agreement with the exact results of Thomas [52]. The 6-figure accuracy is achieved with a relatively low-order approximation (20<\( N<28 \)).

Finally figures 4.1 through 4.4 give the density and temperature profiles with respect to distance \( x \) from the interface, and also some information about the physics of the evaporation and heat transfer problems as they are described by the mathematical modeling. Near the interface the behavior of the gas for both problems is described by a rarefied Knudsen layer a few mean free paths thick in which the collisional effects are only of secondary importance. Here and at the interface the temperature and density undergo important changes, similar to those known as temperature and density jumps. Finally, the kinetic theory solutions recover the features of the continuum regime as \( x \) becomes large.
Table 4.1 Convergence of the slip coefficients for the half-space evaporation problem

<table>
<thead>
<tr>
<th>N</th>
<th>TEMPERATURE</th>
<th>DENSITY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x=0, δ₁</td>
<td>x⁺∞, d₁</td>
</tr>
<tr>
<td>4</td>
<td>0.204798</td>
<td>0.223374</td>
</tr>
<tr>
<td>6</td>
<td>0.204800</td>
<td>0.223379</td>
</tr>
<tr>
<td>8</td>
<td>0.204797</td>
<td>0.223378</td>
</tr>
<tr>
<td>10</td>
<td>0.204795</td>
<td>0.223377</td>
</tr>
<tr>
<td>12</td>
<td>0.204794</td>
<td>0.223377</td>
</tr>
<tr>
<td>14</td>
<td>0.204793</td>
<td>0.223376</td>
</tr>
<tr>
<td>16</td>
<td>0.204792</td>
<td>0.223376</td>
</tr>
<tr>
<td>18</td>
<td>0.204791</td>
<td>0.223376</td>
</tr>
<tr>
<td>20</td>
<td>0.204791</td>
<td>0.223376</td>
</tr>
<tr>
<td>22</td>
<td>0.204791</td>
<td>0.223375</td>
</tr>
<tr>
<td>24</td>
<td>0.204791</td>
<td>0.223376</td>
</tr>
<tr>
<td>26</td>
<td>0.204791</td>
<td>0.223375</td>
</tr>
<tr>
<td>28</td>
<td>0.204790</td>
<td>0.223375</td>
</tr>
<tr>
<td>30</td>
<td>0.204790</td>
<td>0.223375</td>
</tr>
<tr>
<td></td>
<td>Converged</td>
<td>0.204790</td>
</tr>
<tr>
<td></td>
<td>Results</td>
<td>Exact [52]</td>
</tr>
<tr>
<td></td>
<td>0.204790</td>
<td>0.223375</td>
</tr>
</tbody>
</table>
Table 4.2 Stable results of the temperature and density profiles for the half-space evaporation problem

<table>
<thead>
<tr>
<th>DISTANCE</th>
<th>TEMPERATURE</th>
<th>DENSITY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Converged Results</td>
<td>Exact[52]</td>
</tr>
<tr>
<td>0.0</td>
<td>-0.204790</td>
<td>-0.204789</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.206735</td>
<td>-0.206735</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.209588</td>
<td>-0.209588</td>
</tr>
<tr>
<td>0.6</td>
<td>-0.211891</td>
<td>-0.211891</td>
</tr>
<tr>
<td>0.8</td>
<td>-0.213740</td>
<td>-0.213740</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.215237</td>
<td>-0.215237</td>
</tr>
<tr>
<td>1.5</td>
<td>-0.217913</td>
<td>-0.217913</td>
</tr>
<tr>
<td>2.0</td>
<td>-0.219614</td>
<td>-0.219614</td>
</tr>
<tr>
<td>2.5</td>
<td>-0.220735</td>
<td>-0.220735</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.221494</td>
<td>-0.221494</td>
</tr>
<tr>
<td>3.5</td>
<td>-0.222018</td>
<td>-0.222018</td>
</tr>
<tr>
<td>4.0</td>
<td>-0.222387</td>
<td>-0.222387</td>
</tr>
<tr>
<td>6.0</td>
<td>-0.223074</td>
<td>-0.223074</td>
</tr>
<tr>
<td>10.0</td>
<td>-0.223340</td>
<td>-</td>
</tr>
<tr>
<td>20.0</td>
<td>-0.223375</td>
<td>-0.223374</td>
</tr>
<tr>
<td>100.0</td>
<td>-0.223375</td>
<td>-</td>
</tr>
<tr>
<td>1000.0</td>
<td>-0.223375</td>
<td>-0.223375</td>
</tr>
</tbody>
</table>
Table 4.3 Convergence of the slip coefficients for the half-space heat transfer problem

<table>
<thead>
<tr>
<th>N</th>
<th>TEMPERATURE</th>
<th>DENSITY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x=0, \delta_2$</td>
<td>$x^\infty, d_2$</td>
</tr>
<tr>
<td>4</td>
<td>0.853215</td>
<td>1.30249</td>
</tr>
<tr>
<td>6</td>
<td>0.853428</td>
<td>1.30266</td>
</tr>
<tr>
<td>8</td>
<td>0.853471</td>
<td>1.30269</td>
</tr>
<tr>
<td>10</td>
<td>0.853503</td>
<td>1.30271</td>
</tr>
<tr>
<td>12</td>
<td>0.853499</td>
<td>1.30270</td>
</tr>
<tr>
<td>14</td>
<td>0.853503</td>
<td>1.30270</td>
</tr>
<tr>
<td>16</td>
<td>0.853505</td>
<td>1.30271</td>
</tr>
<tr>
<td>18</td>
<td>0.853506</td>
<td>1.30271</td>
</tr>
<tr>
<td>20</td>
<td>0.853507</td>
<td>1.30271</td>
</tr>
<tr>
<td>22</td>
<td>0.853509</td>
<td>1.30271</td>
</tr>
<tr>
<td>24</td>
<td>0.853507</td>
<td>1.30271</td>
</tr>
<tr>
<td>26</td>
<td>0.853511</td>
<td>1.30271</td>
</tr>
<tr>
<td>28</td>
<td>0.853513</td>
<td>1.30272</td>
</tr>
<tr>
<td>30</td>
<td>0.853512</td>
<td>1.30272</td>
</tr>
<tr>
<td>Converged Results</td>
<td>0.853513</td>
<td>1.30272</td>
</tr>
<tr>
<td>Exact [52]</td>
<td>0.853515</td>
<td>1.30272</td>
</tr>
</tbody>
</table>
Table 4.4 Stable results of the temperature and density profiles for the half-space heat transfer problem

<table>
<thead>
<tr>
<th>DISTANCE</th>
<th>TEMPERATURE</th>
<th>DENSITY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Converged Results</td>
<td>Exact[52]</td>
</tr>
<tr>
<td>0.0</td>
<td>0.853513</td>
<td>0.853515</td>
</tr>
<tr>
<td>0.2</td>
<td>1.20568</td>
<td>1.20568</td>
</tr>
<tr>
<td>0.4</td>
<td>1.47158</td>
<td>1.47158</td>
</tr>
<tr>
<td>0.6</td>
<td>1.71501</td>
<td>1.71501</td>
</tr>
<tr>
<td>0.8</td>
<td>1.94664</td>
<td>1.94665</td>
</tr>
<tr>
<td>1.0</td>
<td>2.17091</td>
<td>2.17091</td>
</tr>
<tr>
<td>1.5</td>
<td>2.23831</td>
<td>2.23831</td>
</tr>
<tr>
<td>2.0</td>
<td>3.23831</td>
<td>3.23831</td>
</tr>
<tr>
<td>2.5</td>
<td>3.75554</td>
<td>3.75555</td>
</tr>
<tr>
<td>3.0</td>
<td>4.26751</td>
<td>4.26751</td>
</tr>
<tr>
<td>3.5</td>
<td>4.77605</td>
<td>4.77605</td>
</tr>
<tr>
<td>4.0</td>
<td>5.28229</td>
<td>5.28229</td>
</tr>
<tr>
<td>6.0</td>
<td>7.29509</td>
<td>7.29509</td>
</tr>
<tr>
<td>10.0</td>
<td>11.3014</td>
<td>-</td>
</tr>
<tr>
<td>20.0</td>
<td>21.3027</td>
<td>21.3027</td>
</tr>
<tr>
<td>100.0</td>
<td>100.303</td>
<td>-</td>
</tr>
<tr>
<td>1000.0</td>
<td>1000.30</td>
<td>-</td>
</tr>
</tbody>
</table>
5. HEAT TRANSFER BETWEEN PARALLEL PLATES WITH UNEQUAL SURFACE ACCOMMODATION

5.1 Introduction

The problem of heat transfer between parallel plates has attracted considerable attention over the years from several authors [4, 5, 95, 96, 31, 97, 98, 52, 55, 99]. The linearized problem has been formulated by Bassanini, et al., who applied a variational technique to the linearized BGK equation to compute the heat flux between the plates for purely diffuse reflection [31] and for arbitrary surface accommodation [97]. The variational results appeared to be quite accurate for the purely diffuse case, although such accuracy was not obtained for the more general case [97].

Kriese, et al. [51] reported a general solution of the vector transport equation describing temperature-density effects which arise after the linearized BGK equation is decomposed in the manner discussed by Cercignani [4]. Thomas [52] and Thomas, et al. [54] used the general analysis of Kriese, et al. and half range orthogonality to reduce the solution of the heat transfer problem between parallel plates with arbitrary accommodation coefficients to the solution of a coupled pair of Fredholm integral equations: They found that iterative solutions to these equations converge very rapidly and thus have computed the
solution correct up to six significant figures. Unlike the variational technique, their work yields accurate temperature and density profiles between the plates.

In the present chapter we use the $F_N$ method to solve the same much-studied problem of heat transfer in a rarefied gas between two parallel plates with unequal surface accommodation. We have chosen a problem which has previously been solved [55] by relatively exact methods in order to have a basis of comparison. The objective is to demonstrate the efficiency of $F_N$ method for providing solutions of benchmark accuracy to kinetic theory problems in finite media, as was done for half space problems in the previous chapter. We test the $F_N$ method in finite geometry, since in other fields of application of this method, finite geometries have required different forms for the approximate solution. As it is presented later, that turns out to be the case here; an even simpler set of basis functions than those used in equations (4.22) and (4.43) provide best results. We rely on the tractable full-range orthogonality to derive singular integral equations for the distribution function, which then are solved by polynomial expansion and collocation. The total heat flux and temperature and density profiles are computed to high accuracy.

In addition we extend the use of the $F_N$ method, using similar ideas, for interior reduced molecular distribution function calculations at any location in the slab. This
type of analysis was applied by Siewert and his co-workers in the fields of neutron-transport theory [78], radiative transfer [100] and plasma physics [101].

5.2 Physical Problem, General Solution and Boundary Conditions

We consider a two-surface problem of rarefied gas dynamics, that of heat transfer between parallel plates. The plates are taken to be in the planes $x=0$ and $x=\delta$ with

$$\delta = d \frac{\nu}{(2RT_1)^{\frac{1}{2}}}$$

to be the inverse Knudsen number. Here $d$ is the physical distance between the plates, $\nu$ is the mean-free-collision frequency, $R$ is the gas constant, and $T_1$ is the temperature of the plate at $x=0$. The temperature of the second plate at $x=\delta$ is $T_2$, such that $T_1>T_2$, and as a result heat flows from left to right. We consider the case of a mixture of diffuse and specular reflection with $a_1$ and $a_2$ representing the arbitrary accommodation coefficients, or the fraction of the molecules which are diffusely reflected from the two plates at $x=0$ and $x=\delta$ respectively. By taking $a_1$ different from $a_2$ we destroy the anti-symmetry condition and generalize the problem.

In order to establish the required notation and formalism we again review and summarize briefly the
principal results of Thomas [55]. The temperature-density effects, which we are concerned with, are based on the pair of coupled equations written here in matrix notation as

$$\mu \frac{3}{\partial x} \psi(x,\mu) + \psi(x,\mu) = \frac{1}{\sqrt{\pi}} Q(\mu) \int_{-\infty}^{\infty} \psi(x,\mu') e^{-\mu'^2} d\mu' ,$$  \quad (5.1)

where $\psi(x,\mu)$ is a 2-vector related to perturbations in the density and temperature of the gas:

$$\Delta T(x) = \frac{2}{3\pi} \int_{-\infty}^{\infty} \left| \begin{array}{c} \mu^2 - \frac{1}{2} \\ 1 \end{array} \right|^T \psi(x,\mu) e^{-\mu^2} d\mu$$  \quad (5.2)

and

$$\Delta N(x) = \frac{1}{\pi} \int_{0}^{T} \int_{-\infty}^{\infty} \psi(x,\mu) e^{-\mu^2} d\mu$$  \quad (5.3)

Similarly, the normalized heat flux $q$ is related to $\psi(x,\mu)$ through

$$q = \frac{Q}{Q_{fm}} = - \frac{a_1 + a_2 - a_1 a_2}{a_1 a_2} \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \left| \begin{array}{c} \mu^2 + 1 \\ 1 \end{array} \right|^T \psi(x,\mu) e^{-\mu^2} d\mu ,$$  \quad (5.4)

where $Q_{fm}$ represents the heat flux appropriate to free-molecular conditions and $Q$ the actual heat flux. Kriese, et al. [51] have given the general solution of equation (5.1) in the form

$$\psi(x,\mu) = \sum_{\alpha=1}^{2} A_\alpha \phi_\alpha(\mu) + \sum_{\alpha=3}^{4} A_\alpha \phi_\alpha(x,\mu) + \sum_{\alpha=1}^{2} \int_{-\infty}^{\infty} A_\alpha(n) \phi_\alpha(n,\mu) e^{-n} dn ,$$  \quad (5.5)
where the eigenvectors are given explicitly in equations (3.3) through (3.6). In this work we use the superscripts T or tilde to denote the transpose operation.

We use Maxwell's diffuse/specular boundary conditions to define the interaction of the molecules with the walls and write

\[ f(0,\xi) = (1 - a_1) f(0,\xi^*) + a_1 f_1(\xi) \quad , \quad c_1 > 0 \quad (5.6a) \]

and

\[ f(\delta,\xi^*) = (1 - a_2) f(\delta,\xi) + a_2 f_2(\xi) \quad , \quad c_1 > 0 \quad (5.6b) \]

where \( \xi^* = (-c_1^*, c_2^*, c_3^*) \), \( f \) is the particle distribution function, \( a_1, a_2 \) are the accommodation coefficients and \( f_1(\xi), f_2(\xi) \) are the absolute Maxwellians based on temperatures \( T_1 \) and \( T_2 \) respectively. Linearizing the boundary conditions (5.6) about the same Maxwellian \( f_1(\xi) \) based on temperature \( T_1 \) and decomposing the resulting expressions in the same manner used to derive equation (5.1) we find that the boundary conditions at the two plates can be written as

\[ \psi(0,\mu) = (1 - a_1) \psi(0,-\mu) \quad (5.7a) \]

and
where B is to be determined by mass conservation. Further we note that since there must be no net flow in the x-direction we can write

\[
\left. \begin{array}{c}
1 \\
0
\end{array} \right| ^{T} _{0} \int_{-\infty}^{\infty} \psi(x,\mu) \, \mu e^{-\mu^2} \, d\mu = 0
\] (5.8)

and thus B can be determined by satisfying the above condition of particle conservation at the boundary x=δ.

5.3 The F_N Solution

The general solution (5.5) and the boundary conditions (5.7), along with the physical constraint (5.8) constitute the mathematical formulation of the problem we consider.

Operating on the general solution (5.5) and utilizing the full range orthogonality theorem proved by Kriese, et al. [51] we derive the singular integral equations

\[
\int_{-\infty}^{\infty} \tilde{x}_{\alpha}(\mu) \, \psi(0,\mu) \, \mu e^{-\mu^2} \, d\mu = A_{\alpha} \, , \, \alpha = 1,2,3,4 \, ,
\] (5.9)

\[
\int_{-\infty}^{\infty} \tilde{x}_{\alpha}(\eta,\mu) \, \psi(0,\mu) \, \mu e^{-\mu^2} \, d\mu = A_{\alpha}(\eta) \, , \, \alpha = 1,2 \, ,
\] (5.10)

and
\[ \int_{-\infty}^{\infty} \tilde{x}_\alpha(\eta, \mu) \psi(0, \mu) \mu e^{-\mu^2} \, d\mu = A_\alpha(-\eta) , \quad \alpha = 1,2 \quad (5.11) \]

where \( \psi(0, \mu) \) represents the general solution at \( x=0 \). A similar set of singular integral equations can be established at the second boundary of the problem. At \( x=\delta \) we find

\[ \int_{-\infty}^{\infty} \tilde{x}_\alpha(\mu) \psi(\delta, \mu) \mu e^{-\mu^2} \, d\mu = A_\alpha - \delta A_{\alpha+2} , \quad \alpha = 1,2 \quad (5.12) \]

\[ \int_{-\infty}^{\infty} \tilde{x}_\alpha(\eta, \mu) \psi(\delta, \mu) \mu e^{-\mu^2} \, d\mu = A_\alpha(\eta) \frac{\delta}{\eta} , \quad \alpha = 1,2 \quad (5.13) \]

and

\[ \int_{-\infty}^{\infty} \tilde{x}_\alpha(-\eta, \mu) \psi(\delta, \mu) \mu e^{-\mu^2} \, d\mu = A_\alpha(-\eta) \frac{\delta}{\eta} , \quad \alpha = 1,2 \quad (5.14) \]

where \( \psi(\delta, \mu) \) represents the general solution at the second boundary \( x=\delta \). Eliminating by simple algebraic operations the expansion coefficients \( A_\alpha, \alpha=1,2,3,4 \), \( A_\alpha(\eta) \) and \( A_\alpha(-\eta), \alpha=1,2 \) we find

\[ \int_{-\infty}^{\infty} \tilde{x}_\alpha(\mu) \psi(\delta, \mu) \mu e^{-\mu^2} \, d\mu - \int_{-\infty}^{\infty} \left[ \tilde{x}_\alpha(\mu) - \delta \tilde{x}_{\alpha+2}(\mu) \right] \psi(0, \mu) \mu e^{-\mu^2} \, d\mu = 0 , \]

\( \quad \alpha = 1,2 \quad (5.16) \)

\[ \int_{-\infty}^{\infty} \tilde{x}_\alpha(\mu) \psi(\delta, \mu) \mu e^{-\mu^2} \, d\mu - \int_{-\infty}^{\infty} \tilde{x}_\alpha(\mu) \psi(0, \mu) \mu e^{-\mu^2} \, d\mu = 0 , \]

\( \quad \alpha = 3,4 \quad (5.17) \)
\[
\int_{-\infty}^{\infty} \tilde{X}_{\alpha}(\eta, \mu) \psi(\delta, \mu) \, \mu e^{-\mu^2} \, d\mu = e^{-\delta \eta} \int_{-\infty}^{\infty} \tilde{X}_{\alpha}(\eta, \mu) \psi(0, \mu) \, \mu e^{-\mu^2} \, d\mu = 0, \\
\alpha = 1, 2, \quad (5.18)
\]

and

\[
e^{-\delta \eta} \int_{-\infty}^{\infty} \tilde{X}_{\alpha}(-\eta, \mu) \psi(\delta, \mu) \, \mu e^{-\mu^2} \, d\mu - \int_{-\infty}^{\infty} \tilde{X}_{\alpha}(-\eta, \mu) \psi(0, \mu) \, \mu e^{-\mu^2} \, d\mu = 0, \\
\alpha = 1, 2. \quad (5.19)
\]

Here \( X_{\alpha}(\mu), X_{\alpha}(\eta, \mu) \) are the full-range adjoint vectors given explicitly in section 3.2.

Since \( \psi(0, \mu) \) and \( \psi(\delta, -\mu) \) are known only for \( \mu > 0 \) from the boundary conditions (5.7), for reasons given in the section (9.3) of the appendices, we substitute the simple polynomial approximations

\[
\psi(0, -\mu) = \sum_{m=0}^{N} A_m \mu^m, \quad \mu > 0 \quad (5.20)
\]

and

\[
\psi(\delta, \mu) = \sum_{m=0}^{N} B_m \mu^m, \quad \mu > 0 \quad (5.21)
\]

where \( \{A_m\}, \{B_m\} \) are two 2-vectors to be determined and \( \mu^\alpha \) the basis functions, along with the boundary conditions (5.7), into equations (5.17) through (5.20) to obtain

\[
\sum_{m=0}^{N} \{ (2-a_1) \tilde{C}_{m+2} + a_1 \delta \tilde{C}_{m+1} \} A_m - (2-a_2) \tilde{C}_{m+2} B_m = a_2 \frac{\sqrt{6\pi}}{4}, \quad (5.22)
\]
\[
\sum_{m=0}^{N} \{ [(2-a_1) \tilde{D}_{m+2} + a_1 \delta \tilde{D}_{m+1}] A - (2-a_2) \tilde{D}_{m+2} B_m \} = a_2 \frac{\sqrt{\pi}}{2} \left( B + \frac{1}{2} \right),
\]
(5.23)

\[
\sum_{m=0}^{N} \{ \tilde{C}_{m+1} A_m + \tilde{C}_{m+2} B_m \} = \frac{\sqrt{6}}{10} (3 - B),
\]
(5.24)

\[
\sum_{m=0}^{N} \{ \tilde{D}_{m+1} A_m + \tilde{D}_{m+1} B_m \} = \frac{2}{5} (1 + 3B),
\]
(5.25)

\[
\sum_{m=0}^{N} \{ [(1-a_1) \tilde{S}_m(\eta) - \tilde{R}_m(\eta)] A_m + e^{-\frac{\delta}{\eta}} [(1-a_2) \tilde{S}_m(\eta) - \tilde{S}_m(\eta)] B_m
= - a_2 \frac{\sqrt{\pi}}{\eta} W_1(\eta),
\]
(5.26)

\[
\sum_{m=0}^{N} \{ [(1-a_1) \tilde{T}_m(\eta) - \tilde{P}_m(\eta)] A_m + e^{-\frac{\delta}{\eta}} [(1-a_2) \tilde{T}_m(\eta) - \tilde{T}_m(\eta)] B_m
= - a_2 \frac{\sqrt{\pi}}{\eta} W_2(\eta),
\]
(5.27)

\[
e^{-\frac{\delta}{\eta}} \sum_{m=0}^{N} \{ [(1-a_1) \tilde{R}_m(\eta) - \tilde{S}_m] A_m + [(1-a_2) \tilde{S}_m(\eta) - \tilde{R}_m(\eta)] B_m
= - a_2 \frac{\sqrt{\pi}}{\eta} W_1(\eta),
\]
(5.28)

and

\[
e^{-\frac{\delta}{\eta}} \sum_{m=0}^{N} \{ [(1-a_1) \tilde{P}_m(\eta) - \tilde{T}_m(\eta)] A_m + [(1-a_2) \tilde{T}_m(\eta) - \tilde{P}_m(\eta)] B_m
= - a_2 \frac{\sqrt{\pi}}{\eta} W_2(\eta),
\]
(5.29)
Here we have used the definitions

\[ C_m = \int_0^{\infty} x_3(\mu) \mu^m e^{-\mu^2} d\mu, \quad (5.30) \]

\[ D_m = \int_0^{\infty} x_4(\mu) \mu^m e^{-\mu^2} d\mu, \quad (5.31) \]

\[ S_m(n) = \int_0^{\infty} x_{11}(n, -\mu) \mu^{m+1} e^{-\mu^2} d\mu, \quad (5.32) \]

\[ T_m(n) = \int_0^{\infty} x_{12}(n, -\mu) \mu^{m+1} e^{-\mu^2} d\mu, \quad (5.33) \]

\[ R_m(n) = \int_0^{\infty} x_1(n, \mu) \mu^{m+1} e^{-\mu^2} d\mu, \quad (5.34) \]

\[ P_m(n) = \int_0^{\infty} x_2(n, \mu) \mu^{m+1} e^{-\mu^2} d\mu, \quad (5.35) \]

\[ W_1(n) = \int_0^{\infty} \tilde{x}_1(n, \pm \nu) \begin{vmatrix} \mu^2 + B & 1 \\ 1 & \mu e^{-\mu^2} \end{vmatrix} d\nu, \quad (5.36) \]

and

\[ W_2(n) = \int_0^{\infty} \tilde{x}_2(n, \pm \nu) \begin{vmatrix} \mu^2 + B & 1 \\ 1 & \mu e^{-\mu^2} \end{vmatrix} d\nu. \quad (5.37) \]

The physical constraint (5.8) can be used to express the constant B in terms of the unknown \( F_N \) coefficients \( \{B_m\} \):

\[ B = -1 + \frac{2}{\nu \pi} \left| \begin{array}{c} 1 \\ 0 \end{array} \right| T \sum_{m=0}^{N} B_m \int_0^{\infty} \mu^{m+1} e^{-\mu^2} d\nu \quad (5.38) \]
It is clear that an approximation \( N \) involves \( N+1 \) unknown vectors \( \{A_m\} \) and \( \{B_m\} \) for a total of \( 4N+4 \) unknowns. When the full-range adjoints \( \tilde{X}_a(\mu) \) and \( \tilde{X}_\alpha(\eta,\mu) \) are introduced explicitly into equations (5.22) through (5.29) it is found, as is shown in section 9.4 of the appendices, that all integrals can be reduced to combinations of the basic integral

\[
I(\eta) = \int_0^\infty \frac{e^{-\mu^2}}{e^{\mu + \eta}} \, d\mu
\]

which we evaluate numerically using Gaussian quadrature.

Evaluation of equations (5.26) through (5.29) at \( N \) discrete values of \( 0 < \eta < \infty \), along with equations (5.22) through (5.25), leads to a system of \( 4N+4 \) linear algebraic equations that can be solved to yield the desired \( 4N+4 \) unknowns \( \{A_\alpha\} \) and \( \{B_\alpha\} \). If we presume now that the system of linear equations is solved, then the \( F_N \) coefficients are used to establish the distribution at the boundaries and as a result quantities like the heat flux and the microscopic temperature and density jumps at the two boundaries follow immediately from equations (5.4), (5.2) and (5.3), respectively. Inserting the general solution (5.5) into equations (5.2), (5.3) and (5.4) yields

\[
\Delta T(x) = \sqrt{\frac{2}{3\pi}} (A_1 - A_3 x) + \frac{1}{\pi} \int_0^\infty \left[ A_1(\eta) e^{-\frac{X}{\eta}} + A_1(-\eta) e^{\frac{X}{\eta}} \right] d\eta , \quad (5.40)
\]
\[ \Delta N(x) = \frac{1}{\sqrt{\pi}} (A_2 - A_4 x) + \frac{1}{\pi} \int_0^{\infty} \left[ A_2(\eta) e^{-\eta} + A_2(-\eta) e^{-\eta} \right] d\eta \quad , \quad (5.41) \]

and

\[ q = -\frac{a_1 + a_2 - a_1 a_2}{a_1 a_2} \frac{5}{8} \sqrt{\frac{2}{3}} A_3 \quad (5.42) \]

where the \( A_\alpha \) and \( A_\alpha(\eta) \) are the expansion coefficients and can be determined through expressions (5.9), (5.10) and (5.11), which can be evaluated in terms of the known \( F_N \) coefficients as

\[ A_\alpha = (2-a_1) \int_0^{\infty} \tilde{x}_\alpha(\mu) \sum_{m=0}^{N} A_m \mu^{m+2} e^{-\mu^2} d\mu \quad , \quad \alpha = 1,2 \quad (5.43) \]

\[ A_\alpha = -a_1 \int_0^{\infty} \tilde{x}_\alpha(\mu) \sum_{m=0}^{N} A_m \mu^{m+1} e^{-\mu^2} d\mu \quad , \quad \alpha = 3,4 \quad (5.44) \]

\[ A_\alpha(\eta) = \int_0^{\infty} [(1-a_1) \tilde{x}_\alpha(\eta,\mu) - \tilde{x}_\alpha(\eta,-\mu)] \sum_{m=0}^{N} A_m \mu^{m+1} e^{-\mu^2} d\mu \quad , \quad \alpha = 1,2 \quad (5.45) \]

and

\[ A_\alpha(-\eta) = e^{\frac{\delta}{\eta}} \int_0^{\infty} [(1-a_2) \tilde{x}_\alpha(\eta,\mu) - \tilde{x}_\alpha(\eta,-\mu)] \sum_{m=0}^{N} B_m \mu^{m+1} e^{-\mu^2} d\mu \]

\[ + a_2 \sqrt{\pi} \int_0^{\infty} \tilde{x}_\alpha(\eta,\mu) \left| \mu^2 + B \right| \mu e^{-\mu^2} d\mu \quad , \quad \alpha = 1,2 \quad . \quad (5.46) \]

Consequently the temperature and density profiles between the plates follow immediately through a double integration.
scheme over \( u \) and \( \eta \) from zero to infinity.

5.4 Position-Dependent \( F_N \) Approximation

We prefer to use a different approach [78, 101, 102] which gives the temperature and density profiles directly through equations (5.2) and (5.3), as well as the interior molecular distribution function.

Through a procedure analogous to that used in deriving equations (5.12-5.15) we find for any \( 0 < x < \delta \)

\[
\int_{-\infty}^{\infty} \frac{x}{x} (\mu) \psi(x, \mu) \mu e^{-\mu^2} d\mu = A_\alpha - x A_{\alpha+2}, \quad \alpha = 1, 2, \quad (5.47)
\]

\[
\int_{-\infty}^{\infty} \frac{x}{x} (\mu) \psi(x, \mu) \mu e^{-\mu^2} d\mu = A_\alpha, \quad \alpha = 3, 4, \quad (5.48)
\]

\[
\int_{-\infty}^{\infty} \frac{x}{x} (\mu, \eta) \psi(x, \mu) \mu e^{-\mu^2} d\mu = A_\alpha (\eta) e^{-\frac{x}{\eta}}, \quad \alpha = 1, 2 \quad (5.49)
\]

and

\[
\int_{-\infty}^{\infty} \frac{x}{x} (-\eta, \mu) \psi(x, \mu) \mu e^{-\mu^2} d\mu = A_\alpha (-\eta) e^{-\frac{x}{\eta}}, \quad \alpha = 1, 2 \quad (5.50)
\]

where \( \psi(x, \mu) \) is given by equation (5.5). The unknowns \( A_\alpha, \alpha = 1, 2, 3, 4, \) \( A_\alpha (\eta) \) and \( A_\alpha (-\eta), \alpha = 1, 2, \) \( \eta > 0, \) can be eliminated from the above set of equations by considering the same equations for \( x = 0. \) In this way we develop the equations
\[ \int_{-\infty}^{\infty} \tilde{x}_{\alpha}(\mu) \psi(x, \mu) \mu e^{-\mu^2} \, d\mu - \int_{-\infty}^{\infty} [\tilde{x}_{\alpha}(\mu) - x \tilde{x}_{\alpha+2}(\mu)] \psi(0, \mu) \mu e^{-\mu^2} \, d\mu = 0 \,, \]
\[ \alpha = 1, 2 \quad , \quad (5.51) \]

\[ \int_{-\infty}^{\infty} \tilde{x}_{\alpha}(\mu) \psi(x, \mu) \mu e^{-\mu^2} \, d\mu - \int_{-\infty}^{\infty} \tilde{x}_{\alpha}(\mu) \psi(0, \mu) \mu e^{-\mu^2} \, d\mu \, , \, \alpha = 3, 4 \quad (5.52) \]

\[ \int_{-\infty}^{\infty} \tilde{x}_{\alpha}(\mu) \psi(x, \mu) \mu e^{-\mu^2} \, d\mu - e^{\eta} \int_{-\infty}^{\infty} \tilde{x}_{\alpha}(\eta, \mu) \psi(0, \mu) \mu e^{-\mu^2} \, d\mu = 0 \,, \]
\[ \alpha = 1, 2 \quad , \quad (5.53) \]

and

\[ - \frac{x}{\eta} \int_{-\infty}^{\infty} \tilde{x}_{\alpha}(\eta, \mu) \psi(x, \mu) \mu e^{-\mu^2} \, d\mu - \int_{-\infty}^{\infty} \tilde{x}_{\alpha}(\eta, \mu) \psi(0, \mu) \mu e^{-\mu^2} \, d\mu = 0 \,, \]
\[ \alpha = 1, 2 \quad , \quad (5.54) \]

that are the desired generalizations of (5.16-5.19). We now approximate for \( \mu > 0 \)

\[ \psi(x, \mu) = \sum_{m=0}^{N} F_m(x) \mu^\alpha \quad (5.55) \]

and

\[ \psi(x, -\mu) = \sum_{m=0}^{N} G_m(x) \mu^\alpha \quad (5.56) \]

where \( \{F_m\} \) and \( \{G_m\} \) are two 2-vectors to be determined. On substituting (5.55) and (5.56) into equations (5.51-5.54), after invoking the fact that \( \psi(0, \mu) \) is known for \( -\infty < \mu < \infty \), and considering the resulting equations at \( N \) values of \( \eta \), we find the system of linear algebraic equations
\[
\sum_{m=0}^{N} \left\{ \tilde{c}_{m+2} F_m(x) + \tilde{c}_{m+2} G_m(x) \right\} = \sum_{m=0}^{N} \left[ (2-a_1) \tilde{c}_{m+2} + a_1 x \tilde{c}_{m+1} \right] A_m ,
\]
(5.57)

\[
\sum_{m=0}^{N} \left\{ \tilde{d}_{m+2} F_m(x) + \tilde{d}_{m+2} G_m(x) \right\} = \sum_{m=0}^{N} \left[ (2-a_1) \tilde{d}_{m+2} + a_1 x \tilde{d}_{m+1} \right] A_m ,
\]
(5.58)

\[
\sum_{m=0}^{N} \left\{ \tilde{c}_{m+2} F_m(x) - \tilde{c}_{m+1} G_m(x) \right\} = -a_1 \sum_{m=0}^{N} \tilde{c}_{m+1} A_m ,
\]
(5.59)

\[
\sum_{m=0}^{N} \left\{ \tilde{d}_{m+2} F_m(x) - \tilde{d}_{m+1} G_m(x) \right\} = -a_1 \sum_{m=0}^{N} \tilde{d}_{m+1} A_m ,
\]
(5.60)

\[
\sum_{m=0}^{N} \left\{ \tilde{r}_m(n) F_m(x) - \tilde{s}_m(n) G_m(x) \right\} = e^{-\frac{X}{\eta}} \sum_{m=0}^{N} \left[ (1-a_1) \tilde{r}_m(n) - \tilde{s}_m(n) \right] A_m ,
\]
(5.61)

\[
\sum_{m=0}^{N} \left\{ \tilde{r}_m(n) F_m(x) - \tilde{s}_m(n) G_m(x) \right\} = e^{-\frac{X}{\eta}} \sum_{m=0}^{N} \left[ (1-a_1) \tilde{r}_m(n) - \tilde{s}_m(n) \right] A_m ,
\]
(5.62)

\[
\sum_{m=0}^{N} \left\{ \tilde{s}_m(n) F_m(x) - \tilde{r}_m(n) G_m(x) \right\} = e^{-\frac{X}{\eta}} \sum_{m=0}^{N} \left[ (1-a_1) \tilde{s}_m(n) - \tilde{r}_m(n) \right] A_m ,
\]
(5.63)

\[
\sum_{m=0}^{N} \left\{ \tilde{r}_m(n) F_m(x) - \tilde{s}_m(n) G_m(x) \right\} = e^{-\frac{X}{\eta}} \sum_{m=0}^{N} \left[ (1-a_1) \tilde{r}_m(n) - \tilde{s}_m(n) \right] A_m ,
\]
(5.64)

and

\[
\sum_{m=0}^{N} \left\{ \tilde{r}_m(n) F_m(x) - \tilde{s}_m(n) G_m(x) \right\} = e^{-\frac{X}{\eta}} \sum_{m=0}^{N} \left[ (1-a_1) \tilde{r}_m(n) - \tilde{s}_m(n) \right] A_m ,
\]
(5.64)

to be solved. We observe that the two element vectors \( \tilde{c}_m \), \( \tilde{d}_m \), \( \tilde{s}_m(n) \), \( \tilde{r}_m(n) \), \( \tilde{t}_m(n) \) and \( \tilde{p}_m(n) \) appearing in equations
(5.57-5.64) are the same as used in (5.22-5.29) and thus no new quantities need to be evaluated. Finally we note that the matrix of coefficients in (5.57-5.64) is independent of x. The solution of these equations for many values of x can thus be achieved at modest computational cost, since one matrix inversion is sufficient for all 0<x<δ. We evaluate equations (5.61-5.64) at N values of 0<η<∞ to achieve along with equations (5.57-5.60) a total of 4N+4 equations for the 4N+4 unknowns \{F_m(x)\} and \{G_m(x)\}. This system of equations is then solved for \{F_m(x)\} and \{G_m(x)\} at each value of x of interest. With the F_N expansion coefficients known at each x the perturbed particle distribution \(\hat{\phi}(x,\mu)\) at each x can be estimated directly through (5.55) and (5.56) and as a result the heat flux and the temperature and density profiles follow immediately from equations (5.4), (5.2) and (5.3).

Although the detailed behavior of the distribution function is very difficult to be predicted, this approach allows us to calculate the reduced distribution function

\[
\phi(x,\xi) \triangleq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x,\xi) \, d\xi_2 \, d\xi_3 \quad ,
\]

(5.65)

where \(f(x,\mu)\) is the molecular distribution function at location x and velocity \(\xi=(\xi_1,\xi_2,\xi_3)\). It is shown in section 9.5 of the appendices that
\[ \phi(x, \mu) = \frac{\rho_1}{(2\pi RT_1)^{3/2}} \left\{ 1 + \frac{\Delta T}{\sqrt{\pi} T_1} \left[ \begin{array}{c} 1 \\ 0 \end{array} \right]^T \psi(x, \mu) \right\} e^{-\mu^2} \]  

(5.66)

and

\[ \phi_M(x, \mu) = \frac{\rho_1}{(2\pi RT_1)^{3/2}} \left\{ 1 + \frac{x}{\delta} \frac{\Delta T}{T_1} \left( \mu^2 - \frac{3}{2} \right) \right\} e^{-\mu^2} \]  

(5.67)

where \( \Delta T = T_2 - T_1 \), \( \mu = \xi_1 / (2RT_1)^{1/2} \), \( \phi(x, \mu) \) is the reduced molecular distribution function and \( \phi_M(x, \mu) \) denotes the reduced Maxwellian at each location in the slab.

5.5 Numerical Results

First of all we have used an elementary transformation to map the interval \((0, \infty)\) into \((0,1)\) and subsequently used a Gaussian quadrature integration procedure in the same manner used for the two half space problems to evaluate the required integrals. In solving the system of linear algebraic equations given by (5.22-5.29) and (5.57-5.64) we have used for various orders of the \( F_N \) approximation the roots of the Hermite polynomial as the collocation points. As noted in the foregoing discussion we now have available a complete formalism that yields the distribution \( \psi(x, \mu) \) for all \(-\infty < \mu < \infty\) and all \(0 < x < \delta\). It is seen that the desired results for the heat flux and the temperature and density profiles can be evaluated by estimating the expansion coefficients \( A_\alpha, \alpha = 1, 2, 3, 4 \) and \( A_\alpha(\eta), \alpha = 1, 2, -\infty < \eta < \infty\), or
directly through equations (5.2), (5.3) and (5.4).

In Tables 5.1 and 5.2 we illustrate the convergence of the $F_N$ method by tabulating values of the normalized heat flux $q$ as computed from equations (5.4) or (5.42) vs. the order of the approximation $N$. We also show the exact results based on half-range analysis [102]. It is seen that we were able to obtain $q(\delta)$ for $18 < N < 26$ accurate to five or six significant figures for inverse Knudsen number $\delta > 1.0$ and $\delta < 0.01$. In fact, only a fourth-order approximation is adequate to give results correct to four significant figures, while for the special case of $\delta = 0$ the correct value of unity was achieved to ten significant figures.

However, for $0.01 < \delta < 1.0$ four significant figures seem to be the limit for the approximation of the form shown in equations (5.20) and (5.21). Although the convergence of the generated numerical results is evident, a 24th order approximation, which leads to a system of 100 linear algebraic equations, is not high enough to give better accuracy. Larger values of $N$ than those in Tables 5.1 lead to a numerically ill-conditioned matrix with respect to inversion and consequently to numerical difficulties. It is possible that some modification of the basis function of the $F_N$ approximations only for the case of $0.01 < \delta < 1.0$ could lead to improved numerical results. However, the complexity of equation (9.22) does not allow, for reasons given in section 9.3 of the appendices, any suggestions for better
formulation of the basis function and only unjustified guesses can be made. As an alternative scheme of basis functions, based on equation (9.22), we recommend the approximation

\[ \psi \left( -\frac{\delta}{2}, u \right) = Q(u) \sum_{\alpha=0}^{N} A_{\alpha} \left[ 1 - (-1)^{\alpha} e^{-\frac{\delta}{\mu}} \right] U^\alpha \]  

(5.68)

which might lead to more rapidly converging numerical results.

To attempt to establish confidence in our calculations a number of additional calculations were performed. For example we have satisfied equation (5.8) by a difference of less than one part in $10^{11}$, using the two $F_{N}$ expansions given by equations (5.55) and (5.56) to approximate the distribution function at each $x$. We have computed the heat flux $q$ at each $x$ in the slab, based on the expressions (5.55), (5.56) and (5.4), and agreement with the value of $q$ based on equation (5.42) was achieved to eight significant figures. Finally, the number of nodal points in the quadrature scheme was increased until such calculations failed to alter the reported values of the heat flux and temperature and density profiles.

We list converged results for the heat flux by comparison to references [55,103] in Table 5.3 for several different values of the accommodation coefficients and for $\delta=5.0$. At least five significant figure accuracy was obtained for all values of $\alpha$ tested.
Temperature and density profiles are shown in Tables 5.4 and 5.5 as computed from equations (5.2) and (5.3), using the $x$-dependent approximation, for representative values of $a$ and $\delta$. For most cases five or six significant figures are correct.

In figures 5.1 and 5.2 we show the temperature and density profiles for the anti-symmetric case $a_1=a_2=1.0$ and in figures 5.3 and 5.4 the same profiles for the more general case of $a_1=0.7$ and $a_2=0.3$, for different values of $\delta$. In the last two figures the magnitude of the temperature and density jump at $x=\delta$ is larger than at $x=0$ since $a_1>a_2$. It is evident that the kinetic theory solution is valid through the whole range of the Knudsen number, which predicts three regimes. The first regime ($\delta<0.1$) is devoted to free molecular conduction and the flat temperature and density profiles between the plates are due to the highly rarefied conditions. Conduction in gases in the second regime ($\delta>10$) is characterized by the temperature and density jump and the linear temperature and density profiles as $\delta \to \infty$ are predicted by Fourier's law and the law of ideal gases at equilibrium. Finally, the third section shows how the connection between the two preceding regimes can be made in what we call the transition regime ($0.1<\delta<10$).

In figures 5.5 and 5.6 we show the dependence of the normalized heat flux $q$ on the distance $\delta$, and the accommodation coefficients $a_1$, $a_2$ respectively.
The reduced distribution function given by equation (5.66) is shown in figure 5.7 at \(x=0\) and \(x=\delta\). We also show the local Maxwellian distribution at the same locations for comparison. Although the increased departure from equilibrium at the right boundary \(x=\delta\) is evident, the perturbation in the distribution function is still small enough to justify a linear analysis.

Finally in figure 5.8 the reduced distribution function is plotted with respect to \(x\) with \(\mu\) as a parameter. The similarity of these plots with the density profiles shown in figures 5.2 and 5.4 is obvious and can be explained easily considering the fact that integration of the reduced distribution function over all \(\mu\) leads directly to the definition of density. We note that explicit information about the distribution function can only be obtained through the position-dependent analysis based on the two \(F_N\) approximations given by equations (5.55) and (5.56).
<table>
<thead>
<tr>
<th>Distance Between Plates</th>
<th>Order of the Approximation</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>24</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.000000</td>
<td>1.000000</td>
<td>0.999815</td>
<td>0.999810</td>
<td>0.999807</td>
<td>0.999806</td>
<td>0.999805</td>
<td>0.999804</td>
<td>0.999803</td>
</tr>
<tr>
<td>0.01</td>
<td>0.998815</td>
<td>0.999810</td>
<td>0.999807</td>
<td>0.999806</td>
<td>0.999805</td>
<td>0.999804</td>
<td>0.999803</td>
<td>0.999803</td>
<td>0.999803</td>
</tr>
<tr>
<td>0.1</td>
<td>0.998105</td>
<td>0.998105</td>
<td>0.999807</td>
<td>0.999806</td>
<td>0.999805</td>
<td>0.999804</td>
<td>0.999803</td>
<td>0.999803</td>
<td>0.999803</td>
</tr>
<tr>
<td>0.5</td>
<td>0.920651</td>
<td>0.920647</td>
<td>0.920723</td>
<td>0.920724</td>
<td>0.920725</td>
<td>0.920726</td>
<td>0.920727</td>
<td>0.920727</td>
<td>0.920727</td>
</tr>
<tr>
<td>1.0</td>
<td>0.862139</td>
<td>0.862257</td>
<td>0.862257</td>
<td>0.862257</td>
<td>0.862257</td>
<td>0.862257</td>
<td>0.862257</td>
<td>0.862257</td>
<td>0.862257</td>
</tr>
<tr>
<td>1.5</td>
<td>0.772297</td>
<td>0.772297</td>
<td>0.772297</td>
<td>0.772297</td>
<td>0.772297</td>
<td>0.772297</td>
<td>0.772297</td>
<td>0.772297</td>
<td>0.772297</td>
</tr>
<tr>
<td>2.0</td>
<td>0.703017</td>
<td>0.702979</td>
<td>0.702979</td>
<td>0.702979</td>
<td>0.702979</td>
<td>0.702979</td>
<td>0.702979</td>
<td>0.702979</td>
<td>0.702979</td>
</tr>
<tr>
<td>2.5</td>
<td>0.646458</td>
<td>0.646450</td>
<td>0.646450</td>
<td>0.646450</td>
<td>0.646450</td>
<td>0.646450</td>
<td>0.646450</td>
<td>0.646450</td>
<td>0.646450</td>
</tr>
<tr>
<td>3.0</td>
<td>0.599104</td>
<td>0.599065</td>
<td>0.599065</td>
<td>0.599065</td>
<td>0.599065</td>
<td>0.599065</td>
<td>0.599065</td>
<td>0.599065</td>
<td>0.599065</td>
</tr>
<tr>
<td>3.5</td>
<td>0.552312</td>
<td>0.552304</td>
<td>0.552304</td>
<td>0.552304</td>
<td>0.552304</td>
<td>0.552304</td>
<td>0.552304</td>
<td>0.552304</td>
<td>0.552304</td>
</tr>
<tr>
<td>4.0</td>
<td>0.515993</td>
<td>0.513975</td>
<td>0.513975</td>
<td>0.513975</td>
<td>0.513975</td>
<td>0.513975</td>
<td>0.513975</td>
<td>0.513975</td>
<td>0.513975</td>
</tr>
<tr>
<td>5.0</td>
<td>0.479916</td>
<td>0.479916</td>
<td>0.479916</td>
<td>0.479916</td>
<td>0.479916</td>
<td>0.479916</td>
<td>0.479916</td>
<td>0.479916</td>
<td>0.479916</td>
</tr>
<tr>
<td>6.0</td>
<td>0.443978</td>
<td>0.443978</td>
<td>0.443978</td>
<td>0.443978</td>
<td>0.443978</td>
<td>0.443978</td>
<td>0.443978</td>
<td>0.443978</td>
<td>0.443978</td>
</tr>
<tr>
<td>7.0</td>
<td>0.407523</td>
<td>0.407523</td>
<td>0.407523</td>
<td>0.407523</td>
<td>0.407523</td>
<td>0.407523</td>
<td>0.407523</td>
<td>0.407523</td>
<td>0.407523</td>
</tr>
<tr>
<td>8.0</td>
<td>0.371502</td>
<td>0.371502</td>
<td>0.371502</td>
<td>0.371502</td>
<td>0.371502</td>
<td>0.371502</td>
<td>0.371502</td>
<td>0.371502</td>
<td>0.371502</td>
</tr>
<tr>
<td>9.0</td>
<td>0.335832</td>
<td>0.335832</td>
<td>0.335832</td>
<td>0.335832</td>
<td>0.335832</td>
<td>0.335832</td>
<td>0.335832</td>
<td>0.335832</td>
<td>0.335832</td>
</tr>
<tr>
<td>10.0</td>
<td>0.300502</td>
<td>0.300502</td>
<td>0.300502</td>
<td>0.300502</td>
<td>0.300502</td>
<td>0.300502</td>
<td>0.300502</td>
<td>0.300502</td>
<td>0.300502</td>
</tr>
</tbody>
</table>

Table 5.1: Convergence of the Normalized Heat Flux for $a_1 = 0.7$ and $a_2 = 0.3$
Table 5.1 (cont.) Convergence of normalized heat flux for $a_1 = 0.7$ and $a_2 = 0.3$

<table>
<thead>
<tr>
<th>Distance Between Plates</th>
<th>Converged Results</th>
<th>Exact[102]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>0.001</td>
<td>0.999802</td>
<td>0.999794</td>
</tr>
<tr>
<td>0.01</td>
<td>0.99804</td>
<td>0.997966</td>
</tr>
<tr>
<td>0.5</td>
<td>0.9208</td>
<td>0.920840</td>
</tr>
<tr>
<td>1.0</td>
<td>0.86229</td>
<td>0.862238</td>
</tr>
<tr>
<td>2.0</td>
<td>0.772293</td>
<td>0.772293</td>
</tr>
<tr>
<td>3.0</td>
<td>0.702979</td>
<td>0.702979</td>
</tr>
<tr>
<td>4.0</td>
<td>0.646504</td>
<td>0.646500</td>
</tr>
<tr>
<td>5.0</td>
<td>0.599062</td>
<td>0.599058</td>
</tr>
<tr>
<td>7.0</td>
<td>0.523092</td>
<td>0.523090</td>
</tr>
<tr>
<td>10.0</td>
<td>0.439971</td>
<td>0.439970</td>
</tr>
<tr>
<td>100.0</td>
<td>0.0765021</td>
<td>0.0765021</td>
</tr>
</tbody>
</table>
Table 5.2 Convergence of the normalized heat flux for $a_1 = 1.0$ and $a_2 = 1.0$

<table>
<thead>
<tr>
<th>Distance Between Plates</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>24</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.000000</td>
<td>1.000000</td>
<td>0.999270</td>
<td>0.999267</td>
<td>0.999266</td>
<td>0.999264</td>
<td>0.999263</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>0.999305</td>
<td>0.999286</td>
<td>0.999276</td>
<td>0.999270</td>
<td>0.999267</td>
<td>0.999266</td>
<td>0.999264</td>
<td>0.999263</td>
</tr>
<tr>
<td>0.01</td>
<td>0.993121</td>
<td>0.992937</td>
<td>0.992846</td>
<td>0.992789</td>
<td>0.992768</td>
<td>0.992753</td>
<td>0.992742</td>
<td>0.992735</td>
</tr>
<tr>
<td>0.1</td>
<td>0.937236</td>
<td>0.936212</td>
<td>0.935786</td>
<td>0.935558</td>
<td>0.935478</td>
<td>0.935425</td>
<td>0.935382</td>
<td>0.935340</td>
</tr>
<tr>
<td>1.0</td>
<td>0.640556</td>
<td>0.640797</td>
<td>0.640883</td>
<td>0.640903</td>
<td>0.640903</td>
<td>0.640898</td>
<td>0.640893</td>
<td>0.640889</td>
</tr>
<tr>
<td>2.0</td>
<td>0.489212</td>
<td>0.489249</td>
<td>0.489224</td>
<td>0.489207</td>
<td>0.489202</td>
<td>0.489203</td>
<td>0.489203</td>
<td>0.489203</td>
</tr>
<tr>
<td>3.0</td>
<td>0.398359</td>
<td>0.398339</td>
<td>0.398325</td>
<td>0.398323</td>
<td>0.398324</td>
<td>0.398324</td>
<td>0.398324</td>
<td>0.398324</td>
</tr>
<tr>
<td>4.0</td>
<td>0.336746</td>
<td>0.336729</td>
<td>0.336725</td>
<td>0.336726</td>
<td>0.336726</td>
<td>0.336726</td>
<td>0.336726</td>
<td>0.336725</td>
</tr>
<tr>
<td>5.0</td>
<td>0.291933</td>
<td>0.291921</td>
<td>0.291920</td>
<td>0.291920</td>
<td>0.291920</td>
<td>0.291920</td>
<td>0.291920</td>
<td>0.291919</td>
</tr>
<tr>
<td>7.0</td>
<td>0.230819</td>
<td>0.230812</td>
<td>0.230812</td>
<td>0.230811</td>
<td>0.230811</td>
<td>0.230811</td>
<td>0.230811</td>
<td>0.230810</td>
</tr>
<tr>
<td>10.0</td>
<td>0.175793</td>
<td>0.175790</td>
<td>0.175789</td>
<td>0.175789</td>
<td>0.175788</td>
<td>0.175788</td>
<td>0.175788</td>
<td>0.175788</td>
</tr>
<tr>
<td>100.0</td>
<td>0.021593</td>
<td>0.021593</td>
<td>0.021593</td>
<td>0.021593</td>
<td>0.021593</td>
<td>0.021593</td>
<td>0.021593</td>
<td>0.021593</td>
</tr>
</tbody>
</table>
Table 5.2 (cont.) Convergence of normalized heat flux for $a_1 = 1.0$ and $a_2 = 1.0$

<table>
<thead>
<tr>
<th>Distance Between Plates</th>
<th>Converged Results</th>
<th>Exact[102]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>0.001</td>
<td>0.99926</td>
<td>0.999231</td>
</tr>
<tr>
<td>0.01</td>
<td>0.9927</td>
<td>0.992484</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9353</td>
<td>0.935159</td>
</tr>
<tr>
<td>1.0</td>
<td>0.64090</td>
<td>0.640853</td>
</tr>
<tr>
<td>2.0</td>
<td>0.489203</td>
<td>0.489203</td>
</tr>
<tr>
<td>3.0</td>
<td>0.398324</td>
<td>0.398324</td>
</tr>
<tr>
<td>4.0</td>
<td>0.336725</td>
<td>0.336724</td>
</tr>
<tr>
<td>5.0</td>
<td>0.291919</td>
<td>0.291919</td>
</tr>
<tr>
<td>7.0</td>
<td>0.230810</td>
<td>0.230810</td>
</tr>
<tr>
<td>10.0</td>
<td>0.175788</td>
<td>0.175788</td>
</tr>
<tr>
<td>100.0</td>
<td>0.0215931</td>
<td>0.0215931</td>
</tr>
</tbody>
</table>
Table 5.3 Normalized heat flux for $\delta=5.0$

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_2$</th>
<th>Converged Results</th>
<th>Exact[55,102]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>0.9</td>
<td>0.384792</td>
<td>0.384790</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7</td>
<td>0.428231</td>
<td>0.428228</td>
</tr>
<tr>
<td>0.7</td>
<td>0.5</td>
<td>0.492920</td>
<td>0.492918</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3</td>
<td>0.599062</td>
<td>0.599058</td>
</tr>
<tr>
<td>0.7</td>
<td>0.1</td>
<td>0.804266</td>
<td>0.804263</td>
</tr>
<tr>
<td>1.0</td>
<td>0.9</td>
<td>0.313373</td>
<td>0.313371</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8</td>
<td>0.338420</td>
<td>0.338418</td>
</tr>
<tr>
<td>1.0</td>
<td>0.7</td>
<td>0.368048</td>
<td>0.368046</td>
</tr>
<tr>
<td>1.0</td>
<td>0.6</td>
<td>0.403647</td>
<td>0.403645</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>0.447229</td>
<td>0.447227</td>
</tr>
</tbody>
</table>
Table 5.4 Stable results of the temperature and density profiles for $\delta=2.0$, $a_1=0.7$, $a_2=0.3$

<table>
<thead>
<tr>
<th>DISTANCE</th>
<th>TEMPERATURE</th>
<th>DENSITY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Converged Results</td>
<td>Exact[102]</td>
</tr>
<tr>
<td>0.00</td>
<td>0.167208</td>
<td>0.162708</td>
</tr>
<tr>
<td>0.05</td>
<td>0.185460</td>
<td>0.185460</td>
</tr>
<tr>
<td>0.10</td>
<td>0.201816</td>
<td>0.201815</td>
</tr>
<tr>
<td>0.15</td>
<td>0.216388</td>
<td>0.216387</td>
</tr>
<tr>
<td>0.20</td>
<td>0.230009</td>
<td>0.230008</td>
</tr>
<tr>
<td>0.25</td>
<td>0.243045</td>
<td>0.243044</td>
</tr>
<tr>
<td>0.30</td>
<td>0.255699</td>
<td>0.255698</td>
</tr>
<tr>
<td>0.35</td>
<td>0.268104</td>
<td>0.268103</td>
</tr>
<tr>
<td>0.40</td>
<td>0.280355</td>
<td>0.280354</td>
</tr>
<tr>
<td>0.45</td>
<td>0.292528</td>
<td>0.292526</td>
</tr>
<tr>
<td>0.50</td>
<td>0.304688</td>
<td>0.304687</td>
</tr>
<tr>
<td>0.55</td>
<td>0.316899</td>
<td>0.316897</td>
</tr>
<tr>
<td>0.60</td>
<td>0.329226</td>
<td>0.329224</td>
</tr>
<tr>
<td>0.65</td>
<td>0.341742</td>
<td>0.341740</td>
</tr>
<tr>
<td>0.70</td>
<td>0.354539</td>
<td>0.354537</td>
</tr>
<tr>
<td>0.75</td>
<td>0.367735</td>
<td>0.367733</td>
</tr>
<tr>
<td>0.80</td>
<td>0.381505</td>
<td>0.381502</td>
</tr>
<tr>
<td>0.85</td>
<td>0.396120</td>
<td>0.396117</td>
</tr>
<tr>
<td>0.90</td>
<td>0.412078</td>
<td>0.412076</td>
</tr>
<tr>
<td>0.95</td>
<td>0.430531</td>
<td>0.430529</td>
</tr>
<tr>
<td>1.00</td>
<td>0.457969</td>
<td>0.457966</td>
</tr>
</tbody>
</table>
Table 5.5 Stable results of the temperature and density profiles for $\delta=5.0$, $a_1=1.0$, $a_2=0.5$

<table>
<thead>
<tr>
<th>DISTANCE</th>
<th>TEMPERATURE</th>
<th>DENSITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>Converged Results</td>
<td>Exact[102]</td>
</tr>
<tr>
<td>0.00</td>
<td>0.086631</td>
<td>0.086636</td>
</tr>
<tr>
<td>0.05</td>
<td>0.129544</td>
<td>0.129546</td>
</tr>
<tr>
<td>0.10</td>
<td>0.162129</td>
<td>0.162130</td>
</tr>
<tr>
<td>0.15</td>
<td>0.192182</td>
<td>0.192183</td>
</tr>
<tr>
<td>0.20</td>
<td>0.220969</td>
<td>0.220970</td>
</tr>
<tr>
<td>0.25</td>
<td>0.249012</td>
<td>0.249013</td>
</tr>
<tr>
<td>0.30</td>
<td>0.276591</td>
<td>0.276591</td>
</tr>
<tr>
<td>0.35</td>
<td>0.303875</td>
<td>0.303875</td>
</tr>
<tr>
<td>0.40</td>
<td>0.330985</td>
<td>0.330985</td>
</tr>
<tr>
<td>0.45</td>
<td>0.358011</td>
<td>0.358011</td>
</tr>
<tr>
<td>0.50</td>
<td>0.385032</td>
<td>0.385032</td>
</tr>
<tr>
<td>0.55</td>
<td>0.412125</td>
<td>0.412124</td>
</tr>
<tr>
<td>0.60</td>
<td>0.439368</td>
<td>0.439367</td>
</tr>
<tr>
<td>0.65</td>
<td>0.466856</td>
<td>0.466855</td>
</tr>
<tr>
<td>0.70</td>
<td>0.494712</td>
<td>0.494711</td>
</tr>
<tr>
<td>0.75</td>
<td>0.523105</td>
<td>0.523103</td>
</tr>
<tr>
<td>0.80</td>
<td>0.552291</td>
<td>0.552289</td>
</tr>
<tr>
<td>0.85</td>
<td>0.582700</td>
<td>0.582698</td>
</tr>
<tr>
<td>0.90</td>
<td>0.615159</td>
<td>0.615156</td>
</tr>
<tr>
<td>0.95</td>
<td>0.651696</td>
<td>0.651693</td>
</tr>
<tr>
<td>1.00</td>
<td>0.705115</td>
<td>0.705149</td>
</tr>
</tbody>
</table>
FIGURE 5.1 TEMPERATURE PROFILE BETWEEN THE TWO PARALLEL PLATES FOR $A_1=A_2=1.0$
FIGURE 5.2 DENSITY PROFILE BETWEEN THE TWO PARALLEL PLATES FOR $A_1 = A_2 = 1.0$
FIGURE 5.3 TEMPERATURE PROFILE BETWEEN THE TWO PARALLEL PLATES FOR R1=0.7, R2=0.3
Figure 5.4 Density profile between the two parallel plates for $R_1=0.7$, $R_2=0.3$
Figure 5.5 Normalized Heat Flux Versus Inverse Knudsen Number

- $a_1 = 0.7, a_2 = 0.3$
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FIGURE 5.6 NORMALIZED HEAT FLUX FOR $\theta=5.0$ AND VARIABLE ACCOMMODATION COEFFICIENTS
FIGURE 5.8 REDUCED MOLECULAR DISTRIBUTION FUNCTION PROFILE BETWEEN THE PLATES FOR D=2.0, A1=0.7 AND A2=0.3
6. POISEUILLE AND THERMAL CREEP FLOW OF A RAREFIED GAS
IN A CYLINDRICAL TUBE

6.1 Introduction

Exact analysis of slip-flow problems in kinetic theory was originated by Cercignani [44,45,46,47], who adapted the method of elementary solutions [44], originated in neutron transport theory, to solve the Kramers problem [45], and the problems of plane Couette [46] and Poiseuille [47] flow. Cercignani later considered cylindrical Poiseuille flow and presented results computed by a direct numerical approach to the integral form of the BGK model [31]. Ferziger used the earlier work by Mitsis [49], who established the method of elementary solutions in cylindrical geometry, to derive analytical results for the cylindrical Poiseuille problem in the near free-molecule and near continuum regimes [48]. Loyalka [50] extended Ferziger's work to the thermal creep problem in a cylindrical tube and corrected earlier results of Sone and Yamamoto [103]. The accuracy of these results was improved in further work by Loyalka [37], who solved the Poiseuille and thermal creep problems for the case of diffuse-specular reflection in plane and cylindrical geometry, through numerical solution of the integral form of the BGK equation. Loyalka [37], who reported his results up to five significant figures, found that previously reported
results for the flow rate were in error by 10-15%. Finally, Loyalka, Petrellis and Storvick [60] used the method of elementary solutions to derive Fredholm integral equations for the plane Couette, Poiseuille, and thermal creep flow problems with the Maxwell diffuse-specular boundary condition. By iterating these equations, they provided highly accurate numerical results in plane geometry only, finding agreement with Loyalka's earlier results [37] to within 1%. Motivated by the success of their work, they encouraged further exploration of the numerical aspects of the method of elementary solutions. In our knowledge, no similarly accurate results were reported for the cylindrical case.

Quite recently, Siewert, Garcia, and Grandjean [80] used the $F_N$ method [7,8] to compute highly accurate flow rates for Poiseuille flow in a plane channel. These results agreed with those of Loyalka, Petrellis and Storvick to five significant figures even though they were computed with a low-order approximation. The $F_N$ method has been extended to cylindrical geometry for neutron transport problems by Thomas, Southers, and Siewert [71], and Siewert and Thomas [104,72].

In this chapter the $F_N$ method is tested for the first time in cylindrical geometry in kinetic theory by developing a complete solution for the cylindrical Poiseuille flow and thermal creep problems, based on the linearized BGK model.
Highly accurate numerical results are presented for flow rates and velocity profiles throughout the complete Knudsen number range. In particular our numerical results, which we believe to be accurate to at least four significant figures, are in agreement with those of Loyalka [37] to within two to four significant figures.

Let us consider a gas flowing in a circular pipe of radius $R$, with the flow resulting from a density gradient which is supported by a pressure gradient (Poiseuille flow) or a temperature gradient (thermal creep flow). We assume that the walls re-emit the molecules with a Maxwellian distribution $f$, with constant temperature and an unknown density $\rho = \rho(z)$ where $z$ is the coordinate parallel to the flow and $R$ the inverse Knudsen number. Since we are considering a steady situation the corresponding linearized equations, following the formulation by Loyalka [50], can be written as

$$
\begin{align*}
\dot{c}_r \left( \cos \phi \frac{\partial h_p}{\partial r} - \sin \phi \frac{\partial h_p}{\partial \phi} \right) + h_p &= \frac{2}{3/2} c_z \int_{c_z}^{c_z'} h_p(r,c') e^{-c'^2} \, d^3c' + c_z, \\
(6.1)
\end{align*}
$$

for the Poiseuille (P) flow problem, subject to the boundary condition

$$
h_p(R,c) = 0 \quad , \quad c_r < 0 \quad , \quad (6.2)
$$

and
\[ c \left( \cos \phi \frac{\partial h_{PT}}{\partial r} - \sin \phi \frac{\partial h_{PT}}{\partial \phi} \right) + h_{PT} = \frac{2}{\pi^{3/2}} c_z \int c_z' \ h_{PT}(r, c') \ e^{-c_z'^2} \, d^3 c' + c_z \left[ c^2 - \frac{3}{2} \right], \tag{6.3} \]

for the (PT) problem, subject to the boundary condition

\[ h_{PT}(R, c) = 0 \quad , \quad c_r < 0 \quad . \tag{6.4} \]

We will refer to the (PT) problem as the pseudo thermal creep problem, since \( h_{PT} = h_{P} - h_{PT} \). Here, \( h \) is a measure of the perturbation in the distribution \( f = f_0(1 + h) \) from the Maxwellian \( f_0 \), \( r \) is a radial coordinate measured in units of mean free paths, \( \phi \) the angle coordinate, \( c \) the molecular velocity having components \( c_z, c_r, c_\phi \) and \( c^2 = c_r^2 + c_\phi^2 \).

Now both equations (6.1) and (6.3) can be transformed into the more convenient form of the integral equation [48]

\[
Z(r) = \frac{2}{\sqrt{\pi}} \int_0^\infty \frac{e^{-\mu^2}}{\mu^2} \, du \left[ \int_0^R tZ(t) \ K_0(t/\mu) \ I_0(t/\mu) \, dt \right. \\
+ \left. \int_R^r tZ(t) \ K_0(t/\mu) \ I_0(r/\mu) \, dt \right] + Y(r), \tag{6.5} \]

where \( I_0 \) and \( K_0 \) represent modified Bessel functions of the first and second kind, respectively. The function \( Z(r) \) is related to the velocity profiles in the Poiseuille and thermal creep problems through [50]

\[ Z_P(r) = \sqrt{\pi} \ V_P(r) + \frac{1}{2}, \tag{6.6} \]
and
\[ Z_{PT}(r) = \sqrt{\pi} \cdot V_{PT}(r) + \frac{1}{4} , \]  
(6.7)

where
\[ V_{T}(r) = V_{p}(r) - V_{PT}(r) . \]  
(6.8)

In equation (6.5)
\[ V_{p}(r) = \frac{\sqrt{\pi}}{2} , \]  
(6.9)

while
\[ Y_{PT}(r) = \frac{\sqrt{\pi}}{4} + \int_{0}^{\infty} e^{-u^2} du \left[ \int_{0}^{R} t K_{0}(r/\mu) I_{0}(t/\mu) dt + \int_{R}^{R} t K_{0}(t/\mu) I_{0}(r/\mu) dt \right] . \]  
(6.10)

6.2 Mathematical Formulation and General Solution of the Poiseuille Flow and Thermal Creep Problems.

In order to apply the \( F_{N} \) method for treating problems in cylindrical geometry relative to shear effects it is important to develop the governing integro-differential equation, analogous to the vector integro-differential equations (3.1) derived by Kriese, et al. to determine temperature and density effects in half-space and plane-
parallel media. Following Mitsis [49] if we define

\[ \phi(r,\mu) = K_0(r/\mu) \int_0^R tZ(t) I_0(t/\mu) \, dt + I_0(r/\mu) \int_0^R tZ(t) K_0(t/\mu) \, dt, \]

(6.11)

and differentiate twice invoking Leibnitz's integral formula, we find that \( \phi(r,\mu) \) for \( 0<\mu<\infty \) and \( 0<r<R \) must satisfy the integro-differential equations

\[ (B\phi_p)(r,\mu) = -Y_p(r), \]

(6.12)

and

\[ (B\phi_{PT})(r,\mu) = -Y_{PT}(r), \]

(6.13)

where \( Y_p(r) \) and \( Y_{PT}(r) \) are given explicitly by (6.9) and (6.10) respectively. Here the subscripts \( P \) and \( PT \) have the same meanings as in equations (6.1) and (6.3), and the operator \( B \) is defined as

\[ (Bf)(r,\mu) = \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{1}{\mu^2} \right) f(r,\mu) + \frac{2}{\sqrt{\pi}} \int_0^\infty f(r,\mu) e^{-\mu^2} \frac{d\mu}{\mu^2}. \]

(6.14)

Performing the integration over \( t \) in equation (6.10) and using the Wronskian relation [107]

\[ z[I_0(z) K_1(z) + I_1(z) K_0(z)] = 1, \]

(6.15)

equation (6.10) can be written as
Substituting equation (6.9) and (6.16) into equation (6.12) and (6.13) we find

\[ (B\phi_p)(r,\mu) = -\frac{\sqrt{\pi}}{2}, \quad (6.17) \]

and

\[ (B\phi_{pT})(r,\mu) = -\frac{\sqrt{\pi}}{2} + R \int_0^\infty \mu I_0(r/\mu) K_1(R/\mu) e^{-\mu^2} \, d\mu, \quad (6.18) \]

which are the governing equations to be solved for the Poiseuille and pseudo thermal creep flow problems respectively, subject to the common boundary conditions that \( \phi(0,\mu) \) is bounded and

\[ K_1(R/\mu) \phi(R,\mu) + \mu K_0(R/\mu) \frac{3}{\partial r} \phi(r,\mu) \bigg|_{r=R} = 0, \quad \mu > 0. \quad (6.19) \]

It is important to note that equation (6.19) is a reduced boundary condition derived through mathematical manipulation of equation (6.11) while the physical Maxwellian boundary conditions (6.2) and (6.4) have been employed in the derivation of the integro-differential equations (6.17) and (6.18) respectively.

Proceeding, we find it convenient to modify slightly the pseudo thermal creep problem by introducing
so that \( X(r,\mu) \) is the solution of

\[
(BX)(r,\mu) = -\frac{\sqrt{\pi}}{2} ,
\]

which is analogous to equation (6.17), subject to the modified boundary condition

\[
K_1(R/\mu) X(r,\mu) + \mu K_0(R/\mu) \left. \frac{\partial X(r,\mu)}{\partial r} \right|_{r=R} = -\frac{\sqrt{\pi}}{2} \mu^4 K_1(R/\mu) , \quad \mu > 0 .
\]

It is seen at once that both the Poiseuille and pseudo thermal creep flow problems have been reduced to the problem of solving the same integro-differential equation subject to different boundary conditions.

The desired general solution of equation (6.17) or (6.21) can be expressed, as is shown in section 9.6 of the appendices, in terms of the elementary solutions [44] as

\[
Y(r,\mu) = \mu^2 \left\{ C_o f_\infty + C_1 \ln(r) \\
+ \int_0^\infty C(\xi) [f(\xi,\mu) + f(-\xi,\mu)] I_0(r/\xi) \, d\xi \right\} + g(r,\mu) ,
\]

where \( Y(r,\mu) \) represents \( \phi_T(r,\mu) \) or \( X(r,\mu) \), \( C_0, C_1 \) and \( C(\xi) \) are the expansion coefficients to be determined by the boundary conditions (6.19) and (6.22), \( f_\infty = 1 \) and
\( f(\xi, \mu) = \text{Pv} \left( \frac{\xi}{\xi - \mu} \right) + \lambda(\xi) \delta(\xi - \mu) \), \hspace{1cm} (6.24)

with

\[
\lambda(\xi) = e^{\xi^2} \left[ \sqrt{\pi} + \int_{-\infty}^{\infty} \text{Pv} \left( \frac{\xi}{t - \xi} \right) e^{-t^2} \, dt \right].
\]

(6.25)

In equation (6.24) \( \delta(x) \) represents the Dirac delta functional and the \( \text{Pv} \) indicates that integrals are to be interpreted in the Cauchy principal-value sense. The eigenfunctions \( f_\omega \) and \( f(\xi, \mu) \) are identical to the eigenfunctions given by Cercignani [44], who proved the full-range orthogonality and completeness theorems for the developed normal modes. He showed with usual techniques that the required orthogonality relations among eigenfunctions corresponding to different eigenvalues, and among continuous and discrete eigenfunctions are

\[
\int_{-\infty}^{\infty} f(\xi, \mu) f(\xi', \mu) \mu e^{-\mu^2} \, d\mu = N(\xi) \delta(\xi - \xi') \hspace{1cm},
\]

(6.26)

\[
\int_{-\infty}^{\infty} f(\xi, \mu) \mu e^{-\mu^2} \, d\mu = 0 \hspace{1cm},
\]

(6.27)

\[
\int_{-\infty}^{\infty} f(\xi, \mu) \mu^2 e^{-\mu^2} \, d\mu = 0 \hspace{1cm},
\]

(6.28)

and

\[
\int_{-\infty}^{\infty} f(\xi, \mu) e^{-\mu^2} \, d\mu = \int_{-\infty}^{\infty} \mu e^{-\mu^2} \, d\mu = 0 \hspace{1cm},
\]

(6.29)
where

\[ N(\xi) = \xi e^{\xi^2} \left[ \pi \lambda^2(\xi) + \pi \xi e^{2\xi^2} \right] \quad (6.30) \]

Finally we note that for the two particular problems under consideration \( C_1 = 0 \) since the solution must be bounded at \( r=0 \), while the particular solution

\[ g(r,\mu) = -\frac{r}{4} \mu^2 (r^2 - R^2 + 4\mu^2) \quad (6.31) \]

may be verified by direct substitution into equations (6.17) or (6.21).

To proceed with the method of elementary solutions we would substitute equation (6.23) into (6.19) and (6.22) and use half-range orthogonality to obtain Fredholm-type integral equations for \( C(\xi) \) for the Poiseuille flow and pseudo thermal creep problems respectively. However, instead of pursuing the method of elementary solutions, we prefer to establish \( \phi_p(R,\mu) \) and \( X(R,\mu) \) by introducing the \( F_N \) method.

6.3 The \( F_N \) Approximation

We start our approach by using the full-range orthogonality conditions (6.26) and (6.28) along with the reciprocity condition \( Y(r,\mu) = Y(r,-\mu) \) to deduce from equation
(6.23) that

\[ \int_0^\infty [f(\xi,\mu) - f(-\xi,\mu)] f(r,\mu) e^{-\mu^2} \frac{du}{\mu} = C(\xi) I_0(r/\xi) N(\xi) \]

\[-\frac{\sqrt{\pi}}{4} \int_0^\infty \mu[f(\xi,\mu) - f(\xi,-\mu)] (r^2 - R^2 + 4\mu^2) e^{-\mu^2} \, d\mu , \tag{6.32} \]

\[ \int_0^\infty [f(\xi,\mu) - f(-\xi,\mu)] \frac{\partial Y}{\partial r} e^{-\mu^2} \frac{du}{\mu} = C(\xi) I_1(r/\xi) \frac{N(\xi)}{\xi} \]

\[-\frac{\sqrt{\pi}}{2} r \int_0^\infty \mu[f(\xi,\mu) - f(\xi,-\mu)] e^{-\mu^2} \, d\mu , \tag{6.33} \]

\[ \int_0^\infty Y(r,\mu) e^{-\mu^2} \, du = \frac{\sqrt{\pi}}{4} C_0 \frac{\sqrt{\pi}}{4} \left[ \frac{\sqrt{\pi}}{4} (r^2 - R^2) + \frac{3\sqrt{\pi}}{2} \right] \tag{6.34} \]

and

\[ \int_0^\infty \frac{\partial Y}{\partial r} (r,\mu) e^{-\mu^2} \, du = -\frac{\pi}{8} r \tag{6.35} \]

where

\[ \frac{\partial Y(r,\mu)}{\partial r} = \mu^2 \left\{ \int_0^\infty C(\xi) [f(\xi,\mu) + f(-\xi,\mu)] I_1(r/\xi) \frac{d\xi}{\xi} - \frac{\sqrt{\pi}}{2} r \right\} . \tag{6.36} \]

We can eliminate the normalization factor \( N(\xi) \) from equations (6.32) and (6.33) to obtain for \( 0 < \xi < \infty \)

\[ \int_0^\infty [f(\xi,\mu) - f(\xi,-\mu)] \left[ Y(r,\mu) - \xi \frac{I_0(r/\xi)}{I_1(r/\xi)} \frac{\partial Y(r,\mu)}{\partial r} \right] e^{-\mu^2} \frac{du}{\mu} \]

\[ = -\frac{\sqrt{\pi}}{4} \int_0^\infty [f(\xi,\mu) - f(\xi,-\mu)] \left[ r^2 - R^2 + 4\mu^2 - 2r \xi \frac{I_0(r/\xi)}{I_1(r/\xi)} \right] e^{-\mu^2} \, d\mu . \tag{6.37} \]
By setting $r=R$ in equations (6.37) and (6.35) and using the boundary conditions (6.19) and (6.22) in the manner explained by Thomas, et al. [71] we deduce the singular integral equations

\[
\int_0^\infty [f(\xi,\mu) - f(\xi,-\mu)] [\mu + \xi \equiv (R;\xi,\mu)] \phi_p(R,\mu) e^{-\mu^2} \frac{d\mu}{\mu} = \frac{\pi \xi}{2} ,
\]  

(6.38)

and

\[
\int_0^\infty \frac{K_1(R/\mu)}{K_0(R/\mu)} \phi_p(R,\mu) e^{-\mu^2} \frac{d\mu}{\mu} = \frac{\pi R}{8} ,
\]  

(6.39)

for the Poiseuille flow problem and similarly

\[
\int_0^\infty [f(\xi,\mu) - f(\xi,-\mu)] [\mu + \xi \equiv (R;\xi,\mu)] X(R,\mu) e^{-\mu^2} \frac{d\mu}{\mu} = \frac{\pi \xi}{2} - \frac{\sqrt{\pi}}{2} \xi \int_0^\infty [f(\xi,\mu) - f(\xi,-\mu)] \equiv (R;\xi,\mu) \mu^2 e^{-\mu^2} d\mu ,
\]  

(6.40)

and

\[
\int_0^\infty \frac{K_1(R/\mu)}{K_0(R/\mu)} X(R,\mu) e^{-\mu^2} \frac{d\mu}{\mu} = \frac{\pi R}{8} - \frac{\sqrt{\pi}}{2} \int_0^\infty \frac{K_1(R/\mu)}{K_0(R/\mu)} \mu^3 e^{-\mu^2} d\mu
\]  

(6.41)

for the "PT" problem, where

\[
\equiv (R;\xi,\mu) = \frac{I_o(R/\xi) \cdot K_1(R/\mu)}{I_1(R/\xi) \cdot K_0(R/\mu)}
\]  

(6.42)

It is seen that equations (6.38-6.41), which have been derived without any approximation, represent two sets of singular integral equations each to be solved for the unknown surface functions $\phi_p(R,\mu)$ and $X(R,\mu)$. 
At this point we introduce the $F_N$ method to construct a concise approximate solution. We substitute the two $F_N$ approximations, which have been formulated by the method shown in appendix 9.7,

$$\phi_p(R,\mu) = \left\{ \frac{1}{\mu} K_0(R/\mu) I_1(R/\mu) \right\} w(R) \sum_{\alpha=0}^{N} A_\alpha \mu^{\alpha+2}$$ (6.43)

and

$$X(R,\mu) = -\frac{\sqrt{\pi}}{2} \mu^{\frac{3}{2}} w(R) + \left\{ \frac{1}{\mu} K_0(R/\mu) I_1(R/\mu) \right\} w(R) \sum_{\alpha=0}^{N} B_\alpha \mu^{\alpha+2},$$ (6.44)

where $\{\mu^\alpha\}$ is the set of the basis functions and the constants $\{A_\alpha\}$ and $\{B_\alpha\}$ are to be determined, into the two sets of equations (6.37), (6.38) and (6.39), (6.40). By setting $w(R)=1$ we obtain

$$\sum_{\alpha=0}^{N} [E_\alpha(\xi) + \xi \frac{I_o(R/\xi)}{I_1(R/\xi)} D_\alpha(\xi)] A_\alpha = \frac{\pi \xi}{2},$$ (6.45)

$$\sum_{\alpha=0}^{N} S_{\alpha} A_\alpha = \frac{\pi R}{8},$$ (6.46)

$$\sum_{\alpha=0}^{N} [E_\alpha(\xi) + \xi \frac{I_o(R/\xi)}{I_1(R/\xi)} D_\alpha(\xi)] B_\alpha = \frac{\pi \xi}{4},$$ (6.47)

and

$$\sum_{\alpha=0}^{N} S_{\alpha} B_\alpha = \frac{\pi R}{8}.$$ (6.48)
Here we have used the definitions

$$E_\alpha(\xi) = \int_0^\infty [f(\xi,\mu) - f(\xi,-\mu)] K_0(R/\mu) I_1(R/\mu) \mu^\alpha e^{-\mu^2} d\mu , \quad (6.49)$$

$$D_\alpha(\xi) = \int_0^\infty [f(\xi,\mu) - f(\xi,-\mu)] K_1(R/\mu) I_1(R/\mu) \mu^{\alpha-1} e^{-\mu^2} d\mu , \quad (6.50)$$

and

$$S_\alpha = \int_0^\infty K_1(R/\mu) I_1(R/\mu) \mu^\alpha e^{-\mu^2} d\mu . \quad (6.51)$$

In order to establish a complete solution that is accurate for all values of R, it is required to use the approximations as they are given explicitly by equations (6.43) and (6.44), with \(w(R)=1\), while the simple polynomial approximations obtained by setting \(w(R)=0\)

$$\phi_p(R,\mu) = \mu^2 \sum_{\alpha=0}^{N} A_\alpha \mu^\alpha \quad (6.52)$$

and

$$X(R,\mu) = \mu^2 \sum_{\alpha=0}^{N} B_\alpha \mu^\alpha , \quad (6.53)$$

can be used to establish an accurate solution only for selected values of R.

It is easy to show that \(D_\alpha(\xi)\) and \(E_\alpha(\xi)\) may be computed for \(0<\xi<\infty\) from the explicit formulas.
\[
D_\alpha(\xi) = \xi^{\alpha-1} K_1(R/\xi) I_1(R/\xi) \left[\sqrt{\pi} - \xi \int_0^\infty \frac{e^{-\mu^2}}{\mu + \xi} \, d\mu\right] \\
- \xi^\alpha \int_0^\infty \frac{K_1(R/\xi) I_1(R/\xi) - K_1(R/\mu) I_1(R/\mu)}{\xi - \mu} e^{-\mu^2} \, d\mu \\
+ (-\xi)^\alpha \int_0^\infty K_1(R/\mu) I_1(R/\mu) \frac{e^{-\mu^2}}{\mu + \xi} \, d\mu \\
- \int_0^\infty K_1(R/\mu) I_1(R/\mu) \sum_{m=0}^{\alpha-2} \mu^m \xi^{\alpha-1-m} [1 + (-1)^{\alpha-2-m}] e^{-\mu^2} \, d\mu \quad (6.54)
\]

and

\[
E_\alpha(\xi) = \xi^\alpha K_0(R/\xi) I_1(R/\xi) \left[\sqrt{\pi} - \xi \int_0^\infty \frac{e^{-\mu^2}}{\xi + \mu} \, d\mu\right] \\
- \xi^{\alpha+1} \int_0^\infty \frac{K_0(R/\xi) I_1(R/\xi) - K_0(R/\mu) I_1(R/\mu)}{\xi - \mu} e^{-\mu^2} \, d\mu \\
+ (-\xi)^{\alpha+1} \int_0^\infty K_0(R/\mu) I_1(R/\mu) \frac{e^{-\mu^2}}{\mu + \xi} \, d\mu \\
- \int_0^\infty K_0(R/\mu) I_1(R/\mu) \sum_{m=0}^{\alpha-1} \mu^m \xi^{\alpha-m} [1 + (-1)^{\alpha-1-m}] e^{-\mu^2} \, d\mu, \quad (6.55)
\]

or can be readily generated from the recursion formulas

\[
D_\alpha(\xi) = \xi^2 D_{\alpha-2}(\xi) - 2\xi \int_0^\infty K_1(R/\mu) I_1(R/\mu) \mu^{\alpha-2} e^{-\mu^2} \, d\mu \quad (6.56)
\]

and

\[
E_\alpha(\xi) = \xi^2 E_{\alpha-2}(\xi) - 2\xi \int_0^\infty K_0(R/\mu) I_1(R/\mu) \mu^{\alpha-1} e^{-\mu^2} \, d\mu, \quad (6.57)
\]
where the starting functions $D_0(\xi), D_1(\xi), E_0(\xi)$ and $E_1(\xi)$ may be obtained from equations (6.54) and (6.55) by setting $\alpha=0,1$, and neglecting the summation terms.

We note that the elements of the two matrices of coefficients in (6.45), (6.46) and (6.47),(6.48) corresponding to the two problems under consideration are the same. The solution of these equations, with respect to inversion of the known matrix, can be computed only once to minimize computational cost. For each problem an $N$th order approximation results in $N+1$ unknowns $A_\alpha, \alpha=0,1,...,N$ for the Poiseuille flow problem and $B_\alpha, \alpha=0,1,2,...,N$ for the pseudo thermal creep problem. Evaluating equations (6.45) and (6.47) at $N$ distinct values of $\xi(0,\infty)$ leads clearly to a system of $N+1$ linear algebraic equations in each case:

\[
\begin{bmatrix}
\sum_{\alpha=0}^{N} \left[ E_\alpha(\xi_1) + \xi_1 \frac{I_0(R/\xi_1)}{I_1(R/\xi_1)} D_\alpha(\xi_1) \right]

\vdots

\sum_{\alpha=0}^{N} \left[ E_\alpha(\xi_N) + \xi_N \frac{I_0(R/\xi_N)}{I_1(R/\xi_N)} D_\alpha(\xi_N) \right]

\sum_{\alpha=0}^{N} S_\alpha
\end{bmatrix}
\begin{bmatrix}
x_1 \\
\vdots \\
x_N \\
x_{N+1}
\end{bmatrix}
= \begin{bmatrix}
\frac{\pi}{4} \\
\vdots \\
\vdots \\
\frac{2\xi_N}{4}
\end{bmatrix}
\begin{bmatrix}
2\xi_1, \xi_1 \\
\vdots \\
\vdots \\
2\xi_N, \xi_N
\end{bmatrix}
\]

(6.58)

where the first and second column on the right hand side vector correspond to the Poiseuille flow and "PT" problems respectively, while the matrix of coefficients remains the same.
These equations may be solved straightforwardly to find the required constants $A_\alpha$ and $B_\alpha$, $\alpha=0,1,...,N$ and consequently yield explicit results for the approximated unknown surface distributions $\phi_p(R,\mu)$ and $X(R,\mu)$ through equations (6.43) and (6.44), with $w(R)=1$. These results may, in turn, as it is shown in next section, be used to obtain flow rates and velocity profiles in terms of the expansion coefficients $C_\alpha$ and $C(\xi)$ or surface quantities only.

6.4 Macroscopic Velocity Profile and Flow Rate

For a complete solution of the problem we need the functions $\phi_p(r,\mu)$ and $X(r,\mu)$ for all $r$ and thus we proceed by establishing the expansion coefficients $C_\alpha$ and $C(\xi)$ which are contained in the general solution. Evaluating the integral equations (6.32) and (6.34) at $r=R$ leads to the following expressions:

$$C_0 = \frac{3\sqrt{\pi}}{2} + \frac{4}{\sqrt{\pi}} \int_0^\infty Y(R,\mu) e^{-\mu^2} d\mu,$$

and

$$C(\xi) = \frac{1}{N(\xi) I_0(R/\xi)} \left\{ \int_0^\infty \left[ f(\xi,\mu) - f(\xi,-\mu) \right] Y(R,\mu) e^{-\mu^2} d\mu - \frac{\pi}{2} \xi \right\}.$$

If we now substitute the attempted $F_N$ approximation (6.43)
and (6.44), \((w(R)=1)\) into the last two expressions we find

\[
C_0 = \frac{3\sqrt{\pi}}{2} + \frac{4}{\sqrt{\pi}} \sum_{\alpha=0}^{N} R_{\alpha} A_{\alpha} \tag{6.61}
\]

and

\[
C(\xi) = \frac{1}{N(\xi) I_0(R/\xi)} \left\{ \sum_{\alpha=0}^{N} E_{\alpha}(\xi) A_{\alpha} - \frac{\pi}{2} \xi \right\} \tag{6.62}
\]

for the Poiseuille flow problem and

\[
C_0 = \frac{3\sqrt{\pi}}{4} + \frac{4}{\sqrt{\pi}} \sum_{\alpha=0}^{N} R_{\alpha} B_{\alpha} \tag{6.63}
\]

and

\[
C(\xi) = \frac{1}{N(\xi) I_0(R/\xi)} \left\{ \sum_{\alpha=0}^{N} E_{\alpha}(\xi) B_{\alpha} - \frac{\pi}{4} \xi \right\} \tag{6.64}
\]

for the pseudo thermal creep problem where

\[
R_{\alpha} = \int_{0}^{\infty} K_0(R/\mu) I_1(R/\mu) \mu^{\alpha+1} e^{-\mu^2} d\mu, \tag{6.65}
\]

in terms of the known \(F_N\) coefficient \(A_{\alpha}\) and \(B_{\alpha}\), \(a=0,1,\ldots,N\).

Using equations (6.5), (6.6), (6.9) and (6.11) for the Poiseuille problem and (6.5), (6.7), (6.16) and (6.11) for the pseudo thermal creep problem the velocity profiles may be expressed as

\[
V_p(r) = \frac{2}{\pi} \int_{0}^{\infty} \phi_p(r,\mu) \frac{e^{-\mu^2}}{\mu} d\mu \tag{6.66}
\]

and
respectively. After we substitute the general solution (6.23) into the last two equations and integrate analytically over \( \mu \) from 0 to \( \infty \) we deduce that

\[
V_P(r) = \frac{1}{4} (R^2 - r^2) + \frac{C_0}{\sqrt{\pi}} + \frac{2}{\sqrt{\pi}} \int_0^\infty C(\xi) I_0(r/\xi) \, d\xi - \frac{1}{2} \quad (6.68)
\]

and

\[
V_{PT}(r) = \frac{1}{4} (R^2 - r^2) + \frac{C_0}{\sqrt{\pi}} + \frac{2}{\sqrt{\pi}} \int_0^\infty C(\xi) I_0(r/\xi) \, d\xi - \frac{1}{4} \quad , \quad (6.69)
\]

while the velocity profile for the thermal creep problem is given by equation (6.8). Since the volumetric flow rate is expressible as an integral of \( v(r) \) (we use a \( Q \) which is 2 times the \( Q \) defined by Ferziger [48] for direct comparison with Loyalka [37])

\[
Q_{PT} = \frac{4}{3} \int_0^R V_{PT}(r) \, r \, dr \quad , \quad (6.70)
\]

integrating over \( r \) we find finally the flow parameters \( Q_P \) and \( Q_{PT} \) in terms of the expansion coefficients \( C_0 \) and \( C(\xi) \) to be given by

\[
Q_P = \frac{R}{4} - \frac{1}{R} + \frac{2}{\sqrt{\pi}} \frac{C_0}{R} + \frac{8}{\pi R} \int_0^\infty \xi C(\xi) I_1(R/\xi) \, d\xi \quad (6.71)
\]

and
Estimation of the expansion coefficients $C_0$ and $C(\xi)$, $0<\xi<\infty$, leads through (6.70), (6.71), (6.67) and (6.68) to a complete solution for both problems, as far as flow rates and velocity profiles are considered.

However we can simplify the calculation of the flow rate $Q_T$ and $Q_{PT}$ using several useful relationships concerning some moments of $\phi_p(R,\mu)$ and $X(R,\mu)$ in a way shown in section 9.8 of the appendices. It has been found that we can express the flow rate and the velocity jump on the wall simply in terms of surface quantities as

$$Q_p = \frac{R}{4} - \frac{1}{2R} + \frac{8}{\pi} \sum_{\alpha=0}^{N} A_\alpha \left( \frac{1}{R} R_\alpha + \frac{2}{R^2} S_{\alpha+2} \right)$$  \hspace{1cm} (6.74)$$

and

$$V_p(R) = \frac{2}{\pi} \sum_{\alpha=0}^{N} A_\alpha R_{\alpha-2}$$  \hspace{1cm} (6.75)$$

for the Poiseuille flow problem and similarly

$$Q_{PT} = \frac{R}{4} - \frac{2}{R} + \frac{8}{\pi} \sum_{\alpha=0}^{N} B_\alpha \left( \frac{1}{R} R_\alpha + \frac{2}{R^2} S_{\alpha+2} \right)$$  \hspace{1cm} (6.76)$$
and

\[ V_{PT}(R) = \frac{2}{\pi} \sum_{\alpha=0}^{N} B_{\alpha} R_{\alpha=2} \]  \hspace{1cm} (6.77)

for the "PT" problem, while the corresponding quantities for the thermal creep problem are obtained through equations (6.73) and (6.8). The constants \( A_{\alpha} \) and \( B_{\alpha}, \alpha=0,1,2,\ldots,N, \) are the \( F_N \) coefficients, while the functions \( S_{\alpha} \) and \( R_{\alpha} \) are given by equations (6.51) and (6.65) respectively. Clearly these expressions for \( Q_P, Q_T, v_P(R) \) and \( v_T(R) \) are much simpler than the alternative expressions given by equations (6.68), (6.69), (6.71) and (6.72), since they do not require integration over the eigenvalues \( \xi \) in the range 0 to \( \infty \). They are practical and economical to be used as far as overall quantities are desired. Of course they can also be used as numerical checks for the previous expressions.

6.5 Numerical Results

To solve the linear system of equations given by (6.58) we first choose a set of collocation points \( \{\xi_{\beta}\} \). To have a simple and effective scheme we take the \( \xi_{\beta}, \beta=1,2,3,\ldots,N \) to be the positive zeros of the Hermite polynomial \( H_{2N}(\xi) \). In particular for an \( N \)th order \( F_N \) approximation, which implies \( N+1 \) unknowns, we select the \( N+1 \) collocation points to be the positive zeros of the \((2N+2)\)th order Hermite polynomial. We
then determine the matrix elements of equation (6.58) by computing the functions \( D_\alpha(\xi) \) and \( E_\alpha(\xi) \) from equations (6.54) and (6.55) or equations (6.56) and (6.57) and the function \( S_\alpha \) from equation (6.51). To find the desired values of some of these integrals requires the use of l'Hospital's rule when \( \xi = \mu \). Finally expanding equation (6.51), as it is pointed out in the section 9.9 of the appendices, we obtain an analytical evaluation of the integral \( S_\alpha \). This analysis was used successfully as a benchmark for testing the accuracy of the numerical results obtained by a Gaussian quadrature numerical scheme. Next the linear system (6.58) is solved for the unknown \( F_N \) coefficients \( A_\alpha, \alpha=0,1,...,N \) for the Poiseuille flow problem and \( B_\alpha, \alpha=0,1,...,N \) for the pseudo thermal creep flow problem. The \( F_N \) coefficients are in turn used in equations (6.73), (6.74),(6.75) and (6.76) to yield the flow rate and the velocity jump at the wall, or in equation (6.60), (6.61), (6.62) and (6.63) to obtain the expansion coefficient \( C_0 \) and \( C(\xi) \), which lead through (6.67) and (6.68) to a complete solution of the two problems under consideration.

In Tables 6.1 and 6.2 the convergence rate of the \( F_N \) method is illustrated and the converged results for the flow rates \( Q_F(R) \) and \( Q_T(R) \), as they are computed from equations (6.74) and (6.76) or (6.71) and (6.72), are compared to those of Loyalka [37], which as far we know represent the
most accurate complete solution existing in the literature. The variable $R$ is the inverse Knudsen number given as the ratio of the actual radius of the cylindrical pipe over the mean free path. It is seen that for $R<0.1$ and $R>1$ a low order $F_N$ approximation results in up to 5 and 4 significant figure accuracy for the Poiseuille flow and thermal creep flow problems respectively. For $0.1<R<1$ a higher order approximation is required to yield the same accuracy. Although Table 6.2 illustrates results for the thermal creep flow problem, it actually demonstrates the convergence of the "PT" (pseudo thermal creep) problem and the accuracy of the solution drops from 5 to 4 significant figures because of the formulation of the problem ($Q_T=Q_P-Q_{PT}$). In general the agreement with Loyalka [37] appears best in the inverse Knudsen number range $0.02<R<4.0$, although our most accurate results are achieved outside this range where convergence is faster. Considered over the complete Knudsen number spectrum the agreement ranges between 2 and 5 digits. We consider our stable results to be correct to within $+1$ in the last digit shown, which implies that Loyalka's results are correct to within 1%.

We have also found that the simple polynomial approximations given by equations (6.52) and (6.53) work well for all values of $R>0.5$ listed in Tables 6.1 and 6.2, reducing computational cost, but fail completely for $R<0.5$.

Table 6.3 contains values for the velocity slip at the
wall as it is computed from equations (6.75) and (6.77) for both Poiseuille flow and thermal creep flow. To our knowledge these results have not previously been reported. We believe the results to be correct to within $+1$ in the fourth significant figure.

In Table 6.4 we compare our results for the complete velocity profiles in both Poiseuille flow and thermal creep flow (inverse Knudsen number $R=2$) to those of Loyalka [37]. The degree of agreement is even better to that found for the flow rates $Q_P$ and $Q_T$ throughout the range of $r$, except very close to the boundary where the presence of the kinetic layer dominates and the agreement drops only to 1 significant figure.

In figures 6.1 and 6.2 we show the flow rates $Q_P(R)$ and $Q_T(R)$ vs the inverse Knudsen number $R$ for the Poiseuille flow and thermal creep problems respectively, while in figures 6.3 and 6.4 we illustrate the dependence of the velocity discontinuity at the wall on the inverse Knudsen number ($R$) for the same two problems.

Finally in figure 6.5 the velocity profile for the Poiseuille flow problem (dashed line) is compared with the velocity profile calculated by considering the effect of the thermal creep flow problem (dotted line) at $R=2.0$. In addition we illustrate the continuum hydrodynamic velocity profile (solid line). It is evident that the effect of the thermal creep on the velocity profile of Poiseuille flow is
large, while the continuum solution, as it is expected, fails completely.
Table 6.1 Convergence of the Poiseuille flow rate $Q_p$

<table>
<thead>
<tr>
<th>R</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>16</th>
<th>20</th>
<th>22</th>
<th>24</th>
<th>26</th>
<th>28</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>1.5038</td>
<td>1.5038</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>1.4995</td>
<td>1.4995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>1.4760</td>
<td>1.4760</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>1.4597</td>
<td>1.4597</td>
<td>1.4598</td>
<td>1.4598</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>1.4375</td>
<td>1.4375</td>
<td>1.4376</td>
<td>1.4376</td>
<td>1.4374</td>
<td>1.4374</td>
<td>1.4374</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>1.4292</td>
<td>1.4293</td>
<td>1.4293</td>
<td>1.4294</td>
<td>1.4294</td>
<td>1.4294</td>
<td>1.4294</td>
<td>1.4294</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.07</td>
<td>1.4159</td>
<td>1.4161</td>
<td>1.4162</td>
<td>1.4162</td>
<td>1.4162</td>
<td>1.4162</td>
<td>1.4162</td>
<td>1.4162</td>
<td>1.4162</td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>1.4057</td>
<td>1.4060</td>
<td>1.4062</td>
<td>1.4062</td>
<td>1.4062</td>
<td>1.4062</td>
<td>1.4062</td>
<td>1.4062</td>
<td>1.4062</td>
<td>1.4062</td>
</tr>
<tr>
<td>0.1</td>
<td>1.4015</td>
<td>1.4018</td>
<td>1.4020</td>
<td>1.4022</td>
<td>1.4022</td>
<td>1.4022</td>
<td>1.4022</td>
<td>1.4022</td>
<td>1.4022</td>
<td>1.4022</td>
</tr>
<tr>
<td>0.3</td>
<td>1.3715</td>
<td>1.3730</td>
<td>1.3739</td>
<td>1.3744</td>
<td>1.3744</td>
<td>1.3744</td>
<td>1.3744</td>
<td>1.3744</td>
<td>1.3744</td>
<td>1.3744</td>
</tr>
<tr>
<td>0.5</td>
<td>1.3819</td>
<td>1.3842</td>
<td>1.3852</td>
<td>1.3858</td>
<td>1.3858</td>
<td>1.3858</td>
<td>1.3858</td>
<td>1.3858</td>
<td>1.3858</td>
<td>1.3858</td>
</tr>
<tr>
<td>0.7</td>
<td>1.4066</td>
<td>1.4090</td>
<td>1.4099</td>
<td>1.4103</td>
<td>1.4103</td>
<td>1.4103</td>
<td>1.4103</td>
<td>1.4103</td>
<td>1.4103</td>
<td>1.4103</td>
</tr>
<tr>
<td>0.9</td>
<td>1.4384</td>
<td>1.4405</td>
<td>1.4411</td>
<td>1.4413</td>
<td>1.4413</td>
<td>1.4413</td>
<td>1.4413</td>
<td>1.4413</td>
<td>1.4413</td>
<td>1.4413</td>
</tr>
<tr>
<td>1.0</td>
<td>1.4559</td>
<td>1.4577</td>
<td>1.4582</td>
<td>1.4583</td>
<td>1.4583</td>
<td>1.4583</td>
<td>1.4583</td>
<td>1.4583</td>
<td>1.4583</td>
<td>1.4583</td>
</tr>
<tr>
<td>1.25</td>
<td>1.5027</td>
<td>1.5039</td>
<td>1.5041</td>
<td>1.5041</td>
<td>1.5041</td>
<td>1.5041</td>
<td>1.5041</td>
<td>1.5041</td>
<td>1.5041</td>
<td>1.5041</td>
</tr>
<tr>
<td>1.5</td>
<td>1.5524</td>
<td>1.5531</td>
<td>1.5532</td>
<td>1.5532</td>
<td>1.5532</td>
<td>1.5532</td>
<td>1.5532</td>
<td>1.5532</td>
<td>1.5532</td>
<td>1.5532</td>
</tr>
<tr>
<td>2.0</td>
<td>1.6574</td>
<td>1.6576</td>
<td>1.6576</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>1.7670</td>
<td>1.7671</td>
<td>1.7671</td>
<td>1.7672</td>
<td>1.7672</td>
<td>1.7672</td>
<td>1.7672</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>1.8798</td>
<td>1.8799</td>
<td>1.8799</td>
<td>1.8800</td>
<td>1.8800</td>
<td>1.8800</td>
<td>1.8800</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>1.9948</td>
<td>1.9949</td>
<td>1.9949</td>
<td>1.9950</td>
<td>1.9950</td>
<td>1.9950</td>
<td>1.9950</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>2.1114</td>
<td>2.1115</td>
<td>2.1116</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>2.3481</td>
<td>2.3482</td>
<td>2.3483</td>
<td>2.3483</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td>2.5880</td>
<td>2.5881</td>
<td>2.5882</td>
<td>2.5882</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td>2.83005</td>
<td>2.83017</td>
<td>2.83021</td>
<td>2.83022</td>
<td>2.83024</td>
<td>2.83024</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>3.56394</td>
<td>3.56405</td>
<td>3.56408</td>
<td>3.56409</td>
<td>3.56411</td>
<td>3.56411</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100.0</td>
<td>26.0215</td>
<td>26.0216</td>
<td>26.0216</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6.1 (cont.) Convergence of the Poiseuille flow rate $Q_p(R)$

<table>
<thead>
<tr>
<th>R</th>
<th>Converged Results</th>
<th>Ref. [37]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>1.5038</td>
<td>--</td>
</tr>
<tr>
<td>0.001</td>
<td>1.4995</td>
<td>1.5013</td>
</tr>
<tr>
<td>0.01</td>
<td>1.4760</td>
<td>1.4763</td>
</tr>
<tr>
<td>0.02</td>
<td>1.4598</td>
<td>1.4601</td>
</tr>
<tr>
<td>0.03</td>
<td>1.4476</td>
<td>1.4481</td>
</tr>
<tr>
<td>0.04</td>
<td>1.4377</td>
<td>1.4384</td>
</tr>
<tr>
<td>0.05</td>
<td>1.4295</td>
<td>1.4303</td>
</tr>
<tr>
<td>0.07</td>
<td>1.4165</td>
<td>1.4165</td>
</tr>
<tr>
<td>0.09</td>
<td>1.4066</td>
<td>1.4077</td>
</tr>
<tr>
<td>0.1</td>
<td>1.4026</td>
<td>1.4037</td>
</tr>
<tr>
<td>0.3</td>
<td>1.3754</td>
<td>1.3759</td>
</tr>
<tr>
<td>0.5</td>
<td>1.3864</td>
<td>1.3864</td>
</tr>
<tr>
<td>0.7</td>
<td>1.4105</td>
<td>1.4101</td>
</tr>
<tr>
<td>0.9</td>
<td>1.4413</td>
<td>1.4408</td>
</tr>
<tr>
<td>1.0</td>
<td>1.4583</td>
<td>1.4578</td>
</tr>
<tr>
<td>1.25</td>
<td>1.5041</td>
<td>1.5035</td>
</tr>
<tr>
<td>1.5</td>
<td>1.5532</td>
<td>1.5526</td>
</tr>
<tr>
<td>2.0</td>
<td>1.6576</td>
<td>1.6571</td>
</tr>
<tr>
<td>2.5</td>
<td>1.7672</td>
<td>1.7667</td>
</tr>
<tr>
<td>3.0</td>
<td>1.8800</td>
<td>1.8796</td>
</tr>
<tr>
<td>3.5</td>
<td>1.9950</td>
<td>1.9948</td>
</tr>
<tr>
<td>4.0</td>
<td>2.1116</td>
<td>2.1116</td>
</tr>
<tr>
<td>5.0</td>
<td>2.3483</td>
<td>2.3493</td>
</tr>
<tr>
<td>6.0</td>
<td>2.5882</td>
<td>2.5906</td>
</tr>
<tr>
<td>7.0</td>
<td>2.8302</td>
<td>2.8346</td>
</tr>
<tr>
<td>9.0</td>
<td>3.3185</td>
<td>3.3291</td>
</tr>
<tr>
<td>10.0</td>
<td>3.5641</td>
<td>3.5791</td>
</tr>
<tr>
<td>100.0</td>
<td>26.021</td>
<td>--</td>
</tr>
<tr>
<td>R</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>----------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>0.00001</td>
<td>0.7515</td>
<td>0.7515</td>
</tr>
<tr>
<td>0.001</td>
<td>0.7466</td>
<td>0.7466</td>
</tr>
<tr>
<td>0.01</td>
<td>0.7177</td>
<td>0.7177</td>
</tr>
<tr>
<td>0.02</td>
<td>0.6956</td>
<td>0.6956</td>
</tr>
<tr>
<td>0.03</td>
<td>0.6777</td>
<td>0.6777</td>
</tr>
<tr>
<td>0.04</td>
<td>0.6624</td>
<td>0.6624</td>
</tr>
<tr>
<td>0.05</td>
<td>0.6488</td>
<td>0.6489</td>
</tr>
<tr>
<td>0.07</td>
<td>0.6253</td>
<td>0.6254</td>
</tr>
<tr>
<td>0.09</td>
<td>0.6054</td>
<td>0.6055</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5964</td>
<td>0.5965</td>
</tr>
<tr>
<td>0.3</td>
<td>0.4806</td>
<td>0.4812</td>
</tr>
<tr>
<td>0.5</td>
<td>0.4155</td>
<td>0.4162</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3702</td>
<td>0.3709</td>
</tr>
<tr>
<td>0.9</td>
<td>0.3357</td>
<td>0.3362</td>
</tr>
<tr>
<td>1.0</td>
<td>0.3211</td>
<td>0.3216</td>
</tr>
<tr>
<td>1.25</td>
<td>0.2903</td>
<td>0.2906</td>
</tr>
<tr>
<td>1.5</td>
<td>0.2654</td>
<td>0.2655</td>
</tr>
<tr>
<td>2.0</td>
<td>0.2270</td>
<td>0.2271</td>
</tr>
<tr>
<td>2.5</td>
<td>0.1986</td>
<td>0.1986</td>
</tr>
<tr>
<td>3.0</td>
<td>0.1766</td>
<td>0.1766</td>
</tr>
<tr>
<td>3.5</td>
<td>0.1589</td>
<td>0.1590</td>
</tr>
<tr>
<td>4.0</td>
<td>0.1445</td>
<td>0.1445</td>
</tr>
<tr>
<td>5.0</td>
<td>0.1222</td>
<td>0.1222</td>
</tr>
<tr>
<td>6.0</td>
<td>0.1056</td>
<td>0.1058</td>
</tr>
<tr>
<td>7.0</td>
<td>0.09319</td>
<td>0.09321</td>
</tr>
<tr>
<td>9.0</td>
<td>0.07521</td>
<td>0.07522</td>
</tr>
<tr>
<td>10.0</td>
<td>0.06856</td>
<td>0.06857</td>
</tr>
<tr>
<td>100.0</td>
<td>0.007581</td>
<td>0.007582</td>
</tr>
</tbody>
</table>
Table 6.2 (cont.) Convergence of the thermal creep flow rate $Q_T(R)$

<table>
<thead>
<tr>
<th>R</th>
<th>Converged Results</th>
<th>Ref. [37]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.7515</td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>0.7466</td>
<td>0.7466</td>
</tr>
<tr>
<td>0.01</td>
<td>0.7177</td>
<td>0.7177</td>
</tr>
<tr>
<td>0.02</td>
<td>0.6956</td>
<td>0.6958</td>
</tr>
<tr>
<td>0.03</td>
<td>0.6778</td>
<td>0.6780</td>
</tr>
<tr>
<td>0.04</td>
<td>0.6625</td>
<td>0.6628</td>
</tr>
<tr>
<td>0.05</td>
<td>0.6490</td>
<td>0.6493</td>
</tr>
<tr>
<td>0.07</td>
<td>0.6256</td>
<td>0.6261</td>
</tr>
<tr>
<td>0.09</td>
<td>0.6058</td>
<td>0.6063</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5968</td>
<td>0.5973</td>
</tr>
<tr>
<td>0.3</td>
<td>0.4821</td>
<td>0.4823</td>
</tr>
<tr>
<td>0.5</td>
<td>0.4170</td>
<td>0.4169</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3713</td>
<td>0.3712</td>
</tr>
<tr>
<td>0.9</td>
<td>0.3364</td>
<td>0.3363</td>
</tr>
<tr>
<td>1.0</td>
<td>0.3217</td>
<td>0.3215</td>
</tr>
<tr>
<td>1.25</td>
<td>0.2907</td>
<td>0.2906</td>
</tr>
<tr>
<td>1.5</td>
<td>0.2656</td>
<td>0.2655</td>
</tr>
<tr>
<td>2.0</td>
<td>0.2271</td>
<td>0.2271</td>
</tr>
<tr>
<td>2.5</td>
<td>0.1987</td>
<td>0.1987</td>
</tr>
<tr>
<td>3.0</td>
<td>0.1766</td>
<td>0.1767</td>
</tr>
<tr>
<td>3.5</td>
<td>0.1590</td>
<td>0.1591</td>
</tr>
<tr>
<td>4.0</td>
<td>0.1445</td>
<td>0.1447</td>
</tr>
<tr>
<td>5.0</td>
<td>0.1222</td>
<td>0.1224</td>
</tr>
<tr>
<td>6.0</td>
<td>0.1058</td>
<td>0.1060</td>
</tr>
<tr>
<td>7.0</td>
<td>0.09322</td>
<td>0.0934</td>
</tr>
<tr>
<td>9.0</td>
<td>0.07523</td>
<td>0.0755</td>
</tr>
<tr>
<td>10.0</td>
<td>0.06858</td>
<td>0.0688</td>
</tr>
<tr>
<td>100.0</td>
<td>0.007583</td>
<td>--</td>
</tr>
</tbody>
</table>
Table 6.3 Velocity Slip at the Wall

<table>
<thead>
<tr>
<th>R</th>
<th>Poiseuille Flow $v_P(R)$</th>
<th>Thermal Creep Flow $v_T(R)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.5639(-4)</td>
<td>0.2817(-4)</td>
</tr>
<tr>
<td>0.001</td>
<td>0.5615(-3)</td>
<td>0.2792(-3)</td>
</tr>
<tr>
<td>0.01</td>
<td>0.5484(-2)</td>
<td>0.2647(-2)</td>
</tr>
<tr>
<td>0.03</td>
<td>0.1594(-1)</td>
<td>0.7340(-2)</td>
</tr>
<tr>
<td>0.05</td>
<td>0.2597(-1)</td>
<td>0.1151(-1)</td>
</tr>
<tr>
<td>0.07</td>
<td>0.3570(-1)</td>
<td>0.1531(-1)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.4987(-1)</td>
<td>0.2044(-1)</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2167</td>
<td>0.5957(-1)</td>
</tr>
<tr>
<td>1.0</td>
<td>0.4049</td>
<td>0.8032(-1)</td>
</tr>
<tr>
<td>2.0</td>
<td>0.7659</td>
<td>0.9679(-1)</td>
</tr>
<tr>
<td>3.0</td>
<td>0.1120(+1)</td>
<td>0.1027</td>
</tr>
<tr>
<td>4.0</td>
<td>0.1472(+1)</td>
<td>0.1054</td>
</tr>
<tr>
<td>5.0</td>
<td>0.1824(+1)</td>
<td>0.1068</td>
</tr>
<tr>
<td>7.0</td>
<td>0.2529(+1)</td>
<td>0.1081</td>
</tr>
<tr>
<td>10.0</td>
<td>0.3587(+1)</td>
<td>0.1088</td>
</tr>
<tr>
<td>100.0</td>
<td>0.3541(+2)</td>
<td>0.1094</td>
</tr>
</tbody>
</table>
Table 6.4 Velocity Profiles

<table>
<thead>
<tr>
<th>RADIUS</th>
<th>POISEUILLE FLOW</th>
<th>THERMAL CREEP FLOW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Present Work</td>
<td>Ref. [37]</td>
</tr>
<tr>
<td>0.000</td>
<td>2.3533</td>
<td>--</td>
</tr>
<tr>
<td>0.004</td>
<td>2.3533</td>
<td>2.3531</td>
</tr>
<tr>
<td>0.026</td>
<td>2.3531</td>
<td>2.3529</td>
</tr>
<tr>
<td>0.070</td>
<td>2.3518</td>
<td>2.3516</td>
</tr>
<tr>
<td>0.135</td>
<td>2.3476</td>
<td>2.3474</td>
</tr>
<tr>
<td>0.219</td>
<td>2.3381</td>
<td>2.3381</td>
</tr>
<tr>
<td>0.321</td>
<td>2.3212</td>
<td>2.3210</td>
</tr>
<tr>
<td>0.437</td>
<td>2.2934</td>
<td>2.2932</td>
</tr>
<tr>
<td>0.567</td>
<td>2.2521</td>
<td>2.2522</td>
</tr>
<tr>
<td>0.706</td>
<td>2.1958</td>
<td>2.1958</td>
</tr>
<tr>
<td>0.851</td>
<td>2.1230</td>
<td>2.1229</td>
</tr>
<tr>
<td>1.000</td>
<td>2.0329</td>
<td>2.0328</td>
</tr>
<tr>
<td>1.149</td>
<td>1.9262</td>
<td>1.9261</td>
</tr>
<tr>
<td>1.294</td>
<td>1.8050</td>
<td>1.8044</td>
</tr>
<tr>
<td>1.433</td>
<td>1.6710</td>
<td>1.6703</td>
</tr>
<tr>
<td>1.563</td>
<td>1.5273</td>
<td>1.5272</td>
</tr>
<tr>
<td>1.679</td>
<td>1.3806</td>
<td>1.3095</td>
</tr>
<tr>
<td>1.781</td>
<td>1.2326</td>
<td>1.2323</td>
</tr>
<tr>
<td>1.865</td>
<td>1.0915</td>
<td>1.0906</td>
</tr>
<tr>
<td>1.930</td>
<td>0.9624</td>
<td>0.9609</td>
</tr>
<tr>
<td>1.974</td>
<td>0.8550</td>
<td>0.8523</td>
</tr>
<tr>
<td>1.996</td>
<td>0.7845</td>
<td>0.7733</td>
</tr>
</tbody>
</table>
Figure 6.3 Velocity slip at the wall for the Poiseuille flow problem.
Figure 6.4: Velocity slip at the wall for the thermal creep flow problem.
Figure 6.5 Velocity Profiles for the Initial
7. Summary, Conclusions and Recommendations

As a result of this study, it has been shown that the powerful $F_N$ method, originated by Siewert [7,8], can be extended to kinetic theory. A complete formulation of the method in kinetic theory problems has been presented and the accuracy of this advanced semi-analytical-numerical technique has been demonstrated by applying the method to several problems in rarefied gas dynamics. It is clear that the $F_N$ method, which is relatively easy to use, can readily be generalized to all kinetic theory problems, when linearization is permitted, by judicial choice of basis functions.

In chapter 3 the existing analysis of Kriese, et al. [51], based on the steady-state form of the linearized BGK equation, is utilized in introducing the $F_N$ method in kinetic theory. A general guideline of the formulation of the method based on full-range orthogonality is presented for half space and finite media applications and the basic characteristics of a position-dependent approximate solution are introduced.

In the following two chapters we have chosen problems which have previously been solved [52,54] by relatively exact methods in order to have a basis of comparison. Singular integral equations for the unknown distribution function have been derived and solved by polynomial
expansion and collocation.

In chapter 4, the half-space weak evaporation and heat transfer problems with purely diffuse reflection at the interface are solved to give accurate results for the macroscopic and microscopic temperature and density slip coefficients as well as the complete temperature and density profiles. Although the general method of formulation is quite similar from problem to problem, the choice of the $F_N$ approximation is somewhat problem-dependent. In this chapter we concentrate on half-space problems, and develop an effective approximation, given by

$$\sum_{\alpha=0}^{n} A_\alpha/(\nu_\alpha+\mu)$$

which we think will be useful for other half-space problems in kinetic theory. A relatively low-order $F_N$ approximation, for the fully coupled kinetic equations, produces results accurate to six significant figures for modest computational effort.

Next in chapter 5 we turn to a problem in a finite medium, that of heat transfer in a gas confined between plates with arbitrary accommodation coefficients. Testing the $F_N$ method in finite geometry we find that a different form for the approximate solution is required. Expansion of the unknown molecular distribution function in terms of the simple polynomial $F_N$ approximation

$$\sum_{\alpha=0}^{n} A_\alpha \nu^\alpha$$
provides best results. The total heat flux, temperature and density profiles and the molecular distribution function at various locations between the plates are all computed to high accuracy with very short computation time. Computation of the reduced distribution function itself is possible only through a position-dependent approximation and this interesting analysis is also presented in this chapter.

By studying these two different geometry problems it has been found that the applied $F_N$ approximations yield results that are consistently accurate to three or four significant figures for $N<10$ and up to five or six significant figures for $N<30$. The choice of the basis functions is as important as the method itself and it seems advisable to seek alternative schemes of basis functions, if some difficulty with the convergence of the $F_N$ method is encountered, than to resort to high order approximations. We have further demonstrated that the $F_N$ method is a viable solution technique for kinetic theory problems in a half space and in finite media yielding results of benchmark accuracy for the full Knudsen number range of interest. The obtained numerical results help in judging the accuracy to expect of the method. The $F_N$ method may be applied with confidence to problems for which more exact methods of analysis do not appear possible.

Future work in this area will be applied to solving the two-surface evaporation-condensation problem. Study of the
distribution function itself, as is discussed in the fifth chapter, can be useful in understanding the physics of the phenomena related to the severe changes in the kinetic layer, and can be helpful in explaining the reverse temperature gradient paradox [59].

Finally, in chapter 6, the kinetic theory shear flow problems of Poiseuille flow and thermal creep flow in a cylindrical tube, which are not amenable to exact treatment, are solved to benchmark accuracy. Extending the work of Thomas and Siewert [71,72], the $F_N$ method is formulated and tested successfully for the first time in cylindrical geometry in kinetic theory. The complete solution of the two aforementioned problems is based on the linearized BGK model in cylindrical coordinates. The volumetric flow rates and the velocity profiles have been computed, approximating the incoming distribution function at the wall by a finite expansion in terms of

$$K_n(R/\mu)I_1(R/\mu) \sum_{\alpha=0}^{n} A_\alpha \mu^{\alpha+1}.$$ 

We believe that the numerical results we quote as converged to be of reference quality accurate to four or five significant figures.

Inspite of the importance of the cylindrical Poiseuille and thermal creep flow problems, detailed solutions, that could be considered numerically "exact" have not previously been available. The present complete solutions of the two
problems demonstrate the efficiency of the method of solving basic transport problems in the fields of kinetic theory and rarefied gas dynamics. The method, though approximate, can yield very accurate numerical results.

An interesting possible continuation of the work discussed in chapter 6 is provided by the problems of cylindrical Poiseuille, thermal creep and Couette flows for a combination of diffuse and specular reflection at the wall. General speaking, in cylindrical geometry, we rely on the boundary condition to derive the governing integro-differential equation of the problem. It is this reliance on the combined diffuse-specular boundary condition which makes the formulation of the problem and the choice of a suitable $F_N$ approximation difficult and challenging.

Finally an exploration of binary mixture or polyatomic gas problems, such as evaporation in binary mixtures, heat transfer in a polyatomic gas, or internal and external binary flows in plane and cylindrical geometry, based on the $F_N$ method, might lead to highly accurate numerical results. In addition, although we are less certain, we are optimistic about the extension of the $F_N$ method to higher order collision models.
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9. APPENDICES

9.1 The $F_N$ Approximation in half space problems

Evaluating the general solution (4.12) at $x=0$ and $\mu<0$ we obtain

\[
\psi(0,-\mu) = \sum_{\alpha=1}^{2} A_{\alpha} \phi_{\alpha}(-\mu) + \sum_{\alpha=3}^{4} A_{\alpha} \psi_{\alpha}(x,-\mu) \\
+ \sum_{\alpha=1}^{2} \int_{0}^{\infty} A_{\alpha}(\eta) \phi_{\alpha}(\eta,-\mu) \, d\eta, \quad \mu > 0,
\]

(9.1)

since $A_\alpha(\eta) = 0, \eta < 0, \alpha = 1, 2$. If we substitute the eigenvectors $\phi_{\alpha}(\mu), \psi_{\alpha}(x,\mu)$ and $\phi_{\alpha}(\eta,\mu)$ given in equations (3.3-3.6) into equation (9.1) and take into consideration the properties of the delta function we find

\[
\psi(0,-\mu) = \sum_{\alpha=1}^{2} A_{\alpha} Q(\mu) \left| \begin{array}{c} \delta_{1,\alpha} \\ \delta_{2,\alpha} \end{array} \right| - \mu \sum_{\alpha=3}^{4} A_{\alpha} Q(\mu) \left| \begin{array}{c} \delta_{1,\alpha-2} \\ \delta_{2,\alpha-2} \end{array} \right| \\
+ \sum_{\alpha=1}^{2} \int_{0}^{\infty} A_{\alpha}(\eta) \frac{\eta}{\sqrt{\pi}} e^{-\eta^2} \left| \begin{array}{c} \mu^2 - \frac{1}{2} \\ 1 \\ 0 \end{array} \right| \frac{d\eta}{\eta + \mu},
\]

(9.2)

which can be written as

\[
\psi(0,-\mu) = Q(\mu) \left\{ \begin{array}{c|c|c|c}
A_1 & -\mu & A_3 \\
A_2 & A_4 & + \int_{0}^{\infty} \sqrt{\frac{3}{2}} A_1(\eta) \left| \begin{array}{c} \frac{n}{\sqrt{\pi}} e^{-\eta^2} \\ \frac{d\eta}{\eta + \mu} \end{array} \right| \\
\end{array} \right\},
\]

(9.3)

We can rewrite the above expression for the unknown distribution function by approximating the integral term as
Substitution of the appropriate expansion coefficients for each particular problem into the version of equation (9.4) yields equations (4.21) and (4.42), which are the basis of the structure of the FN approximations (4.22) for the evaporation problem and (4.43) for the heat transfer problem.

9.2 Formulation of the Functions related to the Half Space Problems.

We are concerned with deriving the coefficients of the known matrix and the right-hand-side vector, which are presented directly through the two vector functions $P_b(v_a)$, $R_b(\eta)$, $R_b(\eta, v_a)$, $S_b(\eta)$ and $T_b(\eta)$ given by equations (4.28) through (4.31). Since the orthonormal full-range adjoint set $X_\alpha(\eta, u)$ is given by linear combinations of the continuum eigenvectors $\phi(\eta, u)$, first we develop the following expression:

$$
\int_0^\infty \tilde{f}_1(-\eta, \mu) \mu^2 e^{-\mu^2} \, d\mu = n e^{-\eta^2} \left\{ \frac{nf(\eta) + \frac{1}{4\sqrt{\pi}}}{\eta(\eta - \frac{n}{2} + \frac{1}{2\sqrt{\pi}})} \right\},
$$

(9.5)
\[
\int_0^\infty \tilde{\xi}_2(-\eta, \mu) \, e^{-\mu^2} \, d\mu = ne^{-\eta^2} \begin{cases} \frac{\eta h(\eta) - \eta^2}{2 + \frac{1}{2\sqrt{\pi}}} \\ 0 \end{cases} \quad (9.6)
\]

\[
\int_0^\infty \tilde{\xi}_1(\eta, \mu) \, Q(\mu) \, e^{-\mu^2} \, d\mu = ne^{-\eta^2} \begin{cases} \left[\frac{\sqrt{2}}{3} \left(\frac{1}{2} - \eta^2\right) f(\eta) - h(\eta) - \frac{\eta}{4\sqrt{\pi}} + \frac{3}{4}\right] \\ -f(\eta) \end{cases}, \quad (9.7)
\]

\[
\int_0^\infty \tilde{\xi}_2(\eta, \mu) \, Q(\mu) \, e^{-\mu^2} \, d\mu = ne^{-\eta^2} \begin{cases} -\sqrt{2} f(\eta) \\ -h(\eta) + \frac{1}{2} \end{cases}, \quad (9.8)
\]

\[
\int_0^\infty \tilde{\xi}_1(\eta, \mu) \, Q(\mu) \, \frac{\mu}{\mu + \nu} \, e^{-\mu^2} \, d\mu = ne^{-\eta^2} \begin{cases} \frac{\sqrt{2}}{3} \left(\frac{1}{2} - \eta^2\right) f(\eta) + \frac{1}{2} - \frac{\eta}{\nu} \right) f(\nu) - h(\nu) - h(h) + \frac{n+\nu}{4\sqrt{\pi}} + \frac{3}{2} \\ -f(\eta) - f(\nu) \end{cases}, \quad (9.9)
\]

and

\[
\int_0^\infty \tilde{\xi}_2(\eta, \mu) \, Q(\mu) \, \frac{\mu}{\mu + \nu} \, e^{-\mu^2} \, d\mu = ne^{-\eta^2} \begin{cases} \sqrt{2} \left[\frac{f(\eta)}{f(\nu)} - f(\nu)\right] \\ -h(\eta) - h(h) + 1 \end{cases}, \quad (9.10)
\]

where

\[
f(\xi) = h(\xi) \left[\xi^2 - \frac{1}{2}\right] + \frac{\xi}{2\sqrt{\pi}} - \frac{\xi^2}{2}, \quad (9.11)
\]

and
while \( I(\xi) \) is the basic integral which we evaluate numerically using Gaussian quadrature. The two-vector functions \( P_\beta(\nu_a), R_\beta(\eta, \nu_a), S_\beta(\eta) \) and \( T_\beta(\eta) \) can be easily deduced integrating equations (3.13) and (3.14) term by term with respect to \( \mu \) and substituting the above expressions into the resulting equations. Finally following a similar procedure we find

\[
P_1 = (3 - 2\nu^2_a) f(\nu_a) - 2h(\nu_a) - \frac{\nu_a}{2\sqrt{\pi}} + \frac{3}{2}, \quad (9.13)
\]

\[
P_2 = \sqrt{\nu} (-2f(\nu_a) + 2h(\nu_a) - 1), \quad (9.14)
\]

\[
P_3 = (\nu^2_a - 4) f(\nu_a) + h(\nu_a) + \frac{\nu_a}{4\sqrt{\pi}} - \frac{3}{4}, \quad (9.15)
\]

and

\[
P_4 = 4f(\nu_a) - 14h(\nu_a) + 7. \quad (9.16)
\]

9.3 The \( F_N \) Approximation in Finite Medium Problems

In order to simplify matters we decide to take \( a_1 = a_2 \), impose the anti-symmetry condition

\[
\psi(x, \mu) = -\psi(-x, -\mu), \quad (9.17)
\]
and take the origin of the coordinate system midway between the two plates, which then lie at \( x=\delta/2 \) and \( x=-\delta/2 \). This way the equations are not lengthy and presentation of the analysis is possible. Applying the above condition to the general solution given by equation (5.5) allows us to write the general solution as

\[
\psi(x,\mu) = \sum_{\alpha=3}^{4} A_\alpha \psi_\alpha(x,\mu) \\
+ \frac{2}{\pi} \int_{0}^{\infty} A_\alpha(\eta) \left[ \phi_\alpha(\eta,\mu) e^{-\frac{x}{\eta}} - \phi_\alpha(\eta,-\mu) e^{\frac{x}{\eta}} \right] d\eta. \quad (9.18)
\]

Evaluating equation (9.18) at \( x=\delta/2 \) and \( x=-\delta/2 \), and operating on the resulting equations we find

\[
\psi(\frac{\delta}{2}, \mu) - \psi(-\frac{\delta}{2}, \mu) e^{-\frac{\delta}{\mu}} = \sum_{\alpha=3}^{4} A_\alpha [\psi_\alpha(\frac{\delta}{2}, \mu) - \psi_\alpha(-\frac{\delta}{2}, \mu) e^{-\frac{\delta}{\mu}}] \\
+ \frac{2}{\pi} \int_{0}^{\infty} A_\alpha(\eta) e^{2\eta} \left\{ \phi_\alpha(\eta,\mu) \left[ e^{-\frac{\delta}{\eta}} - e^{-\frac{\delta}{\mu}} \right] \\
- \phi_\alpha(\eta,-\mu) \left[1 - e^{-\frac{\delta}{\eta}} - e^{-\frac{\delta}{\mu}} \right] \right\} d\eta, \quad (9.19)
\]

which, after we substitute the boundary condition

\[
\psi(-\frac{\delta}{2}, \mu) = (1-a) \psi(-\frac{\delta}{2}, -\mu) + a\sqrt{\pi} \left| \begin{array}{c}
\mu^2 + B \\
1
\end{array} \right|, \quad \mu > 0, \quad (9.20)
\]

and apply the anti-symmetry condition, can be written as

\[
\left\{1 - (1-a) e^{-\frac{\delta}{\mu}} \right\} \psi(\frac{\delta}{2}, \mu) = a\sqrt{\pi} \left| e^{-\frac{\delta}{\mu}} \right| \mu^2 + B \left| 1 \right|
\]
Equation (9.21) yields a closed form expression for the perturbed distribution function in the form

$$\psi\left(-\frac{\delta}{2}, \mu\right) = a\sqrt{\pi} \left[ \frac{\delta}{\mu} - (1 - a) \right]^{-1} \left[ \mu^2 + B \right]$$

$$+ Q(\mu) \left\{ \begin{bmatrix} 1 - (1 - a) e^{-\frac{\delta}{\mu}} \end{bmatrix}^{-1} \begin{bmatrix} e^{\mu} - (1 - a) \end{bmatrix} - \frac{\delta}{2} \left( 1 + e^{-\frac{\delta}{\mu}} \right) \right\}$$

$$+ \frac{1}{\sqrt{\pi}} \int_0^\infty \left\{ \begin{bmatrix} -\frac{\delta}{2n} + \frac{\delta}{n+\mu} \end{bmatrix} - \begin{bmatrix} e^{\frac{2n}{n+\mu}} - \frac{\delta}{\mu} \end{bmatrix} - \frac{\delta}{\mu} \right\} e^{-\eta^2} \sqrt{\frac{3}{2}} A_1(\eta) \, d\eta$$

(9.22)

Although this last expression looks very promising in order to present an explicit formulation for the distribution function at the boundary, it has two major difficulties. First the constant $B$ is given only in terms of the integral of $\psi(\delta/2, \mu)$, and secondly the kernel of the integral term in equation (9.22) is too complicated to suggest any simple basis functions for the $F_N$ approximation. It was not found possible to come up with a better
formulation for the distribution function and the matter is still considered open for research. However, we decided to simplify matters and avoid these difficulties by introducing the two simple polynomial \( F_N \) approximations given by (5.20) and (5.21), which in fact turn out to give results with high accuracy, although the choice of the basis functions is not fully justified.

9.4 Explicit Formulation and Recursive Relation for the Functions related to the Finite Media Problem

If we substitute the discrete eigenvectors \( X_a(u) \), \( a=1,2, \) into (5.30) and (5.31) we find

\[
C_m = \frac{\sqrt{6}}{5\sqrt{\pi}} \left\{ \frac{\Gamma\left(\frac{m+3}{2}\right)}{\Gamma\left(\frac{m+1}{2}\right)} - \frac{3}{2} \frac{\Gamma\left(\frac{m+1}{2}\right)}{\Gamma\left(\frac{m+1}{2}\right)} \right\},
\]

(9.23)

and

\[
D_m = \frac{4}{5\sqrt{\pi}} \left\{ -\frac{1}{2} \frac{\Gamma\left(\frac{m+3}{2}\right)}{\Gamma\left(\frac{m+1}{2}\right)} + 2 \frac{\Gamma\left(\frac{m+1}{2}\right)}{\Gamma\left(\frac{m+1}{2}\right)} \right\},
\]

(9.24)

where

\[
\Gamma(m) = \int_0^\infty \mu^m e^{-\mu^2} d\mu,
\]

represents the gamma function.

Following the same procedure as in section 9.2 we find
\[
\int_0^\infty \phi_1(-\eta, \mu) \mu^{m+1} e^{-\mu^2} d\mu = \eta e^{-\eta^2} \frac{\text{M}_m(\eta)}{\text{K}_m(\eta)}, \quad (9.25)
\]

\[
\int_0^\infty \phi_2(-\eta, \mu) \mu^{m+1} e^{-\mu^2} d\mu = \eta e^{-\eta^2} \frac{\text{K}_m(\eta)}{0}, \quad (9.26)
\]

\[
\int_0^\infty \phi_1(\eta, \mu) \mu^{m+1} e^{-\mu^2} d\mu
\]
\[
= \eta e^{-\eta^2} \left\{ - \sum_{i=0}^{m} \frac{-i^{m-i}}{2\sqrt{\pi}} \Gamma\left(\frac{i+3}{2}\right) - \frac{1}{2} \Gamma\left(\frac{i+1}{2}\right) \right\} - \eta^m f(\eta)
\]
\[
+ \sum_{i=0}^{m} \frac{-i^{m-i}}{2\sqrt{\pi}} \Gamma\left(\frac{i+1}{2}\right) - \frac{1}{2} \eta^m h(\eta) + \frac{3}{2} \eta^m
\]
\]

\[
\int_0^\infty \phi_2(\eta, \mu) \mu^{m+1} e^{-\mu^2} d\mu = \eta e^{-\eta^2} \left\{ - \sum_{i=0}^{m} \frac{-i^{m-i}}{2\sqrt{\pi}} \Gamma\left(\frac{i+1}{2}\right) - \frac{1}{2} \eta^m h(\eta) + \eta^m
\]
\[
\frac{\eta^m}{2}
\]
\]
\[
(9.27)
\]

\[
\int_0^\infty \tilde{\phi}_1(\pm\eta, \mu) \left| \begin{array}{c} u^2 + B \\ 1 \end{array} \right| \mu e^{-\mu^2} d\mu
\]
\[
= \eta e^{-\eta^2} \left[ - f(\eta) (n^2 + B) - h(\eta) - \frac{n}{4\sqrt{\pi}} + \frac{3}{4} \right] \quad (9.29)
\]

and

\[
\int_0^\infty \tilde{\phi}_2(\pm\eta, \mu) \left| \begin{array}{c} u^2 + B \\ 1 \end{array} \right| \mu e^{-\mu^2} d\mu
\]
\[
= \eta e^{-\eta^2} \left[ - f(\eta) + \frac{1}{4} - B(h(\eta) - \frac{1}{2}) \right] \quad (9.30)
\]
where \( f(n) \) and \( h(n) \) are given by equation (9.11) and (9.12) and the functions \( M_m(n) \) and \( K_m(n) \) satisfy the recursive relations

\[
M_m(n) = -\eta M_{m-1}(n) + \frac{1}{\sqrt{\pi}} \int_0^\infty (\mu^2 - \frac{1}{2}) \mu^m e^{-\mu^2} d\mu ,
\]

and

\[
K_m(n) = -\eta K_{m-1}(n) + \frac{1}{\sqrt{\pi}} \int_0^\infty \mu^m e^{-\mu^2} d\mu ,
\]

with

\[
M_0(n) = f(n)/n ,
\]

and

\[
K_0(n) = I(n) ,
\]

or can be deduced directly from

\[
M_{m+1}(n) = (-1)^{m+1} \eta^m f(n) + \frac{1}{2\sqrt{\pi}} \sum_{\alpha=0}^{m} \eta^{m-\alpha} (-1)^{m-\alpha} \left\{ \Gamma \left( \frac{\alpha+3}{2} \right) - \frac{1}{2} \Gamma \left( \frac{\alpha+1}{2} \right) \right\} ,
\]

and

\[
K_{m+1}(n) = (-1)^{m+1} \eta^m h(n) + \frac{1}{2\sqrt{\pi}} \sum_{\alpha=0}^{m} \eta^{m-\alpha} (-1)^{m-\alpha} \Gamma \left( \frac{\alpha+1}{2} \right) .
\]

The two-vector functions \( S_m(n) \), \( T_m(n) \), \( R_m(n) \), \( P_m(n) \), \( W_1(n) \), and \( W_2(n) \) are derived by direct substitution of the above
expressions into the integrated version of equations (3.13) and (3.14).

9.5 The Reduced Distribution Function

We define the perturbed distribution function \( h(x, \xi) \) by the relation

\[
f(x, \xi) = f_1(\xi) \left[ 1 + \frac{\Delta T}{T_1} h(x, \xi) \right],
\]

(9.35)

where \( f(x, \xi) \) is the distribution function and \( f_1(\xi) \) is the Maxwellian distribution at \( x=0 \) given by

\[
f_1(\xi) = \frac{n_l}{(2\pi RT_1)^{3/2}} \exp \left[ -\frac{\xi^2}{2RT_1} \right].
\]

If we integrate equation (9.35) over all \( \xi_2 \) and \( \xi_3 \) we find

\[
\varphi(x, \mu) = \frac{n_l}{(2\pi RT_1)^{1/2}} e^{-\mu^2} \int_{0}^{\infty} \left[ 1 + \frac{\Delta T}{T_1} h(x, \xi) \right] e^{-c_2^2 - c_3^2} dc_2 dc_3,
\]

(9.37)

where \( c = \xi/(2RT_1)^{0.5} \) and \( \mu = c_1 \).

Next, following Cercignani [2,12] we project \( h(x,c) \) as follows

\[
h(x,c) = \sum_{l=1}^{4} \psi_l(x,\mu) \varphi(c_2,c_3) + \psi_5(x,c),
\]

(9.38)

where
\[ g_1(c_2, c_3) = \pi \left( \frac{-1}{2} \right) \]
\[ g_2(c_2, c_3) = \pi \left( \frac{-1}{2} \right) (c_2^2 + c_3^2 - 1) \]
\[ g_3(c_2, c_3) = \left( \frac{\pi}{2} \right) \left( \frac{-1}{2} \right) c_2 \]
\[ g_4(c_2, c_3) = \left( \frac{\pi}{2} \right) \left( \frac{-1}{2} \right) c_3 \]

and

It has been shown [4] that the \( \{ g_i \} \) form an orthogonal set with respect to the inner product

\[ \langle g_i, g_m \rangle = \int_{-\infty}^{\infty} dc_2 \int_{-\infty}^{\infty} dc_3 g_i(c_2, c_3) g_m(c_2, c_3) \exp(-c_2^2 - c_3^2) . \]

We can now deduce equation (5.65) by projecting equation (9.37) according to equation (9.38).

In order to obtain equation (5.66) we linearize the Maxwellian at some \( x \), using a Taylor series expansion about the same absolute Maxwellian \( f_1(c) \) and write

\[ f_x(\xi) = f_1(\xi) + \frac{\partial f}{\partial n_x} \bigg|_{n_1, T_1} (n_x - n_1) + \frac{\partial f}{\partial T_x} \bigg|_{n_1, T_1} (T_x - T_1) + \ldots , \]

(9.39)

After we take the partial derivatives with respect to density and temperature the above expression can be written as

\[ f_x(\xi) = f_1(\xi) \left[ 1 + \frac{\Delta n_x}{n_1} + \frac{\Delta T_x}{T_1} \left( \frac{\xi^2}{2RT_1} - \frac{3}{2} \right) \right] . \]

(9.40)

Integrating equation (9.40) in a similar manner as equation
(9.35) and invoking the fact that \( \Delta n_x/n_1 = -\Delta T_x/T_1 \) we obtain the reduced Maxwellian distribution given by equation (5.66).

9.6 General Solution of the Cylindrical Shear Flow Equation based on the Method of Elementary Solutions

In this section we outline the method of elementary solutions as it is used in obtaining equation (6.23). The procedure and the formulation of the method, for the particular problems under consideration, was pointed out to the author by J. R. Thomas. We reproduce here his work for reasons of completeness and better understanding of the material.

The complete solution of the derived integro-differential equation

\[
\frac{\partial^2 Y}{\partial r^2} + \frac{1}{r} \frac{\partial Y}{\partial r} - \frac{Y}{\mu} = - \frac{2}{\sqrt{\pi}} \int_0^\infty Y(r, \mu) e^{-\mu^2} \frac{du}{\mu} - \frac{\sqrt{\pi}}{2},
\]

(9.41)

can be written in the form

\[
Y(r, \mu) = \psi(r, \mu) + g(r, \mu),
\]

(9.42)

where \( g(r, \mu) \) is the particular solution of equation (9.41) given by equation (6.31) and the function \( \psi(r, \mu) \) is the solution of the homogeneous part of equation (9.41); that is \( \psi(r, \mu) \) satisfies the following equation:
Following Case [2] the function \( \psi(r,u) \) is separated in the form
\[
\psi(r,u) = R(r) \cdot M(u) .
\] (9.44)

Substitution of equation (9.44) into the integral equation (9.43) yields
\[
\left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{1}{\mu^2} \right) \psi(r,u) = -\frac{2}{\sqrt{\pi}} \int_0^\infty \psi(r,u) e^{-\mu^2} \frac{d\mu}{\mu^2} .
\] (9.43)

where \( \xi \) is the eigenvalue of the homogeneous equation and the normal mode \( M(u,\xi) \) has been normalized such that
\[
\int_0^\infty M(u',\xi) e^{-\mu^2} \frac{d\mu'}{\mu'^2} = 1 .
\] (9.47)

The general solution, which is bounded at \( r=0 \), of equation (9.45) can be written as
\[
R(r,\xi) = a_0 I_0(r/\xi) .
\] (9.48)

When \( \xi \) takes values between \(-\infty\) and \( -\) equation (9.46) is singular for \( \mu=\xi \). In this case the most general solution of
equation (9.46) is given as

\[ M(\mu, \xi) = \frac{2}{\sqrt{\pi}} [f(\xi, \mu) + f(-\xi, \mu)] , \quad (9.49) \]

where \( f(\mu, \xi) \) and \( f(\mu, -\xi) \) are given explicitly by equation (6.24) and possess completeness and orthogonality properties on the full range \(-\infty < \mu < \infty\) as proved by Cercignani [44].

For \( \xi = \xi(\mu, \infty) \) equation (9.46) can be solved to yield

\[ M(\mu, \xi) = \frac{2}{\sqrt{\pi}} \frac{\xi^2 \mu^2}{\xi^2 - \mu^2} , \quad (9.50) \]

where \( \xi \) must be a zero of

\[ \lambda(\xi) = 1 - \frac{2\xi^2}{\sqrt{\pi}} \int_0^\infty e^{-\mu^2} \frac{d\mu}{\xi^2 - \mu^2} . \quad (9.51) \]

In the limit \( \xi \to \infty \) the corresponding discrete normal modes which are solutions to equation (9.43) are

\[ \phi_0 = C_0 \mu^2 \]

and

\[ \phi_1 = C_1 \mu^2 \ln(r) . \]

Having established the elementary solutions the general solution to equation (9.43) can be written as

\[ \psi(r, \mu) = \mu^2 \left[ C_0 + C_1 \ln r + \frac{1}{\sqrt{\pi}} \int_0^\infty C(\xi) [f(\xi, \mu) + f(-\xi, \mu)] I_0(r/\xi) d\xi \right] , \quad (9.52) \]
where the expansion $C_0$ and $C(\xi)$ are to be determined once the boundary conditions of a particular problem are specified.

9.7 The $F_N$ Approximation in Cylindrical Geometry in Rarefied Gas Dynamics.

The simple polynomial approximations (6.52) and (6.53), used to solve the finite media problem and also used extensively in previous work with the $F_N$ method [71,72,106], are not complete enough to establish an accurate solution throughout the Knudsen number range. We start our search for an advanced $F_N$ approximation by considering the general solution of the two problems under consideration

$$Y(R,\mu) = \mu^2 \left\{ C_0 + \int_0^\infty C(\xi) \left[ f(\xi,\mu) + f(-\xi,\mu) \right] I_0(R/\xi) \, d\xi - \sqrt{\pi} \, \mu^2 \right\} \tag{9.53}$$

and the first derivative with respect to $r$

$$\frac{\partial Y}{\partial r} \bigg|_{r=R} = \mu^2 \left\{ \int_0^\infty C(\xi) \left[ f(\xi,\mu) + f(-\xi,\mu) \right] I_1(R/\xi) \frac{d\xi}{\xi} - \sqrt{\pi} \, R \right\} \tag{9.54}$$

where $Y(R,\mu)\equiv\Phi(R,\mu)$ for the Poiseuille flow problem and $Y(R,\mu)\equiv\Psi(R,\mu)$ for the pseudo thermal creep problem. If we multiply (9.54) by $\mu I_0(R/\mu)/I_1(R/\mu)$ and subtract the resulting expression from (9.53) we find
\[ Y(R, \mu) - \mu \frac{I_0(R/\mu)}{I_1(R/\mu)} \cdot \frac{\partial Y}{\partial R} \bigg|_{R=R} = \mu^2 C_0 - \sqrt{\pi} \mu^4 + \sqrt{\pi} R \mu^3 \frac{I_0(R/\mu)}{I_1(R/\mu)} \]

\[ + \mu^2 \int_0^\infty \xi C(\xi) \left[ \frac{1}{\xi-\mu} + \frac{1}{\xi+\mu} \right] \left[ I_0(R/\xi) - \frac{\mu}{\xi} \frac{I_1(R/\xi)}{I_1(R/\mu)} I_0(R/\mu) \right] d\xi \right) , \quad (9.55) \]

invoking the fact that always
\[ \int_0^\infty \delta(\xi-\mu) \left[ g(\xi) - g(\mu) \right] = 0 \, . \]

We now substitute the boundary conditions (6.19) and (6.23) into equation (9.55) and use the identity (6.15) to obtain
\[ \phi_p(R, \mu) = R \mu K_0(R/\mu) I_1(R/\mu) \left[ C_0 + \sqrt{\pi} R \mu \frac{I_0(R/\mu)}{I_1(R/\mu)} - \sqrt{\pi} \mu^2 \right] \]

\[ + \int_0^\infty C(\xi) \frac{2\xi^2}{\xi^2 - \mu^2} \left[ I_0(R/\xi) - \frac{\mu}{\xi} \frac{I_1(R/\xi)}{I_1(R/\mu)} I_0(R/\mu) \right] d\xi \quad (9.56) \]

and
\[ X(R, \mu) = -\frac{\sqrt{\pi}}{2} \mu^4 + R \mu K_0(R/\mu) I_1(R/\mu) \left[ C_0 + \sqrt{\pi} R \mu \frac{I_0(R/\mu)}{I_1(R/\mu)} \right] \]

\[ -\frac{\sqrt{\pi}}{2} \mu^2 + \int_0^\infty C(\xi) \frac{2\xi^2}{\xi^2 - \mu^2} \left[ I_0(R/\xi) - \frac{\mu}{\xi} \frac{I_1(R/\xi)}{I_1(R/\mu)} I_0(R/\mu) \right] d\xi \quad , \]

(9.57)

for the Poiseuille and pseudo thermal creep problems respectively. These two integral equations represent closed form expressions for the surface functions and lead directly to the attempted \( F_N \) approximations given by equation (6.43) and (6.44).
9.8 Flow Rate and Velocity Jump in terms of Surface Quantities

It is seen that \( Y(r, \mu) \) is the solution of equation (9.41). If we let

\[
Y_\alpha(r) = \int_0^\infty Y(r, \mu) \mu^\alpha e^{-\frac{\mu^2}{2}} \frac{d\mu}{\mu^2},
\]

then we can multiply equation (9.41) by \( \exp(-\mu^2) \) and integrate over all \( \mu \) from 0 to \( \infty \) to deduce

\[
\frac{d}{dr} \left( r \frac{dY_2}{dr} \right) = -\frac{\pi}{4} r,
\]

which, after we multiply by \( r \) and integrate over all \( r \) from 0 to \( R \), yields

\[
\int_0^R Y_2(r) r dr = \frac{R^2}{2} Y_2(R) + \frac{\pi}{64} R^4,
\]

invoking the requirement

\[
\left. \frac{dY_2}{dr} \right|_{r=R} = -\frac{\pi}{8} R.
\]

If we multiply equation (9.41) by \( \mu^2 \exp(-\mu^2) \) and integrate over all \( \mu \) we find

\[
\frac{d^2Y_4(r)}{dr^2} + \frac{1}{r} \frac{dY_4(r)}{dr} - Y_2(r) = -\frac{Y_0(r)}{2} - \frac{\pi}{8},
\]

which we can integrate over \( r \) and equation (9.60) to obtain
\[
\frac{dV_4(R)}{dr} - \frac{R^2}{2} Y_2(R) - \frac{\pi}{64} R^4 + \frac{\pi}{16} R^2 = -\frac{1}{2} \int_0^R r Y_o(r) \, dr . \tag{9.63}
\]

Now since the macroscopic velocity is
\[
V_p(r) = \frac{2}{\pi} \phi_p(r) , \tag{9.64}
\]
and
\[
V_{PT}(r) = \frac{2}{\pi} X_o(r) + \frac{1}{4} , \tag{9.65}
\]
and the flow rate is given by equation (6.69) we conclude that
\[
Q_p = \frac{R}{4} - \frac{1}{R} + \frac{8}{\pi} \left\{ \frac{1}{R} \phi_p(R) - \frac{2}{R^2} \frac{d\phi_p(R)}{dr} \right\} , \tag{9.66}
\]
for the Poiseuille flow problem and
\[
Q_{PT} = \frac{R}{4} - \frac{1}{2R} + \frac{8}{\pi} \left\{ \frac{1}{R} X_2(R) - \frac{2}{R^2} \frac{dX(R)}{dr} \right\} , \tag{9.67}
\]
for the pseudo thermal creep flow problem. If we use the appropriate moments of \( \phi_p(r,\mu) \) and \( X(r,\mu) \) and the boundary conditions (6.19) and (6.22) to eliminate the derivative terms we can write
\[
Q_p = \frac{R}{4} - \frac{1}{R} + \frac{8}{\pi} \left\{ \int_0^\infty \phi_p(R,\mu) \, e^{-\mu^2} \, d\mu + \frac{2}{R^2} \left\{ \int_0^\infty \frac{K_1(R/\mu)}{K_0(R/\mu)} \phi_p(R,\mu) \, \mu e^{-\mu^2} \, d\mu \right\} \right\} , \tag{9.68}
\]
and
so that \( Q_p \) and \( Q_{PT} \) finally are expressed in terms only of \( \phi_p(R,u) \) and \( X(R,u) \) respectively.

By a similar procedure we find

\[
V_p(R) = \frac{2}{\pi} \int_0^\infty \phi_p(R,u) \frac{e^{-u^2}}{u^2} du \tag{9.70}
\]

and

\[
V_{PT}(R) = \frac{2}{\pi} \int_0^\infty X(R,u) \frac{e^{-u^2}}{u^2} du + \frac{1}{4} \tag{9.71}
\]

After we substitute the \( F_N \) approximation (6.43) into equations (9.68) and (9.70) for the Poiseuille flow problem and (6.44) into equation (9.69) and (9.71) for the pseudo thermal creep flow problem we find equation (5.73), (5.74) and (5.75), (5.76) respectively.

9.9 Analytical Evaluation of Integral (6.51) via a Mellin Transform

We have mentioned in section 6.5 that the integral (6.51), which can be written as

\[
S_\alpha(R) = \int_0^\infty K_1(R/u) I_1(R/u) \mu^\alpha e^{-bu^2} du \quad , \quad b = 1 ,
\]
can be computed analytically, and thus we now proceed to derive this alternative expression. If we set $\alpha = 1,2$ in equation (9.72) we obtain

\[ S_0(R) = \int_0^\infty K_1(R/\mu) I_1(R/\mu) \ e^{-b\mu^2} \ d\mu \ , \ b = 1 \ , \quad (9.73) \]

and

\[ S_1(R) = \int_0^\infty K_1(R/\mu) I_1(R/\mu) \ e^{-b\mu^2} \ \mu \ d\mu \ , \ b = 1 \ . \quad (9.74) \]

respectively. It has been found that the integrals $S_\alpha(R)$, $\alpha = 1,2,3,...$ can be generated, by taking the partial derivatives of $S_0(R)$ and $S_1(R)$ with respect to $b$, through the recursive formulas

\[ S_{2n}(R) = (-1)^n \left. \frac{\partial^n S_0(R)}{\partial b^n} \right|_{b=1} \ , \quad n = 1,2,..., \quad (9.75) \]

and

\[ S_{2n+1}(R) = (-1)^n \left. \frac{\partial^n S_1(R)}{\partial b^n} \right|_{b=1} \ , \quad n = 1,2,..., \quad (9.76) \]

To initiate our calculations we use

\[ S_0(R) = R \int_0^\infty K_1(1/t) I_1(1/t) \ e^{-bt^2R^2} \ dt \ , \quad (9.77) \]

and

\[ S_1(R) = R^2 \int_0^\infty K_1(1/t) I_1(1/t) \ e^{-bt^2R^2} \ t \ dt \ , \quad (9.78) \]
where $t = \mu/R$. Here we concentrate on $S_0(R)$ and for convenience we introduce $f(z) = R^{-1}S_0(R)$ where $z = bR^2$ and

$$f(z) = \int_0^\infty K_1(1/t) I_1(1/t) e^{-t^2z} \, dt . \quad (9.79)$$

Taking the Mellin transform of $f(z)$ with respect to $z$ we have [37]

$$M[f(z)] = \int_0^\infty z^{s-1} f(z) \, dz = \Gamma(s) \int_0^\infty t^{-2s} K_1(1/t) I_1(1/t) \, dt . \quad (9.80)$$

After evaluating this integral we find [106,37]

$$M[f(z)] = \frac{1}{4\sqrt{\pi}} \frac{\Gamma(s) \Gamma(s - \frac{1}{2}) \Gamma(s + \frac{1}{2}) \Gamma(1 - s)}{\Gamma(\frac{5}{2} - s)} z^{-s} \, ds , \quad (9.81)$$

while $f(z)$ is deduced from the inversion formula

$$f(z) = \int_{c-i\infty}^{c+i\infty} M[f(z)] z^{-s} \, ds , \quad (9.82)$$

where $0.5 < c < 1$. It is clear that the last integral can be expressed in terms of the residues of the integrand at the poles of $M[f(z)]$. After we find the poles and evaluate the residues, using Cauchy's residue theorem and invoke the fact that $S_0(R) = Rf(z)$, we obtain

$$S_0(b,R) = \frac{\sqrt{\pi}}{4\sqrt{b}} - \frac{2}{3} R - \frac{\sqrt{\pi}}{8} R^2 \left( 2\ln b + 2 \ln R + 3\gamma - \frac{5}{2} \right) \sqrt{b}$$

$$- \frac{1}{4} \sum_{n=1}^{\infty} \frac{(-1)^n R^{2n+1} b^n}{(n + \frac{3}{2})(n + \frac{1}{2})^2 \left( (n - \frac{1}{2})! \right)^3}$$
\[ -\frac{\sqrt{\pi}}{4} \sum_{n=1}^{\infty} \frac{(-1)^n R^{2n+2} b^{n+\frac{1}{2}}}{(n+2)(n+1)^2(n!)} \left( \ln b + 2 \ln R + 3\gamma - \frac{2}{n+1} - \frac{1}{n+2} \right) - 3 \sum_{k=1}^{n} \frac{1}{k} \right) \] 

By setting \( b=1 \), we have \( S_0(R) \) and of course if we now use equations (9.73) and (9.74) we can deduce from equation (9.82) analytical expressions for the higher order functions \( S_\alpha(R) \), \( \alpha=2,4,6,\ldots \), similar to (9.82). The computed exact results of \( S_\alpha(R) \), \( \alpha=2,4,\ldots,30 \), are compared with numerical results obtained directly through a 400 points Gaussian quadrature scheme and agreement is achieved from 9 up to 14 significant figures.
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