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This thesis describes measurements of the gas-solid flow boundary condition at moderate Knudsen number, i.e., where the dimensions of the flow are similar to the mean free path, and thus partial slip is expected. This regime has become more important with increased focus on nano-scale devices, but there is currently no consensus on how the slip length should vary for different solids and gases, or whether it can be controlled. In this thesis, I describe unambiguous measurements showing that partial slip occurs, that the slip length depends both on gas and solid, and that the slip length can be altered in situ. The slip length is determined from analysis of the vibration of a small sphere adjacent to a solid. I also describe applications of these findings both to the separation of gases, and to inhalants.

The effect of water films, gas species, organic films, and electric fields on gas flow was studied. Water films had a large, but complex effect. On bare hydrophobic glass, the tangential momentum accommodation coefficient (TMAC) for nitrogen on hydroxyl-terminated silica changed from 0.25 to 0.88 when the humidity changed from 0 to 98 %. On hydrophobized glass, TMAC changed from 0.20 to 0.56 in the same range.
The effect of the gas on TMAC was measured for five different gases (helium, nitrogen, argon, carbon dioxide, sulfur hexafluoride) on octadecyltrichlorosilane-coated glass surfaces. A lower TMAC occurred for greater molar mass, and this trend was explained using a simple model representing both the gas and the monolayer by spheres. The existence of this gas-dependent difference in TMAC suggests that gases can be separated based on their collisions with surfaces.

Methods for controlling the flow boundary condition were also developed by adsorbing monolayers on the solid, and altering the monolayers in situ. Both temperature and electric fields altered the boundary condition, and these changes were attributed to changes in the surface roughness. The effect of roughness was modeled with grooved surfaces. Possible applications of this effect of roughness include changing the flow of aerosol droplets for deeper delivery of therapeutic drugs into the lung.
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Chapter 1. Introduction

1.1. Purpose

My purpose for implementing the series of research projects presented in this dissertation is to find both the principles that determine gas flow near solid surfaces in the high Knudsen number region, and also methods of controlling the flow that may impact applications. The Knudsen number is the ratio of mean free path, $\lambda$, to the characteristic length of the system, $L$, or $Kn = \lambda/L$. A high Knudsen number means the average travel distance of fluid molecules is comparable to the system size. This implies a greater number of interactions between the fluid molecule and system boundary (usually solid or liquid) than between two fluid molecules. For a low Knudsen number, information from collisions with the boundary is lost over a small distance through gas–gas collisions. For high Knudsen number, the lack of gas–gas collisions compared to gas–boundary conditions offers the opportunity to control the flow via modification of the solid.

High Knudsen number occurs for low pressure or for small devices. Since mean free path is inversely proportional to pressure, low pressure situation would lead to high Knudsen number, even for macroscopic objects. One such example is gas flow in the space or at high altitude. There are numerous satellites in different orbits. This orbit altitude can change Knudsen number significantly. Space vehicles are under similar conditions. Vashchenkov et al.\(^1\) simulated a reentry vehicle returning to earth from 120 km to 60 km altitude and calculated the drag force. They reported that the drag force on the surface changed according to altitude while the Knudsen number changes from $3.7 \times 10^{-4}$ to $4.3 \times 10^{-3}$. The situation is similar on other planets, except that the atmospheric pressure and composition is different. For example, on Mars, the pressure is about 100 times lower and the atmosphere is mainly $CO_2$.\(^2\)
The progress of micro- and nanotechnology and the applications toward the small systems requires understanding of fluid flow in small scales. At atmospheric pressure, bulk fluid flow is affected little by the fluid-solid interaction, since most of the molecules in the systems exist far away from the boundary of the system. However, in nanosystems, the interaction of molecules with the solid boundary is much more frequent compared to bulk systems. This requires a deeper understanding in fluid behavior in micro- and nanoscales.

The lab-on-a-chip devices, for example, use micron-sized devices where the mean free path is comparable to the dimensions. Martini et al. devised a conductivity meter that can detect ammonia concentration from 10 to 100 ppm. They first simulated their system with different dimensions for the best fluid transport. Velasquez-Garcia et al. fabricated an electron impact ionizer (EII) with carbon nanotubes installed in microsystems. EII is usually used to ionize a neutral gas for detection in mass spectroscopy. This carbon nanotube systems intakes neutral gases into a micron-scale system, ionizes the gases, and emit them. Understanding fluid flow in these small systems would better explain both fabrication and operation of this EII.

High Knudsen number flow is also achieved in human lungs. Although the entrance is macroscopic, lungs branches to smaller tubes (alveoli) that may reach up to $Kn \sim 0.001$. Knowledge of the flow in these tubes is necessary to accurately model the delivery of inhalants that are used as therapies. The principal objective is to prevent premature deposition at the entrance so that the drug is delivered to the narrow tubes where oxygen is exchanged.

A final example of high $Kn$ is in head/hard disk lubrication. If actual physical contact is made between two, the disk would be damaged, resulting in loss of stored data. The gap should be kept to a minimum for the head to detect small magnetic field from the disk (down to several nanometers). Therefore the flow of gap between the two is at high $Kn$. 
The examples introduced here show that the system with high Knudsen number, either with low pressure or small characteristic length, can show different fluid behavior. From these and other literature, understanding fluid flow in high Knudsen number flow regime can be led to many different scientific and engineering applications. Therefore I wanted to understand the fluid behavior at this regime, especially in small systems.

I mainly mentioned the gas systems in the previous section. Since the mean free path of gas is much larger than that of liquid, the interaction of gas molecules with the solid is much greater in the same dimensions, and the effect of solid is more prominent at gas-solid surfaces. Therefore it was my purpose to understand the effect of solid in gas behavior, in the range where this interaction affects the flow. However, there would be many factors changing the behavior. Though there were many who investigated those factors, I want to explore the variables from my own decision.

I began this investigation by first examining the possibility of using atomic force microscope (AFM) cantilevers as detectors for gas behaviors. Later in this document, the way of using cantilevers as pressure gauge based on density measurement will be described. The next step was to find out the boundary condition change according to two parameters: water film thickness on solid and different species of gases. The final step was to control boundary condition in situ with the help from molecules on surfaces responding to external stimuli.

My intent of taking these steps was to find the novel ways of controlling boundary conditions, and understand the effect of non-controllable boundary condition properties of systems to fluid flow.
1.2. Theory

1.2.1. Thermal Motion of Small Object

According to the equipartition theorem\textsuperscript{8,9}, a continuum object at a temperature, $T$, has 
$\frac{1}{2} k_B T$ of energy in each mode of motion where $k_B$ is Boltzmann constant. This small energy 
makes objects undergo random vibration, but this motion is usually unnoticed or 
insignificant in macroscopic objects. For a small and low-stiffness object such as an AFM 
cantilevers is considered, thermal energy is enough to make it vibrate a few nanometers. 
The amplitude of vibration is square root of $k_B T/k$. The collective and averaged motion of a 
bar-like object, in my case, cantilevers, at a certain temperature in vacuum as well as in 
fluid is known through the research from Boskovic et al. and Paul et al.\textsuperscript{10-12} When the 
object is surrounded by fluid, this small vibration is affected by fluid conditions and 
characteristics, such as temperature, pressure, viscosity, density, and so forth. Although at 
first sight the effect of fluid properties on these vibrations might appear to be complex, the 
fluctuation-dissipation theorem tells us that the stochastic motion (thermal vibrations) are 
simply related to the motion that occurs when during the deterministic motion of the 
cantilever in the linear regime. In case of cantilever fluctuations in fluid, the 
autocorrelation of deflection of cantilever from the equilibrium position is proportional to 
the deterministic displacement of the unclamped end of the cantilever after the removal of a 
step force, $F$: 

$$
\langle x(0)x(t) \rangle = \frac{k_B T}{F} X(t), 
$$

(1)

where $x$ is the stochastic deflection of the cantilever tip, $t$ is the time, $\langle \quad \rangle$ denotes an 
equilibrium ensemble average, and the force was applied at some time in the distant past. 
This equation signifies that the stochastic motion of cantilever can be interpreted as a ring-
down of harmonic oscillator as it being released from a certain force $F$. Because the deterministic ring down depends on the fluid properties in a known way, the fluid properties can be calculated by monitoring thermal deflection of cantilevers. In this dissertation, I found the density of gas and hence the pressure of fluid by comparing experimentally measured thermal fluctuations to the theoretical estimates of the fluctuations that were calculated from the deterministic ring down using Eq. (1). The advantage of using fluctuations to measure viscous properties are that no external drive is required and there is no external perturbation of the system, the system simply vibrates with its own thermal energy.

Fluctuations were also used in this thesis to measure the stiffness of AFM cantilevers (Section 2.4.1).

1.2.2. Slip Boundary Condition

It is usually assumed that the fluid flow velocity at solid boundaries is zero, “the no-slip boundary condition,” for bulk or macroscopic systems. This assumption is valid for many industrial and practical applications. This no-slip boundary condition at the solid surface arises from two effects: (1) most surfaces are rough, such that the reflections of gas molecules are diffuse – all angles of reflection are equally probable– and thus there is zero net tangential velocity and momentum at the surface; and (2) for macroscopic systems, collisions with other gas molecules occur in such a small distance from the solid that details of the momentum change from the solid are forgotten a small distance away from the solid, and therefore affect a negligible fraction of the entire flow. However, when the characteristic length of the flow approaches the mean free path, the details of the surface collision propagate into a significant fraction of the flow and surface effects cannot be ignored. Therefore, the Knudsen is a useful number to characterize the flow. If $Kn < 0.001$, 
the no slip condition is appropriate, for \( Kn \) between 0.001 and 0.1, the system is in slip flow regime.\(^{13-15} \) Here the continuum description is appropriate, but with the use of a partial slip boundary condition to account for the surface effects. For \( Kn > 1 \), the flow cannot in general be described accurately using a continuum approach. The measure of how much fraction of momentum along the surface is conserved after molecules collide with surfaces is called the tangential momentum accommodation coefficient (TMAC), \( \sigma \), and is defined as:

\[
\sigma = \frac{p_{x,i} - p_{x,f}}{p_{x,i}},
\]

(2)

where \( p_x \) is the average gas momentum tangent to the solid surface, and \( i \) and \( f \) refer to the momentum before and after the collision. If the tangential momentum is conserved on average, the numerator is zero, thus \( \sigma = 0 \), referred as specular reflection. Because the tangential momentum is unchanged the slip length, \( b \), is infinite. The slip length is considered to be the extra distance of fluid that would be required to give the same flow. If no average tangential momentum is conserved, \( \sigma = 1 \), referred as diffuse reflection, which results in the minimum slip length. Note that the minimum is not zero, it is approximately equal to the mean free path. The slip length thus has an enormous range: from the mean free path to infinite.

Many people have studied the relationship between the slip length and the accommodation coefficient, for example, Maxwell showed that:\(^{16} \)

\[
b = \lambda \left( \frac{2}{\sigma} - 1 \right).
\]

(3)
There are others who modified or revised the equation for specific circumstances.\textsuperscript{17-19} For example Lilley and Sader\textsuperscript{18} used the calculation result from Direct Simulation Monte Carlo method to relate the slip length with TMAC as follows:

\[ b = \lambda \left( \frac{2.01}{\sigma} - 0.73 - 0.16\sigma \right). \]

(4)

Tekasakul et al.\textsuperscript{20} used a spinning rotor gauge to measure the slip length of different gases. By comparing the theory they developed to the actual measurement, they reported the following relation between TMAC and the slip length.

\[ b = \lambda \frac{2 - \sigma}{\sigma} \left[ (1 - \sigma) \frac{\sqrt{\pi}}{2} + 0.9875\sigma \right]. \]

(5)

The calculated slip lengths over mean free path \( (b/\lambda) \) as function of TMAC with each equation (Eqs. (3), (4) and (5)), are shown in Figure 1(a) of this chapter. Figure 1(b) shows the relative errors calculated as (Maxwell value – comparing value)/(Maxwell value). The deviation of each equation is less than 11\% in the TMAC range from 0.2 to 0.9, which are the lowest and highest values reported in this dissertation. Since other equations provide little deviation from Eq. (3) in the range of my experiment, the TMAC values presented in this thesis were calculated using Maxwell’s equation, Eq. (3).
Figure 1. (a) Calculated slip length/mean free path ($b/\lambda$) according to three different equations suggested by Maxwell (Eq. (3), solid black line), Sader (Eq. (4), black dash lines), and Tekasakul (Eq. (5), solid gray lines). (b) Relative error of Eq (4) and Eq. (5), respectively, compared to Eq. (3).

Since TMAC is not directly measured, in this thesis, it was inferred from the slip length. However, the slip length is also not a directly measured quantity, but is normally obtained by fitting to a measured flow. Therefore, the equation or model relating slip length to some other measurable quantity was sought. Vinogradova$^{21}$ provided a model which relates slip
length to the force, $F$, on a sphere surrounded by a fluid, viscosity, $\mu$, when the sphere approaches the plate normal to a wall with velocity, $v$. She assumed slip lengths from both surfaces were much smaller than the radii of spheres. In this thesis, my interest is in the damping for a vibrating sphere, $D = F_{\text{damp}} / v$. When a sphere is far from any object, it undergoes damping due to surrounding fluid. When the sphere is closer to other objects the damping increases due to restriction of flow in the channel between the two objects. The increase in $D$ due to proximity to the wall is defined as $D_{\text{lub}} = D(h) - D(\infty)$, where $D(h)$ is the damping at separation, $h$. For the case in which two spheres approaching each other, and at the limit where the radius of one sphere is infinite (flat surface), $D_{\text{lub}}$ is:\22

\[ D_{\text{lub}} = \frac{6\pi \eta r^2}{h} f^*, \]  \(6\)

\[ f^* = -\frac{2\alpha h}{\beta \gamma} - \frac{2h}{\gamma - \beta} \left[ \frac{\beta + h}{\beta^2} \ln \left( 1 + \frac{\beta}{h} \right) - \frac{(\gamma + h)(\gamma - \alpha)}{\gamma^2} \ln \left( 1 + \frac{\gamma}{h} \right) \right], \]  \(7\)

\[ \alpha = b_1 + b_2, \beta = 2b_1 \left( 2 + q + \sqrt{1 + q + q^2} \right), \]  \(8\)

\[ \gamma = 2b_1 \left( 2 + q - \sqrt{1 + q + q^2} \right), q = \frac{b_2}{b_1} - 1, \]

where $r$ is the radius of a sphere when the other is flat surface (infinite radius), $h$ is the separation, $\eta$ is dynamic viscosity of fluid, and $b_1$ and $b_2$ are the slip lengths of the two solids. Therefore, the relation between measurable variables, $D_{\text{lub}}$, $\eta$, $h$, and, $r$, and slip length is known.

When the sphere and plate have the same slip length, Eqs. (6) to (8) reduces to
\[ D_{\text{lub}}(h) = \frac{6\pi \eta r^2}{h} f^*(h, b), \]  

(9)

where \( f^* = \frac{h}{3b} \left[ \left( 1 + \frac{h}{6b} \right) \ln \left( 1 + \frac{6b}{h} \right) - 1 \right]. \)

The effect of slip length on Normalized \( D_{\text{lub}} = D_{\text{lub}}(h)/(6\pi \eta r^2) \) is calculated as a function of slip length and separation in Figure 2. Note that the effect of the slip length becomes more pronounced at smaller \( h \). Recall that the slip length is proportional to the mean free path, so for a fixed accommodation coefficient, the variation in slip length could be considered to be due to changes in mean free path, for example by changing the pressure of the gas.

Figure 2 Effect of slip length and mean free path on lubrication
1.3. Literature Review

1.3.1. Pressure Measurement with Cantilevers

There are many different kinds of pressure gauges. In this section, the ones closely related to my research will be discussed, namely pressure measurement with cantilevers. Many of them are related to measuring quality factor, $Q$. When an oscillating object is concerned, the quality factor describes how much energy is dissipated after a cycle. For example, the energy dissipation of vibrating cantilever is low at vacuum since nothing except for the internal damping hinders the cycle, making $Q$ higher. However, if the same cantilever is surrounded by a fluid, $Q$ becomes lower.

When one specific gas is concerned, higher pressure would result in lower $Q$ since there are more molecules interacting with the cantilever. This is the principle Bianco et al.\textsuperscript{23} used to relate $Q$ to pressure, $P$. They observed the behavior of microfabricated cantilever and related the parameters from the behavior with theories presented by Christian,\textsuperscript{24} Bao et al.\textsuperscript{25}, and Hosaka et al.\textsuperscript{26} By finding the relation between $Q$ and resonance frequency, they presented a way to use their cantilevers as a pressure gauge. Lissandrello et al.\textsuperscript{27} observed the behavior of a double-clamped micron bridge throughout all fluid regimes to characterize each regime with theory. They also found that $Q$ is inversely proportional to the square root of pressure. Other researchers\textsuperscript{28,29} also calculated the pressure using the theory by Christian\textsuperscript{24} and Hosaka et al.\textsuperscript{26} They also reported that $Q \sim 1/P^{1/2}$ in the continuum regime and $Q \sim 1/P$ in the molecular regime. Boskovic et al.\textsuperscript{10} made a further use of cantilevers by measuring density and viscosity of fluid. All these examples clearly shows that cantilever can be used to measure fluid properties.
1.3.2. Slip Length and TMAC Measurement

As stated earlier, tangential momentum accommodation behavior is closely related to slip length. There are many researchers who studied TMAC with different methods in different circumstances.

One such method is spinning rotor gauge (SRG), mainly developed to measure different fluid properties and parameters such as viscosity and drag coefficient. This same technique has been used to measure tangential momentum accommodation.\textsuperscript{20, 30-33} The principle is measuring deceleration of a spinning sphere after it is released with a known momentum and angular velocity. Then the impingement of surrounding molecules in different circumstances would show different deceleration. If this difference is from gas species, for instance, the relation between gas species and TMAC can be known. One example of measuring TMAC with spinning rotor gauge is a work by Tekasakul et al.\textsuperscript{20} in which they prepared a steel sphere in a closed tube, and controlled the angular velocity of the sphere, which is magnetically levitated. After measuring initial angular velocity, the sphere was freed from other forces but the impingement of gases inside. The torque data was compared with the theory from Loyalka\textsuperscript{34} to extract slip length. This slip length was converted to TMAC with Eq. (5).

Another method is by measuring flow in a microchannel.\textsuperscript{35-37} Colin et al.\textsuperscript{35} used a rectangular microchannel made from silicon wafer and Deep Reactive Ion Etching to form rectangular shapes and other micron-scale features. They measured the flow rate and pressure drop of helium and nitrogen at low pressure, and compared them with a model. The model they have used is based on second-order slip model under the assumption (later proved true with experiments) that first-order slip model underestimate the flow rate. This
model by Deissler$^{39}$ provides solution to Navier-Stokes equation on a wall at high $Kn$, which was further simplified to be used in the rectangular geometry.$^{39}$ TMAC was used as a fitting parameter to better align the data and the model. They reported the model with TMAC = 0.93 for both nitrogen and helium to best represent the experiments.

Arkilic $et al.$$^{37}$ also used microchannels to calculate TMAC of different gases on a single-crystal silicon surfaces near atmospheric pressure. They also solved the Navier-Stokes equation yielding one term for continuum and the other to account for slip flow. They did not use the second-order slip but Maxwell model. (See Eq. (3)) They reported TMAC values less than unity, ranging from 0.75 to 0.85.

There is also a method using microstructures and interpreting their behavior when surrounded fluid at different conditions. For example, Laurent $et al.$$^{40}$ measured the slip length of air and helium when they are squeezed between gold plate and gold sphere. This is essentially the same method as used in this thesis. They found that slip length at low pressure is very high. According to Eq.(3), slip length is high when mean free path is long, which is common in low pressure. Therefore relation between pressure and slip length is confirmed.

Honig $et al.$$^{41}$ studied the effect of surface coating. After attaching a glass sphere to a cantilever, they measured the thermal motion of cantilever as a function of separation between the sphere and a glass plate. The slip length of a clean glass surface was reported to be $630 \pm 90$ nm, while that of methylated surface was $270 \pm 90$ nm.$^{41}$ This experiment shows the effect of surface coating to boundary conditions.
However, there is little consensus on TMAC. Arkilic et al.\textsuperscript{37} measured TMAC of nitrogen gas measured in micromachined silicon channel. They reported the TMAC were between 0.75 and 0.85 while Colin et al.\textsuperscript{35} reported 0.93 in a similar system. Hsieh et al.\textsuperscript{42} reported that TMAC is between 0.3 – 0.7 for nitrogen in oxidized silicon channel. I believe this difference arise from details from fabrication, such as roughness or contamination. My interest was to measure TMAC in well-defined surfaces like methylated surfaces from Honig et al.\textsuperscript{41}

The effect of gas species has also been investigated. One of such reports is that of Cooper et al.\textsuperscript{43} reporting TMAC values for nitrogen, along with oxygen and argon. His value was 0.52 ± 0.1 for all three. Arya et al.\textsuperscript{44} simulated the collision of different gas species with solids. Their results showed that different gas properties can lead to difference in TMAC. Sednik et al.\textsuperscript{45} measured lubrication of different gases between gold-coated spheres and gold-coated plates. This lubrication was interpreted into TMAC. They reported the relation between mean free path of gas species and the TMAC. They reported as mean free path became smaller, TMAC became lower. There is no consensus on whether or not different gas species have different TMAC according to the reports previously mentioned and others.\textsuperscript{46-48} However, prior to this thesis, there was no work on functionalized surfaces other than Honig et al. My intention was utilizing a functionalized surface for TMAC measurement, to see if different gases exhibited different TMACs. Since different species should interact differently with the monolayer, I expected that the TMAC should vary according to the species.
Chapter 2. Methods

2.1. General Experiment Setup and Procedure

This section presents a typical setup for the experiments that are described in Chapter 4 to Chapter 7. For better understanding, a schematic is shown in Figure 1 of this chapter.

Figure 1 Schematic for the assembly of different parts and samples. Note that neither scale nor dimensions are correct. In particular, the sphere (1) is positioned on the cylinder axis such that the laser beam strikes approximately normal to the surface of the glass chamber (13).

The first step is to prepare samples. When I refer to ‘samples’, I mean a glass spheres or a plate, each of which can also be coated in gold or an organic monolayer. A glass sphere (nominal diameter 30 μm, Duke Standard Cat. No. 9030, Thermo Scientific), #1, is attached to a cantilever (ORC8-10, D cantilever, Bruker Co.), #2 using heat responsive epoxy glue to form a “colloidal
The colloidal probe is attached to a small piezoelectric crystal (PL022.31, Physik Instrumente GmbH & Co. KG.), #3, which is used to vibrate the colloidal probe. The changes in frequency and amplitude of this vibration are used to sense the damping. The piezoelectric crystal was previously glued to a custom-made aluminum plate, #4, with screw bit holes. While the steps so far are performed, the plate sample, #5, were prepared and attached to another aluminum piece, #6. After the cantilever set comprised of #1, #2, #3, and #4, and the plate set made of #5 and #6 are all ready, they are irradiated with α-polonium source (Static Master). This irradiated results in an electrostatically neutral surface, which removes the large forces that are associated with static charge. The plate set is attached to the piezoelectric crystal translational stage (P-753K082, Physik Instrumente GmbH & Co. KG), #7, which is attached to a micron-level translational stage, #8. The piezoelectric crystal (#7) is used to change the separation between the sphere and plate over the range 0–15 μm and the translation stage is used to change the separation over the range 1 μm –5 mm. The cantilever set is then attached to #8 of which position is controlled by the knob, #9, a part of #8. Parts #1 to #9 are bolted to the bottom plate, #12.

Experiments on the damping are performed in a controlled environment, either vacuum, controlled humidity, or in a specific gas, by enclosure in an airtight chamber, which consists of the bottom plate, a glass cylinder (#13) and the top plate (#14). The bottom plate has an o-ring groove to constrain a Viton o-ring for maintaining a seal against the glass cylinder. It also has through-hole for the passage of eight electrical wires. Because only moderate vacuums were required for this work, the seal in this hole was made by simply filling with instant epoxy glue which cures by mixing two components. To operate the micrometer without breaking the seal, control knob #9, was turned using a rubber band #11 that was driven by a DC motor, #10. The wires are connected to each relevant part: two for #3, two for #10, two for thiolated gold plate,
#5, in Chapter 7, and two in reserve. Immediately prior to sealing the chamber, a small petridish filled with dry silica gel, #14, is placed inside, which helps to remove water.

The top plate, #15, has three electric feed-throughs for control of the piezoelectric drive, two valves to introduce or excavate gas, and one connection hole for the pressure gauge, thermometer, or humidity meter, all of which are not shown in Figure 1, but marked with a red arrow in part (a) of Figure 2 in this chapter. Two wires for #3 are connected to a lock-in amplifier, two for #10 to a function generator, and two for #5 also to the function generator. Three connectors on #15 are connected with a data transfer cable to the controller. Laser from a source (681 nm, Schäfter+ Kirchhoff GmbH) is focused on the back of the cantilever #2, of which reflection is focused to a split photodiode (Phresh Photonics). The laser mount with lens and the diode were mounted on rigid rods which were screwed into an optical breadboard. After positioning the laser so that the laser path was toward the cantilever, the focus and alignment was made with knobs on the mount which allowed movement in a few millimeters vertically and horizontally. After the laser was aligned, the photodiode was aligned by changing the position of the diode so that the measured laser intensity would be the maximum. Then, the vertical and horizontal alignments were made by zeroing both signals (refer to Section 2.2.1).
Figure 2. Photographs of the experiment with part numbers labeled.
2.2. Equipment and Materials

2.2.1. Atomic Force Microscopy

Since its development in 1986, AFM was used not only for imaging but also for many other purposes, including usage as biological and physical sensors\textsuperscript{49,50} These applications are based upon the fact that small objects like cantilevers are subject to small forces, such as thermal energy or damping from the fluid. The technique capturing this small deflection was also needed in capturing small forces. Conventional AFMs use light-lever technique along with split photodiodes in measuring endslope of cantilevers from equilibrium position. This endslope can be converted into deflection by examining the change in endslope when the probe is in contact with a rigid solid, and then into force using the spring constant.

Ducker \textit{et al.}\textsuperscript{51} developed a way to measure force between colloidal particles and a planar surface by attaching a colloidal sphere at the end of cantilever. This technique not only allows direct measurement of force, but also make it easier to set up a model by simplifying the geometry. The sphere-plate geometry was used for all slip length and TMAC measurements in my research.

The deflection of free end of cantilever was detected by focusing laser at the end, then detecting the reflective laser with split photodiode. The split photodiode has four sectors, here called Parts A, B, C, and D, as shown in part (a) of Figure 3 in this chapter, in which each measure the intensity of light falling on that sector. The magnitude of the sum signal (A+B+C+D) can be used to determine whether the laser is completely on the diode. The position of the reflected laser beam can be determined from other combinations of the four
signals. For example, \((A+B)-(C+D)\) gives the vertical deflection and \((A+C)-(B+D)\) gives the horizontal deflection.

![Diagram](image)

Figure 3. Example of laser incident on a photodiode when detecting the two dimensions of cantilever deflection

The photodiode output is in voltage. Therefore, a factor is needed to convert the voltage to deflection in meters. This value can be obtained by first letting the cantilever make contact with a rigid surface. I will assume at the initial contact, the focus on the diode looks like part (b). If the cantilever or the surface moves toward the other with a known distance, for example 10 nm, there would be change in the location of the focus, for example as in part (c). Assume that the value \((A+B)-(C+D) = 0.2\) mV. Therefore, 0.2 mV corresponds to 10 nm. Thus the voltage output of the diode can be calibrated for all deflections using the calibration of 0.02 mV/nm.

2.2.2. Lock-in Amplifier

In Section 2.4, I will discuss how I measured damping of fluid between solid surfaces. One of two methods is what I call ‘driven method.’ In the driven method, the clamped end of cantilever was oscillated with a reference signal, and the response of the free end of cantilever was measured. This section explains how the parameters needed for damping
calculation were recorded with a lock-in amplifier. In my research, I have used DSP Lock-in Amplifier (SR830, Stanford Research Systems). The explanation is for this specific equipment, and based on its manual.\(^5\)

The lock-in amplifier is used to detect the signal buried under other noises with higher amplitude. It extracts signal only in a narrow bandwidth around a reference frequency. It extracts signal only at a desired frequency comparing phases from the reference signal. That is a reason lock-in amplifier is called phase-sensitive detector (lower case “psd”).

When the lock-in amplifier generates a sinusoidal wave with frequency \(\omega_L\) with a phase at \(\theta_{\text{ref}}\) relative to the reference signal, this wave \((V_{\text{lock-in}})\) can be expressed as \(V_{\text{lock-in}} = V_L \sin(\omega_1 t + \theta_{\text{ref}})\). If this wave excites the resonator in the experiment, the signal from the experiment has \(V_{\text{sig}}\), the amplitude of the measured signal, with the reference frequency \(\omega_r\), and the phase relative to reference is \(\theta_{\text{sig}}\), the wave from experiment, \(V_{\text{exp}}\) can be expressed as \(V_{\text{exp}} = V_{\text{sig}} \sin(\omega_r t + \theta_{\text{sig}})\). Note that \(V_{\text{lock-in}}\) has one frequency, but \(V_{\text{exp}}\) has many different frequencies. The product of these two signal can be used to eliminate the signal at unwanted frequency. The product \(V_{\text{psd}} = V_{\text{lock-in}} \cdot V_{\text{exp}}\) can be written as:

\[
V_{\text{psd}} = V_{\text{sig}} V_L \sin(\omega_r t + \theta_{\text{sig}}) \sin(\omega_L t + \theta_{\text{ref}})
= \frac{1}{2} V_{\text{sig}} V_L \cos((\omega_r - \omega_L) t + \theta_{\text{sig}} - \theta_{\text{ref}})
- \frac{1}{2} V_{\text{sig}} V_L \cos((\omega_r + \omega_L) t + \theta_{\text{sig}} + \theta_{\text{ref}}).
\]

(10)

Processing this signal product with a low pass filter would remove the high frequency component \((\omega_r + \omega_L)\) in Eq (10), which leaves:
Unwanted signals can be further eliminated when the frequency of the signal is the same as the amplifier’s frequency, \( \omega_r = \omega_L \), then it becomes:

\[
V_{psd} = \frac{1}{2}V_{sig}V_L \cos(\theta_{sig} - \theta_{ref}).
\]  

(12)

This is a DC signal proportional to the signal voltage, which provides information of the amplitude of the measurement at the reference frequency. Other signals with frequencies close to the reference frequency, but not \( \omega_r = \omega_L \) also survive. When the signal frequency at \( \omega_r + \Delta \omega \) is considered, \( V_{psd} \) through a low-pass filter becomes weaker as \( \Delta \omega \) becomes larger, because it generates higher frequency terms. Therefore the components closer to the reference frequency has stronger signal, having the strongest signal at \( \omega_r = \omega_L \). The period at which these signals are averaged can be controlled by changing ‘time constant’, or simply \( 1/\Delta \omega \), at the lock-in amplifier which designates the filter frequency.

The phase dependency can also be removed by making the second signal, \( V_{psd2} \) by adding 90° to the phase, which gives;

\[
V_{psd2} = \frac{1}{2}V_{sig}V_L \sin(\theta_{sig} - \theta_{ref}).
\]  

(13)

Therefore two output, one proportional to cosine and the other to sine, are generated. The lock-in amplifier calculate the ‘in-phase’ component \( X = V_{sig} \cos \theta \) which is proportional to \( V_{psd} \) and ‘quadrature’ component \( Y = V_{sig} \sin \theta \) proportional \( V_{psd2}. \theta \) is defined as \( \theta_{sig} - \theta_{ref} \).
The lock-in outputs two signals: the amplitude, \( R \),

\[
R = \sqrt{X^2 + Y^2} = V_{\text{sig}},
\]

(14)

and the phase difference, \( \theta \):

\[
\theta = \tan^{-1} \frac{Y}{X}
\]

(15)

which I use to calculate the damping in this thesis.

2.3. Pressure Measurement

Paul et al.\textsuperscript{11} provided a way to relate gas density to the resonance behavior of a bar-like structure. Out of their work presented in Ref. 11, I derived relation between pressure, resonance frequency, \( \omega_0 \), and quality factor. The detailed calculation and derivation are also presented in Chapter 3, therefore a brief summary is presented here.

The first task is interpreting the stochastic behavior with the fluctuation-dissipation theorem as described earlier. The thermal motion of a single cantilever was collected for 1 second for 1 MHz frequency. This data was Fourier-transformed and multiplied by its own complex conjugate to generate power spectra density. If considered a simple harmonic oscillator, \( \omega_0 \) and \( Q \) can be fitted.

The next step is to relate these two variables to density. I started from Eq. (29) of ref 3, the simplest equation relating the resonance behavior and density. I made steps to directly relate them by using Eqs. (25) and (41). The final equation for ideal gas which relates \( P \) and \( \omega_0, Q \) is
where \( \alpha = 0.243 \), \( w \) and \( L \) is the width and length of cantilever, \( m_m \) is molar mass of surrounding fluid, \( k \) is force constant of cantilever, \( R \) is the gas constant, \( T \) is the temperature of the system, \( \eta \) is dynamic viscosity of surrounding fluid. \( \Gamma'' \) is the imaginary part of the function \( \Gamma \) described below:

\[
\Gamma(\omega_0) = 1 + \frac{4i}{\sqrt{\rho}} K_1(-i\sqrt{\rho \omega_0}) K_0(-i\sqrt{\rho \omega_0}),
\]

where \( K_n \) is Bessel function of \( n \)th kind, while \( R_{\omega} \) is defined as below.

\[
R_{\omega} = \frac{\rho \omega w^2}{4\eta}.
\]

2.4. Damping Measurement

Two different methods were used to calculate damping, which are compatible to each other. Measured damping can be related to slip length using Vinogradova’s equation\(^{21}\) and and the TMAC using Maxwell’s equation.\(^{16}\) One method is measured with thermal deflection with the help of fluctuation dissipation theorem and the other method is ‘driven method’ based on the work by Ducker and Cook.\(^{53}\)

2.4.1. Thermal Method

The basic concept of this method is the same as that described in Section 2.3. The thermally stimulated deflection of cantilever at a certain distance from a planar surface is measured.

The power spectra density (PSD) at the separation and fluid condition is generated by
taking Fourier-transform. With the help of fluctuation dissipation theorem, the PSD can be interpreted as if it is from deterministic motion of damped harmonic oscillator as below.

\[ m\ddot{z} + m\gamma(h)\dot{z} + kz = f_{\text{therm}}(t), \tag{19} \]

where \( m \) is the loaded mass (sum of the actual mass of the cantilever and the mass of the fluid), \( \gamma(h) \) is damping as a function of separation, \( h \), and \( f_{\text{therm}}(t) \) is random thermal force acting on the cantilever, considered white noise independent of frequency. \( z \) is the deviation of free end of cantilever from equilibrium value of \( z \). Taking Fourier-transform of Eq. (19) yields;

\[ m(i\omega)^2Z + m\gamma(h)(i\omega)Z + kZ = F_{\text{therm}}(\omega) \tag{20} \]

where \( Z \) and \( F \) are frequency-dependent Fourier-transformed function of \( z(t) \) and \( f_{\text{therm}}(t) \).

Substituting \( m \) with \( m = k/\omega_0^2 \), then arranging Eq. (20) in terms of \( Z \), and multiplying \( Z \) by the complex conjugate of \( Z \) yields:

\[ |Z|^2 = \frac{(\omega_0^4/k^2)F^2}{(\omega^2 - \omega_0^2)^2 + \gamma^2\omega^2} \tag{21} \]

The numerator is constant, and thus the frequency dependence of the the amplitude of \( Z \) all arises from the denominator. The PSD can be obtained by dividing Eq. (21) by the time period (time to take measurement), also a constant. Therefore, Eq. (21) is a form of PSD. A fit of Eq. (21) is then made to an experimental measurement to obtain \( \omega_0, \gamma \), as a function of the separation for my experiments.

The focus in this thesis is on the damping, \( D \), which can be obtained from:
\[ D = \gamma m = \gamma \frac{k}{\omega_0^2} \]  

(22)

The second expression is more useful in this thesis, because I never explicitly calculate the mass, whereas the spring constant and resonant frequency are easy to determine. By repeating this calculation for each separation, including the one at \( h = \infty \) (or more than 1 mm in practice), damping-separation relation can be known to calculate slip length with Eq. (6).

2.4.2. Driven Method

Ref. 53 describes the fast measurement of surface forces when the clamped end of cantilever is driven at a certain frequency, \( \omega \). The force balance is:

\[ m\ddot{z} + m\gamma(h)\dot{z} + k z = kA \cos(\omega t) + C, \]

(23)

where \( A \) is the amplitude of oscillation at the clamped end, and \( C \) is a constant to account for constant forces. The solution is:

\[ z = R(h) \cos(\omega t + \theta(h)) + Z, \]

(24)

where \( R(h) \) is the amplitude of oscillation at the free end as a function of separation, \( h \), while \( \theta(h) \) is phase lag at the free end relative to that of the clamped end. \( Z \) is the equilibrium position of \( z \). The damping and stiffness can then be calculated from the \( R(h) \) and \( \theta(h) \) as follows:

\[ \gamma(h) = -\frac{[\omega_0(\infty)]^2}{\omega} \frac{A}{R(h)} \sin \theta(h) \]

(25)

\( R(h) \) is the amplitude of oscillation at the free end as a function of separation, \( h \), while \( \theta(h) \) is phase lag at the free end relative to that of the clamped end. \( \omega_0(\infty) \) is the resonance
frequency at infinite separation. The driving frequency $\omega$ is always set to $\omega_0(\infty)$. With this fact and, again using $m = k/\omega_0^2$, the damping coefficient can be calculated as:

$$D(h) = my(h) = -\frac{k}{\omega_0(\infty)} \frac{A}{R(h)} \sin \theta(h)$$  \hspace{1cm} (26)

Since $A$ and $\omega_0(\infty)$ are controlled variables, knowledge of $R(h)$, $\theta(h)$, and $k$ allows calculation $D(h)$. $k$ is calculated with Hutter method. $R(h)$ and $\theta(h)$ be obtained from the lock-in amplifier as discussed in Section 2.2.2.

2.4.3. Comparison of Driven and Thermal Methods

For most of this thesis, I used the driven method. This is because it is much faster and also simpler to implement. For a typical measurement of the slip length or TMAC, I needed the damping coefficient as a function of the separation, with at least about 10-15 different separations. For the thermal method, each damping measurement at each separation required the measurement of the thermal (PSD) which took about 3 minutes to capture with sufficient accuracy to obtain a good fit. This not only was time-consuming for me, it also introduced the problem of thermal drift. Thermal drift is the fact that small changes in temperature with time lead to changes in both the separation between the sphere and the plate and the deflection with time. Thus, after each PSD was measured, the sphere had to be driven into the plate so that the final position of the sphere during the PSD could be estimated. This was also time consuming and introduced errors.

In contrast, the driven method was much faster. The time taken to collect $R(h)$ and $\theta(h)$ was only about one tenth of the integration period, which itself was typically about 0.01 s. Thus in 0.01 s, I could obtain 10 values of $R(h)$ and $\theta(h)$ at different points. By experiment,
I found that the drift in separation was about 0.4 nm in 60 s. So I selected 100 s for the time period of a run. In that time, (a) the thermal drift was 0.7 nm, which I considered to be negligible compared to the typical range of separations of 70 to 1800 nm, and (b) I was able to measure 100,000 values of $R(h)$ and $\theta(h)$, each at a different separation. Collecting data from 100,000 separations decreased the error in making the fit of the slip length. Also, because the data points were so closely spaced in distance, I simply ramped the piezoelectric crystal translational stage and measured the signal continuously. Finally, there were considerable advantages in data analysis: (a) for each separation, I needed to record only two values, $R(h)$ and $\theta(h)$ rather than an entire PSD (about 400 kilobytes), and (b) there was no need to do a fit to the spectrum. The only disadvantage was that, by not collecting the full spectrum, I did not actually test that the response was consistent with the harmonic oscillator model at each position. But having checked that for many thermals, I no longer considered it necessary to check further.

Though it is not utilized for my experiments, the driven method can also be used to measure pressure. From Eq. (16), one has to know $Q$ and $\omega_0$, but this time, depending on $P$. At certain $P$, $\omega_0$ can be measured by finding the frequency from the function generator at which $R(P)$ is maximum. $Q$ can be related to $D(P) = k/(D \omega_0)$, $k$ obtained from Hutter method.\(^5\)

2.5. Determination of Zero Separation

Since the values of $D$ are all dependent on separation between the glass sphere and the plate, accurate measurement of separation is crucial to data interpretation. Thanks to the piezoelectric crystal translational stage, $\textit{changes}$ in the displacement of the plate can be accurately measured
at sub-nanometer level. However, the zero of separation was required for absolute measurement of the separation between the plate and the sphere.

For both thermal and driven method, I decreased the unknown distance between surfaces little by little until the contact was made. Assuming no water film on the sample surfaces, the sign of making contact was characterized by decrease in deflection. When the sphere is in contact with the plate, the vibrations of the cantilever are drastically reduced due to the stiffness and damping of the plate, resulting in significantly less vibration of cantilever. After making contact, the average value of deflection increased linearly with more displacement of the plate.

Additional phenomena confirmed the contact. For the thermal method, the contact was also characterized by no distinct peak near the resonant frequency at large separation (although there were some peaks at low frequency). For the driven method, $R(h)$ value near zero indicated the contact, because the tightly fixed translational stage did not allow the vibration.

Another phenomena which indicated the contact was “jump in” of cantilevers toward the plate. When the attractive force was greater than the force constant of cantilevers (around 0.05 N/m) due to small separation, the mechanical instability made cantilevers jump toward the plate. This phenomenon is shown with the solid black line in Figure 4 of this chapter. This kind of data was not recorded for the thermal method, but was observed and utilized as an evidence of making contact. As shown in Figure 4, the jump distance $J_M$ is different from each humidity level as represented by different lines. The jump distance became larger with high humidity, in other words, thicker water film. I interpreted larger jump distance was a result from capillary after the glass sphere with water film made a contact with the plate with water film. More humidity means thicker water film, thus increasing the jump distance. The water film thickness can be
inferred from this $J_M$. However for determining zero separation, the position at the dip minus 16 nm was used as zero separation. The calculation based on Lifshitz theory predicted the separation at which the attractive force between two semi-infinite glass plates with various water thickness overcame the nominal force constant (0.05 N/m) was between 13 to 17 nm. To simplify the problem, 16 nm was used.

![Force curve from deflection data according to humidity](image)

Figure 4 Force curve from deflection data according to humidity

In addition to determining zero separation, I also corrected the separation. With thermal method, the fluctuation was less than 1 nm, which I neglected when fitting the data to the model. However for the driven method, $R(h)$ was about 5 nm, even to 10 nm. With deflection data recorded, moving toward and away from the plate was taken into account in correcting the distance between the sphere and the plate.
Chapter 3. Micron-scale Pressure Gauge

In this chapter, the article published at Review of Scientific Instrument on May 15, 2012 on volume 83, page 055005 in as-published format is presented. The significance of this work is that the pressure of relatively small interior dimensions (under micron scale) can be measured with relatively small error compared to conventional pressure gauges used for macroscopic systems without calibration.

This project is about investigating the possibility of using cantilevers to detect gas motion, and my getting accustomed to measurement with AFM cantilevers.

The following articles is reproduced under a blanket permission from AIP Publishing.
A pressure gauge based on gas density measurement from analysis of the thermal noise of an atomic force microscope cantilever

Dongjin Seo,1 Mark R. Paul,2 and William A. Ducker1,a)

1Department of Chemical Engineering, Virginia Tech, Blacksburg, Virginia 24061, USA
2Department of Mechanical Engineering, Virginia Tech, Blacksburg, Virginia 24061, USA

(Received 5 March 2012; accepted 28 April 2012; published online 15 May 2012)

We describe a gas-density gauge based on the analysis of the thermally-driven fluctuations of an atomic force microscope (AFM) cantilever. The fluctuations are modeled as a ring-down of a simple harmonic oscillator, which allows fitting of the resonance frequency and damping of the cantilever, which in turn yields the gas density. The pressure is obtained from the density using the known equation of state. In the range 10–220 kPa, the pressure readings from the cantilever gauge deviate by an average of only about 5% from pressure readings on a commercial gauge. The theoretical description we use to determine the pressure from the cantilever motion is based upon the continuum hypothesis, which sets a minimum pressure for our analysis. It is anticipated that the cantilever gauge could be extended to measure lower pressures given a molecular theoretical description. Alternatively, the gauge could be calibrated for use in the non-continuum range. Our measurement technique is similar to previous AFM cantilever measurements, but the analysis produces improved accuracy. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4717678]

I. INTRODUCTION

The accurate measurement of pressure is essential in many areas of science and engineering. Many types of pressure gauges are available, using either mechanical or electrical mechanisms to sense the pressure; the preferred method depends on the range of gas pressure. One of the most common methods in the range 0.1–1000 Pa ($10^{-3} \sim 10$ torr) is the Pirahni gauge, which senses the thermal conductivity of the gas. At constant temperature, the thermal conductivity is proportional to the number density of gas molecules so the Pirahni gauge is essentially a gas density sensor.1 The Pirahni gauge measures the resistance of a wire exposed to the gas, and the resistance decreases at lower temperatures. The wire is heated by an electrical current and cooled by heat transfer into the gas. Heat transfer into the gas is lower at lower pressure, so at lower pressure, the temperature increases and so does the resistance.2

Existing commercial gauges provide good performance for large volumes of gas, but there is a need for accurate pressure measurement in small volumes for micro- and nano-sized devices such as microelectromechanical systems.3 Micron-sized structures, such as microfabricated cantilevers, have been used to study and measure a number of chemical, biological, and physical properties,4,5 including pressure, $P$, which has been obtained from the quality factor, $Q$, and the resonance frequency of driven cantilevers in fluid. For example, Bianco et al.6 examined driven microfabricated cantilevers, then related the quality factor and the resonance frequency to pressure using theories from Christian,7 Bao et al.,8 and Hosaka et al.9 Bianco et al. showed that the quality factor is inversely proportional to pressure in the molecular region, and inversely proportional to the square root of pressure in the continuum region. Ekinci et al.10 examined driven doubly clamped micron beams (micron bridges) and cantilevers. They also reported that the quality factor was inversely proportional to the square root of $P$ in the continuum region and inversely proportional to $P$ in the molecular region. Other researchers11,12 determined the pressure using the theory by Christian7 and Hosaka et al.9 They also reported that their results were in good agreement with the theories, concluding that $Q \sim 1/P^{1/2}$ in the continuum regime and $Q \sim 1/P$ in the molecular regime.

Instead of relating pressure to the quality factor and resonant frequency using theory, Mortet et al.13 calibrated a specific piezoelectric bimorph microcantilever by measuring the resonant frequency change as a function of pressure and temperature, i.e., pressure was determined empirically.

To be practical, a gauge should be able to measure the pressure over some defined range with a specified error, and preferably the pressure should be predicted from $Q$ and the resonance frequency using theory. At this point there are several good measurements and theories, but what is lacking is an AFM cantilever pressure gauge that has a specified agreement with theory over a useful and specified range of pressures. In this paper, we describe a method that is based on the theory of Paul and Cross14 that can be used to measure the gas pressure in the range 10–225 kPa with an error that is 5% on average.

II. THEORY

There have been many analytical investigations of the dynamics of small objects such as cylinders and cantilevers immersed in a viscous fluid.15–19 Of particular relevance to our approach is the work of Sader,19 which provided a detailed analytical description of the dynamics of oscillating cantilevers immersed in a viscous fluid for the case of long
and thin cantilevers where the cantilever length is much larger than its width. Paul and Cross\cite{cross2012} then developed a theoretical description of the stochastic behavior of a cantilever immersed in a viscous fluid that is driven by Brownian motion. We have used this theoretical description in our analysis here. In the following, we present only the essential details of the theoretical background (for more details see Ref. 20). The frequency dependence of the Brownian force is included via the fluctuation-dissipation theorem which states that the thermal fluctuations of a system at equilibrium are directly related to the dissipation in the system. Using linear response theory it has been shown that the deterministic response of the cantilever to a small perturbation away from equilibrium can be used to find the stochastic dynamics. Using deterministic numerical simulations for the cantilever ring-down allows one to quantify the stochastic dynamics of the cantilever for the precise conditions of experiment. In the limit of long and slender cantilevers, as is the case in our experimental measurements presented here, it is possible to develop an analytical description of the stochastic cantilever dynamics. Specifically, the auto-correlation of equilibrium fluctuations of the cantilever displacement can be found from the deterministic ring down of the cantilever to the removal of step force. This can be represented as

$$\langle x(0)x(t) \rangle = \frac{k_B T}{F} X(t),$$

(1)

where \( x \) is the stochastic deflection of the cantilever tip, \( t \) is the time, \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature, \( F \) is the magnitude of force applied to the cantilever tip at some time in the distant past that is removed at time zero, \( \langle \cdot \rangle \) denotes an equilibrium ensemble average, and \( X(t) \) denotes the deterministic displacement of the cantilever tip due to the removal of the force. Equation (1) relates an easily measurable quantity, the autocorrelation of the thermal motion, to a deterministic and more easily modeled quantity, the displacement of a cantilever.

If the deterministic ring-down of the cantilever is modeled as a simple harmonic oscillator as with Paul et al.,\cite{paul2012} the time-dependent displacement of the cantilever is given by

$$X(t) = \frac{F}{k} e^{-\omega_f t/2} \left( \cos(\omega_f t) + \frac{\omega_f}{2\omega_f^*} \sin(\omega_f t) \right),$$

(2)

where

$$\omega_f' = \omega_f \sqrt{1 - \frac{1}{4Q^2}},$$

(3)

where \( k \) is the equivalent spring constant of the cantilever and \( \omega_f \) is the resonant frequency of the cantilever when immersed in fluid which we determine as the frequency at the maximum amplitude of power spectral density. The quality factor can then be related to the mass density of the fluid, \( \rho \), by combining Eqs. (25), (29), and (41) in Paul et al.,\cite{paul2012} to yield

$$\frac{\alpha \pi w^2 L \omega_f^2}{4k} \Gamma''(R_w) = \frac{1}{Q},$$

(4)

where \( w \) is the width of the cantilever, \( L \) is the cantilever length, \( \alpha = 0.243 \) is a parameter accounting for our representation of the cantilever as a lumped mass, and \( R_w \) is the nondimensional frequency parameter.

$$R_w = \frac{\rho \omega_f w^2}{4\eta},$$

(5)

where \( \eta \) is the dynamic viscosity of the surrounding fluid which depends on temperature but not on pressure in general. \( \Gamma'' \) is the imaginary part of the complex hydrodynamic function.

$$\Gamma(\omega_f) = 1 + \frac{4i K_1(-i \sqrt{\kappa R_w})}{\sqrt{\kappa R_w} K_0(-i \sqrt{\kappa R_w})},$$

(6)

where \( K_1 \) and \( K_0 \) are Bessel functions.

Equation (4) can be used to obtain either the density or the viscosity from the quality factor and the resonant frequency. Here, we use the known viscosity (which is almost independent of pressure, but depends on temperature) to obtain the gas density. Pressure can be calculated from the density with an appropriate equation of state. At the pressures considered in this paper, the compressibility of air and nitrogen is very close to one so they obey the ideal gas equation,

$$P = \frac{(\rho/m_m)RT}{4\pi \eta},$$

(7)

where \( m_m \) is the molar mass of the gas, and \( R \) is the gas constant. Substitution of the ideal gas equation into Eq. (4) yields

$$\frac{\alpha \pi w^2 L m_m \omega_f^2}{4kR^2T} \Gamma'' \left( \frac{P}{RT} \frac{m_m \omega_f w^2}{4\eta} \right) = \frac{1}{Q},$$

(7)

which we use here to obtain the pressure from the quality factor.

### III. EXPERIMENTS

AFM cantilevers were purchased from Bruker Corporation (Model No. OCR8-W).\cite{Bruker} Two nominally identical cantilevers (B and C) and one different cantilever (A) were used (see Table I). The unclamped end of the cantilevers is tapered. The spring constants, \( k \), were measured from the thermally stimulated changes in endslope (the Hutter method)\cite{hutter1994} using the light-lever technique in an Asylum instruments MFP-3D, then the length and width were measured using an optical microscope. Equations (4) and (7) do not require knowledge of the cantilever thickness.

The resonance properties of each cantilever were measured in a cylindrical glass jar with a screw-top lid. The endslope of the cantilever was measured with a homebuilt light lever sensor consisting of a laser (681 nm, Schäffer + Kirchhoff GmbH) and a split photodiode (Phresh Photonics) connected via an A/D card (PCI-6110, National Instruments) to a computer. Temperature was recorded with a thermometer (TH-3, AMPROBE).

| TABLE I. Measured spring constants and dimensions of cantilevers. |
|-----------------|---|---|---|
| Designation     | A  | B  | C  |
| \( k \), pN/nm  | 102| 46 | 42 |
| Length, \( \mu \)m | 202| 202| 198|
| Width, \( \mu \)m | 37 | 18 | 18 |
The pressure was reduced below atmospheric pressure with a vacuum pump, and increased with pure dry nitrogen. The pressure inside the glass jar was measured with a DPG25V gauge (SUPCO) for \( P > 7 \text{ kPa} \) with a manufacturer’s stated error of \( \pm 0.5\% \) of the reading, and Digivac 276 (Digivac Co.) for \( P < 7 \text{ kPa} \) with varying errors listed on their product information page.\(^3\) Digivac 276 senses the electric properties of a thermocouple with varying pressure, while DPG25V is a differential gauge. In our implementation, various commercial pressure gauges did not agree with each other (within the stated error) so the actual errors in gas measurement in our implementation were greater than under the manufacturer’s conditions. This was particularly a problem for \( 1.5 \text{ kPa} > P > 12 \text{ kPa} \). We limit our conclusions to pressures greater than \( 10 \text{ kPa} \) because of uncertainty in the known pressure for comparison to our measurement from the cantilever-gauge.

After the desired pressures were reached, a time series of the cantilever deflection was collected for 15 s (cantilevers A and B) or 5 s (cantilever C) with 1 \( \mu \text{s} \) intervals between periods of data collection. For cantilevers A and B, the 15 million data points were divided into 500 sequential windows of 30,000 data points. The data in each window was detrended by subtraction of the best linear fit and was then processed using a fast Fourier transform. The transformed data was multiplied by its complex conjugate to provide the power spectral density for one window. The average power spectral density was computed by averaging the spectrum from all 500 windows. The auto-correlation of the equilibrium fluctuations was then determined by computing the inverse fast Fourier transform of the averaged power spectral density. For cantilever C, 5 million data points were divided into 500 sequential windows of 10,000 data points.

Our deflection measurements were in arbitrary units, which we then normalized such that the auto-correlation at zero time lag was unity. This is equivalent to setting the area under the power spectral density to \( k_B T/\hbar k \) as was done to calibrate the spring constant. As shown in Eq. (1) the auto-correlation of the equilibrium fluctuations are directly related to the deterministic ring-down of a simple harmonic oscillator which is given by Eq. (2). We obtained values for \( Q \) and \( \omega_f \) by fitting our experimental results with Eq. (2). The cantilever-gauge pressure is the gas pressure calculated using Eq. (7). The analytical theory we are using is for a cantilever with a constant value of the width for the entire length of the cantilever. However, the cantilevers used in the experiments had a slight taper in width near the unclamped end, so there is no unique width. Since our cantilevers had no unique width we measured an “effective width” at atmospheric pressure (where the pressure was known) and we have used this constant width for all the data sets to calculate pressures with Eq. (7). For example, the effective width of the cantilever B was 14 \( \mu \text{m} \), rather than the nominal width of the cantilevers, 18 \( \mu \text{m} \). The significant discrepancy between the fitted width and the measured nominal width suggests that this parameter may also be accounting for effects other than the width of the cantilevers. Note that the molar mass of the gas can be included in this effective width, if unknown.

**IV. RESULTS**

For cantilever A, 28 data sets were obtained for the power spectral density and auto-correlation. The first set was measured at the atmospheric pressure of the day, recorded as 102 kPa, which was used to calculate the effective width of the cantilever. For cantilever B, 19 data sets were collected along with the data set at atmospheric pressure. For cantilever C, 37 data sets were measured. Combining the experiments from all three cantilevers the pressure varies from 33 Pa to 225 kPa. The temperature in the lab varied between 292 K and 297 K. Examples of the power spectral density are shown in Figure 1 for a variety of gas pressures. The spectra in Figure 1 (and other spectra not shown here) were in accordance with the qualitative expectation that an increase in pressure led to both a shift to lower resonance frequency and a broadening of the resonance peak (lower \( Q \)).

The pressure from Eq. (7), using the fitted values of \( Q \) and \( \omega_f \), is shown as a function of the pressure measured by the commercial gauge in Figure 2. Figure 2(a) shows the comparison over all pressures for all three cantilevers on a log scale, whereas Figure 2(b) shows a subset of data where the pressure exceeds 10 kPa, on a linear scale.

Clearly the pressure obtained from the cantilever agrees well with the pressure from the differential gauge in the range \( 10 \text{--} 225 \text{ kPa} \). The percentage deviation between the two measured pressures is shown in Figure 3; on average there is only a 5% deviation between the two gauges.

Figure 2(a) shows the pressure predicted by Eq. (7) systematically deviates from the thermocouple gauge, Digivac 276, at pressures below 10 kPa for cantilevers B and C. This is expected because we have used a continuum theory of the gas. The transition between continuum and molecular behavior is characterized by the Knudsen number, \( K_n = \text{mean free path/characteristic length} \). In this case, the characteristic length is the effective width of the cantilevers \( \approx 14 \mu \text{m} \) for cantilever B and C. Typically, the continuum regime applies to \( K_n < 0.1 \).\(^5\)\(^,\)\(^24\) For air, 10 kPa is equivalent to \( K_n \approx 0.07 \), so the deviation occurs approximately at the expected pressure. Cantilever A is wider, with an effective width of 35 \( \mu \text{m} \), and therefore the pressure is lower before the mean free path reaches one tenth of the cantilever width (\( K_n = 0.1 \)). This is consistent with observation: Figure 2(a) shows that pressure...
measurements from the wider cantilever A using Eq. (7) have better agreement with the commercial gauge at lower pressure than the narrower B and C cantilevers.

For comparison to previous work (see Sec. I), we have also examined how well our data agrees with the relation, \( P \propto 1/Q^2 \). Figure 2(c) shows the fitted values of \( 1/Q^2 \) plotted as a function of measured differential gauge pressure for data in the range 10–225 kPa along with a best fit line for each cantilever. The mean deviation of the points from the line is 15%, which is worse than the deviation of 5% using the analysis from Paul et al. (see Sec. II) but still useful for more approximate work. Note that simply using \( P \propto 1/Q^2 \) to determine pressure also requires fitting a line to data points at several pressures (i.e., a calibration set), whereas our method requires only calibration of an effective width at atmospheric pressure. Also, the errors in our method (see Fig. 3) are roughly distributed about zero whereas the \( 1/Q^2 \) method shows a trend to lower \( 1/Q^2 \) at higher pressure and higher \( 1/Q^2 \) at lower pressure.

V. DISCUSSION: EFFECT OF TEMPERATURE AND HUMIDITY

Equation (7) explicitly depends on the temperature, but the main effect of temperature is through the effect on the viscosity. In the analysis described here, we measured the temperature, and used the measured temperature in Eq. (7), but it is interesting to also examine the sensitivity of the pressure calculated from Eq. (7) to changes in temperature, for use of the gauge without a thermometer. For a measurement at 19°C, an input of 18°C in Eq. (7), yields a pressure that is 1% greater; an input of 25°C, yields a pressure that is 2% lower. Thus, the use of an approximate guess of the temperature results in only small errors in the measured pressure.

Humid environments can potentially affect the operation and interpretation of the gauge in two ways; by forming a wetting film on the cantilever and by affecting the gas properties. Cantilevers typically have a finite water contact angle, so adsorbed water films will be thin, even compared to the thickness of the cantilever (< 1 \( \mu m \)). The combination of a very hydrophilic (clean) cantilever and variable humidity above 80% at high pressure (~1 atm) should be avoided so as to avoid errors due to changing mass of the cantilever after calibration. Humidity also affects the density and viscosity of the gas, but these effects can be included explicitly through the use of tabulated data for the density and viscosity of humid air (e.g., in Ref. 25). The effects of an unknown humidity on the measurement can be estimated from tabulated data. At 1 atm and room temperature, the partial pressure of saturated...
water vapor is only about 2% of the total pressure, and thus neglect of a humidity change from 0%–100% only affects the measured density and viscosity by about 1% and 2%, respectively, which would cause a 6% error in the measured pressure if ignored. The partial pressure of water vapor increases with temperature, so the effect of humidity on viscosity and density should not be ignored nearer to the boiling point of water. So, in summary, the effects of both humidity and temperature are simply included if the humidity and temperature are measured. If they are not, this neglect causes only a minor effect on the measured pressure, except at high temperature, and possibly for a cantilever that is completely wet by water.

VI. CONCLUSION AND OUTLOOK

The pressure of gases near one atmosphere was obtained from measurements of the auto-correlation of equilibrium fluctuations in AFM cantilever displacement. In the pressure range 10–225 kPa, the cantilever pressure gauge deviated by an average of 5% from values measured by a commercial differential gauge. At lower pressure, where the Knudsen number is greater than 0.1 and the theory is not expected to be valid, our pressure measurements were systematically lower than those from other gauges. The deviation of the cantilever gauge at low pressure was smaller when a wider cantilever was used (i.e., there was a lower Knudsen number at a given pressure). The quality factor and resonant frequency are still functions of pressure below 10 kPa, so the range of the pressure gauge at low pressure was smaller when a wider cantilever was used (i.e., there was a lower Knudsen number at a given pressure). The quality factor and resonant frequency are still functions of pressure below 10 kPa, so the range of the pressure gauge at low pressure was smaller when a wider cantilever was used (i.e., there was a lower Knudsen number at a given pressure).

The largest dimension of the cantilever is 200 μm, so the detector takes up a very small space in the gas. This device should be useful in microscale applications such as lab-on-a-chip and microflow applications. It may also find application in aeronautical applications where many sensors could be added in close proximity with little weight gain or interference with the flow. The sensor can be used to measure pressures above and below atmospheric pressure.
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Chapter 4. Effect of Humidity on Slip Boundary Condition

In this chapter, the article published at Journal of Physical Review C on March 1, 2013 on volume 117, pages 6235–6244 in as-published format is presented. In this chapter and the next, I investigated the parameters which would affect TMAC. In here, I studied effect of surface coatings and water film on them as formed from humidity. Humidity is everywhere and its effect is not known or considered much. There are many reports mentioned in Section 1.3 which measures TMAC but not reporting humidity values. I wanted to find out if it is because it is not affecting TMAC or not important.

For the sake of Chapter 6 and Chapter 7, the variable in this and the next chapter is not something that can be changed easily. Rather, they are determined when systems are set.

The following articles is reproduced with permission from D. Seo, D. Mastropietro, and W.A. Ducker. (Gas Flows near Solids Coated with Thin Water Films, Journal of Physical Chemistry C 2013, 117, 6235-44) Copyright 2013 American Chemical Society.
Gas Flows near Solids Coated with Thin Water Films

Dongjin Seo, Dean Mastropietro, and William A. Ducker*

Department of Chemical Engineering, Virginia Tech, Blacksburg, Virginia 24061, United States

ABSTRACT: We determined the tangential momentum accommodation coefficient (TMAC) of nitrogen gas at glass surfaces that were coated in thin water films produced by controlling the humidity. The accommodation coefficients were determined by measuring the damping of a spherical particle which was separated from a flat plate by a distance of 10 nm to 10 μm. We examined two solids: hydrophilic glass terminated in hydroxyl groups and hydrophobic glass terminated in methyl groups. At the same relative humidity, thicker films of water form on the hydroxyl-terminated films than on the methyl-terminated films, consistent with formation of hydrogen bonds on the hydroxyl-terminated solid and not on the methyl-terminated solid. The TMACs are surprisingly interesting functions of the humidity. For the hydroxyl-terminated silica, the TMAC is 0.5 at 0% relative humidity and increases almost to 1 when the humidity increases to a few percent. The TMAC decreases to 0.25 at around 87% humidity before rising to 0.9 at 100% humidity. We rationalize the increase in TMAC at low humidity in terms of interactions with a very thin layer of water with significant lateral mobility and vibrational and rotational modes to receive momentum; the increase near saturation is explained by nitrogen interacting with near-bulk water. The minimum at intermediate humidity is totally unexpected. The TMAC on methyl-terminated silica follows roughly the same trend, but with more variability between samples.

INTRODUCTION

Narrow channels of gas between solids are encountered in engineering systems utilizing small particles, such as catalytic converters, fluidized beds, and cyclone separations as well as lab-on-a-chip systems, microelectromechanical systems (MEMS), and nanoelectromechanical systems (NEMS). The details of gas–solid interactions become important for understanding gas flows when at least one dimension of the flow, l, approaches the mean free path, λ, that is, for large Knudsen numbers (Kn = λ/l). For large Knudsen numbers, the gas-flow boundary condition depends on the degree of momentum conservation during collisions with the solid, and thus on the chemistry and topography of the solid.

Our interest is in processes and devices that operate in humid air, subject to various levels of humidity, which cause the formation of water films on the solids. The purpose of this paper is to understand the effect of humidity on gas flows near solids, and in particular, N₂ gas flows between two glass solids that are separated by micro- to nanometer dimensions in humid air at one atmosphere of pressure. The introduction of water vapor causes a small change in viscosity of air, which will be ignored here. For example, the viscosity of air falls from 18.176 to 18.134 μPa·s when the humidity is increased from 0 to 93% at 20 °C. The more important effect of humidity is the formation of thin water films on the solids in equilibrium with humid air (see Figure 1).

The mean free path of air at one atmosphere of pressure is about 70 nm at room temperature. Thus for channels of dimension 700 nm to 70 μm, the Knudsen number is in the range 0.1–0.001, which corresponds to the slip flow regime. Dimensions down to 7 nm correspond to the transition regime. Maxwell described the slip length, b, in terms of the tangential momentum accommodation coefficient (TMAC), σ (1).

\[ b = \frac{2}{\sigma - \sigma_c} \]

Since that time, more sophisticated relationships have been developed between b and σ (e.g., refs 2 and 7) but in general our error in resolving b does not justify their usage at this point. The TMAC summarizes the degree to which tangential momentum of gas molecules is conserved during collision with the solid. When the momentum of molecules is conserved (specular reflection) σ = 0; when the tangential momentum is randomized by collision with the solid (diffuse reflection) σ = 1. Therefore, the maximum slip length is \( b = \infty \) when \( \sigma = 0 \), and the minimum slip length is the mean free path when \( \sigma = 1 \). The values of the TMAC depend on the topography and chemistry of the solid. Local variation in the surface normal (roughness) leads to a distribution of changes in tangential momentum during collisions and therefore to increased TMAC. Molecular beam studies and other studies have shown that gas molecules can...
also lose momentum in inelastic collisions with soft surfaces and therefore transfer different amounts of momentum to the solid depending on the stiffness and mass of the atoms with which they collide. This should also increase the TMAC. Thus, the insertion of a liquid layer between the gas and the solid (Figure 1) is expected to have a large effect on the TMAC and the measured flow. Our naïve expectation at the beginning of this work was that insertion of a water film would lead to an increase in accommodation (greater lubrication force) because some fraction of the N₂ gas molecules would penetrate into the water film and be re-emitted with randomized momentum. The results show that the situation is more complex.

In this work, we probe flow using atomic force microscope (AFM) measurements where a flat plate is driven normally toward a spherical particle. We measure the damping coefficient on the sphere, \( D_r \), and to this fit a theoretical damping using the slip length as a fitting parameter. Vinogradova \(^{11}\) derived the force in a squeeze film, which is simply the velocity, \( v \), multiplied by \( D_{hub} \). This is a modification of Brenner’s no-slip result \(^{12}\) for the same geometry:

\[
D_{hub} = \frac{6 \pi \eta^2}{s} f^*(2)
\]

\[
f^* = -\frac{2 \alpha s}{\beta r} - \frac{2 s}{\beta^2} \ln\left(1 + \frac{\alpha}{\beta}ight)
- \frac{(\beta + s)(\gamma - \beta)}{\gamma^2} \ln\left(1 + \frac{\gamma}{s}\right)
\]

\[
\alpha = b_1 + b_2, \quad \beta = 2b_1(2 + q + \sqrt{1 + q + q^2}), \quad \gamma = 2b_1(2 + q - \sqrt{1 + q + q^2}),
q = \frac{b_2}{b_1} - 1
\]

where \( r \) is the radius of the sphere, \( s \) is the separation, \( \eta \) is dynamic viscosity of fluid, and \( b_1 \) and \( b_2 \) are the slip lengths of the two solids. We measure the damping as a function of separation, \( D(s) \), but our interest is in the lubrication force, so we subtract the damping at infinite separation \( D(\infty) \): \( D_{hub} = D(s) - D(\infty) \). Thus, the slip-lengths are obtained by fitting to the measured damping to eqs 2–4. In the current work, we use two very similar solids, so there is only one slip length and one fitting parameter.

Prior experimental work on lubrication forces in gas using AFM includes that of Ducker and Cook who measured the two very similar solids, so there is only one slip length and one fitting parameter. We measure the damping as a function of dynamic viscosity of a liquid, and therefore transfer different amounts of momentum to the solid. The results show that the situation is more complex.

**THEORY OF MEASUREMENT**

Two different methods were used to measure the damping, analysis of thermally stimulated vibrations, and analysis of mechanically driven oscillations. \(^{13}\) The two methods were previously shown to produce similar results. \(^{18}\)

**Thermal Vibrations.** An AFM cantilever undergoes vibrations of deflection with an average amplitude that depends on the temperature and a spread of frequencies that depends on the damping. The power spectral density (PSD) of these vibrations is the product of the Fourier-transform of thermal displacement fluctuations and its complex conjugate. We interpret this PSD in terms of a simple harmonic oscillator. Thus:

\[
PSD(\omega) = B \left(\frac{\omega^2 - \omega_0^2}{\omega^2} + \frac{\omega^2 \omega_0^2}{Q^2}\right)
\]

where \( B \) is the amplitude of the PSD, \( \omega \) is frequency, \( \omega_0 \) is the resonant frequency, and \( Q \) is the quality. The damping is obtained from quality as follows:

\[
D(s) = \frac{k}{Q(\omega_0)(s)}
\]

where \( k \) is the spring constant, which we model here as independent of \( s \) or expected water film thickness. More detail can be found in the paper by Seo et al. \(^{15}\)

**Mechanical Driving.** In this method, the clamped end of the cantilever is driven (AC drive) at a fixed frequency, \( \omega/2\pi \), and amplitude, \( A \), which causes the free end to oscillate with an amplitude, \( R \), and relative phase, \( \theta \). The clamped end is also driven toward the plate at a fixed velocity (DC drive) so that the damping can be determined at various separations. The DC drive is sufficiently slow so that we ignored the DC motion for analysis of the AC motion, except insofar as the position of the sphere affects the forces acting on it. Again the cantilever motion is analyzed as a simple harmonic oscillator where equation of motion is:

\[
mz + m\gamma(s)\dot{z} + kz = kA \cos(\omega t) + C
\]

with solution:

\[
z = R \cos(\omega t + \theta)
\]

\[
R(s) = \frac{kA}{m} \left[\frac{\omega^2 \gamma(s)^2}{(s^2 + \left(\frac{k}{m} - \omega^2\right))^2}\right]^{1/2}
\]
\[ \theta(s) = \tan^{-1}\left( \frac{\alpha f(s)}{k/m - \omega^2} \right) \]  

(10)

where \( m \) is the effective mass of the cantilever, \( z \) is the cantilever deflection, \( \gamma \) is the damping coefficient, and \( C \) is a constant to account for constant forces. In the experiments where water layers form on the cantilever and sphere, \( m \) depends on the humidity, and needs to be calibrated at each level of humidity. \( m \) is calibrated by measuring the resonant frequency, \( \omega_0 = (k/m)^{1/2} \), assuming that the water layers do not affect the cantilever stiffness. In our experiments, the cantilever was always driven at the frequency of maximum amplitude, which is very close to \( \omega_0 \) for high quality, \( Q \), cantilevers, in air, as is the case here. The frequency of maximum amplitude was determined at each humidity to account for changes in \( m \) from adsorbed water. From eqs 9 and 10, at the resonant frequency, the damping coefficient, \( D \) is given by:

\[ D(s) = m \gamma(s) = - \frac{k}{\omega_0(\infty)} \frac{A}{R(s)} \sin \theta(s) \]  

(11)

Note that the paper by Ducker and Cook\(^{13}\) omits (in error) the negative sign in eq 11. \( R \) and \( \theta \) were measured with a lock-in amplifier in which the phase of the response was set to \( -\pi/2 \) at \( s = \infty \) at the amplitude maximum. In this research, the typical value for \( R \) at \( s = \infty \) was about 2 nm. \( R \) decreased at smaller separations.

In general, the stiffness is the sum of the spring constant and the gradient of surface forces, but in the current work, the measurements are at sufficiently large separations that van der Waals forces and other forces are negligible. The probe and plate were irradiated with alpha particles to reduce static charge so that electrostatic forces were negligible. Thus \( k \) is simply the spring constant, which was determined by the Hutter method at large separation\(^{26}\) and was in the range 0.042–0.055 N m\(^{-1}\).

**Determination of Separation.** This separation is one of key parameters in calculating slip length because an error in separation propagates into approximately the same magnitude of error in slip length. The separations of interest are quite large, so errors due to the surface roughness are small. We define the separation as the distance between the water films (see Figure 1) and the critical uncertainty in these measurements is in determining the separation between the water films. Since we have no method for measuring changes in thickness of the water films during the measurement, we assume that they have constant thickness during approach at any given humidity. That is, we assume that the deformation of the water films due to surface forces and lubrication forces is zero.

The zero of separation between the solids is relatively easy to establish, and we follow the standard procedure of setting the separation to zero when the deflection is linear with drive distance.\(^{27}\) For the time immediately before this region, we observe that there is a mechanical instability ("jump"). We interpret the beginning of this instability to be when the surface forces gradient exceeds the spring constant. The unstable region continues when the two water films touch, a bridging capillary is formed, and the sphere again reaches mechanical equilibrium when it rests against the plate (see Figure 2). With this model, the zero of separation between the water films (used in our data figures) is the separation at the start of the measured jump, minus \( J_0 \), where \( J_0 \) is the calculated separation at which the instability should occur from van der Waals forces. Likewise the thickness of each water film is given by:

\[ t = (J_M - J_s)/2 \]  

(12)

where \( J_M \) is the experimentally measured jump distance. \( J_s \) was calculated using Lifshitz theory. Good agreement between Lifshitz theory and experiment has been found previously for glass—water systems.\(^{28}\) Figure 3 shows Lifshitz calculations for the configuration from Figure 1 with different water film thickness, \( t \). The instability begins where the force gradient equals the spring constant. Figure 3 shows that \( J_s \) varies in the range 14–17 nm when the film thickness varies between zero and infinity. The small range means that we can know \( J_s \) to within a couple of nanometers without knowledge of the water film thickness. Also, the correction is small compared to the measured separations and fitted slip lengths. In practice, we set \( J_s = 16 \) nm for all film thicknesses.

**Experimental Section**

**Materials Preparation.** Colloid probes were prepared by gluing (Epikote 1004, Shell) soda lime glass spheres, \( R \sim 15 \) \( \mu \)m, (Duke Standard Cat. No. 9030, Thermo Scientific) to AFM cantilevers (ORC-8 Cantilever D, Bruker Corporation). The force constants of these cantilevers (with spheres attached)
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where \( J_M \) is the experimentally measured jump distance. \( J_s \) was calculated using Lifshitz theory. Good agreement between Lifshitz theory and experiment has been found previously for glass—water systems.\(^{28}\) Figure 3 shows Lifshitz calculations for the configuration from Figure 1 with different water film thickness, \( t \). The instability begins where the force gradient equals the spring constant. Figure 3 shows that \( J_s \) varies in the range 14–17 nm when the film thickness varies between zero and infinity. The small range means that we can know \( J_s \) to within a couple of nanometers without knowledge of the water film thickness. Also, the correction is small compared to the measured separations and fitted slip lengths. In practice, we set \( J_s = 16 \) nm for all film thicknesses.

**Experimental Section**

**Materials Preparation.** Colloid probes were prepared by gluing (Epikote 1004, Shell) soda lime glass spheres, \( R \sim 15 \) \( \mu \)m, (Duke Standard Cat. No. 9030, Thermo Scientific) to AFM cantilevers (ORC-8 Cantilever D, Bruker Corporation). The force constants of these cantilevers (with spheres attached)
were measured with the Hutter method\textsuperscript{26} using the light-lever technique in an Asylum instruments MFP-3D. Methods of cleaning samples followed those of Mastropietro and Ducker.\textsuperscript{28} Glass plates were prepared by cleaning microscope slide cover glass (Fisher Finest Premium Cover Glass; thickness No. 1; Fisher Scientific) with deionized water, drying with ultrahigh purity nitrogen (AirGas), rinsing with ethanol, (200 Proof, Decon Laboratory Inc.), followed by drying with nitrogen. Both the colloid probes and the cleaned glass plates were cleaned in O\textsubscript{2}, plasma cleaner (200 mTorr, 5 min, 100 W). The O\textsubscript{2}, plasma-cleaned glass plate became hydrophilic with advancing water contact angle of \( \sim 50^\circ \) and the RMS roughness was \( \sim 0.5 \) nm over a \( 20 \mu m \times 20 \mu m \) surface. Samples prepared in this way are referred to as “hydrophilic”. To prepare “hydrophobic” surfaces, hydrophilic samples were further treated with trimethylchlorosilane (TMCS, Aldrich 99+%), in a closed chamber with 3 mL liquid TMCS for more than 2 h. The advancing water contact angle of the hydrophobic plates was \( 89^\circ \). Two hydrophilic and three hydrophobic sets of samples were examined. All five sets were exposed to a polonium \( \alpha \)-source at least for an hour to reduce static surface-charge.

**AFM Measurements.** The damping was measured using a home-built AFM inside a controlled-humidity chamber shown schematically in Figure 4. The deflection of the cantilever was determined from the cantilever end slope using the light lever technique, and the separation was altered by using a mechanical translation stage (coarse control) and a piezoelectric crystal, (P-753K082, Physik Instrumente GmbH & Co. KG) (“piezo-drive”) to which the plate was attached. The piezo-drive was controlled with computer software (E-816, Physik Instrumente GmbH & Co. KG.). The cantilever end slope deflection was monitored with a laser (681 nm, Schäfer + Kirchhoff GmbH) and a split photodiode (Phresh Photonic), amplified, and recorded by an A/D card (PCI-6110, National Instruments).

**Thermal Method.** The deflection at a particular separation was collected for 1 s at 1 MHz data acquisition frequency. These one million data points were divided into 500 sequential windows of 2000 data points. The data in each window was detrended by subtraction of the best linear fit and then processed using a fast Fourier transform. The transformed data was multiplied by its complex conjugate to provide the power spectral density for one window. The average power spectral density was computed by averaging the spectrum from all 500 windows, and we refer to the result as the measured PSD.\textsuperscript{25} At the beginning of each experiment, the PSD was measured when \( s = \infty \), and \( D(\infty) \) was determined from eqs 5 and 6. The plate was then brought within piezo-drive range (\( 15 \mu m \)) using the micrometer. A series of PSDs was measured at series of discrete but diminishing separations, until the plates made contact with the spheres. Figure 5 shows an example of how the PSD changed with separation.

**Driven Method.** For driven measurements, the clamped end of the cantilever was oscillated with a small piezoelectric crystal (PL022.31, Physik Instrumente GmbH & Co. KG.) (“piezo-dither”). A lock-in amplifier (SR830, Stanford Research Systems) was used to sinusoidally drive the piezo-dither and to record the amplitude and phase of the cantilever endslope with a 10 or 100 ms low pass filter. The maximum in \( R \) as a function of frequency, \( R_{\text{max}} \) was determined at each humidity at \( s > 1 \) mm, and the relative phase was set to \( -\pi/2 \) at this frequency. This frequency is called \( \omega_{\text{max}} \), and the cantilever was driven at \( \omega_{\text{max}} \) for the rest of the experiment at that humidity. The micrometer was used to bring the plate within range of the piezo-drive. The proximity to the sphere was clear where \( R \) dropped to about \( R_{\text{max}}/2 \). The piezo-drive was then used to drive the plate toward the sphere at about 20 nm/s\textsuperscript{24} for 100 s while the piezo-drive, the deflection of cantilever, \( R \) and \( \theta \) were all recorded with the A/D card at 1 kHz data acquisition frequency. The \( R \) and \( \theta \) data were averaged (100 point running average) to remove noise and then input into eq 11 to determine \( D(s) \). The deflection data was used to measure the position of glass–glass contact and the mechanical instability. Typical changes of \( R \) and \( \theta \) with separation are shown in Figure 6.

**Humidity Changes.** Data measured at 0% relative humidity were measured after dried silica gel was kept in the measurement chamber for 2 h or until the hygro-thermometer indicated zero. The relative humidity was altered by flowing wet
nitrogen (UHP grade, AirGas) through the chamber until the humidity reached the desired level, as measured by a hygrometer (TH-3, AMPROBE). The error in the humidity measurement is ±3% RH in the range 5–95% RH and ±5% at higher and lower humidity. The nitrogen gas was made humid by passing though water. When the humidity reached the desired level, the nitrogen supply valve and the outlet valve for the chamber were closed at the same time and there was no flow through the chamber. The pressure was maintained at 1 atm, and the temperature was measured by the same TH-3 probe. The temperature in all experiments was 24 ± 1 °C.

**QCM Measurements.** The borosilicate QCM sensor (QSX336, Q-Sense) was prepared in the same way as the hydrophilic/hydrophobic solids. The sensor was placed inside QCM cell (QCM-D E1, Q-Sense) whose space was saturated with deionized water.

## RESULTS

**Lubrication in Air between Hydrophilic Solids.** Examples of $D_{\text{lub}}$ measurements for various humidities are shown in Figure 7a: it is clear that the force is a function of humidity and that the trend with humidity is not monotonic. We also compared our measured data to the Vinogradova equation (eqs 2–4); best fit lines with the slip length as the fitted parameter are shown in in Figure 7a. These fits were made for $s > 70$ nm because at smaller separations, Kn > 1 and the slip flow theory does not apply. We have included data from the transition region (70–700 nm) in the fit because previously, and here (Figure 7a), the Vinogradova equation still fits the data in this range. Note that we are assuming no flow within the liquid films. The quality of the fits can be seen from the residual plot in Figure 7b. We plot:

$$\text{normalized residual} = \frac{\text{data} - \text{model}}{\text{model}}$$

(13)

The magnitude of the residual varies for different experiments as a result of differences in laser focus, but in general is scattered around zero, so we conclude that the Vinogradova equation provides a good fit to the data. Thus we use the fitted slip lengths as a parameter to describe the data. An exception is the data shown at 88% humidity where the relative residual is systematically high at large separation. For this condition, the $D_{\text{lub}}$ is very small (see Figure 7a) so there is a large relative error propagated from our subtraction of $D(\infty)$. Note that the plate and sphere are not identical and may have slightly different slip lengths. Previously we showed that small degrees of asymmetry do not have a large effect on the fit, so we cannot resolve asymmetry from the measured data here.

Figure 8 summarizes the fitted slip lengths as a function of humidity for hydrophilic surfaces: clearly the slip length is not a monotonic function of humidity. At 0% humidity the average slip length is 221 ± 17 nm for three samples. The slip length decreases to a minimum at about 6% humidity but then increases to a maximum at 88% humidity before falling again to about 80 nm near 100% humidity. There is agreement between data for the thermal and driven methods.

**Lubrication in Air between Hydrophobic Solids.** Water cannot form hydrogen bond to the methyl groups on the TMCS surface, so a higher chemical potential (relative humidity) of water is required to drive the same amount of water onto the solid. In addition, the water may be in an altered state in proximity to a non-hydrogen bonding solid, so it is interesting to compare lubrication forces near hydrophilic and hydrophobic solids. Examples of measured damping as a function of separation are shown in Figure 9a,b. The solid lines are fits to the Vinogradova equation for separations greater than 70 nm, again assuming the slip lengths are the same on both surfaces. We again conclude that the Vinogradova model fits...
These fitted slip lengths are shown in Figure 10 for three different sphere-plate sets. It is noteworthy that the data is not the same for the three sets, which we attribute mainly to slight differences in the preparation of the TMCS films (as well as to error in the spring constant, \(\sim 15\%\), and sphere radius, \(\sim 5\%\)). Although the magnitudes vary even at 0% humidity all three data sets show a constant slip length below 75% humidity (for the humidites measured) then a maximum slip length at about 90 – 92% humidity. The three open points in Figure 10c are for the data collected with the thermal method (while other points are from driven method), again showing that the two methods produce similar results.

To summarize all the data so far, the damping has the same functional form as the Vinogradova equation and shows a strong dependence on humidity. The damping for each of the hydrophilic and hydrophobic solids shows a minimum at high humidity (60–90%), and a maximum near 100% humidity. There is a minimum at low humidity for the hydrophilic solid. Thus the presence of a water film has a large effect on the flow. In the next section we examine the thickness of the water film.

**Thickness of Water Layers on Hydrophilic Solids.** To enhance interpretation of the lubrication measurements, we would like to know the thickness of the water films. Previous work by Pashley and Kitchener\(^7\) reported a water film thickness of 150 nm on a clean and hydroxylated quartz surface at 100% relative humidity, and it would be useful to know how thick the water film is at each humidity for our solids. Here we describe three methods for estimating the film thickness.

The first method is based on the deflection-drive curves, which are shown in Figure 11. From these we can extract \(J_M\) and thus the water film thickness, \(t_f\), using eq 12. These are shown in Figure 12 as a function of humidity. Clearly the measured water film thickness increases with humidity.

A very approximate estimate of the trends in water film thickness can also be made by comparing \(\alpha_{\text{max}}\) at 0% humidity and finite humidity because the added mass of the water layers changes the resonant frequency of the colloid probe. In the experiment here, the distributed load consists of the sphere, with its accompanying water film, and the distributed mass of the cantilever, with its accompanying water film. Therefore:

\[
m = [m_0 + A_t \rho] + 0.243[m_0 + A_c \rho] = \frac{k}{\omega_0^2}
\]

where \(m_0\) is the mass of the sphere, \(A_t\) is its area, \(t_f\) is the thickness of the water layer on the sphere, \(m_0\) is the mass of the cantilever, \(A_c\) is its area, \(t_c\) is the thickness of the water layer on the cantilever, and \(\rho\) is the density of the water film. The factor of 0.243 accounts for the distribution of the mass of the cantilever and its adsorbed water film along the length of the cantilever. If we assume that the thickness of the water is the same on the sphere and on the cantilever, then the thickness of the water film is given by:

\[
t = \frac{k}{\rho(A_t + 0.243A_c)} \left( \frac{1}{\omega_0(H)^2} - \frac{1}{\omega_0(0)^2} \right)
\]

where \(\omega_0(H)\) is the resonant frequency at a given humidity, \(H\). For the cantilevers used here, \(k/\rho(A_t + 0.243A_c) = 9.86 \times 10^{12}\) nm·rad\(^2\)·s\(^{-2}\). Note that one side of the cantilever is gold, which could, or is even likely, to have a different thickness of water. The 0.243 factor and the fact that the sphere has a similar area to the entire cantilever means reduces the magnitude of this error, but for this reason, the thickness obtained from the
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*Figure 8. Slip length as a function of relative humidity for hydrophilic glass surfaces. Closed symbols represent measurements using the driven method, whereas the open circles represent data for the thermal method. The squares and circles represent data for two different sets of solids.*

![Figure 9](image)

*Figure 9. Damping for air between hydrophobic solids as a function of separation and relative humidity. Symbols show the measured data using (a) thermal method and (b) driven method, and lines show best fits to the Vinogradova model.*

the data well and that there is little difference between the driven and thermal measurements.
frequency is only an approximate estimate. A better estimate could be obtained by measuring the resonant frequency at each humidity with and without the sphere, thereby separately obtaining the average thickness of water on the cantilever. From Figure 12, we see that the thicknesses follow the same trend of increasing thickness with increasing humidity.

Our third estimate of the trends in water film thickness come from quartz crystal microbalance (QCM) measurements of a sensor coated with borosilicate glass at zero and 100% humidity. The difference in frequency enabled us to estimate the film thickness at 100% humidity. The water film thickness can be calculated either with Sauerbrey equation, which assumes a rigid adsorbate, and yields a lower bound for the mass change, or the Maxwell model, which assumes a viscoelastic layer. The Sauerbrey equation gave a minimum film thickness of 85 nm, whereas the Maxwell model gave a thickness of 320 nm for the data. In either case, QCM showed that there was a thick film and provided a thickness that was in the range of those measured by the jump method and the value of 150 nm measured by Pashley and Kitchener at 100% relative humidity. Thus the three different measurements give the same trends, although there is some variation.

Recall that the slip lengths were obtained using a model in which there was no flow within the thin liquid films. The accuracy of this assumption depends on the much greater (50x) viscosity of water compared to air and the relative thinness of the water film compared to the air. We expect to see some failure for small separations at >90% humidity where the water films are up to 90 nm thick. There is some evidence for this in Figure 7b. However, the overall trend to low fitted slip
length at high humidity cannot be explained from ignoring flow within the water: unaccounted flow in the water would lead to a greater fitted slip length, yet the fitted slip length falls in this region and is close to the theoretical minimum at high humidity.

**Thickness of Water Films on Hydrophobic Solids.** The jump distances are shown in Figure 13 and the calculated film thicknesses from the jump distances, changes in cantilever resonant frequency, and QCM are shown in Figure 14. The jump distance and resonant frequency methods agree well. In common with the hydrophilic solids, the water film thickness increases with humidity, but the thickness are much smaller, as expected for a high contact angle solid. The water film thickness remains below 10 nm for humidities up to 80% but then climbs steeply. Pashley and Kitchener\(^4\) report a water film thickness to be about 2 nm at 100% RH on TMCS surfaces prepared with placing the silica plates in 0.04 M TMCS solution in benzene,\(^30\) with a water contact angle of about 80° in water. This is much smaller than the values obtained from the force curves and the frequency shift. Therefore, we also estimated the thickness using a borosilicate QCM sensor that was treated with TMCS and had a measured water contact angle of 82°. The water film thickness was 33 nm with the Sauerbrey equation and 44 nm with Maxwell model, confirming that the water film thickness was much greater than determined by Pashley and Kitchener for their samples.

## DISCUSSION

### Accommodation Coefficients

The fitted slip lengths for both hydrophilic and TMCS-silica have been converted to accommodation coefficients using eq 1 (see Figure 15). This conversion requires prior knowledge of the mean free path of the gas, which is 70 nm for N\(_2\) at 25 °C and 1.0 atm. Small changes in mean free path due to the varying levels of water vapor (0−0.03 atm) have been neglected. The hydrophilic glass is a smooth (although not atomically smooth) stiff surface, with heavy silicon atom so there is only moderate accommodation on the surface (TMAC ∼ 0.5). When a small amount of water vapor is introduced (<5% RH), the accommodation coefficient increases dramatically (to 0.8−1). We interpret this in terms of the thin layer of water offering opportunities for the N\(_2\) to transfer momentum into translation, vibration and rotation of the light and mobile water molecules.

High accommodation of N\(_2\) is observed near 100% relative humidity for both films. This is easy to rationalize in terms of the N\(_2\) molecules penetrating into a liquid that is similar to bulk water, with opportunities to randomize its momentum through many interactions with the liquid. In contrast, the decrease in accommodation at intermediate humidity is a totally unexpected result, for which the authors have no current explanation. We note only that the effect occurs on both solids, but at different relative humidity (80−88% on hydrophilic silica and about 90−92% on TMCS silica), and occurred for every sample that we prepared.

### Effect of Thick Water Films

By experiment, we find that the damping and the accommodation coefficients are independent of the underlying solid when the water film is thick. This is shown in Figure 16, which plots the slip length as a function of film thickness for both the hydrophilic and TMCS silica. This suggests that the nitrogen molecules do not

---

Figure 13. Deflection as a function of piezo-drive position for a (hydrophobic) TMCS-coated sphere and plate as a function of humidity. The jump distance, \(J_M\), increased with increased humidity.

Figure 14. Estimated thickness of water film on TMCS-glass solid as a function of humidity determined from the jump distance, from the change in resonant frequency (eq 15), and from QCM.

Figure 15. Tangential momentum accommodation coefficients calculated from slip lengths using eq 1, for both hydrophilic and hydrophobic surfaces. Data from Figure 10a not shown.
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## CONCLUSIONS

Increasing the humidity increases the thickness of water films on both hydrophilic and (hydrophobic) TMCS-glass surfaces. The principal difference is that thicker films are formed on the hydrophilic solids for the same relative humidity, as expected for a solid that can hydrogen bond to water. The formation of thin water films leads to changes in the lubrication forces in nitrogen gas and concomitant changes in the fitted slip lengths and accommodation coefficients. Tiny amounts of water greatly increase the accommodation coefficient on hydrophilic glass. We conclude that thin layers of either water provide extra modes of momentum transfer to the solid compared to the stiff and heavy atoms in the silicon oxide. At very high humidity, the nitrogen also accommodates to the solid, which we rationalize in terms of a thick liquid water film that both allows penetration of the nitrogen (and therefore loss of tangential momentum) and provides extra modes for transferring momentum to the solid during reflection. There is also a distinct minimum in accommodation coefficient at intermediate humidity for both the hydrophilic and TMCS-coated silica, for which we do not have an explanation.
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Figure 16. Slip length trends as a function of jump distance for both hydrophobic and hydrophilic solids.


Chapter 5. Effect of Gas Species on Tangential Momentum Accommodation

The work present here is published in Journal of Physical Review C on August 12, 2014 on volume 118, pages 20275–20282. This work presented here discusses another parameter affecting TMAC. A simple hypothesis, rather suspicion for me when I started, that gas species might affect TMAC was proven with experiments. As discussed earlier in Section 1.3, there is no consensus on what property of different gas species affects TMAC. I found out molar mass is the one, proving the point with a mathematical model.

Effect of Gas Species on Gas–Monolayer Interactions: Tangential Momentum Accommodation

Dongjin Seo and William A. Ducker*

Department of Chemical Engineering, Virginia Tech, Blacksburg, Virginia 24061, United States

ABSTRACT: The tangential momentum accommodation coefficient (TMAC) of five gas species—He, N₂, Ar, CO₂, and SF₆—was measured on an octadecyltrichlorosilane-coated glass surfaces at 1.0 atm and 24 ± 2 °C. The TMAC was determined from measurement of the damping on a glass sphere near a glass plate when the separation between the sphere and plate was less than 1500 nm so that the flow was at or near the slip-flow regime. The results show that the damping depends on the gas species and that the fitted accommodation coefficient for these gases decreases as the molar mass increases. This trend can be explained using a simple physical model of the collision between two spheres, consisting of an incoming sphere to model the gas and an initially stationary sphere to model part of the monolayer adsorbed on the solid. In this simple model, heavier incoming molecules conserve more average tangential momentum than do lighter molecules. We also consider the possibility of separating a mixture of gases based on differences in TMACs.

INTRODUCTION

The flow of gas past a solid depends on the flow boundary condition. For macroscopic systems, at atmospheric pressure, the flow is consistent with zero net velocity of the molecules relative to the solid, commonly referred to as the “no-slip” boundary condition. In general, the flow will depend on the Knudsen number

\[ Kn = \frac{\lambda}{L} \tag{1} \]

where \( \lambda \) is mean free path of the fluid and \( L \) is the characteristic length of the system. The no-slip boundary condition applies only in the continuum limit, \( Kn < 0.001 \). In the “slip flow regime”, \( 0.001 < Kn < 0.1 \), the resistance to flow is lower, which is characterized by a partial slip boundary condition.\(^1,2\) For \( Kn > 0.1 \), collisions with the solid become a sufficiently high fraction of total collisions that prediction of the flow may require molecular modeling, which has been the subject of much recent interest (e.g., see refs 3–8).

Our focus here lies with the slip flow regime, which applies to two interesting classes of experience: small dimensions and low pressures. For nitrogen at 1 atm, the mean free path is about 70 nm, so the slip flow regime is applicable for 700 nm < \( L < 70 \mu m \). This is the dimension of nanomicrofluidics and nanomicroelectromechanical systems (NEMS and MEMS). In fact, previous measurements show that the assumption of slip flow remains reasonable even for \( L \sim 70 \) nm at 1 atm (\( Kn < 1 \)).\(^9–11\) which broadens the applicability of the partial slip model. For macroscopic systems (\( L \sim 1 \) m), the applicable pressure for the slip flow regime is \( 10^{-1}–10^{-6} \) atm for N₂. The main application is the reentry of space vehicles, where the vehicle must transition from high vacuum to a full atmosphere. For planets such as Mars, where the surface pressure is 0.004–0.0087 atm (predominantly CO₂),\(^12\) the slip-flow regime applies to a lower part of the atmosphere.

The boundary condition for flow in the slip flow regime is parameterized by the slip length, \( b \). The slip length is related to \( \sigma \), the tangential momentum accommodation coefficient (TMAC), which is defined as

\[ \sigma = \frac{p_{x,i} - p_{x,f}}{p_{x,i}} \tag{2} \]

where \( p_x \) is the average gas momentum tangent to the solid surface, and \( i \) and \( f \) refer to the momentum before and after the collision, respectively. In a system of many molecules and a real (inhomogeneous) solid, \( \sigma \) will be an average value over an experiment. In this paper we refer to the TMAC as the “accommodation coefficient” for brevity; we consider no other types of accommodation coefficient here. The accommodation coefficient ranges from zero to one. Starting with Maxwell,\(^13\) many have described the relationship between the slip length and the accommodation coefficient.\(^14–16\) Here we use Maxwell’s original expression

\[ b = \lambda \left( \frac{2}{\sigma} - 1 \right) \tag{3} \]

because more complex formulations result in relatively small corrections to our data and produce the same trends.

Full slip corresponds to \( b = \infty \), \( \sigma = 0 \), and the minimum slip corresponds to \( b = \lambda \), \( \sigma = 1 \). With a range of 70 nm to infinity in air at 1 atm, the accommodation coefficient can have a significant effect on microflows and may also be important for macroflows at low pressure.

Calculation of the accommodation coefficient is very complicated because it depends on the details of the collision.
between the gas and the solid, i.e., the bonding and arrangement of the atoms and the modes energy storage, and requires averaging over all the possible trajectories.

Measurement of the accommodation coefficient has been achieved with a variety of methods,\textsuperscript{17–21} but to date, there is considerable variation among results. For example, Arkilic et al.\textsuperscript{17} reported TMAC of nitrogen is between 0.75 and 0.85 on micromachined silicon channels, while Colin et al.\textsuperscript{18} reported a value of 0.93 in a similar system. Much of the variation probably arises from differences in the solid samples. Often the reported accommodation coefficient is close to one, and sometimes the roughness and details of the sample are not given. For highly roughened or fouled surfaces the accommodation coefficient should approach unity. For smoother and cleaner surfaces, the accommodation coefficient may depend on many factors such as surface chemistry, gas adsorption, and surface roughness, which are not identical in each case. For example, Seo and Ducker\textsuperscript{22} showed that the TMAC of N\textsubscript{2} on octadecyltrichlorosilane films on glass surface increases with the roughness and changes with humidity.\textsuperscript{11} The same group\textsuperscript{23} also showed that lubrication can be changed by application of an electric field to an organic monolayer.

Our objective in this paper is to determine whether the species of gas affects the accommodation coefficient and the flow of gas over a solid. We are interested in relatively smooth and well-characterized surfaces, i.e., not in the limit where \( \sigma = 1 \). We examine solids that have been coated with octadecyltrichlorosilane. This coating presents a relatively homogeneous, stable, and hydrophobic layer that allows us to maintain constant conditions over a long period of time and thus to use exactly the same samples for a series of gases. The coating also interacts with the gas. We examine a range of common unreactive gases—He, N\textsubscript{2}, Ar, CO\textsubscript{2}, and SF\textsubscript{6}—which span a range of sizes, molecular masses, and structures. By using smooth surfaces, we expect to be able to distinguish the flow of the gases, based on the differences in the gas–solid collisions.

The method we use is to measure the damping of a sphere near a plate in an atmosphere of the gas. The damping is used to determine the slip length and thus the accommodation coefficient as described previously. Note that because different gases can have different viscosities and mean free paths at the same pressure (see Table 1), trends in damping force for different gases cannot be used to determine trends in accommodation coefficients.

### Table 1. Gas Data

<table>
<thead>
<tr>
<th>gas</th>
<th>( m )</th>
<th>( \eta )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>4</td>
<td>19.9</td>
<td>200</td>
</tr>
<tr>
<td>N\textsubscript{2}</td>
<td>28</td>
<td>17.9</td>
<td>68</td>
</tr>
<tr>
<td>Ar</td>
<td>40</td>
<td>22.7</td>
<td>72</td>
</tr>
<tr>
<td>CO\textsubscript{2}</td>
<td>44</td>
<td>15.0</td>
<td>45</td>
</tr>
<tr>
<td>SF\textsubscript{6}</td>
<td>146</td>
<td>15.3</td>
<td>23\textsuperscript{24}</td>
</tr>
</tbody>
</table>

\( \)Values are from ref\textsuperscript{25} except \( \lambda \) for SF\textsubscript{6} \( m = \) molar mass/(g mol\textsuperscript{-1}), \( \eta = \) viscosity/(\( \mu \)Pa·s) at 300 K, and \( \lambda = \) mean free path/nm at 1 atm and 298 K.

Previous researchers have investigated the relationship between gas species and measured TMAC, but there is no clear consensus. For example, TMAC was found to decrease as molar mass increases on silica tubes and channels,\textsuperscript{26–28} whereas others found no clear relation between TMAC and molar mass.\textsuperscript{9,29,30} The TMAC should also depend on the surface roughness, and there may be an interaction between the effects of roughness and gas species. The solids investigated in refs 26–30 were all silica surfaces; the roughness varied but was about 20 nm. Recently, Sedmik et al.\textsuperscript{9} measured the TMACs of a variety of gases on gold surfaces with the same sphere-and-plane geometry used here. The root-mean-square (rms) roughness of the plate was 2.5 ± 0.3 nm and of the sphere was 9.7 ± 3.3 nm. They did not find a relationship between TMAC and molar mass; instead, they reported that TMAC decreases as the mean free path increases. In this paper, we investigate the relationship between TMAC and the gas species, but with smoother, coated surfaces that we expect to enable us to discern the effect of the gas molar mass.

### THEORY OF EXPERIMENT

The outline of our procedure is to measure the damping on a sphere that is near a plate and then compare the theoretical and experimental values of the lubrication force to obtain the best fit to either the slip length or the accommodation coefficient.

For the sphere–plate geometry when the radius of the sphere is much greater than the slip length, the mean free path, and the separation between the sphere and the plate, the lubrication coefficient \( D_{ab}(h) \) is\textsuperscript{31}

\[
D_{ab}(h) = D(h) - D(\infty) = \frac{6\eta R_s^2}{h f^*(h, b)}
\]

where

\[
f^* = \frac{h}{3b}\left[\left(1 + \frac{h}{6b}\right)\ln\left(1 + \frac{6b}{h}\right) - 1\right]
\]

and \( h \) is the distance between the sphere and the plate, \( D(h) \) is the damping coefficient, \( \eta \) is dynamic viscosity of the gas, \( R_s \) is the radius of the sphere, and \( b \) is the slip length, which we have assumed is identical on both surfaces. This expression is the limit of the damping for two spheres when the radius of one sphere becomes very large.

Thus, the slip length can be determined by comparing a measurement of the damping to eq 4, providing \( \eta, r, \) and \( h \) are known. The accommodation coefficient can be determined by substituting eq 3 into eq 4 and comparison to experiment. In practice, greater accuracy is obtained when the lubrication force is measured as a function of separation because a range of separations constrains the fit. In any case one usually needs to measure a range of separations in order to establish the zero of separation.

The damping was obtained from the colloid probe technique\textsuperscript{32} in which the force on the sphere (“probe”) is measured with the deflection of a cantilever to which the sphere is attached. In our experiment, we measured the damping by the method of Ducker and Cook\textsuperscript{33} where the “clamped end” of the cantilever was oscillated while the amplitude and phase of the “free end” of the cantilever are measured. When the driving frequency of the clamped end of cantilever is set to \( \omega_0(\infty) \), the damping is given by

\[
D(h) = -\frac{k}{\omega_0(\infty)} A R(h) \sin \theta(h)
\]

where \( k \) is the spring constant, \( \omega_0(\infty) \) is resonance frequency of the cantilever at \( h = \infty \), \( A \) is the amplitude of oscillation at the clamped end of cantilever, \( R(h) \) is the amplitude of oscillation at the free end of cantilever, and \( \theta(h) \) is the phase difference between the free and clamped ends of the cantilever.
Experimental Section

Materials Preparation. A soda lime glass sphere, \( r \sim 15 \mu m \) (Duke Standard Cat. No. 9030, Thermo Scientific), was glued to the free end of a cantilever (ORC-8 Cantilever D, Bruker Corporation) with epoxy glue. A microscope cover glass (FisherFinest Premium Cover Glass, thickness No. 1; Fisher Scientific) was cut to the appropriate size (around 1 cm by 1 cm) and will be described as the “plate”. The plate was cleaned with ethanol (200 Proof, Decon Laboratory Inc.) and deionized water and dried with compressed ultrahigh purity nitrogen (AirGas). The plate and square were further cleaned with oxygen plasma cleaner (200 mTorr, 5 min, 100 W). Immediately after plasma cleaning, they were immersed in 5 mM octadecyltrichlorosilane (OTS, \( \geq 90\% \)). Sigma-Aldrich) solution in hexadecane for 24 h. The plates were rinsed twice by immersion in chloroform and sonicated to remove residual hexadecane. The plate was blown dry with nitrogen. The cantilever–sphere was immersed in pentane to remove hexadecane. After they were rinsed three times, they were dried by blowing with nitrogen. These steps were repeated five times to produce five sets of one sphere and one glass plate.

Roughness of Plates and Spheres. The surface roughness was measured by an Asylum Research Cypher atomic force microscope with an ORC-8 cantilever B (Bruker). The rms roughness of the plate was in the range 0.22–0.25 nm.

Damping Measurement. After the materials were ready, they were placed in a sealed chamber as soon as possible. The overall setup is shown in Figure 1. The cantilever with the sphere was glued on to a small piezoelectric crystal (PL022.31, Physik Instrumente GmbH & Co. KG.) (“piezo-dither”). One of the OTS-coated microscope cover slides was attached to a piezoelectric translational stage (P-753 K082, Physik Instrumente GmbH & Co. KG.) (“piezo-drive”), which was attached to a mechanical translation stage (coarse control). Both the sphere and the glass plate were exposed to polonium \( \alpha \)-source at least for 30 min to remove static charge. Dry silica gel was added to the chamber to remove any residual humidity. After sealing, the chamber was purged with any desired gas (helium, nitrogen, argon, carbon dioxide, or sulfur hexafluoride). While the piezo-dither was driven with a lock-in amplifier (SRS830, Stanford Research Systems), the cantilever deflection was monitored with a laser (681 nm, Schäfer+Kirchhoff GmbH) and a split photodiode (Phresh Photonic), and the phase and amplitude relative to the drive were monitored by the lock-in amplifier. The separation, \( h \), was measured from the change in movement of the piezo-drive and the deflection of the cantilever. The zero of separation was determined from the sudden and linear change in deflection that occurs when the sphere touches the plate.\(^{34}\) The \( R \) and \( \theta \) outputs from the lock-in amplifier were recorded with an A/D card (PCI-6110, National Instruments) connected to a computer. The range of the piezo-drive was 2 \( \mu m \) over a period of 100 s. \( R \), \( \theta \), and raw cantilever deflection data were recorded at 1 kHz frequency with a 10 ms time constant. Typical values are \( R = 4 \) nm and \( A = 0.05 \) nm. These data were averaged by 100 to reduce the data size. The detailed discussion regarding determining \( h \) data processing is found in ref 11. \( k \) was obtained from the Hutter method.\(^{35}\)

Each “experiment” used a different sphere–plate set. For each experiment, damping was measured on 3–5 different gases. For each gas, about five different damping-separation “runs” were measured to reduce measurement error. The temperature of the apparatus was maintained in the range 22–26 °C and measured with an uncertainty of ±0.8 °C (AMPROBE TH-3). Both the viscosity and the mean free path of a gas depend on the temperature, so in the analysis of each run, we adjusted the values shown in Table 1 to the temperature measurement using the ideal gas approximations, \( \eta \propto T^{1/2} \) and \( \lambda \propto T^{3/2} \), where \( T \) is the temperature in K.

In our analysis, we attribute all the distance dependence of the damping of the AFM probe to the sphere and ignore the distance dependence of the contributions from the cantilever. We examined this assumption by measuring the damping on a cantilever (without sphere attached) as a function of separation. When the cantilever was separated from the plate by distances greater than one sphere diameter, we found by experiment that the variation in damping with distance was insignificant.

Results

Damping Coefficient Depends on the Gas Species. The measured damping coefficient for the lubrication force, \( D_{\text{ lub}}(h) \), in the sphere–plate geometry is shown in Figure 2 for both \( N_2 \) and He gases at 1.0 atm for a single run in one experiment. \( D_{\text{ lub}}(h) \) was obtained using eq 5. The first conclusion of this paper is that the damping coefficient depends on the gas species for these OTS-coated surfaces.

Damping Coefficient Is Well-Described by the Vinogradova Equation. As described in the Introduction, Vinogradova derived the expected functional form of this damping coefficient \( \alpha \) (eq 4). Figure 2 shows the best fit of eq 4 in the range \( \lambda < h < 1700 \) nm to the measured data when the slip length is a fitted parameter. The upper limit of \( h \) was chosen because of (a) the need to maintain \( h \ll r \) and (b) the increasing error of subtracting \( D_{\infty} \) at larger separation, and the lower limit was chosen to keep \( Kn < 1 \). The quality of the fit is good, as assessed by the residual plot for He in Figure 3. For He, the fit is good even to \( h = \lambda/2 = 100 \) nm. It is interesting that the fit of the continuum model is still good in the transition regime, all the way to \( Kn \sim 1 \). We find a similar result for the other gases: departures from the continuum (Vinogradova) theory start to occur in the range \( Kn > 0.5 \). The
quality of the fit suggests that Vinogradova theory applies and that the data can be used to obtain the slip length.

**Accommodation Coefficient Depends on the Gas Species.** Values of $\sigma$ for each gas were obtained from fits of $D_{\text{lub}}(\text{measured})$ to $D_{\text{lub}}(\text{theoretical})$. An expression for $D_{\text{lub}}(\text{theoretical})$ as a function of $\sigma$ was obtained by substituting eq 3 into eq 4. As stated in the Introduction, several authors have derived different versions of eq 3 with slightly different dependences on $\sigma$. These alter the exact values of $\sigma$, but not the trend. However, a different dependence on $\lambda$ could, in principle, alter the trend. In this work, we performed four experiments, each with a different sphere−plate combination. For each experiment, we performed several (∼5) $R$−$\theta$−$h$ runs. For each run, we obtained a fitted value of $\sigma$. We also separately fitted $b$ from equation eq 4. We then averaged $\sigma$ values to obtain $\sigma$ for that experiment and likewise averaged $b$ for each run to obtain $b$ for the experiment. The reason for not simply fitting $b$ and then obtaining $\sigma$ from the average $b$ is that $\sigma$ and $b$ are not linearly related. The average values of $\sigma$ and $b$ for each gas are shown in Table 2 and plotted as closed circles in Figure 4. Because changes in the value of $R$ dominate changes in $D_{\text{lub}}$, and the two are inversely proportional, we also investigated using minimizing the residuals on $1/D_{\text{lub}}$ but the differences in fitting parameters were small. The errors shown in Table 2 are standard errors calculated from the distribution of results from different experiments and do not include uncertainty in the mean free path, viscosity, or error associated with the use of eq 3.

The data in Figure 4 show a systematic trend in the accommodation coefficient: it decreases with increasing molar mass. In contrast, the slip length does not show an obvious trend with molar mass. For example, CO$_2$ and Ar have about the same molar mass, yet the measured slip lengths were 375 and 600 nm, respectively, for the conditions measured here.
A preliminary study of the effect of surface roughness on the accommodation coefficient was performed by measurement of the damping coefficient on a single sample set that was rougher (0.48 nm) than those described above (in the range 0.22–0.25 nm). The results for the rougher sample, shown by the open circles in Figure 4, suggest that (a) rougher samples produce a higher accommodation coefficient for each gas and (b) the overall trend of smaller accommodation coefficients and the slip length were each obtained from a separate fit to the same $D_{\text{eff}}$ data.

The significance of differences in the measured values of $\sigma$ was assessed using a $t$-test, and the results are shown in Table 3. The results show that there is a high likelihood ($p < 0.05$) that the accommodation coefficients of the various gases are different, with the exception of Ar and CO$_2$.

Table 2. Tangential Momentum Accommodation Coefficient and Slip Length$^a$

<table>
<thead>
<tr>
<th>molar mass (g/mol)</th>
<th>av</th>
<th>95% conf</th>
<th>$b$ (nm)</th>
<th>av</th>
<th>95% conf</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>4</td>
<td>0.38</td>
<td>0.1</td>
<td>840</td>
<td>230</td>
</tr>
<tr>
<td>N$_2$</td>
<td>28</td>
<td>0.25</td>
<td>0.015</td>
<td>490</td>
<td>40</td>
</tr>
<tr>
<td>Ar</td>
<td>40</td>
<td>0.21</td>
<td>0.05</td>
<td>600</td>
<td>20</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>44</td>
<td>0.203</td>
<td>0.003</td>
<td>375</td>
<td>80</td>
</tr>
<tr>
<td>SF$_6$</td>
<td>146</td>
<td>0.142</td>
<td>0.03</td>
<td>325</td>
<td>40</td>
</tr>
</tbody>
</table>

$^a$av = average value 95%; conf = critical value of $t$-distribution $\times$ standard error. Note: the accommodation coefficients and the slip length were each obtained from a separate fit to the same $D_{\text{eff}}$ data.

![Figure 4](image-url) Relationship between TMAC and molar mass of colliding gas molecules on OTS-coated surfaces at 1.0 atm and 298 K. TMAC was obtained from the best fit of $\sigma$ to eqs 3 and 4. Closed circles represent the result from four different sets of a glass sphere and plate. The standard errors are shown in Table 2. Open circles are for a single experiment using a plate with greater rms roughness.

Figure 4 shows a model where we now consider two spheres of equal radius where the incident sphere collides with an incident angle, $\phi$, relative to the overall plane of the surface of the solid. We define the collision angle, $\theta'_1$, as the angle between the incident velocity and the line between the centers of the spheres in contact. After the collision mass 1 moves at an angle $\theta''_1$, relative to the surface plane and mass 2 moves at an angle $\theta''_2$.

### Accommodation Coefficient Depends on the Surface Roughness

A preliminary study of the effect of the surface roughness on the accommodation coefficient was performed by measurement of the damping coefficient on a single sample set that was rougher (0.48 nm) than those described above (in the range 0.22–0.25 nm). The results for the rougher sample, shown by the open circles in Figure 4, suggest that (a) rougher samples produce a higher accommodation coefficient for each gas and (b) the overall trend of smaller accommodation coefficients and the slip length were each obtained from a separate fit to the same $D_{\text{eff}}$ data.

## DISCUSSION

### Relationship between Accommodation Coefficient and Molar Mass

The accommodation coefficient is a parameter that accounts for the average conservation of gas tangential momentum during collisions with the solid and therefore depends on all the details of the collision between the gas and solid, including the masses and forces acting on all the atoms in both the gas and solid, and the modes in which energy can be dissipated or transferred. In this paper we have a limited set of data for one type of solid at a single pressure and temperature, but we do observe a simple trend in the data: the accommodation coefficient decreases with molar mass. One possible reason for this trend is that molar mass is in some way a proxy for size. Smaller molecules are able to respond to a smaller scale of roughness. If such a length scale existed on the surface, it would be additional roughness for the smaller molecules, which would lead to greater accommodation. The comparison between Ar and CO$_2$, which have very similar accommodation coefficients and masses, yet very different sizes, provides some limited argument against this hypothesis.

In this discussion, we examine a simple reason why the accommodation coefficient might depend on mass and ignore for now the complexities of the transfer of energy into various modes by considering the collision between two structureless spheres. The rationale behind a sphere–sphere model is that the solid is coated with OTS molecules. Our coarse model is that the omega (terminal) part of the OTS molecule is a sphere that can move. Clearly, an OTS molecule has internal structure, and the movement of the omega portion is restricted by intermolecular interactions and binding to the solid. This is simply a first-order model to examine the effect of the adsorbed molecule on the collision with the gas.

For simplicity, we start by considering a one-dimensional collision between a moving object of mass $m_1$ (modeling our gas) and an initially stationary object $m_2$ (part of our solid) that conserves both total kinetic energy and total momentum. The velocity of object 1 after the after collision, $v_1$, is

$$v_1 = \left( \frac{m_2 - m_1}{m_1 + m_2} \right) v_1$$

where $v_1$ is the velocity before the collision. From this equation, we see that if $m_2$ is the same order as $m_1$, then $v_1(m_1)$ is a monotonically increasing function with a limit of $v_1$ when $m_1 \gg m_2$: the greater the initial mass on the gas molecule, the larger the fraction of velocity and thus momentum is retained. This is equivalent to a lower accommodation coefficient with greater mass, as observed in our experiments.

Of course, this is a highly simplified picture. The easiest part to remedy is to consider a two-dimensional collision, which is a much more realistic picture of the collision that we are examining; yet we see below that the outcome is much the same. Figure 5 shows a model where we now consider two spheres of equal radius where the incident sphere collides with an incident angle, $\phi$, relative to the overall plane of the surface of the solid. We define the collision angle, $\theta'_1$, as the angle between the incident velocity and the line between the centers of the spheres in contact. After the collision mass 1 moves at an angle $\theta''_1$, relative to the surface plane and mass 2 moves at an angle $\theta''_2$.

Note that $v_1$, $v_2$, and $v_3$ are all scalars representing the magnitude of velocity vectors. In this model, we assume or designate $m_1$, $m_2$, $v_2$, and $\theta''_1$ are known. Therefore, we are left with three unknowns: $v_1$, $\theta'_1$, and $v_3$. To
simplify this problem, we rotate our reference line by \(-\phi\) so that the incident velocity lies collinear with the reference line. This leaves three unknowns: \(v_1\), \(\theta_1\), and \(v_2\). Though the reference frame is rotated, all parameters are the same except for angles. \(\theta_1\) and \(\theta_2\) are angles after rotation, \(\theta_1\) is equal to \(\theta_\text{C}\) in this case. The problem then looks similar to the one-dimensional case, except that the collision can be offset, and the final velocities can have different directions.

Three quantities are conserved in the collision: kinetic energy, eq 7, tangential momentum, eq 8, and momentum in the normal direction, eq 9:

\[
\frac{1}{2}m_1v_1^2 = \frac{1}{2}m_1v_1^2 + \frac{1}{2}m_2v_2^2 \quad (7)
\]

\[
m_1v_1 \cos \theta_1 + m_2v_2 \cos \theta_2 = 0 \quad (8)
\]

\[
m_1v_1 \sin \theta_1 - m_2v_2 \sin \theta_2 = 0 \quad (9)
\]

Solving eqs 7–9 yields

\[
v_1 = \sqrt{m_1^2 + m_2^2 - 2m_1m_2 \cos 2\theta_\text{C}} \quad (10)
\]

To calculate TMAC, we need the change in momentum of particle 1 in the plane of the solid surface (Figure 5a) so we must transform the angles back: \(\theta'_1 = \theta_1 - \phi\), since the new reference frame has to be rotated by \(\phi\) to return to the previous frame. Therefore, according to the definition of TMAC (eq 2)

\[
\sigma = f(m_1, m_2, \theta_\text{C}, \phi) = 1 - \frac{v_1 \cos(\theta_1 - \phi)}{u_1 \cos \phi} \quad (12)
\]

Figure 6 shows plots of the accommodation coefficient as a function of \(m_1\) using eqs 10–12 for the example of \(\phi = 45^\circ\). We do not know \(m_2\), but for our experiments here, it represents some part of the end of the OTS. Therefore, we plot a range of masses, starting with the mass of the terminal methyl group \((m = 15 \text{ g mol}^{-1})\).

Figure 6a shows the accommodation averaged over \(-90^\circ < \theta_\text{C} < 90^\circ\) range. This range includes all molecules that have an initial velocity from the left in Figure 5a; i.e., we are considering the slight excess of molecules that flow to the right in a flow. This is somewhat unrealistic because it included gas molecules that come from within the solid, which produces many collisions where the incoming gas molecules reverses direction and gives a high accommodation coefficient. To make the model more realistic, in part b we show the results only when the gas molecule is reflected above the solid, \(\theta'_1 > 0\), which occurs when the collisions occurs above the center line of the sphere in Figure 5a. Comparing Figures 5a and 5b, this restriction on the initial angles brings the maximum value of the accommodation coefficient below 0.5. Comparing now the calculation shown in Figure 5b with the data in Figure 4, we see that the 2D model produces the appropriate trend shown in the data.

The important point is that, regardless of whether we consider a one-dimensional or two-dimensional model, the value of the TMAC decreases with the mass of the gas molecule, which is the same trend as observed in the experimental data for the five gases on OTS films and therefore is a possible explanation for the trend. This trend may be useful for predicting the boundary conditions for one gas when the value a different gas is known on the same solid.

Figure 6. TMAC calculated for a simple two-dimensional collision between two spheres shown in Figure 5a. Each line represents a calculation using a different value of \(m_\text{C}\). (a) Average for collisions in the range: \(-90^\circ < \theta_\text{C} < 90^\circ\). (b) Average for collisions in the range: \(0 < \theta_\text{C} < 90^\circ - \phi\).

\[\theta_1 = \tan^{-1}\left(\frac{m_2 \sin 2\theta_\text{C}}{m_1 - m_2 \cos 2\theta_\text{C}}\right)\quad (11)\]
We caution that this relationship between accommodation coefficient and molar mass may not be universal. For example, one expects all rough surfaces to have accommodation coefficients of around one, and therefore one expects no observable trend with molar mass for very rough surfaces. Also, our simple calculation required a light body (e.g., a methyl group) on the surface to absorb the momentum, so it would not apply if there were no such body to accept the momentum.

**Application to Gas Separation.** A separation based on differences in momentum conservation during collisions with walls has been discussed by Arya et al.\(^3\) Unlike conventional chromatography, where the separation depends on differences in adsorption or filtration, where the separation depends on differences in molecular size, such a separation would depend on differences in momentum accommodation and mean free path of two gas species. For such a separation to be effective, the forward progress of the molecule through the separator must be dominated by collisions with the walls rather than with other molecules because collisions between different species equilibrate the forward momentum between different species. Thus, the application requires Knør near or above 1.

Arya et al.\(^3\) used simulation to show that two identical gases can be separated provided that the accommodation coefficients are different and compared the results to continuum theory. They found that continuum theory shows that same trends at Kn ≈ 1 but underestimates the degree of separation by neglecting the attractive intermolecular forces that tend to concentrate gas molecules at the walls.

Having demonstrated here that the measured accommodation coefficient varies by gas species, we are now in a position to estimate the effectiveness of such a separation. We use continuum theory (based on the Navier–Stokes equation (NSE)) similar to that by Arya et al. to calculate the ratio of volumetric flows of the two gases, S, in a cylindrical tube, diameter, \(R_f\):

\[
S = \frac{1 + \frac{4}{Pr_f} \left( \frac{2}{\sigma_f} - 1 \right)}{1 + \frac{4}{Pr_f} \left( \frac{2}{\sigma_i} - 1 \right)}
\]

where subscripts 1 and 2 refer to the different gases, \(P\) is the inlet pressure, and \(P^+\) is a dimensionless pressure defined as \((P_0/P_f - 1)/\ln(P_0/P_L)\). In contrast to Arya’s calculation, we allowed the necessary pressure difference at inlet (\(P_0\)) and outlet (\(P_L\)) to drive flow, which causes variation in the slip length down the tube for constant accommodation coefficient, and ignored differences in viscosity between the gases.

Using eq 13, we consider a sample calculation for the flow of a mixture of \(N_2\) and \(O_2\) at \(Kn \approx 1\). This example examines a separation utilizing \(\sigma\) alone because \(N_2\) and \(O_2\) have very similar \(\lambda\). We consider a single position where there is an equimolar mixture of two gases. From eq 13, the ratio of volumetric flows, \(S \approx 0.96\) (i.e., a 4% difference) when \(P_0 = 1/14\) atm, \(P_L = 1/28\) atm, and \(R_f = 1\) μm. Here we chose a subatmospheric pressure to achieve \(Kn \approx 1\) at the inlet with an easily achieved cylinder size. Alternatively, if atmospheric pressure is required at the inlet, a smaller value of \(R_f \approx 70\) nm would be required to achieve \(Kn \approx 1\). In this calculation, the viscosity and mean free path of the mixed gas were calculated using mean values from two gases, and the accommodation coefficient for \(O_2\) was interpolated based on its molar mass. The ratio of the flows is relatively insensitive to \(R_f \approx 1\) μm, so it is not necessary to use a pore with dimensions similar to the size of the molecule, but only on the order of the mean free path. Obviously, much larger differences in flow rate are expected to occur for pairs of gases that have greater differences in TMAC and \(\lambda\) (e.g., He/\(SF_6\)). Thus, differences in accommodation coefficients alone should be able to separate gases on OTS-coated surfaces and perhaps on other surfaces.

**CONCLUSION**

For a series of five different gases—\(He, N_2, Ar, CO_2\), and \(SF_6\)—the tangential momentum accommodation coefficient on OTS-coated glass surfaces was found to depend on the gas species, and in particular, the accommodation coefficient decreased as the molar mass increased. This trend can be explained using a simple physical model of the collision between two molecules: an incoming molecule to model the gas and an initially stationary molecule to model part of the monolayer adsorbed on the solid. In this simple model, heavier incoming molecules conserve more average tangential momentum than do lighter molecules, consistent with our observations. Accommodation coefficients are specific for particular surface conditions, and it is possible that the relationship to molar mass may depend on the particular surface.

The accommodation coefficients could be used to determine the flow boundary conditions for these surfaces in other geometries. In addition, the method used here could be used to determine the accommodation coefficient for other combinations of gases and solids and thus to determine the flows for these solids in a variety of geometries.
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Chapter 6.  In situ Control of Boundary Condition with Temperature

I would say the works present in this chapter and the next are the paramount of my research. Unlike my previous work presented so far, and other work from other researchers, I found a way to control boundary condition \textit{in situ}. TMAC is usually determined by the system: the condition of solid surface, composition and species of fluid molecules, temperature and pressure, and so forth. Even though everything is set, boundary condition can be controlled from external stimuli. This concept can possibly be used for fluid control.

The following articles is reproduced from the article by D. Seo and W.A. Ducker. (\textit{In Situ} Control of Gas Flow by Modification of Gas-Solid Interactions. \textit{Phys Rev Lett} \textbf{2013}, \textit{111}, 174502) Copyright 2013 APS.
In Situ Control of Gas Flow by Modification of Gas-Solid Interactions

Dongjin Seo and William A. Ducker*

Department of Chemical Engineering, Virginia Tech, Blacksburg, Virginia 24061, USA
(Received 24 June 2013; published 25 October 2013)

The boundary condition for gas flow at the solid-gas interface can be altered by in situ control of the state of a thin film adsorbed to the solid. A monolayer of octadecyltrichlorosilane (OTS) reversibly undergoes a meltinglike transition. When the temperature of an OTS-coated particle and plate is moved through the range of OTS “melting” temperatures, there is a change in the lubrication force between the particle and plate in 1 atm of nitrogen gas. This change is interpreted in terms of a change in the flow of gas mediated by the slip length and tangential momentum accommodation coefficient (TMAC). There is a minimum in slip length (290 nm) at 18 °C, which corresponds to a maximum in TMAC (0.44). The slip length increases to 590 nm at 40 °C which corresponds to a TMAC of 0.25. We attribute the decrease in TMAC with increasing temperature to a decrease in roughness of the monolayer on melting, which allows a higher fraction of specular gas reflections, thereby conserving tangential gas momentum. The importance of this work is that it demonstrates the ability to control gas flow simply by altering the interface for fixed geometry and gas properties.

DOI: 10.1103/PhysRevLett.111.174502

Gas flows are usually calculated from the known geometry of the container, the properties of the gas, and the known or assumed boundary conditions. If the boundary condition becomes a variable that could be user controlled, then it is possible to alter gas flow in applications such as flow control in small radius tubes or perhaps flight control for very small objects, for a constant geometry and gas conditions. In this Letter we demonstrate in situ reversible control of gas flow in a narrow channel by changing the state of a film adsorbed to a solid surface. Our demonstration uses a chemically adsorbed monolayer of octadecyltrichlorosilane (OTS) on smooth glass. The hydrocarbon octadecane melts at about 28 °C [1]. OTS is similar to octadecane but can be covalently tethered to silica. When tethered, it undergoes a transition akin to melting whereby there is an increase in the ratio of gauche:trans conformations over a temperature range of 0–100 °C [2–4]. By “melting” an OTS film, we aim to change the conservation of gas tangential momentum when gas molecules collide with the surface, and therefore to alter the flow of gas. The importance of the conformational change is that the high temperature “liquid” form is expected to be smoother, thereby promoting specular reflection. The high temperature form may also be less stiff, which would decrease the fraction of momentum conserved by the gas.

Temperature-induced melting is a rather clumsy method of control, but we believe that this is the first demonstration of stimulus-response surface controlled flow, and shows the route for more elegant systems such as electrical field- or light-activated flow control.

For macroscopic systems, it is usually accurate to assume the no-slip boundary condition at the gas-solid interface. This assumption has diminishing accuracy at high Knudsen number, Kn = λ/l, where λ is mean free path, and l is characteristic length of the system, i.e., at low pressure or for thin gas films. Applications at atmospheric pressure include micro-electro-mechanical systems and nano-electro-mechanical systems [5], as well as lab-on-a-chip systems. Kn in the range of 0.1–0.001 is usually described as the slip-flow regime [6–8], where partial slip occurs. The magnitude of partial slip b was described by Maxwell in terms of a tangential momentum accommodation coefficient (TMAC), σ [9]:

$$b = \lambda \left( \frac{2}{\sigma} - \sigma \right)$$  

(1)

If a surface accommodates all the tangential momentum from a colliding gas molecule then σ = 1, giving the minimum slip length of b = λ. If all the gas tangential momentum is conserved, then σ = 0, and b = ∞. Since Maxwell, many refinements of Eq. (1) have been suggested [5,10]; it is important to note that in this Letter, these refinements will affect our measured values of σ, but not our conclusions [11].

Recent work has shown that gas flows can be measured using atomic force microscopy (AFM) [12] colloid probe measurements [13,14]. Laurent et al. [15] used lubrication measurements to show a dramatic increase in fitted slip length at low pressure, as expected from Eq. (1). Using similar AFM measurements, Lissandrello et al. [16] examined damping over a range of low pressures, and developed a scaling function to describe damping in terms of mean free path, radius, separation, and the viscous boundary layer thickness. Honig et al. [17] showed that adding a molecularly thin film of silane to glass caused a decrease in σ. Seo et al. [18] showed that the formation of water films on a glass solid alters σ at 1 atm of N₂. For example, the TMAC on equilibrium water films at 10% relative

PACS numbers: 47.85.mf, 34.35.+a, 47.45.–n, 47.45.Gx
humidity (RH) are greater than at 0% humidity, and the TMAC is lower at 88% RH. These two demonstrations of altering the TMAC by addition of a film suggest the possibility of altering the TMAC in situ by manipulating the properties of a film. This is the objective of the current work. Accommodation coefficients for various gases have also been determined by measuring the gas flow and pressure difference along microchannels. These measurements often find accommodation coefficients of about 0.85 on silicalike materials [19,20] which is greater than the values reported in this Letter. The difference is that the solids considered here are much smoother and the humidity is kept at 0% RH.

The flow of gas in thin films was determined by the indirect method of measuring the lubrication force between a glass sphere (radius, \( r \sim 15 \mu m \)) and a flat glass plate, using the AFM colloid probe technique [18]. In short, both the sphere and the plate were cleaned in oxygen plasma, then sonicated in toluene to remove any impurities. The sphere and the plate were cleaned in oxygen plasma, using the AFM colloid probe technique [18]. In short, both the sphere and the plate were cleaned in oxygen plasma, then sonicated in toluene to remove any impurities. The sphere and the plate were cleaned in oxygen plasma, using the AFM colloid probe technique [18]. In short, both the sphere and the plate were cleaned in oxygen plasma, then sonicated in toluene to remove any impurities. The sphere and the plate were cleaned in oxygen plasma, using the AFM colloid probe technique [18]. In short, both the sphere and the plate were cleaned in oxygen plasma, then sonicated in toluene to remove any impurities. The sphere and the plate were cleaned in oxygen plasma, using the AFM colloid probe technique [18].

The clamped end of the cantilever was driven with an amplitude \( A \) (about 0.05 nm) at the resonant frequency (about 6 kHz), while the deflection of cantilever \( z \) the amplitude of deflection \( R \), and the phase of the cantilever deflection relative to the drive \( \theta \) were measured using a lock-in amplifier while the plate was driven toward the cantilever. The damping coefficient \( D \) was obtained from \( R \) and \( \theta \) as a function of separation, assuming the cantilever executes simple harmonic motion, modeled as

\[
m \ddot{z} + D(s) \dot{z} + [k - F'(s) \cos(\omega t), \quad (2)
\]

where \( k \) is the spring constant, \( m \) is the mass, \( \omega \) is the drive frequency, \( F' \) is the stiffness of any material in parallel with the spring, and \( s \) is the separation between the sphere and plate. We measure the resonant frequency at infinite separation, \( \omega_0(\infty) \), and then drive the cantilever at this frequency at all separations. For a cantilever driven at \( \omega_0(\infty) \), the damping is given by [22]

\[
D(s) = -k \frac{A}{\omega_0(\infty)} \frac{R(s)}{R(\infty)} \sin(\theta(s)). \quad (3)
\]

The slip length was determined from \( D(s) \) using [23],

\[
D_{hub}(s) = \frac{6 \pi \eta r^2}{s} f'(s, b), \quad (4)
\]

where \( D_{hub}(s) = D(s) - D(\infty) \), \( \eta \) is dynamic viscosity of the nitrogen gas, \( r \) is the radius of the sphere, and \( b \) is the slip length (assumed identical on both surfaces). \( f' \) is an algebraic expression derived by Vinogradova [23] and written in the form used here in Ref. [18]. The dynamic viscosity is a function of temperature (varying by about 10% at 1 atm in the range 9–42 °C for \( N_2 \)) and was adjusted accordingly.

The key result of our work is that the accommodation coefficient is a function of the temperature for a single film, as shown in Fig. 1, and thus the accommodation coefficient and slip flow boundary condition can be altered by changing the temperature. Therefore, in situ modification of the flow boundary condition is possible, leading to control of flow for a constant geometry and gas type. Since \( \lambda \) is an input in the calculation of \( \sigma \), we accounted for the linear increase in \( \lambda \) with temperature according to the kinetic theory of gases [24].

![FIG. 1](color online). Measured TMAC and slip length of 1 atm nitrogen gas on OTS-coated glass. Different symbols represent different sphere-plate pairs prepared by the same method (set 1: diamonds, set 2: circles, set 3: triangles). The slip length data in the bottom pane were used to calculate the accommodation coefficients for the same sphere-plate pair in the top pane. + and \( \times \) symbols show the TMAC for two sets of bare glass surfaces.
In detail, there is a maximum in TMAC of \( \approx 0.44 \) at 18 °C. TMAC decreases to 0.25 at 42 °C, and \( \approx 0.3 \) at 9 °C. There is a systematic relative uncertainty of about 3% in all fitted slip lengths that arises from error in the radius and spring constant. This propagates into an uncertainty of about 3% in the TMAC. There is an additional relative uncertainty of 3% in each separate measurement of slip length, which propagates into \( \approx 3\% \) in the TMAC. For each sample, we repeated measurements at the same temperature (see Fig. 1) and the average variability in repeat measurements was about \( \pm 11 \) nm, or 0.01 in TMAC, which is much smaller than the overall temperature-induced decrease in TMAC of about 0.2. Note that the adjustments for the variation in viscosity and \( \lambda \) with temperature are much smaller than the effects in Fig. 1. Changes in TMAC for bare glass surfaces (no film) over the same temperature range were very slight, as shown in the top part of Fig. 1.

Figure 1 shows results from three sphere-plate pairs. There is a significant variation from pair to pair, but all pairs show the same overall trend with a maximum in the TMAC at about 18 °C. This variation in TMAC is mainly attributed to slight variation in sample preparation. Note also that very similar results are obtained when measuring the TMAC at the same temperature twice, but with several different temperatures in between; i.e., the TMAC can be changed reversibly on the same film.

We now examine hypotheses to explain the measured variation in TMAC. The first hypothesis is that the OTS film becomes less rough with increased temperature, and this causes a smaller fraction of gas molecules to experience a change in the tangential component of velocity after colliding with the solid. This loss of roughness may be due to loss of crystalline patches of OTS chains during melting. To test this hypothesis, we have measured the roughness of two OTS films as a function of temperature using AFM tapping mode (MFP-3D, Asylum Research; ORC-8 Cantilever A, Bruker), a peltier device to alter the temperature and a glove bag purged with dry air to control the humidity. Fig. 2 shows the measured root mean squared (rms) roughness of two OTS-coated glass plates, measured over an area of \( (10 \mu m)^2 \), which enables us to measure roughness on a lateral scale of about 40 nm. We make two observations. First, the rms roughness is of the same order as a nitrogen molecule radius, \( \approx 250 \) pm [24], so the roughness has been changed on a scale that is likely to affect molecular collisions. Second, both plates show a monotonic decrease in rms roughness from about 800 to 50 pm in the temperature range 16 to 41 °C, which is consistent with earlier observations of a more liquidlike conformation distribution at higher temperature. Thus the measured decrease in accommodation coefficient at temperatures above 18 °C is correlated with a decrease in roughness.

The measured decrease in roughness does not explain the decrease in TMAC that occurs below 18 °C. Our hypothesis is that the film stiffness experienced by the nitrogen molecule also decreases with increasing temperature when the chains melt. The decrease in film stiffness leads to an increase in the accommodation coefficient. We cannot examine the stiffness on the scale of a nitrogen molecule, but we can examine the overall stiffness on the scale of the sphere, which should depend on the local stiffness.

The stiffness of the film was determined by measuring the amplitude and phase of the cantilever driven at \( \omega_0(\infty) \) after the sphere makes contact with the solid. In the simple harmonic oscillator model, any spring in parallel to the cantilever has a force gradient (stiffness) given by [22]

$$ F'(s) = -\frac{kA}{R(s)} \cos \theta(s). \quad (5) $$

We are interested in the stiffness of the film, which we determined from \( R \) and \( \theta \) immediately after initial contact of the plate. This contact can be identified by a sudden jump in the deflection signal followed by a steep repulsion. Our interest lies in the region \(-0.5\) to 0 nm, where the film is gently compressed. The low load limit is of interest because the film is lightly loaded during the lubrication experiment. The data are noisy, but there is a trend to a stiffer film at lower temperature [Fig. 3(b)], and, in particular, an increase in stiffness between 19 and 12 °C. Thus, the small decrease in accommodation coefficient (increased conservation of gas momentum in the tangential direction) when the temperature drops from 19 and 12 °C correlates with an increase in stiffness of the film.

So far we have elucidated two trends for the OTS film as a function of temperature: the film becomes less rough and less stiff as temperature increases. We expect these two properties of the film have opposite effects on TMAC, which could lead to a maximum. The question now is why they should each control the TMAC in different regimes. Our simple idea is that increases in roughness only affect TMAC up to a certain magnitude of roughness. First, we point out that our AFM cannot be cooled, so only have roughness data at temperatures greater than 16–18 °C, and
it is not clear that the film is increasing in roughness below 18 °C. Also, once the film is fully crystallized, there is no clear mechanism for further roughening. Even if the film were to become rougher, it is not clear that this would continue to affect TMAC indefinitely because we expect roughness on a scale much greater than the nitrogen molecule radius (~250 pm) to have a diminishing effect. From Fig. 2 we see that the film roughness has grown to three molecular radii at 18 °C, and there may be no further effect of roughness at that point.

Our final question is on the magnitude of flow changes that can occur by changing the flow boundary condition. We calculated the volume rate of flow \( \dot{V} \) through a cylindrical tube with the assumptions of the Hagen-Poiseuille equation, except that partial slip is allowed. This example illustrates flow through a pore in a membrane. Ignoring the pressure dependence of the slip length via the mean free path [Eq. (1)]:

\[
\dot{V}(b) = \frac{\pi(P_0 - P_L)R_T^4}{8\mu L} \left(1 + \frac{4b}{R_T}\right).
\]

where \( b_1 \) and \( b_2 \) represent the slip lengths on two different surfaces. For example, assuming \( b_1 \) has the same slip length as OTS at 40 °C (600 nm) and \( b_2 \) has the same slip length as OTS at 18 °C (290 nm), and a tube radius of 1000 nm, the volumetric flow increases by about 50%. If we account for the variation in \( b \) as a function of pressure along the tube, and the TMAC is assumed independent of pressure, the flow increases by about 45%. Thus the changes in slip length observed in this Letter will cause significant changes in flow through a microscopic cylinder.

In summary, we conclude from this work that the slip length at the solid-gas interface can be altered in situ when a responsive surface film is added to a glass solid. In this case, we cause the response for N\(_2\) at 1 atm by changing the temperature. After accounting for the small effect of temperature on the mean free path, we also show that the tangential momentum accommodation coefficient can be altered in situ by changing the temperature. We attribute the main changes in accommodation coefficient to changes in surface roughness that are produced in the film by temperature changes. The properties of surface films can also be changed by other stimuli, so changes in tangential accommodation and concomitant flow rates should also be affected by a variety of stimuli such as light or electric fields. The magnitudes of changes in flow are significant for channels with dimensions on the order of 1 \( \mu \)m in size.

The importance of this work is that it demonstrates the ability to control gas flow even for fixed geometry and gas properties. It is the first demonstration of a physical principal that could be used for applications such as controlling the flight of miniature or very high altitude aircraft simply by altering the resistance on selected parts of the aircraft, or for throttling the flow through a microfluidic device without the use of any moving parts.
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[11] For nitrogen gas at 1 atm and the slip length in the range 300–1000 nm, the TMAC calculated using Maxwell’s equation is systematically about 5% greater than when calculated using Lilley and Sader’s equation.
[21] Between 33 °C and 41 °C, and between 17 °C and 11 °C the pressure was not equilibrated with the atmosphere, so the pressure will be about 2.5% greater at 41 °C and 2.7% lower than 1 atm due to the increase or decrease in temperature. This change in pressure due to heating or cooling at constant volume does not change the mean free path.
[24] P. W. Atkins, Physical Chemistry (Oxford University Press, Oxford, 1994), estimated from the van der Waals constant in Table 1.5.
Chapter 7. In situ Control of Boundary Condition with Electric Field

Though the method of controlling boundary condition is presented in the previous chapter, manipulating temperature of whole system is still inconvenient. Thus, I propose using electric field at low potential difference in the order of several volt or lower to control boundary condition. It was done by manipulating the surface molecules which respond to electric field. This idea can further be used to the concept of micro- and nano-machining.

In the previous chapter as well as in this chapter, I claimed the roughness controls TMAC. I made this claim more affirmative by presenting a mathematical explanation.

Control of Gas Flow in Narrow Channels Using an Electric Field To Modify the Flow Boundary Condition

Dongjin Seo and William A. Ducker*

Department of Chemical Engineering, Virginia Tech, Blacksburg, Virginia 24061, United States

ABSTRACT: We demonstrate that the resistance to the flow of gas in a narrow channel can be controlled in situ by using an electric field to modify a thin organic surface film. The flow was determined indirectly by measurement of the lubrication forces between a glass sphere and a gold-coated plate. The plate was coated with a self-assembled monolayer of ω-COOH thiol. Application of the field to the ω-COOH plate caused a large decrease in lubrication force whereas application of the field to a ω-CH₃ plate did not. The lubrication force reverts back to the no-field value when the field is removed. We show that the field causes a larger decrease in the roughness of the ω-COOH plate compared to the ω-CH₃ plate. The observed correlation between a decrease in lubrication force and roughness suggests that the mechanism for increasing the flow is decreasing the surface roughness: the roughness affects the tangential momentum accommodation coefficient, which in turn affects the boundary condition for gas flow at the solid. The proposed mechanism for the change in roughness is that the field applies a torque to the dipole on the ω-COOH group, causing a change in average tilt, which decreases the roughness. This research demonstrates a simple alternative method to mechanical valves in microscopic devices: gas flow is controlled in situ by molecular scale changes to the wall.

INTRODUCTION

The volumetric flow rate of a simple Newtonian fluid in a tube depends not only on the pressure drop between the ends of the tube, the fluid viscosity, the cross section, and length of the tube but also on the boundary condition at the fluid—solid interface. For everyday macroscopic systems, experience tells us that the boundary condition is fixed for a particular combination of phases: there is no-slip at the fluid—solid interface. Thus, the available methods of reducing the flow are to reduce the pressure difference or to diminish the cross section of the tube (e.g., close a mechanical valve). However, when the characteristic length scale of the system is similar to the mean free path of the fluid, λ, the boundary condition is material-dependent. Such a flow can be controlled, in principle, by changing the boundary condition. Boundary-mediated control of flow was recently demonstrated by altering the temperature of an adsorbed monolayer,¹ but we expect such control to have limited application because the temperature is often set for another reason or difficult to change. The objective of this paper is to describe a realization of boundary-mediated flow control using an electric field. Electric fields are a much more practical means of controlling gas flows than temperature because of (a) facile integration into electronic control systems, (b) relatively rapid switching, and (c) the ability to pattern electrodes.

The Knudsen number is a useful parameter for determining when boundary conditions are important for flow. The Knudsen number is the ratio of the mean free path of fluid, λ, to the characteristic dimension of system, L:

\[ Kn = \frac{\lambda}{L} \]  

When Kn is smaller than about 0.001, the details of the collision between the gas molecule and the solid affect such a small portion of the flow that assumption of no slip boundary condition is usually sufficiently accurate to calculate the flow. For 0.001 < Kn < 0.1, also known as the slip flow regime, the boundary condition can be modeled using a partial slip boundary condition.² In practice, the equations for flow are similar to the continuum equations but with an extra parameter, the slip length, to describe the interaction of the gas with the solid. A positive slip length increases the effective cross section of a tube. For larger values of Kn, the continuum picture fails and the molecular nature of the gas must be considered when calculating the flow.

The microscopic explanation for changes in the boundary condition is that the slip length depends on the fraction of tangential momentum conserved in a gas—solid collisions. If all the tangential momentum is conserved, then the full-slip boundary condition applies. As a greater fraction of tangential momentum is lost, the slip length decreases. This concept is parametrized by the tangential momentum accommodation coefficient (TMAC), \( \sigma_t \),

\[ \sigma_t = \frac{\text{change in tangential momentum}}{\text{initial tangential momentum}} \]  

where \( \sigma = 1 \) represents zero average tangential momentum after the collision and \( \sigma = 0 \) represents conservation of tangential momentum. In general, the tangential momentum is difficult to...
calculate and can in principle be affected by the roughness of the surface, the elasticity of collisions, and the relative masses, bonding, and arrangement of the atoms. Accommodation coefficients have been measured by a variety of researchers (e.g., refs 5–10), and theoretical aspects are described in two reviews.2,3

The mean free path of nitrogen at 1 atm is about 70 nm, so at 1 atm interactions with the solid walls start to affect the flow when the flow dimensions are smaller than about 70 μm. Thus, boundary-mediated control of flow can be implemented, in principle, for small devices such on lab-on-a-chip, microelectromechanical (MEMS), and nanoelectromechanical systems (NEMS).2 The mean free path is inversely proportional to the pressure (at constant temperature) so boundary-mediated flow control can also be implemented, in principle, for macroscopic applications at low pressures, such as the reentry of spacecraft or flight in the Martian atmosphere. For example, the Knudsen number is 0.001 for a 0.7 m flow in 10−4 atm of N2.

Here we describe flow boundary control using an electric field. Many previous applications of electrically responsive materials have been described, for example, electronic displays,11 and drug delivery.12,13 To implement flow boundary control, we begin with a smooth solid where the slip length is sensitive to the film structure. In contrast, a rough solid will give the minimum slip, and the small modification caused by the field may have no measurable effect. We then attach a self-assembled monolayer of 16-mercaptohexadecanoic acid to the gold. The ω-COOH group was chosen so that the electric field might apply a significant torque at the unattached dipolar end of the molecule, thereby causing a change in the monolayer properties.

The effect of the surface on the flow is determined indirectly in this work by measuring the damping on a sphere that is in close proximity to a plate.9,14–16 The principles of measurement are described below in the Theory section. In earlier work from our group,1 the boundary condition was controlled through modification of an adsorbed layer of octadecyltrichlorosilane (OTS). The conformation of OTS is a function of temperature: it melts at higher temperature, giving a smoother surface, which decreases the resistance to flow. This was observed as a decrease in damping of the sphere, which can be explained in terms of a greater slip length as described by Vinogradova.17

### EXPERIMENTAL SECTION

**Solid Substrates.** Four different gold surfaces were examined, all of which were prepared from commercial 25 mm by 25 mm gold-coated microscope glass slides (Molecular Engineering Inc.). (1) Clean gold: slides were treated with piranha solution, then rinsed with deionized, charcoal-treated (Millipore) water, and then dried with dry nitrogen. (2) ω-COOH: Clean gold was immersed in 5 mM 16-mercaptotetradecanoic acid (90%, Sigma-Aldrich) in ethanol for 24 h, rinsed with ethanol, and dried with dry nitrogen. (3) ω-CH2: Clean gold was immersed in 5 mM hexadecanethiol (99%, Sigma-Aldrich) for 24 h, rinsed with ethanol, and dried with dry nitrogen. (4) Flattened ω-COOH: The commercial gold slide was pressed against freshly clef mica surface using a homemade screw press made from steel with Viton jaws to maintain uniform pressure. While under pressure, these samples were placed in an oven at over 200 °C for 24 h. After cooling, these samples were treated in the same way as for ω-COOH samples.

The electric field was generated in the plane of the gold though wires attached at opposite edges of the glass slide using electrically conducting glue. A function generator (Wavetek 395) was used to maintain a dc potential across the film. The direction of the electric field is perpendicular to the long axis of the cantilever unless stated otherwise.

A soda lime glass sphere (nominal radius, r = 15 μm) (Duke Standard Cat. No. 9030, Thermo Scientific) was attached to an AFM cantilever (ORC-8 D, Bruker Co. 200 μm × 20 μm) with epoxy glue that was melted and frozen in place. This same sphere was used for all the different gold surfaces. This cantilever–sphere set was cleaned in an O3 plasma (200 mTorr, 5 min, 100 W).

**Lubrication Measurement.** The overall geometry is shown schematically in Figure 1. The separation between the glass sphere and the gold plate was altered using a piezoelectric crystal stage (P-753 K082, Physik Instrumente) to which the plate was attached. The deflection of the cantilever was measured using the light lever technique22 as described in ref 10, using a laser (681 nm, Schäffer+Kirchhoff GmbH) and a split photodiode (Phresh Photonic), and recorded by an A/D card (PCI-6110, National Instruments) and Igor Pro 6 software (WaveMetrics).

The clamped end of the cantilever was vibrated using a piezoelectric crystal (PL022.31, Physik Instrumente) with

\[
m\ddot{z} + m\gamma\dot{z} + [k - F'(h)]z = kA \cos(\omega t) + C
\]

where \(m\) is the effective mass of the cantilever, \(z\) is the cantilever deflection, \(\gamma\) is the damping coefficient, \(k\) is the spring stiffness, \(F'\) is the gradient of conservative forces, \(A\) is the amplitude, \(\omega\) is the frequency of oscillation at the clamped end of the cantilever, and \(C\) is a constant to account for constant forces. The solution is \(z = R \cos(\omega t + \theta)\), where \(R\) is the amplitude at the free end of the cantilever and \(\theta\) is the phase lag relative to the oscillation at the clamped end. A lock-in amplifier is used to measure \(R\) and \(\theta\) as a function of \(h\), which is then used to determine the damping, \(D\). When the driving frequency is equal to the resonance frequency of the cantilever at infinite separation, \(\omega_0(\infty)\)

\[
D(h) = m\gamma(h) = -\frac{k}{\omega_0(\infty)} \frac{A}{R(h)} \sin(\theta(h))
\]

Details, discussion, and application of this method to measuring damping can be found in previous research.10
amplitude, $A$, and frequency, $\omega_0$, driven by a lock-in amplifier (SRS830, Stanford Research Systems). The lock-in amplifier was also used to measure $R$ and $\theta$. Typical values were $A = 0.1$ nm, $\omega_0 = 6255$ Hz, and $R(\infty) = 9$ nm. The phase angle was set to $-\pi/2$ at the resonant frequency.

The plate and the sphere were exposed to $\alpha$-particles from a polonium 210 source to reduce the magnitude of static charge, and then the apparatus was enclosed in a vacuum chamber with 100 g of dried silica gel and purged with N$_2$ gas. All experiments were performed at 1.0 atm, 25$^\circ$C, and 0% humidity.

### Results

#### Damping Depends on the Applied Field

Equation 4 shows that the damping is proportional to $\sin \theta/R$. For the conditions of these experiments, changes in $\sin \theta/R$ are dominated by $R$, so if the damping is affected by the field, then changes in $R$ should track the voltage applied to the gold plate. Figure 2 shows that when a $\omega$-COOH plate was positioned about 800 nm from the sphere and the cantilever was driven at its resonant frequency, $\omega_0 = 6239$ Hz, $R$ (open circles) increased in response to either a positive or negative applied voltage. This corresponds to a decrease in damping; i.e., we have achieved electronic control of the lubrication damping.

The deflection of cantilever has an arbitrary offset, and drifts with time, even with no voltage applied to the film. When the field is applied to the film, there is a small change in deflection (about 1/40 of the change in deflection to cause about 0.1 nm difference in $R$), showing that there is a very small static (zero frequency) repulsion between the sphere and the plate. The use of the lock-in allows us to measure the damping independent of this static repulsion.

A more precise quantification of the damping was obtained by measuring the damping as a function of separation for several types of plates. All further results are presented as $D_{lab}$ obtained using eq 4.

#### Field Changes the Lubrication Forces by Acting on the Monolayer

First, the effect of the applied field was determined for clean gold plates. Figure 3a shows that the applied voltage has no effect on the lubrication force. (The symbols representing the $D_{lab}$ for each of three different voltages overlay each other.) We also examined the effect of rotating the field direction in the plane of the gold such that the field was parallel to the long axis of the cantilever (Figure 3b). A field parallel to the cantilever also has no measurable effect.

Next, the effect of the field was measured on the $\omega$-COOH plates. Figure 4 shows that the application of a field decreases the lubrication force. Because the field had no effect on lubrication for clean gold surfaces, we conclude that the field-induced decrease in the lubrication force shown in Figure 4 is caused by a change to the self-assembled monolayer. We also conclude that the effect of the field saturates between 1 and 2 V. Finally, we note that the magnitude of reduction in $D_{lab}$ is about 25% at small separations. This reduction was achieved by modifying only one solid–gas interface. One might expect a significantly larger effect if both surfaces were modified.

#### Changes in Lubrication Force Are Correlated with Changes in Surface Roughness

To facilitate comparison of $D_{lab}$ under different applied voltages, we summarize each $D_{lab}(h)$ curve with a single parameter. Ideally, we would like this parameter to have some theoretical meaning, so we experimented with fitting the Vinogradova equation$^{27}$ to our

![Figure 1](image1.png)  
**Figure 1.** Schematic of the measurement showing the geometry of the field, cantilever, and plate.

![Figure 2](image2.png)  
**Figure 2.** Measured $R$ (open circles) and deflection (closed circles) as a function of time while the voltage across the gold-coated plate was altered (right axis). $R$ increases when a positive or negative potential is applied. The mean distance between the sphere and the plate was about 800 nm. $R$ and the deflection are shown on the same scale (left axis), but there is an arbitrary offset on the deflection.

![Figure 3](image3.png)  
**Figure 3.** $D_{lab}$ for clean gold. (a) Effect of positive and negative voltage. (b) Effect of direction of field, perpendicular or parallel to the long axis of the cantilever. (Data for various voltages overlay each other.)
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**Figure 4.** $D_{lab}$ for $\omega$-COOH.
data using the slip length as a free parameter. Although the 0 V curves fit well, the data at 1 V and higher voltages did not. This was inconvenient, but not unexpected, if the slip lengths are a large fraction of the separation or radius of the sphere. So, we parametrized our data using the distance-average value of $D_{\text{lub, average}}$ in the range 20–1500 nm:

$$D_{\text{lub, average}} = \frac{\int D_{\text{lub}}(h) \, dh}{\int dh}$$

(5)

The range of 20–1500 nm was chosen because smaller separations contains significant errors in analysis and data at greater separations have a high signal-to-noise ratio.

The values of $D_{\text{lub, average}}$ as a function of applied voltage for three different $\omega$-COOH plates (Figure 5) show that (a) the lubrication force diminishes when the magnitude of the applied voltage is increased. Also, the effect of a positive voltage is the same as for a negative voltage. This is expected for the radially symmetric flow examined here: whichever way the field points in the plane of the gold, the flow is directly partly with, partly against, and partly orthogonal to the field. Figure 5 also shows the measured rms roughness of each of the $\omega$-COOH plates measured with AFM tapping mode (MFP-3D, Asylum Research; ORC-8 Cantilever A, Bruker Corporation). The image size was 10 $\mu$m by 10 $\mu$m with 1024 $\times$ 1024 pixels such that the smallest pixel has a length of about 10 nm. In all three sets, the trends for $D_{\text{lub, average}}$ and rms roughness are the same, suggesting that the decrease in $D_{\text{lub, average}}$ is caused by the decrease in roughness of the surfaces. The van der Waals radius of nitrogen molecule is 250 pm, so the observed change in roughness of 1 nm has the appropriate magnitude to affect a collision with a nitrogen molecule.

Field-Induced Changes in Lubrication Are Smaller for Smoother Films. If the field were affecting the lubrication force by causing a reduction in surface roughness, then one would expect that there might exist a sufficiently smooth surface at zero applied voltage such that application of a voltage would make no difference to the lubrication force. To test this hypothesis, we created smooth gold surfaces, as described in the Experimental Section. Since we hypothesize that the roughness change is effected through the thiol monolayer, which is about 2 nm in thickness, we created gold films with a roughness of <2 nm. The results of lubrication and roughness measurements on smoothed $\omega$-COOH plates are shown in Figure 6. The changes in roughness and the changes in lubrication force on application of the field are clearly smaller than for the $\omega$-COOH plates that were not smoothed, which is consistent with the idea that changes in roughness are the mechanism for changes in lubrication force: if the films are already sufficiently smooth, the field has little effect.

Field-Induced Changes in Lubrication Are Smaller for an $\omega$-CH$_3$ Monolayer. Our original hypothesis was that alterations to the film could be effected via application of an electrostatic force to the molecules in the self-assembled monolayer. To obtain a large force on the molecules, we fabricated the monolayer from a molecule containing a dipolar $\omega$-group (COOH). To examine the effect of the polarity of the $\omega$-group, measurements were repeated for a $\omega$-CH$_3$ monolayer. Figure 7 shows that the electric field causes little or no change in damping when the gold is coated in the $\omega$-CH$_3$ film. The large change in lubrication for the dipolar $\omega$-COOH film compared to the small change in nonpolar $\omega$-CH$_3$ film is
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Figure 4. $D_{\text{lub}}$ for glass sphere and $\omega$-COOH gold surface. As voltage increases, the lubrication force decreases.
consistent with the hypothesis that the changes in roughness and lubrication forces are caused by the field acting on the thin organic film and probably acting on the $\omega$-COOH group.

**Correlations between $D_{\text{lub,average}}$ and Plate Roughness.**

Without a detailed molecular investigation, it is difficult to determine the exact mechanism of how the field alters the organic monolayer, but all our measurements with different factors separately show that when we diminish the roughness, the lubrication force decreases. To show this trend more clearly, we have plotted in Figure 8 the experimental values of $D_{\text{lub,average}}$ as a function of rms roughness for all experiments.

There is a clear correlation between $D_{\text{lub,average}}$ and roughness, suggesting that rms roughness is an important determinant of the flow boundary condition at the gas–solid interface.

**DISCUSSION**

**Proposed Mechanism for Changes in Lubrication.** Our observations that the electric field has no effect in the absence of the thiol suggests that the mechanism for the field-induced change in lubrication operates via the thiol layer. Furthermore, the diminished effect of the $\omega$-CH$_3$ film compared to the $\omega$-COOH film on the lubrication is consistent with a field applying a torque to the terminus of the monolayer molecules. Considering this evidence, we propose that the field reduces the lubrication force by changing the tilt on the molecules so as to reduce the roughness. The electric field could also be changing the stiffness or elasticity of the surface, but these possibilities will not be considered further in this paper.

Figure 9 is a schematic showing how an increase in tilt angle (relative to the overall surface normal) could diminish the magnitude of surface roughness. The measured change in roughness was about 1 nm, whereas the thickness of the unperturbed film is about 2 nm.$^{23}$ Considering that in the absence of a field, the molecules are already tilted by an angle of $\approx 27^\circ$, reducing the roughness by 1 nm would require a significant change in angle. In the absence of a field, the thiols are arranged in domains with the same tilt angle, but the direction is probably random. It is possible that the smoothening effect could also be due to alignment of the tilt angles in the various domains.

**Length Scales of Roughness That Affect Momentum Change.** In the Results section, we noted that the field induced changes in rms height ($\sim 1$ nm) were on about the same length scale as the radius of a N$_2$ molecule ($\sim 0.25$ nm), but recall that those roughness measurements were obtained with a pixel size of 10 nm, so we were examining roughness on a lateral scale that is much greater than the impinging molecule. Although it is not intuitively obvious that large-scale features should affect the accommodation coefficient, the Appendix shows that it does for the example of a sawtooth surface. An intuitive understanding
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*Figure 6. $D_{\text{lub,average}}$ and rms roughness as a function of applied voltage for flattened gold films coated in a $\omega$-COOH monolayer displayed on the same scale as the data for rougher surfaces shown in Figure 5. The changes in $D_{\text{lub,average}}$ and rms roughness are much smaller for the flattened gold. (a) and (b) show results from two different flattened gold films.*
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*Figure 7. $D_{\text{lub,average}}$ as a function of voltage for $\omega$-CH$_3$ films. The variation in $D_{\text{lub,average}}$ is much smaller than for the $\omega$-COOH films shown in Figure 5.*
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*Figure 8. $D_{\text{lub,average}}$ plotted against rms roughness for two $\omega$-COOH plates (filled symbols) and two flattened $\omega$-COOH plates (open symbols).*

![Figure 9](image4.png)

*Figure 9. Schematic showing potential mechanism for diminished roughness arising from a change in tilt angle.*
can be achieved by reference to Figure 10. Compared to molecules striking a horizontal surface, molecules striking a

positive slope have a diminished x-component of momentum, and molecules striking a negative slope have an increase x-component of momentum. However, two factors diminish the effect of the negative slope: (a) there is a diminished chance of the molecules striking the negative slope, and (b) some of the molecules that strike the negatively sloped surface go on to strike the positive slope. Therefore, the effect of the negative slope is smaller, and there is a net decrease in x-momentum of the gas caused by collision with this surface. This argument was independent of the lateral distance between the peaks, and therefore we should be considering roughness on both large and small scales.

First we examine the roughness on smaller lateral scales by capturing AFM images with smaller pixel sizes. Figure 11 shows a 1 μm by 1 μm area with 2 nm pixels and a 0.5 μm by 0.5 μm area with 0.5 nm pixels. The best effort was made so that images at different voltages were taken on the same location, but thermal drift forced small changes in location. Even on these smaller-scale images, the rms roughness includes roughness on various length scales. To narrow the lateral-length scale, we processed the images by first taking a two-dimensional fast Fourier transform (2D FFT), deleting length scales greater than a cutoff, performing an inverse fast Fourier transform (2D IFFT), and then measuring the roughness. In this way we are able to show, in Figure 11, the roughness on a 2–3 nm lateral scale (part a) and on a 0.5–2 nm lateral scale (part b). The results show that the voltage causes a change in roughness of about 0.9 nm for scales up to 1 μm and about 0.1 nm in the 2–3 nm lateral scale. For the 0.5–2 nm scale, the changes in roughness are on a similar order to the noise: the lateral resolution of the AFM cantilever tip used for imaging is not known but is expected to be on this order. The important point is that the roughness changes on a variety of length scales, all the way from micrometer size down to at least 3 nm. As discussed above, roughness on all of these scales could change the accommodation coefficient.

**CONCLUSIONS**

The resistance to the flow of gas in a narrow channel can be controlled by applying an electric field to a solid. The change in resistance is tunable and can be repeatedly turned on or off. This electrically tunable resistance may be useful in NEMS, microfluidic devices, or other applications.

The example of field applied tunable resistance was achieved using a self-assembled monolayer on gold. For this example, the field also caused a reduction in the rms roughness of the solid. The correlation between the decrease in roughness and decrease in flow resistance suggests that the reduction in roughness may be the mechanism for the reduction in flow resistance. The change in roughness can be characterized by two dimensions: (a) the vertical dimension, which is 0–1 nm, and thus of appropriate magnitude to alter the trajectory of a (0.25 nm) nitrogen molecule, and (b) the horizontal dimension, which is mainly <2 to 500 nm. We show that for some model surfaces roughness on any horizontal scale can cause an increase in accommodation coefficient.

Independent of the means of producing changes in roughness (e.g., applying a voltage, changing the sample), the accommodation coefficient increases with the roughness over a range of a few nanometers for the samples studied here.

**APPENDIX**

In this Appendix we consider the effect of roughness on the tangential momentum accommodation coefficient (TMAC), σ, which is the fractional change in gas tangential momentum as a

Figure 10. Schematic showing effect of inclined slopes on changes in tangential momentum. (A) Compared to a horizontal surface, a positive slope causes a decrease in x-momentum, and a negative slope causes an increase in x-momentum. (B) There is a greater range of starting positions from which a molecule traveling from the left can strike the positive slope.

Figure 11. Measured roughness of ω-COOH films as a function of applied voltage, measured at different lateral scales. (a) 1 μm X 1 μm image with 2 nm pixels showing roughness on all scales (hollow squares, right axis) and filtered to retain only 2-3 nm scale lateral features (filled circles, left axis). (b) 0.5 μm X 0.5 μm image with 0.5 nm pixels showing roughness on all scales (hollow squares, right axis) and filtered to retain only 0.5–2 nm scale lateral features (filled circles, left axis).
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We assume that the probability of a molecule crossing the 
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Path II can be further divided into two parts: II-1 when $\theta < \alpha$ 
and II-2 when $\theta > \alpha$. When a molecule entering $QP$ has $\theta < \alpha$, 
it cannot strike the negative slope (path II-1). However, if $\theta > \alpha$, some molecules strike the positive slope and some strike the 
negative slope. The probability of colliding on the positive 
slope, $P(\text{p.s.})$, can be calculated by calculating the ratio of the 
lengths of $RP$ and $QP$. $QP$ has a length $2l \cos \alpha$, and by 
considering the triangle $RPO$ and the law of sines, $RP$ has a 
length, $l\sin(\theta + \alpha)/\sin \theta$. Thus

$$P(\text{p.s.}) = \frac{1}{2}(1 + \frac{\tan \alpha}{\tan \theta})$$

(6)

Table 1. Summary of Paths, Their Limits, and Probabilities

<table>
<thead>
<tr>
<th>incident angle</th>
<th>probability\textsuperscript{a}</th>
<th>$\phi$ \textsuperscript{b}</th>
<th>path</th>
<th>probability</th>
<th>$\phi$</th>
<th>path</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 &lt; \theta &lt; \alpha$</td>
<td>0</td>
<td>none</td>
<td>none</td>
<td>1</td>
<td>$(\theta + 2\alpha)$</td>
<td>II-1</td>
</tr>
<tr>
<td>$\alpha &lt; \theta &lt; 2\alpha$</td>
<td>$(1/2)[1 - (\tan \alpha/\tan \theta)]$</td>
<td>$(4\alpha - \theta)$</td>
<td>I-3</td>
<td>$(1/2)[1 + (\tan \alpha/\tan \theta)]$</td>
<td>$(\theta + 2\alpha)$</td>
<td>II-2</td>
</tr>
<tr>
<td>$2\alpha &lt; \theta &lt; 3\alpha$</td>
<td>$(1/2)[1 - (\tan \alpha/\tan \theta)r]$</td>
<td>$(4\alpha - \theta)$</td>
<td>I-2ii</td>
<td>$(1/2)[1 + (\tan \alpha/\tan \theta)]$</td>
<td>$(\theta + 2\alpha)$</td>
<td>II-2</td>
</tr>
<tr>
<td>$3\alpha &lt; \theta &lt; \pi/2$</td>
<td>$(1/2)[1 - (\tan \alpha/\tan \theta)](1 - r)$</td>
<td>$(\theta - 2\alpha)$</td>
<td>I-1</td>
<td>$(1/2)[1 + (\tan \alpha/\tan \theta)]$</td>
<td>$(\theta + 2\alpha)$</td>
<td>II-2</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Probability of a molecule colliding with slope within given range of incident angles. \textsuperscript{b}Angle of reflection, relative to the $x$-axis. $r$ is defined by eq 8.

Figure 12. Schematic showing geometry of triangle-wave surface and some pathways. The origin is at point O, and the peaks are labeled Q and P. Arrows show the trajectory of particles, and dotted lines are guides for the eye. Angles of incidence ($\theta$) and reflection ($\phi$) are measured relative to the $x$-axis, not the local plane of the solid.

Figure 13. Details of path I-2.
Molecules on trajectory II-1 or II-2 both have $\phi = \theta + 2\alpha$, resulting in the decrease in the tangential momentum.

Equation 6 shows the probability of a molecule colliding on the left side when $\theta > \alpha$, $P_{\text{n.s.}} = 1 - P_{\text{p.s.}}$. This is the probability for path I.

Molecules following path I can have four different trajectories depending on the angle of first reflection, $\phi'$. The particles colliding on the negative slope with the incident angle, $\theta$, have the angle of reflection, $\phi' = (\theta - 2\alpha)$.

If $\phi' > \alpha$, the particles cannot subsequently collide with the positive slope. $\phi' = (\theta - 2\alpha)$; therefore $\phi' > \alpha$ is equivalent to $\theta > 3\alpha$. This path is designated as I-1. The final angle of reflection is $\phi = (\theta - 2\alpha)$.

If $0 < \phi' < \alpha$, or $2\alpha < \theta < 3\alpha$, some molecules hit the negative slope, while others may fly over point P as depicted in Figure 13. The trajectories close to O have the possibility of striking both the negative and then the positive slope. We define the point Q' such that, after collision to the left of Q', the molecule misses the positive slope (path I-2i) whereas collision to the left of Q' results in a further collision with positive slope (path I-2ii). OQ' has length $rl$, $r$ being the fraction of length $l$ less than which value leads to double bounces. The equation for path I-2 colliding at Q' is $y = \tan(\theta - 2\alpha)x + r[l\sin \alpha + \tan(\theta - 2\alpha) \cos \alpha]$, whereas the equation for OP is $l \cos \alpha$. Clearly the trajectory strikes OP if it does make it over the peak (at $x = l\cos \theta$), i.e., if

$$l \sin \alpha > \tan(\theta - 2\alpha)l \cos \alpha + r[l\sin \alpha + \tan(\theta - 2\alpha) \cos \alpha]$$

Thus

$$r = \frac{\tan \alpha - \tan(\theta - 2\alpha)}{\tan \alpha + \tan(\theta - 2\alpha)}$$

For path I-2i, the final angle $\phi = \theta - 2\alpha$, while for path I-2ii, $\phi = 4\alpha - \theta$.

If $\phi' < 0$, or $\alpha < \theta < 2\alpha$, all molecules will strike the negative slope because the trajectory has a negative slope after the collision. This path I-3 has $\phi = 4\alpha - \theta$.

Table 1 summarizes all possible paths for collisions and their probability within the angle limits. The average tangential momentum after collision is found by integrating the product of the final momentum and the probability. For example, the contribution for path I-2ii is

$$\int_{2\alpha}^{3\alpha} \frac{1}{2} \left(1 - \frac{\tan \alpha}{\tan \theta}\right) r A_{\text{coll}} \cos(4\alpha - \theta) \, d\theta$$

Our analysis ignores double bounces from right side then to left side (which can occur for $\theta$ near $\pi/2$ and for starting positions near $x = 0$) or $x > 2$ collisions with the solid. These multiple collisions become more likely with greater $\alpha$ so we consider only $0 < \alpha < 30^\circ$. Figure 14 shows the calculated TMAC as a function of $\alpha$. TMAC is defined by change in tangential momentum divided by initial tangential momentum. First we see that TMAC increases from zero for a flat surface up to higher values as the slope, $\alpha$ increases. That is, TMAC increases with roughness, as expected. Second, Table 1 and thus Figure 14 are independent of the horizontal scale (x-dimension) of the roughness. That is, TMAC is increased by roughness at a variety of horizontal scales. Note that our analysis ignores inelasticity of the collisions, which is a further mechanism for increasing TMAC.


Chapter 8. Future Work

In Chapter 3 to Chapter 7, I described my work to describe the factors affecting the tangential momentum accommodation; in this chapter, I present applications of this knowledge.

8.1. Effect of Roughness

Chapter 6 and Chapter 7 claims *in situ* control of roughness changes the boundary conditions. It is intuitively obvious that gas flows easily along a smooth surface. A roughened surface would hinder gas flow. This idea was proven with a mathematical model in Chapter 7. However, the surfaces used in Chapter 6 and Chapter 7 are coated with molecules and have different substrate beneath them. There may be other factors. I believe there is no other factor, and the gases used in Chapter 6 and Chapter 7 have no chemical reaction, physisorption, chemisorption, and nothing else other other than the roughness affects the collision. Future work should directly test whether a change in roughness, *for the same material*, does cause a change in TMAC.

Therefore, while using the same experimental setup as in Chapter 4 to Chapter 7, I would use only one inert gas, nitrogen, and only one kind of substrate, mica. Mica would be bombarded with another *inert* gas, argon, to increase roughness with the minimum change in chemistry. This will exclude all other factors, but leaving roughness as one single variable in determining the slip length.

I have completed initial experiments using glass spheres and mica plates bombarded with energized argon at 200 mTorr for 0 minutes, 30 minutes, and 90 minutes. For the preliminary investigation, the slip length on both glass sphere and the mica plates were assumed the same.
Figure 1 in this chapter shows the result. For one set of experiments, one glass sphere was used while changing the mica surfaces. Figure 1 shows the “Combined Slip Length” which I define as the sum of slip lengths on both sphere and plate. The rms roughness was measured not with the actual sample used in Sets 1 and 2, but with the mica plates made with the same method for preparing the samples for experiments. Figure 1 clearly shows that an increase in time of plasma treatment leads to an increase in the roughness of the mica and a decrease in the slip length, as expected. Future work would involve (a) repeats of this experiment and (b) experiments to determine the slip length on the plate alone.

![Combined slip length and rms roughness graph](image)

Figure 1 Combined slip length of a glass sphere and a mica plate bombarded with energized argon for different time duration, and rms roughness of bombarded mica plates as function of bombarding time.

8.2. Roughening of Aerosol for Deep Lung Delivery
With the conviction that an increase in roughness of a surface increases the TMAC, in other words, increases the (repulsive lubrication force), this principle can be applied to aerosol medication to help cure Chronic Obstructive Pulmonary Diseases (COPDs).

COPDs are the third leading cause of mortality in the United States, and about 15 million adults have reported they have COPD in 2011. Another form of lung disease, asthma, is more common both for adults and children. In the United States, 1 out of 12 adults and 1 out of 11 children have asthma, costing $56 billion each year. The treatment of COPD, asthma, and other pulmonary diseases is to deliver medicine to the respiratory system via aerosol sprays into the mouth. Because the path into the lungs is not straight, this method of delivery naturally results in unnecessary deposition at the back of the mouth and near the entrance to the lung, rather than travel through the bronchioles. A longer travel distance of these aerosol particles is desired for better treatment.

The aim of this work is to enhance the travel distance of inhalant aerosol medication inside lungs by increasing the resistance between the aerosol and lung walls. As suggested by this thesis increased resistance is achieved with increased roughness. The method will be to roughen the surface of the aerosol with added surfactant. The added surfactant would increase the force around the aerosol particles by changing the flow boundary condition, preventing them from making contact with the inner surfaces of lungs. Whether the aerosol particles make contact with lung passage walls due to gravity, or due to curvature blocking the straight pathway of aerosol, this prevention would help utilize momentum along the wall, which would be unavailable after aerosol particles make contact. This project will enhance the knowledge regarding gas transport,
and may assist in developing an improved product. This idea is shown schematically in Figure 2 of this chapter.

Figure 2 Schematics of roughened aerosol particles approaching tissue wall in the respiratory system

First a simulation will be done to examine whether this small change in roughness would actually make a difference in lubrication with computer simulation. Finite element method will be used to simulate the situation to see if there would be any change.

Adsorption of common and FDA-approved surfactant on the solution of common aerosol medication as ProAir ® HFA, or water vapor for mist treatment will be tested. For selected surfactants, the roughness of liquid surface adsorbed with the surfactants will be sought. This could be measured by X-ray scattering. The lubrication force could be measured by the methods described in this thesis. As a first step, the aerosol could be simulated with a solid particle that is coated with liquid, with and without surfactant. If the results show that lubrication does increase, the next step is actual spraying experiments. This would be tested in a mimic of the lung that is made from branching glass tubes.
8.3. Momentum Swing Separation

At the end of Chapter 5, the possible application towards gas separation was discussed. When the interaction of gas molecules and solid surface dominates over gas-gas interaction, i.e. $Kn \approx 1$, the differences in tangential momentum accommodation phenomena for different gases can be utilized to separate different gases. The theoretical discussion was presented in Chapter 5.

The actual experiments will be done in a batch system. First, a bundle of 1 μm glass capillary tubes will be fabricated so that greater volumes of gas can be tested. The inlets and outlets of these tube will be connected to one inlet and one outlet. The outlet will have a gas detector. For example in case of oxygen and carbon monoxide mixture, carbon monoxide detector and oxygen detector are installed. A batch of the mixture is connected to the inlet. The valve at the inlet is open and different molecules flow toward the outlet. If the level of minimum detection is the same for both detector, and if the velocity is actually different, the time profiles will be different.

The principle of chromatography can be used to detect molecules. For example gas chromatography discerns the difference in eluting time of different species caused by the interaction of the species (mobile phase) and the material coated or packed (stationery phase) inside a tubing (column). Another way is using mass spectroscopy, which ionize the samples, and differentiate them by their different response to electromagnetic field cause by different mass to charge ratio.

The success of this idea lead to the invention of Momentum Swing Separation with control valves operated by gas detectors.
Chapter 9. Monolithic Two Cantilever System

When I began my PhD, I was given two projects, one grew into the work published in this thesis and the other was discontinued due to the success of the now-published work. The discontinued work is described briefly here.

The purpose of this project was to measure the single molecule properties on polymers that were tethered between two cantilevers. That project ultimately became the subject of Milad Radiom’s research. At the time that we worked together, it was apparent that a major problem was the thermal drift of the cantilevers, which changed the separation between the tips and prevented long measurements of polymer properties under a single extension. My objective was to produce a device where the thermal drift was negligible for hours, and the tips were separated by only a few tens of nanometers. The thermal drift was to be removed by using a device with no more than millimeter dimensions and with matched coefficients of expansion. The small gap was created by a combination of ion milling and deposition. Although the device was never used, a prototype was successfully fabricated and is described here.

1) Two commercial cantilevers were aligned so that the ends are touching. After aligning them, their position was fixed by freezing heat responsive epoxy glue binding them together. A pair of such cantilevers is shown in Figure 1(a) of this chapter and in more detail in Figure 1(b). Images were taken with a scanning probe microscope, which requires gold coating.

2) To simplify analysis of polymer properties, it is better if only a single molecule straddles the gap between the cantilevers. To decrease the chance of tethering multiple molecules between the ends, the end were faceted with focused ion beam as shown in part (c).
3) To decrease the distance between the tips, more gold were deposited with gold sputtering.

4) To further decrease the length of two ends over which molecules could bridge, further ion milling was performed as shown in part (d).

5) In an attempt to further decrease the gap, more gold was sputtered. However, as shown in part (e), the distance became larger. Later I found that the act of sputtering bent the cantilevers, which is shown in (e) (the cantilever on the right is bent forward). To fix the problem, more gold was sputtered onto the opposite side, and the cantilevers bent back.

The final result is shown in part (f): the closest distance between the cantilevers is 50 nm. 50 nm is about the contour length of a 10,000 monomers or the radius of gyration of a much longer polymer. Thus the cantilevers were positioned at the appropriate separation as required. It would be useful to have some variability in separation, for example a smaller separation for initial tethering and then a larger separation. Perhaps this could be achieved by temporarily heating the cantilevers and then returning to room temperature.
Figure 1. Steps for preparing monolithic, two cantilever system. Part (f) shows two fixed cantilevers separated by only 50 nm. The length of the white line is the scale of 1 μm.
Chapter 10. Conclusion

1) The tangential momentum accommodation coefficient (TMAC) and thus the slip length at a solid–gas interface is not constant, but depends on both the gas and the solid.

2) Different gas species can have a different accommodation coefficient on a single solid surface, and in principle, this effect could be used to separate gases. For a series of five gases, the TMAC decreases with greater molar mass.

3) The TMAC can be varied using surface films. A water film, created by changing the humidity, causes a complex change to the TMAC. Up unto about 80% humidity, TMAC decreased, but after that, TMAC increased significantly.

4) All results in this thesis are consistent with the idea that a rougher solid surfaces, produces a higher TMAC, resulting in a shorter slip length. This principles could, in principle, be used to deliver aerosol medication deeper into lungs.

5) Boundary lubrication can be altered in advance, by adsorbing surface molecules or controlled in situ, by changing the state of an adsorbed molecule. For an octadecyltrichlorosilane film on glass the surface becomes smoother as the temperature increases, and this leads to a decrease in TMAC. For a 16-mercaptohexadecanethiol self-assembled monolayer on gold, the surface becomes smoother after an increase in the magnitude of the DC voltage applied parallel to the solid surface, and this also leads to a decrease in TMAC.

6) A microscopic gas pressure sensor can be constructed from an AFM cantilever.
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