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Improvement in Orientation Predictions of High-Aspect Ratio Particles in Injection Mold Filling Simulations

Syed Makhmoor Mazahir

ABSTRACT

Glass fiber based polymer composites based injection molded parts provide a light-weight high-strength alternative for use in automobile applications. The mechanical properties of these composites are dependent on the orientation of fibers and one of the major challenges in processing of these composites is to control the fiber orientation in the final product.

The evolution of short glass fiber orientation in a center-gated disk was experimentally determined along the radial direction at three different heights representative of the shell, transition and core layers, respectively. Orientation data along the shell and transition layers in the lubrication region show shear flow effects, which tends to align the fibers along the flow direction. In the core layer, where the extension in the $\theta$-direction dominates, fibers tend to get aligned along the $\theta$-direction. In the frontal flow region orientation in the flow direction drops in all three layers due to fountain flow effects.

Fiber orientation predictions in coupled and decoupled transient simulations using the Folgar-Tucker model, and the two slow versions of the Folgar-Tucker model, namely the slip Folgar-Tucker model and the reduced strain closure (RSC) model were compared with the experimental data. Measured inlet orientation was used in all simulations and model parameters were determined by fitting model predictions to rheological data under startup of shear. Pseudo-concentration method was implemented for the modeling of the advancing front and fountain flow effects in the region near the front. Discontinuous Galerkin finite element method and a third order Runge-Kutta total variance diminishing time integration scheme were implemented for the solution of the orientation and transport equations. In the lubrication region of the shell layer, all three orientation models provided a good match with the experimental data. In the frontal region, fountain flow simulations showed characteristic features seen in $r$- and $z$-profiles of orientation, although the experimental data showed these features at a relatively larger distance behind the front while the simulations predicted these effects only upto a small distance behind the front. On the other hand, orientation predictions with the Hele-Shaw flow approximation showed significant over-predictions in the frontal region. With model parameters determined from fitting to rheological data,
coupling did not show any significant improvements. However, with the use of a smaller value of the fiber interaction parameter, coupling showed significant improvement in orientation predictions in all three layers in the frontal region.

The simulation scheme was extended to long fiber systems by comparing available long fiber orientation data in a center-gated disk with model predictions using the Bead-Rod model which considers fiber bending, a property exhibited by long semi-flexible fibers. The Bead-Rod model showed improvements over rigid fiber models in the lubrication region of the shell layer. However, close to the front, both models showed similar predictions. In fountain flow simulations, the flow features seen in the $r$- and $z$-profiles were much better predicted with both the models while Hele-Shaw flow approximation showed over-prediction of orientation in the flow direction, especially in the shell layer.
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• Assessment of slow orientation models along the radial direction in the lubrication region in a center-gated disk using Hele-Shaw flow approximation by comparing model predictions with the experimental fiber orientation data in a center-gated disk at three different heights representative of the shell, transition and core layers, respectively.

• Fitting model parameters to available rheological data under startup of shear and using these model parameters in coupled and decoupled simulations for orientation predictions along the flow direction in a center-gated disk.

• Experimental measurement of fiber orientation in the frontal region of a center-gated disk, spanning a region from 90% of fill length to 99% of fill length along the radial direction at three different heights.

• Implementation of an explicit third order explicit total variance diminishing time integration scheme for the solution of hyperbolic equations that appear in the solution of the pseudo-concentration variable and the orientation tensors.

• Use of the pseudo-concentration method for orientation predictions in long fiber systems using the Bead-Rod model. With the use of the pseudo-concentration method, fountain flow was predicted which improved orientation predictions in the frontal region of a center-gated disk.
# Table of Contents

Abstract .............................................................................................................................................. ii
Acknowledgements ................................................................................................................................. iv
Format of Dissertation ............................................................................................................................... vi
Original contributions ............................................................................................................................... vii

Chapter 1. Introduction .......................................................................................................................... 1
  1.1 Research Objectives ....................................................................................................................... 6
  1.2 References .................................................................................................................................. 7

Chapter 2. Literature Review on Complex Flow Simulation of Short Glass Fiber Polymer Composites ... 9
  2.1 Governing Equations ......................................................................................................................... 9
    2.1.1 Mass and momentum balance equations .................................................................................. 10
    2.1.1.1 Constitutive equations for polymeric matrices .................................................................... 11
            2.1.1.1.1 Newtonian model .................................................................................................... 11
            2.1.1.1.2 Matrix viscosity enhancement at high shear rate ......................................................... 12
            2.1.1.1.3 Generalized Newtonian models ................................................................................. 13
    2.1.1.2 Boundary conditions ............................................................................................................. 15
    2.1.2 Orientation equations for high aspect ratio fibers .................................................................... 17
            2.1.2.1 Particle orientation ....................................................................................................... 17
            2.1.2.2 Folgar Tucker model .................................................................................................... 20
            2.1.2.3 Slow orientation models ................................................................................................. 23
  2.2 Numerical Methods ......................................................................................................................... 25
    2.2.1 Advancing Front in Mold Filling Simulations ........................................................................ 25
            2.2.1.1 Lagrangian methods ...................................................................................................... 26
            2.2.1.2 Eulerian methods .......................................................................................................... 27
            2.2.1.2.1 Height function method ............................................................................................ 28
            2.2.1.2.2 Line segments method .............................................................................................. 28
            2.2.1.2.3 Level-set method ..................................................................................................... 29
            2.2.1.2.4 Marker and cell (MAC) method .................................................................................. 29
            2.2.1.2.5 Flow analysis network (FAN) method ...................................................................... 31
            2.2.1.2.6 Volume of Fluid (VOF) method ............................................................................... 31
            2.2.1.2.7 Pseudoconcentration method .................................................................................... 40
            2.2.1.3 Arbitrary Lagrangian Eulerian methods ................................................................. 43
2.2.2. Total variance diminishing (TVD) time discretizations ................................................................. 43
2.3 Mold filling simulations of short glass fiber reinforced thermoplastic composites ...................... 46
2.3.1. Mold filling simulations for pure polymer melts ........................................................................... 47
2.3.2. Numerical studies of fiber orientation in injection molded composites .................................... 52
2.3.2.1. Hele-Shaw simulations ......................................................................................................... ...... 54
2.3.2.2. Free boundary simulations .......................................................................................................... 59
2.3.2.3. Moving interface simulations ...................................................................................................... 66
2.4 References .......................................................................................................................................... 70

Chapter 3. Evolution of Fiber Orientation in Radial Direction in a Center-Gated Disk: Experiments and Simulation .................................................................................................................. 81
Abstract ....................................................................................................................................................... 81
3.1 Introduction ........................................................................................................................................ 81
3.2 Problem Description .......................................................................................................................... 84
3.3 Experimental evaluation of fiber orientation ..................................................................................... 85
3.4 Modeling and simulation of fiber orientation .................................................................................... 88
3.4.1. Governing equations ...................................................................................................................... 88
3.4.2. Model parameters ........................................................................................................................ 90
3.4.3. Numerical methods ........................................................................................................................ 91
3.5 Simulation Results and Discussion .................................................................................................... 93
3.6 Conclusions ...................................................................................................................................... 96
3.7 Acknowledgements ............................................................................................................................ 96
3.8 References .......................................................................................................................................... 97
3.9 Figures ................................................................................................................................................ 101

Chapter 4. Fiber Orientation in the Frontal Region of a Center-Gated Disk: Experiments and Simulation ........................................................................................................................................ 108
Abstract ....................................................................................................................................................... 108
4.1 Introduction ...................................................................................................................................... 109
4.2 Problem Description ........................................................................................................................ 111
4.3 Experimental evaluation of the frontal region .................................................................................. 112
4.3.1. Shape and texture of the advancing front ..................................................................................... 112
4.3.2. Fiber footprints in the frontal region ............................................................................................ 112
4.3.3. Experimental orientation in the frontal region ............................................................................. 112
4.4 Governing Equations ....................................................................................................................... 115
### Table of Contents

4.4.1. Orientation evolution equations ................................................................. 115  
4.4.2. Equations of motion .................................................................................. 116  
4.4.3. Model parameters ..................................................................................... 117  
4.5 Numerical Methods .................................................................................... 118  
4.5.1. Equations of motion .................................................................................. 118  
4.5.2. Orientation equations ............................................................................... 119  
4.5.3. Transport equation ................................................................................... 121  
4.6 Results .......................................................................................................... 121  
4.6.1. Advancing front with the pseudo-concentration method ......................... 122  
4.6.2. Fountain flow vs Hele-Shaw flow ............................................................. 122  
4.6.3. Assessment of delay in orientation evolution ........................................... 123  
4.6.4. Effects of coupling and $C_I$ on orientation in the frontal region ............. 124  
4.7 Conclusions .................................................................................................. 127  
4.8 Acknowledgements ...................................................................................... 128  
4.9 References ..................................................................................................... 128  
4.10 Figures .......................................................................................................... 132

Chapter 5. Fiber Orientation Predictions for Long Fiber Suspensions in Injection Molding Systems .................................................................................................................. 144  

Abstract ............................................................................................................ 144  
5.1 Introduction ................................................................................................... 145  
5.2 Governing equations .................................................................................... 147  
5.2.1. Orientation evolution equations ............................................................... 147  
5.2.2. Equations of motion ................................................................................ 149  
5.2.3. Model parameters ................................................................................... 149  
5.3 Numerical Methods .................................................................................... 149  
5.3.1. Equations of motion ................................................................................ 150  
5.3.2. Orientation equations ............................................................................... 151  
5.3.3. Transport equation ................................................................................... 152  
5.4 Experimental Data ..................................................................................... 153  
5.4.1. Test geometry and material data ............................................................... 153  
5.4.2. Experimental fiber orientation ................................................................. 153  
5.5 Results .......................................................................................................... 154  
5.5.1. Effects of fountain flow on fiber orientation ........................................... 154  
5.5.2. Assessment of semi-flexible and rigid fiber models ............................ 155
List of Figures

Figure 1.1 Flow patterns behind the advancing front for flow between two parallel plates as observed in a moving reference frame attached to the advancing front [16]................................................................................................... 2
Figure 1.2 $A_{rr}$ component of fiber orientation tensor measured in a center-gated disk at $r/H = 32.45$ as a function of thickness position ($z/H$) [13]....................................................................................................................... 3
Figure 1.3 $A_{rr}$ component of fiber orientation tensor measured in a center-gated disk at $z/H = 0.75$ as a function of radial position ($r/H$)......................................................................................................................... 3
Figure 1.4 Comparison of $A_{rr}$ component of fiber orientation predicted with advancing front and Hele–Shaw flow for a non-Newtonian fiber suspension in a center-gated disk as a function of the thickness position at $r/b = 22.8$ [7] ...... 4
Figure 2.1 Typical enhancement of suspension viscosity at high shear rate....................................................................................... 13
Figure 2.2 Description of high aspect ratio fiber orientation in spherical coordinates. ................................................................. 18
Figure 2.3 (a) True interface configuration and (b) interface reconstruction for Hirt-Nichols VOF [61]. Shaded region represents fluid while non-shaded region represents air.......................................................... 33
Figure 2.4 Interface reconstructions of actual fluid configuration show in (a): (b,c) SLIC (x- and y- sweep respectively); (d) Donor-acceptor scheme; (e) Young’s method [61] ............................................................................................................ 37
Figure 2.5 One-dimensional control volume.................................................................................................................................. 38
Figure 2.6 Convection boundedness criteria for explicit flow calculations [48] .................................................................................. 39
Figure 2.7 Piecewise linear interpolation of viscosity on a quadrilateral element to avoid negative values: original function (dashed line) and interpolated function (solid line) [12] .................................................................................. 42
Figure 2.8 Flow regimes divided into two regions: no-slip and slip [92]................................................................................................. 48
Figure 2.9 Schematic diagram of flow domain in a moving frame of reference [99]........................................................................ 49
Figure 2.10 Fringe elements (x) in the original mesh (dashed lines) [105]. The interface is shown by the solid curve. .............................. 50
Figure 2.11 Typical geometries used simulations in (a) end gated plaque and (b) center-gated disk.......................................................... 53
Figure 2.12 Typical planes used as domain for simulations in (a, b) rectangular plaque and (c-e) axisymmetric disk geometries. The arrow indicates the flow direction through the domain and the inflow indicates the location where the inlet conditions have been imposed. .................................................................................... 54
Figure 2.13 Predicted fiber orientation in planar expansion with inlet fiber orientation perpendicular to the flow (a) and as random orientation (b) [111]................................................................. 60
Figure 2.14 Predicted fiber orientation in the fountain flow region with inlet fiber orientation perpendicular to the flow (a) and as random orientation (b) [111]........................................................................................................... 60
Figure 2.15 Streamlines and fiber orientation vectors in a center-gated disk with sprue using (a) decoupled and (b) coupled steady state simulations in Newtonian matrix assuming random inlet orientation at the sprue inlet [40]....66
Figure 2.16 Cavitywise profile of $A_{rr}$ at the inlet of the cavity when the computation domain includes sprue with random inlet orientation prescribed at the sprue inlet [2] .................................................................................................. 69
Figure 3.1 Center-gated disk with dimensions normalized by the half thickness $H$ of the disk. The shaded area shows the simulation domain and the boundaries. ................................................................................................. 101
Figure 3.2 Description of the multilayer structure of orientation in a center-gated disk including relative thickness, position, name of the layer, characteristic orientation and physical effects attributed to the orientation. .......................... 101

Figure 3.3 Radial locations in a center-gated disk selected for the measurement of fiber orientation. The relative locations of the sampling areas (gray rectangles) for the gate and along different radial locations with constant heights are illustrated in the figure. Insert depicts the dimensions of the sampling area. ......................................................... 102

Figure 3.4 Averaged profile of orientation for the upper shell layer \((z/H = 0.75)\) obtained from two center gated disks for (a) diagonal \((A_{ii})\) and (b) off-diagonal \((A_{ij})\) components. Standard errors from unequal sample size and assuming unequal variance are shown. ...................................................................................................................... 102

Figure 3.5 Averaged profile of orientation for the upper transition layer \((z/H = 0.42)\) obtained from two center gated disks for (a) diagonal \((A_{ii})\) and (b) off-diagonal \((A_{ij})\) components. Standard errors from unequal sample size and assuming unequal variance are shown. ...................................................................................................................... 103

Figure 3.6 Averaged profile of orientation for the upper core layer \((z/H = 0.08)\) obtained from two center gated disks for (a) diagonal \((A_{ii})\) and (b) off-diagonal \((A_{ij})\) components. Standard errors from unequal sample size and assuming unequal variance are shown. ...................................................................................................................... 103

Figure 3.7 Experimentally determined and fitted orientation tensor component \(A_{rr}\) in startup of simple shear flow at \(\dot{\gamma} = 1 \text{ s}^{-1}\) using model parameters for RSC model determined from rheology \((C_i = 0.0112, \kappa = 0.4)\) for 30 wt% PBT/glass fiber suspension. ....................................................................................................................................... 104

Figure 3.8 Comparison of \(A_{rr}\) predictions with the FT model and its modified versions using decoupled Hele-Shaw simulation with experimentally measured values at (a) \(z/H = 0.75\), (b) \(z/H = 0.42\), and (c) \(z/H = 0.08\). ..................... 105

Figure 3.9 Coupled and decoupled velocity profiles through the thickness with the RSC model. .......................................................... 106

Figure 3.10 Comparison of \(A_{rr}\) predictions in a center-gated disk using coupled and decoupled Hele-Shaw simulations with experimentally measured values at (a) \(z/H = 0.75\), (b) \(z/H = 0.42\), and (c) \(z/H = 0.08\). ............... 107

Figure 4.1 Center-gated disk with dimensions normalized by the half thickness \(H\) of the disk (a) and the simulation domain and boundaries (b). ....................................................................................................................................... 132

Figure 4.2 Microscopic image at 5X zoom of the frontal region of a center-gated disk made with (a) PBT/30 wt% short glass fiber suspension and (b) pure PBT. ........................................................................................................................................ 133

Figure 4.3 Microscopic image of a PBT / 30 wt% short glass fiber suspension center-gated disk showing the fiber footprints in the frontal region up to a distance approximately \(r/H = -7 r/H\) from the front. The image was taken at 20X zoom and the footprints were identified by an image analysis software. .................................................................................. 134

Figure 4.4 Radial locations in the frontal region of a center-gated disk selected for measurement of fiber orientation. Radial locations are shown in terms of non-dimensional distance from the front. Insert shows the dimensions of the sampling area................................................................................................................................... 134

Figure 4.5 Orientation profile in the frontal region of a center-gated disk for the upper shell layer \((z/H = 0.75)\) obtained from a center-gated disk for (a) diagonal \(A_{ii}\) and (b) off-diagonal \(A_{ij}\) components. ...................................................................................................................... 135

Figure 4.6 Orientation profile in the frontal region of a center-gated disk for the upper transition layer \((z/H = 0.42)\) obtained from a center-gated disk for (a) diagonal \(A_{ii}\) and (b) off-diagonal \(A_{ij}\) components. ...................................................................................................................... 135
Figure 4.7 Orientation profile in the frontal region of a center-gated disk for the upper core layer ($z/H = 0.08$) obtained from a center-gated disk for (a) diagonal $A_{ij}$ and (b) off-diagonal $A_{ij}$ components. ..............................................................................................................................................................................................135

Figure 4.8 Convergence of predicted $A_{rr}$ with the RSC model in decoupled fountain flow simulation. Fives meshes are considered with mesh refinement in both $r$- and $z$- directions. $A_{rr}$ predictions are shown at (a) $z/H = 0.75$, (b) $z/H = 0.42$, and (c) $z/H = 0.08$. ..............................................................................................................................................................................................................................................................................................136

Figure 4.9 Contour plot of $A_{rr}$ predictions with the RSC model in a decoupled simulation in the frontal region of a center-gate disk and streamlines in (a) a stationary reference frame, and (b) a moving reference frame attached to the tip of the front. ..........................................................................................................................................................................................................................................................................................................................137

Figure 4.10 $A_{rr}$ predictions with the standard Folgar-Tucker model using Hele-Shaw flow approximation and fountain flow simulation in a decoupled scheme, compared with experimentally measured values at (a) $z/H = 0.75$, (b) $z/H = 0.42$, and (c) $z/H = 0.08$. ..................................................................................................................................................................................................................................................................................................................................................138

Figure 4.11 Comparison of $A_{rr}$ predictions with the standard Folgar-Tucker model and its slow versions using decoupled fountain flow simulation with experimentally measured values at (a) $z/H = 0.75$, (b) $z/H = 0.42$, and (c) $z/H = 0.08$. .............................................................................................................................................................................................................................................................................................................................................139

Figure 4.12 Coupled and decoupled velocity profiles through the thickness with the RSC model at $r/H = 11.3$. ..........................................................................................................................................................................................................................................................................................................................................................................................140

Figure 4.13 Comparison of $A_{rr}$ predictions with the standard Folgar-Tucker (FT) model (left) and the RSC model (right) using decoupled (dcpld) and coupled (cpld) simulations with experimentally measured values at (a),(b) $z/H = 0.75$, (c),(d) $z/H = 0.42$, and (e),(f) $z/H = 0.08$. Coupled (cpld) simulations with the standard Folgar-Tucker model are performed using two values of the coupling parameter $v_{\zeta_{str}} = 6.18$ (value fitted from rheology) and $v_{\zeta_{arr}} = 37$ (theoretically determined). .................................................................................................................................................................................................................................................................................................................................................................141

Figure 4.14 Comparison of $A_{rr}$ predictions with the standard Folgar-Tucker (FT) with two different values of $C_l$ (0.001 and 0.012) using decoupled and coupled simulations with experimentally measured values at (a) $z/H = 0.75$, (b) $z/H = 0.42$, and (c) $z/H = 0.08$. Decoupled (dcpld) simulations are compared with coupled (cpld) simulations using theoretical value of the coupling parameter, $v_{\zeta_{str}} = 37$. ..............................................................................................................................................................................................................................................................................................................................................143

Figure 5.1 Bead-rod model proposed by Strautins and Latz [9] for semi-flexible fibers. Three beads are connected with two rods with length $l_B$ and orientation vectors $p$ and $q$. ..............................................................................................................................................................................................................................................................................................................................................143

Figure 5.2 Center-gated disk with dimensions normalized by the half thickness $H$ of the disk (a) and the simulation domain and boundaries (b). ..........................................................................................................................................................................................................................................................................................................................................................160

Figure 5.3 Comparison of $A_{rr}$ predictions with the Bead-Rod model using fountain flow simulation and Hele-Shaw flow approximation along the thickness direction at radial locations (a) $r/H = 12.46$, (b) $r/H = 22.03$, (c) $r/H = 31.60$, (d) $r/H = 41.16$, and (e) $r/H = 45.95$. ..........................................................................................................................................................................................................................................................................................................................................................162

Figure 5.4 Comparison of $A_{rr}$ predictions using the Bead-Rod model with the fountain flow simulation and Hele-Shaw flow approximation along the radial direction at thickness locations (a) $z/H = 0.93$, (b) $z/H = 0.80$, (c) $z/H = 0.67$, (d) $z/H = 0.40$, (e) $z/H = 0.13$, and (f) $z/H = 0.0$. ..................................................................................................................................................................................................................................................................................................................................................164

Figure 5.5 Comparison of $A_{rr}$ predictions with the Bead-Rod model and the Folgar-Tucker model along the thickness direction using fountain flow simulation at radial locations (a) $r/H = 12.46$, (b) $r/H = 22.03$, (c) $r/H = 31.60$, (d) $r/H = 41.16$, and (e) $r/H = 45.95$. ..................................................................................................................................................................................................................................................................................................................................................166
Figure 5.6 Comparison of $A_{tr}$ predictions with the Bead-Rod model and the Folgar-Tucker model using fountain flow simulation scheme along the radial direction at thickness locations (a) $z/H = 0.93$, (b) $z/H = 0.80$, (c) $z/H = 0.67$, (d) $z/H = 0.40$, (e) $z/H = 0.13$, and (f) $z/H = 0.0$. ................................................................................................................................. 168

Figure 5.7 Bending predictions with the Bead-Rod model along the radial direction, estimated through $|\tau(B)|$, at $z/H = 0.93$, $z/H = 0.40$, and $z/H = 0.0$. ................................................................................................................................. 168
CHAPTER 1. INTRODUCTION

Polymer composites containing high aspect ratio particles as reinforcing phase provide an attractive alternative to other industrial materials used in the automotive industry. These light-weight and high-strength materials provide greatly enhanced mechanical properties as compared to pure polymers. Among various reinforcing materials, glass fibers are one of the popular and low-cost materials being used in polymer composites. Glass fibers can be classified into two categories, short and long, based on their length. Short glass fibers (SGF) have an average length less than 1 mm and are considered rigid. Long glass fibers (LGF) have an average length more than 1 mm and are considered flexible or semi-flexible. The enhancement achieved in the mechanical properties of glass fiber / polymer composites highly depends on the orientation of these fibers and the microstructure developed inside the final solidified part during processing. Therefore, one of the major challenges in processing of these composite materials is to control the fiber orientation in the final product. In order to optimize industrial processing, mold design, and the desired properties of the final part, correct prediction and control of fiber orientation during processing becomes necessary. This motivates us to assess and improve the current models and methods used in the prediction of fiber orientation by implementation in a simulation program and validation of simulation results with experimental data.

Various models have been proposed to predict fiber orientation in fiber/polymer suspensions [1]. However, the available models make use of various simplifying assumptions in the prediction of fiber orientation. The model most commonly used for prediction of fiber orientation is the Folgar Tucker (F-T) model [2]. The model is based on earlier theories for suspensions with dilute fiber concentrations while most of the industrial composites lie in the concentrated regime of fiber concentration [2]. Fiber orientation predictions with the F-T model in complex flows are qualitatively good [4-11]. However, the model predicts a rapid evolution of fiber orientation to final steady state values while experimental observations of fiber orientation in simple flows suggest slow evolution kinetics. There have been improvements proposed to the original F-T model in order to slow down the kinetics of fiber orientation as observed experimentally [12-14]. The improved models either keep the model objective [14] or make it non-objective [12, 13]. The model parameters appearing in these models are empirical in nature and need to be determined accurately for predictions to match with the experimental values. However, there is no established standard method to determine these parameters. Recently, there have been attempts to
determine these parameters from simple flow experiments by fitting the parameters to stress and orientation curves [13-15].

One of the characteristic features in mold filling of polymer melts / suspensions is advancing front, or a moving front. It is the interface between the polymer melt and the air inside the mold cavity as the melt fills the mold. Figure 1.1 shows an advancing front between two parallel plates. The advancing front presents experimental and numerical challenges in polymer processing due to the complex nature of flow in the region behind the front.

![Figure 1.1 Flow patterns behind the advancing front for flow between two parallel plates as observed in a moving reference frame attached to the advancing front [16].](image)

The advancing front moves with the average velocity of the filling fluid at the front which is less than the velocity of the fluid approaching the front around the midplane and more than the velocity of the fluid near the mold walls. This results in a deceleration of the fluid around the midplane as it approaches the slow moving front and a spill or flow of melt from the center to the walls causing a fountain-like phenomenon. This outflow of melt from the center to the walls behind the advancing front is known as fountain flow phenomenon [17].

For flow of fiber suspensions, the streamlines in the fountain flow region behind the advancing front take the fibers along with the suspending medium from the center of the mold and lays them on the sides of the mold, thereby significantly affecting the orientation in the region close to the walls. In a homogenous shear field, fibers along the walls would align along the flow direction due to presence of high shear near the walls. However, the presence of fountain flow behind the advancing front disrupts that orientation by transporting the fibers from a region of low shear to the region of high shear. Experimental studies on characterization of fiber orientation in injection molding flows provide evidence of the effect
of fountain flow on fiber orientation near the walls [6, 18]. Figure 1.2 shows $A_{rr}$ component (the flow direction component) of fiber orientation as a function of the thickness direction for flow of fiber suspension in a center-gated disk. As can be seen from the figure, $A_{rr}$ drops off close to the mold walls ($z/H = \pm 1$) as a result of the effect of the advancing front. Figure 1.3 shows the fiber orientation in the same geometry and flow field but tracked along the radial direction at a thickness position close to the mold wall ($z/H = 0.75$). As is evident from the figure, the orientation along the mold walls in a center-gated disk is high far behind the advancing front because of alignment in the flow direction due to high shear at the walls. However, the orientation drops close to the front because the fountain flow carries the transversely aligned fibers from extension-dominated central layers and lays them along the walls resulting in a drop in fiber orientation near the walls.

Figure 1.2 $A_{rr}$ component of fiber orientation tensor measured in a center-gated disk at $r/H = 32.45$ as a function of thickness position ($z/H$) [13].

Figure 1.3 $A_{rr}$ component of fiber orientation tensor measured in a center-gated disk at $z/H = 0.75$ as a function of radial position ($r/H$).

Current simulation schemes used in commercial simulation packages use a lubrication approximation known as Hele-Shaw flow approximation due to its computational efficiency. Hele-Shaw
flow ignores the transverse component of the velocity and treats the front as a flat interface moving with the average velocity of the fluid. With this simplification, fountain flow behind the advancing front is completely discarded in the velocity calculations leading to erroneous results for the velocity near the advancing front. As a result of the incorrect velocity field, fiber orientation predictions are not accurate near the mold walls. Hele-Shaw flow over-predicts fiber orientation near the walls [7, 9-11, 19-21]. It has been demonstrated that Hele-Shaw flow cannot correctly predict the fiber orientation near the mold walls and it is necessary to include the advancing front to improve orientation predictions near the walls [7, 22]. As can be seen in Figure 1.4 the prediction of fiber orientation with the advancing front effects are significantly better than the predictions with Hele-Shaw flow approximation when compared with experimental data.

![Figure 1.4](image)

**Figure 1.4 Comparison of $A_r$, component of fiber orientation predicted with advancing front and Hele–Shaw flow for a non-Newtonian fiber suspension in a center-gated disk as a function of the thickness position at $r/b = 22.8$ [7]**

Equation for the prediction of fiber orientation and the equation for the prediction of the shape and the position of the advancing front are both hyperbolic partial differential equations. In order to handle the convective nature of these hyperbolic equations, the popular method of choice has been streamline upwinding Petrov-Galerkin (SUPG) method [4, 5, 7, 22]. However, the disadvantages of this method include introduction of artificial diffusion which smoothen the discontinuities and higher computational time due to solution of huge matrices. These disadvantages make the scheme unfit for commercial applications. Another numerical method to handle the convective problems is the discontinuous Galerkin finite element method (DGFEM) which is computationally much more efficient and keeps the sharpness at the interfaces and the discontinuities. In order to make the simulations for fiber orientation predictions commercially viable, it is necessary to use numerical schemes such as DGFEM.
which is more accurate and efficient. DGFEM has been previously used to solve fiber orientation equations in a standard benchmark problem of planar contraction [23]. However, it has not been used in the prediction of fiber orientation in 2-D injection mold flows which is the focus of this study. In this work, we propose to use DGFEM to solve the hyperbolic partial differential equations describing the evolution of fiber orientation and the advancing front.

There are very few publications available in the literature that provide experimentally measured orientation in injection molded parts as a way to experimentally validate the predictions of fiber orientation in injection molded parts [6, 18]. The experimental results of Bay [6] for a center-gated disk and a film-gated strip have been considered as a benchmark study for experimental validation of fiber orientation prediction. However, in this study only the thickness direction was considered for orientation measurement. Moreover, fiber orientation data as a function of the flow direction is not available in the literature. Numerical studies with fiber orientation predictions that have been published have compared predictions with Bay’s experimental data in the thickness direction only at three locations in the flow direction [7, 9, 22]. There is a need to experimentally track fiber orientation along the flow direction because the fibers follow the streamlines and their orientation evolves as they move along the streamlines. Fiber orientation tracked along the streamlines will be a better validation of the fiber orientation predictions. With this idea, in the current work, we aim to experimentally validate our predictions using the orientation tracked in the direction of the flow at various locations as shown in Figure 1.3. Experimental study currently underway in our group is aimed at measuring fiber orientation in most of the flow domain in order to have benchmark data in the entire domain of the mold cavity.

Most of the injection mold filling simulations for fiber suspensions have been limited to the mold cavity, while in the real process, the fiber suspension passes through a sprue and turns at the gate before entering the mold. There have been attempts to include sprue as part of the computational domain in fiber orientation predictions [4, 7] in order to improve the fiber orientation predictions, especially near the gate. Verweyst [4] computed the fiber orientation in a center-gated disk including the sprue but only steady state was considered while Chung [7] considered the transient filling of the sprue. However, in both of these studies, random inlet orientation was assigned at the inlet of the sprue. We plan to further improve upon the simulations of the sprue by using measured orientation at the inlet of the sprue as the inlet conditions for the orientation equations.

In order to make the simulation package commercially attractive, we plan to extend the scheme developed above to long glass fibers. Because of the flexibility of long glass fibers, Folgar Tucker model is not enough to describe their orientation. A bead-rod model has been recently proposed as one of the
first attempts at predicting long glass fiber orientation [24, 25]. We plan to use this model to predict long glass fiber orientation in a center-gated disk and compare predicted results with long glass fiber orientation measured as part of an experimental study currently undergoing at our lab.

With the above background, we are motivated to define the objectives of assessing and improving fiber orientation predictions in injection molded composites. The research objectives for this work are discussed in the following section.

1.1 Research Objectives

The primary goal of this research is the improvement in the prediction of fiber orientation in injection molded complex flow geometries and validation of the simulation results with experimental data. With regard to this goal, following objectives have been formulated:

1. To experimentally characterize the evolution of fiber orientation in a center-gated disk by measuring fiber orientation along the radial direction at three different heights, representative of the shell, transition and core layers, in the lubrication and frontal region, in order to investigate the effects of different flows (shear and extension) on fiber orientation in different regions of a disk.

2. To develop a numerical scheme for the prediction of fiber orientation under the effects of fountain flow in two dimensional (2D) geometries and use this numerical scheme to predict fiber orientation along the radial direction in a center-gated disk using the standard Folgar-Tucker model and its slow versions, the delayed Folgar-Tucker model and the reduced strain closure (RSC) model.

3. To assess the effects of inlet conditions in a center-gated disk by comparing model predictions with random orientation and measured orientation assigned at the inlet of the mold.

4. To extend the scheme to semi-flexible fibers and assess the effects of the advancing front on the prediction of orientation of long semi-flexible fibers in a center-gated disk using the Bead-Rod model by comparing model predictions with experimentally measured orientation.
1.2 References


CHAPTER 2. LITERATURE REVIEW ON COMPLEX FLOW SIMULATION OF SHORT GLASS FIBER POLYMER COMPOSITES

The injection mold filling process is increasingly being used for manufacturing automotive parts from glass fiber filled polymer composites. Glass fibers provide mechanical strength and stiffness to the polymer matrix. The objective in the processing of these materials is to control the orientation so as to achieve maximum enhancement of mechanical properties. Processing of glass fiber polymer suspensions and prediction of fiber orientation presents a tough challenge for the polymer processing industry because of the difficulty in controlling the fiber orientation in the parts during the mold filling process. The fiber orientation usually sets in during the filling phase and evolution of fiber orientation during this phase is governed by the velocity fields present in the mold cavity. The behavior of the suspending polymer matrix and the fibers during this phase must be well described in order to predict the orientation of the fibers. However, the description of the behavior of the fluid is difficult due to the non-Newtonian nature of the polymeric matrix, such as viscoelasticity or shear-thinning behavior, and the complex rheological effects introduced due to the presence of the fibers. Moreover, the effects of the characteristic fountain flow that is present behind the advancing front in mold-filling flows of polymeric matrices need to be included in order to correctly predict fiber orientation near the mold walls [1, 2]. Any numerical simulation aiming to predict fiber orientation needs to address the modeling and the numerical issues in order to correctly predict the orientation. In this chapter, a review of governing equations describing the kinematics of the mold filling process and the orientation evolution is presented in section 2.1. This is followed by section 2.2 which briefly covers some of the numerical methods used in mold filling simulations of fiber suspensions. Section 2.3 provides an overview of the mold filling simulations of fiber suspensions and some key results published in the literature in the past three decades.

2.1 Governing Equations

This section provides an overview of the governing equations describing the filling stage in injection molding process. The filling conditions inside the mold are assumed to be isothermal. The isothermal conditions during mold filling are justified on the basis of fast filling times compared to the time required for solidification of polymer melt. There are two main governing equations that
describe the isothermal mold filling process for a fiber suspension: mass and momentum balance equations, and orientation evolution equations. This section is divided in three subsections based on these two governing equations. Section 2.1.1 provides an overview of the mass and momentum balance equations that govern the flow of a fluid with a given rheological behavior and under certain boundary conditions. This section discusses constitutive equations for Newtonian and generalized Newtonian fluids. Viscoelastic effects are excluded because the current effort is only limited to Newtonian and generalized Newtonian fluids. The section is concludes with a discussion of the boundary conditions for the balance equations encountered in injection mold filling simulations. Section 2.1.2 provides a description of orientation for short glass fibers and the Folgar Tucker model [3] and its variations, which is the most promising model to date for modeling fiber orientation evolution.

2.1.1. Mass and momentum balance equations

The set of equations defining a fiber suspension with constant mass, negligible inertia and local acceleration (due to the high viscosity of the polymer melt) flowing into a mold cavity during the filling stage of an injection molding process are:

\[ \nabla \cdot \mathbf{v} = 0 \]  
\[ \nabla \cdot \mathbf{\sigma} = 0 \]

where \( \mathbf{\sigma} \) is the total stress tensor defined as:

\[ \mathbf{\sigma} = -p\mathbf{\delta} + \mathbf{T} \]  

where \( p \) is the pressure, \( \mathbf{\delta} \) denotes the unit tensor, and \( \mathbf{T} \) is the extra stress tensor.

The key to simulate injection molding process of fiber suspensions is the specification of the extra stress tensor [4]. The extra stress tensor for a high aspect ratio glass fiber / polymer suspension consists of two components,

\[ \mathbf{T} = \mathbf{T}^{\text{fibers}} + \mathbf{T}^{\text{matrix}} \]  

where \( \mathbf{T}^{\text{fibers}} \) is the stress due to the movement of the high aspect ratio glass fibers in the fluid and \( \mathbf{T}^{\text{matrix}} \) is the stress contribution from the polymer matrix. In this research study, we do not include
the stress contributions due to fibers, i.e. $T_{\text{fibers}} = 0$. This is known as the decoupled approach in prediction of fiber orientation.

2.1.1.1. Constitutive equations for polymeric matrices

Constitutive equations for polymer melts describe the relationship between the stresses developed in a fluid under a given strain. To understand the behavior of the material, it is necessary to develop an equation that relates the flow phenomena to the stress. When a suspension of high aspect ratio fibers in a viscoelastic melt is considered, the stresses due to the matrix and the fibers have to be considered. One arises from the deformation due to the kinematics of the fluid and the other from the drag produced by the fluid as it flows past the fibers.

Rheological constitutive equation for a polymer melt can be developed using a continuum approach or molecular approach, among other approaches. The continuum approach does not distinguish between the constituents and consists of empirical modifications to the constitutive equation to fit their response, depending on the terms included in the equations. This approach has been useful in the development of the constitutive equations for Newtonian and shear-thinning non-Newtonian fluids. In addition, it can be used to develop constitutive equations for the viscoelastic fluids under large deformation (non-linear viscoelastic fluids) by introducing convected derivatives in the constitutive relation. The molecular approach takes into account the molecular components of the system to build equations for the macroscopic stresses [5].

2.1.1.1.1. Newtonian model

A Newtonian constitutive equation describes the behavior of a fluid of low molecular weight and polymeric solutions or disperse systems at low polymer or disperse phase concentrations, respectively. The stress in a Newtonian matrix is given by:

$$T_{\text{matrix}} = 2\eta \mathbf{D}$$

(5)

where $\eta$ is the Newtonian viscosity and $\mathbf{D}$ the rate of deformation tensor defined as:

$$\mathbf{D} = \frac{1}{2}(\nabla \mathbf{v}^T + \nabla \mathbf{v})$$

(6)

where $\nabla \mathbf{v}$ is the velocity gradient tensor and the superscript $^T$ denotes the transpose. The above constitutive equation indicates that the stress tensor is linearly related to the rate of deformation.
tensor. In extension flows, the Newtonian model predicts that extensional viscosity is 3 times the shear viscosity, i.e. $\eta_E = 3 \eta$.

As the complexity of the molecular structure increases, such as for concentrated solutions and polymers melts the fluids deviate from the Newtonian behavior. Such fluids are known as non-Newtonian fluids. Non-Newtonian fluids exhibit certain characteristic behaviors such as shear thinning, normal stress differences, and viscoelastic (memory) effects. Such characteristic behaviors shown by non-Newtonian fluids have to be described by an equation different from the Newtonian constitutive equation. The Newtonian model can be used to approximate the behavior of such Non-Newtonian fluids only at low deformation rates [6].

2.1.1.1.2. Matrix viscosity enhancement at high shear rate

At high shear rates, the contribution of the inelastic matrix to the total extra stress is significant and can be modeled as a viscous contribution [7]. At low shear rates, the contribution to the total extra stress due to the matrix accounts for the isotropic contributions from the fluid and the fibers, as described by Eq. (5) with viscosity ($\eta$) defined as the solvent or the matrix viscosity ($\eta_s$). Typical shear thinning effects at high shear rates affect the values of the suspension viscosity [8]. The viscosity is enhanced by the addition of the fiber, as shown in Figure 2.1. The amount of displacement is proportional to the relative viscosity ($\eta_r$) defined as

$$\eta_r = \frac{\eta_{\text{suspension}}}{\eta_{\text{matrix}}}$$

(7)

where the ratio $\eta_r$ is a measure of the effective enhancement of the shear rate in the matrix when a large volume fraction is occupied by the fibers [7]. When the relative viscosity is used in the matrix stress, the equation for the matrix stress becomes

$$\mathbf{T}_{\text{matrix}} = 2\eta_s \eta_r \mathbf{D}$$

(8)

where $\eta_s$ is the solvent viscosity.
Figure 2.1 Typical enhancement of suspension viscosity at high shear rate.

Doraiswamy and Metzner [7] have suggested empirical relationships for the relative viscosity. These relationships depend on the type of flow, i.e. shear or extensional, volume fraction ($\phi_v$), and aspect ratio of the fibers ($a_r$). The relative viscosity in shear flows is given by:

$$\eta_r = \left(1 - \frac{\phi_v}{K}\right)^{-2}$$  \hspace{1cm} (9)

where $K$ is an experimental constant. In elongational flow, relative viscosity is

$$\eta_r = 1 + \frac{4}{9} \frac{\phi_v a_r^2}{\ln\left(\frac{\pi}{\phi_v}\right)}$$  \hspace{1cm} (10)

The format of these equations can be used to assess the viscosity enhancement due to the fibers in shear and extensional flows. In shear flows the viscosity enhancement grows exponentially for concentrations below the $K$ value while in extensional flows it grows linearly with the concentration and quadratically with the aspect ratio.

2.1.1.1.3. Generalized Newtonian models

The generalized Newtonian constitutive equation describes the fluids which show shear thinning behavior. However, it does not predict normal stresses in shear and memory effects. The generalized Newtonian constitutive equation is given by

$$T_{\text{matrix}} = 2\eta(II_D, III_D)D$$  \hspace{1cm} (11)
where $\eta\left(\Pi_D, \Pi_{II_D}\right)$ is a function that describes the dependence of the viscosity on the second ($\Pi_D$) and third ($\Pi_{III_D}$) invariants of the rate of deformation tensor, defined as:

$$\Pi_D = 2D:\!D$$

$$\Pi_{III_D} = \text{det}(D)$$

For shear dominated flows, ($\Pi_{III_D}$) is not taken into account for the viscosity ($\eta$) because in shear-dominated flows, there are no terms on the diagonal [9]. The difference between the Newtonian and the generalized Newtonian constitutive equations is due to the difference in the description of the viscosity function of shear rate.

### 2.1.1.1.3.1. Power-law model

For many polymer melts, viscosity ($\eta$) vs. the second invariant of the rate of deformation tensor or the strain rate $\Pi_D$ plotted on a log-log scale shows a shows linear shear thinning behavior over a range of strain rates typical in polymer processing operations [10]. Power law model is a simple constitutive model with only two parameters which fits this shear thinning behavior quite well. The power law model is given by:

$$\eta = m(\Pi_D)^{n-1}$$

where $m$ is known as the consistency index and $n$ is called the power-law index. These are empirical parameters and depend on a particular fluid and temperature, but independent of the strain rate. For a Newtonian fluid, $n = 1$, for shear-thinning behavior, $n < 1$, and for a dilatants or a shear-thickening fluid, $n > 1$. One of the limitations of the power law model is that it does not give good predictions for the limiting zero-shear-rate viscosity, $\eta_0$. However, the simplicity of the model makes it one of the most attractive models for rheological behavior of polymer melts.

### 2.1.1.1.3.2. Carreau-Yasuda model

Carreau-Yasuda model is a five-parameter model that provides a good estimate of the viscosity for a wide range of shear rates. In general for polymer melts, at low shear rates, the viscosity profile must show a plateau, and with increase in the shear rate, it should show a shear thinning behavior, i.e. a reduction in the viscosity. In addition, the curve must include a transition region between the plateau and the shear thinning behavior. The Carreau-Yasuda model predicts all
of these behaviors of the viscosity curve and is widely used for polymer melts [9]. The model is given by:

\[
\eta = (\eta_0 - \eta_\infty) \left[ 1 + \left( \lambda \sqrt{H_D} \right)^{\alpha} \right]^{n-1/\alpha} + \eta_\infty
\]  

(15)

where \( \lambda \) is a time constant approximately representing the reciprocal of the shear rate for the onset of shear thinning behavior [9], \( \eta_0 \) the zero-shear viscosity, \( \eta_\infty \) the viscosity as \( H_D \) or \( \frac{dv_1}{dx_2} \to \infty \), \( \alpha \) represents the width of the transition region between \( \eta_0 \) and the power law region, and \( n \) represents the degree of deviation from the Newtonian behavior at higher shear rates.

2.1.1.2. Boundary conditions

In injection molding process, the boundary conditions are the result of fluid-solid (melt suspension-wall) or fluid-fluid (i.e. melt suspension-air) interactions depending on the solution approach. In Lagrangian methods, melt suspension-air interface is considered as a boundary while in Eulerian methods, it is considered as part of the continuum. The boundary conditions for the flow equations encountered in injection mold filling process are described as follows [11].

**Inlet**

At the inlet, either a velocity profile is prescribed based on a given flow rate or pressure is prescribed based on the pressure drop across the flow domain. In the case of a given flow rate, velocity profile is prescribed as:

\[
u(x_t) = f(x_3)
\]

where the coordinate system is described as: 1: flow direction, 2: transverse direction, 3: cavitywise direction.

**Mold walls and air vents (outlets)**

The boundary conditions specified at the mold walls and air vents are based on the PC method. The details of the PC method are provided in 2.2.1.2.7. In the PC method for mold filling, adjustable Robin boundary conditions for the velocity and the stress components \((u_t, \sigma_t)\) are specified at the mold walls and air vents [12]. This results in no slip boundary condition for the polymer and a free-slip condition for the air at the mold walls in tangential direction.
where $\Gamma_w$ is mold wall boundary and $\Gamma_v$ is the air vent boundary and the dimensionless ‘Robin penalty parameter’ $a$ is defined as

$$a = a(F) = \begin{cases} 
\geq 10^4 & \text{if } F \geq 0.5 \text{ no-slip} \\
0 & \text{if } F < 0.5 \text{ free-slip}
\end{cases}$$

Moreover, polymer or air are not allowed to pass through the mold walls. Since mold walls are impermeable, except at air vents where air is allowed to leave freely, the following boundary conditions are imposed for normal component of velocity at the walls and vents

$$u_n = 0 \quad \forall x \in \Gamma_w$$

$$au_n + \sigma_n = 0 \quad \forall x \in \Gamma_v$$

where $a$ is given by Eq. (18). In Lagrangian methods, a no-slip boundary condition at the wall is prescribed indicating that the normal and tangential components of the fluid velocity are zero.

$$u_n = u_t = 0 \quad \forall x \in \Gamma_w$$

**Free surface**

In Lagrangian methods which consider melt-air interface as a boundary, following boundary conditions are imposed:

$$\sigma_n = (\mathbf{\sigma} \cdot \mathbf{n}) \cdot \mathbf{n} = 0$$

$$\sigma_t = (\mathbf{\sigma} \cdot \mathbf{n}) \cdot \mathbf{t} = 0$$

$$\mathbf{v} \cdot \mathbf{n} = 0$$

where $\mathbf{t}$ is the tangent and $\mathbf{n}$ is the normal vector to the curve, $\sigma_n$ the normal stress, $\sigma_t$ the tangential stress. The last equation indicates that there is no flow through the interface. The boundary conditions at the free surface which are defined by Eqs. (22)-(24) represent a moving boundary. In Eulerian methods, the interface forms part of the continuum and is not treated as a boundary.
Symmetry

For symmetry boundaries, following boundary conditions are prescribed:

\[ \sigma \cdot t = 0, \nu \cdot n = 0 \]  \hspace{1cm} (25)

Eq. (25) indicates the absence of tangential stress and normal velocity components along the centerline and other symmetry boundaries.

2.1.2. Orientation equations for high aspect ratio fibers

2.1.2.1. Particle orientation

Typically, high aspect ratio particles such as glass fibers are described by their geometrical features and their concentration in the suspending matrix. These fibers are assumed to be uniform, axisymmetric, and characterized by the aspect ratio \( a_r \), which is defined as

\[ a_r = \frac{l}{d} \]  \hspace{1cm} (26)

where \( l \) and \( d \) are the length and diameter of the fiber, respectively. The suspending medium is assumed to be a Newtonian solvent. Suspensions with fibers are characterized by the fiber volume fraction \( \phi_v \) and aspect ratio simultaneously in three regimes of concentration:

- Dilute regime: \( \phi_v \ll a_r^{-2} \)
- Semi-dilute regime: \( a_r^{-2} < \phi_v < a_r^{-1} \)
- Concentrated regime: \( \phi_v > a_r^{-1} \)

The spatial orientation of a single fiber can be described using the spherical coordinates with the azimuthal \( \phi \) and the zenith \( \theta \) angle as shown in Figure 2.2. In this spherical coordinate system, an orientation unit vector \( \mathbf{p} \) can be constructed parallel to the backbone of the fiber as:

\[ \mathbf{p} = p_1 \hat{\mathbf{e}}_1 + p_2 \hat{\mathbf{e}}_2 + p_3 \hat{\mathbf{e}}_3 \]  \hspace{1cm} (27)

where the components of \( p \) are given by:

\[ p_i = \sin \theta \cos \phi \]  \hspace{1cm} (28)
\[ p_2 = \sin \theta \sin \phi \]  
\[ p_3 = \cos \theta \]  

The orientation description of a population of such fibers can be developed from the orientation description of a single fiber using statistical methods. The most general description of the orientation state at any point in the domain is given by the probability distribution function \( \psi(p) \) or \( \psi(\theta, \phi) \) also known as the orientation distribution function. This function is defined such that the probability of finding a fiber between angles \( \theta_1 \) and \( \theta_1 + \Delta \theta \) and \( \phi_1 \) and \( \phi_1 + \Delta \phi \) is given by [13]:

\[ P(\theta_1 \leq \theta \leq \theta_1 + \Delta \theta, \phi_1 \leq \phi \leq \phi_1 + \Delta \phi) = \psi(\theta_1, \phi_1) \sin \theta_1 \Delta \theta \Delta \phi \]  

where the left hand side denotes the probability of finding a fiber with orientation angles between \( \theta_1 \) and \( \theta_1 + \Delta \theta \) and \( \phi_1 \) and \( \phi_1 + \Delta \phi \).

The orientation distribution function \( \psi \) must satisfy two conditions: the two ends of a fiber must be indistinguishable from each other, i.e.

\[ \psi(\theta, \phi) = \psi(\theta - \pi, \pi + \phi) \]  
\[ \psi(p) = \psi(-p) \]  

and it should be normalized, i.e. the total probability must be 1, i.e.
When the fibers are present in a fluid and are changing orientation with time due to the bulk motion of the fluid, then $\psi$ may be regarded as a convected quantity. In that case, $\psi$ must also satisfy the continuity condition which is given by:

$$\frac{D\psi}{Dt} = -\frac{\partial}{\partial \theta} (\dot{\theta} \psi) - \frac{1}{\sin \theta} \frac{\partial}{\partial \phi} (\dot{\phi} \psi) \quad \text{or}$$

$$\frac{D\psi}{Dt} = -\frac{\partial}{\partial \mathbf{p}} (\psi \mathbf{p})$$

The continuity condition given by Eq. (34) is also referred to as Smoluchowski equation [14], and describes the evolution of $\psi$ with time, once an appropriate expression for average angular velocities $(\dot{\theta}, \dot{\phi})$ or $\dot{\mathbf{p}}$ is chosen.

Although complete and unambiguous, the disadvantage of the orientation distribution function is high computational cost that is associated with it. Bay and Tucker [15] estimated the number of degrees of freedom required for $\psi(\theta, \phi)$ in a typical injection molding simulation and concluded that the description of $\psi(\theta, \phi)$ in a realistic injection molding simulation using 5000 nodes would require four million degrees of freedom.

Advani and Tucker [13] used orientation tensors to approximate the orientation distribution. Orientation tensors are formed by taking the dyadic product of the vector $\mathbf{p}$ with itself and integrating its product with the orientation distribution function over all possible directions. Because the distribution function is even, odd order tensors are zero but an infinite set of even order tensors can be developed. Second and fourth order orientation tensors are given by:

$$\mathbf{A} = A_i = \left\langle p_i p_j \right\rangle = \int_{\phi=0}^{\pi} \int_{\theta=0}^{\pi} p_i p_j \psi(\theta, \phi) \sin \theta d\theta d\phi$$

$$A_{ijkl} = \left\langle p_i p_j p_k p_l \right\rangle = \int_{\phi=0}^{\pi} \int_{\theta=0}^{\pi} p_i p_j p_k p_l \psi(\theta, \phi) \sin \theta d\theta d\phi$$
where $A$ is the second order orientation tensor and $A_4$ is the fourth order orientation tensor with the components of each tensor given by $A_{ij}$ and $A_{ijkl}$ respectively. $\langle \rangle$ represents the ensemble average of the dyadic product of the unit vectors $p$ over all possible orientations. Orientation tensors are symmetric and satisfy the normalization condition, i.e. $tr(A) = 1$. Due to symmetry and normalization conditions, $A$ has only five independent components and $A_4$ has fourteen independent components. The advantage of using orientation tensors over the orientation distribution function is the compactness, efficiency and a manageable computation time. For the injection molding case considered in Bay and Tucker [15] with 5000 nodes, if $A$ is used instead of $\psi(\theta, \phi)$, 25,000 degrees of freedom are required, which is less than 1% of the number required for $\psi(\theta, \phi)$. However, the use of orientation tensors introduces the necessity for a closure approximation to express the higher order tensors in terms of lower order tensors in order to get a closed set of orientation evolution equations.

### 2.1.2.2. Folgar Tucker model

Folgar and Tucker [3] developed a model using orientation distribution function for the evolution of fiber orientation in non-dilute suspensions based on Jeffery’s model [16] for dilute suspensions of ellipsoidal particles by adding a phenomenological term to account for fiber-fiber interactions. The following assumptions are considered in developing the Folgar Tucker model in addition to the original assumptions of Jeffery’s model:

- The fibers are rigid rods of uniform length and diameter
- The fibers are sufficiently large so that the Brownian motion can be neglected
- The fibers are uniformly distributed throughout the matrix

Advani and Tucker [13] replaced the orientation distribution function in the Folgar Tucker model with the more compact orientation tensor notation. The evolution equation for second order orientation tensor $A$ can be written as:

$$
\frac{DA}{Dt} = (W \cdot A - A \cdot W) + \lambda (D \cdot A + A \cdot D - 2A_4 : D) + 2D_t (I - 3A)
$$

(37)

where $W = [(\nabla v)^T - (\nabla v)] / 2$ is the vorticity tensor, $D = [(\nabla v)^T + (\nabla v)] / 2$ is the rate of strain tensor. Velocity gradient is defined as $\nabla v = \partial v_j / \partial x_i$, and $\lambda$ is the shape factor defined as
For high aspect ratio particles such as glass fibers, $\lambda = 1$. $I$ is the identity tensor and $D_r$ is the isotropic rotary diffusivity and accounts for fiber-fiber interactions in non-dilute suspensions. It depends on the fiber size, and the viscosity and temperature of the suspending fluid [17]. For a single fiber, $D_r$ is zero and the Folgar Tucker model reduces to Jeffery’s model.

The first parentheses on the right hand side accounts for the rotational motion of the fibers and the second parentheses indicates that the fibers are convected with the macroscopic flow field keeping their length constant [18]. The isotropic diffusivity term is added to randomize the flow induced orientation in an analogous way as Brownian motion since the randomizing effect in a fiber suspension is similar to Brownian motion. However, the randomizing effect in glass fiber suspensions stops when the flow stops, which means that this term should go to zero as the flow stops. Therefore, Folgar and Tucker proposed the following form for $D_r$:

$$D_r = C_I \hat{\gamma}$$

(39)

where $\hat{\gamma}$ is the scalar magnitude of the rate-of-deformation tensor ($D$) and $C_I$ is an empirical constant known as interaction coefficient. Substituting $D_r$ from Eq. (39) in Eq. (37), Folgar Tucker model is given by:

$$\frac{DA}{Dt} = (W \cdot A - A \cdot W) + \lambda (D \cdot A + A \cdot D - 2A_4 \cdot D) + 2C_I \hat{\gamma} (I - 3A)$$

(40)

The presence of $\hat{\gamma}$ in this term ensures that it goes to zero when the flow stops. Phelps [19] suggested a typical range of $C_I = 0.006$ to $0.01$ for short glass fiber composites. There is no established model yet for the prediction of the interaction coefficient $C_I$. Therefore, it is empirically determined by comparing predictions with the experiments. Folgar and Tucker [3] observed fiber orientation for various suspensions in semi-concentrated and concentrated regimes and tried to obtain values for $C_I$ by fitting the numerical predictions with the experimental data. The values of $C_I$ obtained were in the range of $O(10^{-1})$ and $O(10^{-3})$. There have been a few attempts to develop an empirical model for the interaction coefficient depending on fiber volume fraction. Bay [20] conducted experiments on fiber suspensions of various fiber concentrations and found that for non-
concentrated regimes, $C_i$ decreased with fiber but increased in the high concentration regime and suggested an exponential form for $C_i$ in the concentrated regime as a function of $\phi_i a_i$:

$$C_i = 0.0184\exp[-0.7148 \phi_i a_i]$$  \hspace{1cm} (41)

Eq. (41) predicts that the fiber interactions reduce at high volume fractions. Ranganathan and Advani [21] proposed a theoretical expression for $C_i$ based on the average inter-fiber spacing as:

$$C_i = \frac{K}{a_c/l}$$  \hspace{1cm} (42)

where $K$ is a proportionality constant, $a_c$ the average inter-fiber spacing and $l$ the fiber length. In this model, $a_c$ depends on fiber orientation states. The authors showed that the inter-fiber spacing increases with increasing orientation strength. Therefore, this model predicts that the value of $C_i$ is high for randomly oriented fibers and decreases with increasing fiber orientation. Ramazani et al. [22] suggested that the interaction coefficient depends on polymer configuration to better fit the shear viscosity data and developed a modified version of Eq. (42) as follows:

$$C_i = \frac{K}{a_c/l (A \cdot C)^n}$$  \hspace{1cm} (43)

where $C$ is the polymer conformation tensor and $n$ is a constant. According to Eq. (43), as the polymer chains are stretched in the direction of fiber orientation, the fiber interaction reduces.

Recently, Park and Kwon [23] proposed a model for the interaction coefficient using the irreversible thermodynamics approach for viscoelastic deformation of polymers. They introduced the anisotropic effect of the fiber orientation in the kinematic equation for the polymer in a manner of positive entropy production. The details of the model can be found elsewhere [23].

The use of the orientation tensors in the orientation equations introduces the necessity of using a closure approximation to express the higher order tensor appearing in the right hand side of the equation in terms of a lower order tensor in order to get a closed set of equations. Chung and Kwon [24] published a review of various closure approximations proposed for the fourth order tensor $A_4$ appearing in Eq. (40). Advani and Tucker [13] have indicated certain requirements for an acceptable closure approximation, which are: the approximation must be constructed only from lower order orientation tensors and the unit tensor, the approximation must satisfy the normalization condition, i.e. $tr(A) = 1$, $A_{ijkl}=A_{ij}$, and it should maintain the symmetries of the orientation tensors.
A hybrid closure is a simple and a stable closure and thus has been widely used in numerical predictions [13]. It is a linear combination of linear and quadratic closure approximations based on the level of orientation. Hybrid closure tends to overpredict the fiber orientation in comparison with the distribution function results [25]. Moreover, it does not satisfy the full symmetric property of $A_4$.

Orthotropic closure approximations were developed by Cintra and Tucker [26] and improved upon by Chung and Kwon [27]. In these closure approximations, three independent components of $A_4$ in the eigenspace, namely $A_{ii}^{\text{closure}}$ are assumed to be polynomial functions of the two largest eigenvalues of $A$. The orthotropic closures satisfy full symmetry condition and are quite successful in prediction simple flows. However, these closures require additional computation time due to transformations between the global coordinate system and the principal coordinate system. For low $C_l$ values the orthotropic closures show non-physical oscillations in simple shear and radial diverging flows.

The invariant based optimal fitting closure [28] expresses the fourth order orientation tensor in terms of the symmetric second order tensor $A$ and its invariants using the most general expression of a full symmetric fourth order tensor as:

$$A_4 = \beta_1 S(II) + \beta_2 S(IA) + \beta_3 S(AA) + \beta_4 S(IA \cdot A) + \beta_5 S(AA \cdot A)$$

(44)

where $S$ is the symmetric operator and $I$ is the unit tensor. The coefficients $\beta_i$’s are functions of the second and third invariants of $A$, $\beta_i = \beta_i(II_4, III_4)$. Invariant-based closure is as accurate as the eigenvalue-based closures, but requires much less computational time (about 30\%) as compared to eigenvalue-based closures.

2.1.2.3. Slow orientation models

Even though the Folgar Tucker model (Eq. (40)) has been widely accepted for numerical predictions of fiber orientation, some experimental observations suggest that the actual kinematics of fiber orientation may be slower than the model predicts [29-31]. One of the simplest ways to capture slow orientation kinetics is to multiply the right hand side of the Folgar Tucker model by a factor $\alpha < 1$ as below:
The strain reduction factor (SRF) model. It reduces to Folgar Tucker model for $\alpha = 1$.

Although the SRF model is useful in describing slow orientation kinetics in simple flows [29-32], the model does not pass the rheological objectivity test and can give different answers when solved in different coordinate systems. The model is not invariant under rigid-body rotation. Therefore, its use may be limited to simple flows and it cannot be used for general flows [31]. Recently, Wang [31] developed an objective model for the slow orientation kinetics. To get this objective model, the equation for $A$, Eq. (40) is decomposed into rate equations for eigenvectors and eigenvalues of $A$, the equation for the eigenvalues is modified similarly as SRF model and the equations are then reassembled. After some algebra, the model takes the following form:

$$\frac{DA}{Dt} = (W \cdot A - A \cdot W) + \dot{\lambda}(D \cdot A + A \cdot D - 2A_4 : D) + 2\kappa C_i \dot{\gamma}(I - 3A)$$

(46)

where $L_4$ and $M_4$ are defined in terms of the terms of eigenvalues and eigenvectors of $A$ as:

$$L_4 = \sum_{i=1}^{3} \lambda_i (e_i e_i e_i)$$

(47)

$$M_4 = \sum_{i=1}^{3} e_i e_i e_i$$

(48)

This model is different from the original Folgar Tucker model in the fourth-order orientation tensor term and the fiber interaction term. Now the closure approximation used to approximate the fourth order tensor $A_4$ depends on $\kappa$ which reduces the effect of straining on orientation. Hence, this model is known as ‘reduced strain closure’ or the RSC model.

The RSC model was able to fit the transient shear viscosity data better than the original Folgar Tucker model, especially near the shear strain where the viscosity has a peak. Fiber
orientation predictions in a center-gated disk using RSC model were also in better agreement with the experimental data [1]. Moreover, the RSC model is objective and is invariant under rigid-body rotation. Hence, it can be used in general flows.

2.2 Numerical Methods

The governing equations discussed in 2.1 are solved numerically using various numerical techniques. The balance equations are elliptic PDEs while the orientation equations are hyperbolic PDEs. The elliptic equations can be solved using standard Galerkin finite element method (GFEM). However, the hyperbolic PDEs are solved using discontinuous Galerkin finite element method (DGFEM). These methods are standard methods to solve these types of equations. Therefore they are not reviewed here. The transient filling of mold cavities involves a free moving front or an advancing front which makes it a moving interface problem. This interface evolves in time and changes its shape and position as the flow progresses. Section 2.2.1 reviews various approaches that have been considered to predict the evolution of this free moving interface. Section 2.2.2 gives the details of a time-discretization scheme that is used as an efficient stable scheme to solve the equation describing the evolution of free interfaces.

2.2.1 Advancing Front in Mold Filling Simulations

The advancing front is a free moving interface which is sometimes also referred to as ‘moving front’. It is the interface between the polymer melt advancing in the mold cavity and the air present inside the cavity and evolves in shape and position with time during the mold filling process. Figure 1.1 shows the advancing front between two parallel plates. One of the characteristic flow features behind the advancing front is known as a fountain flow. The term ‘fountain flow’ was first introduced by Rose [35] to describe the kinematics of a wetting liquid displacing another immiscible liquid in a capillary channel. The interface formed between the wetting and the displaced liquid moves at a slower speed than the fluid particles approaching the slow moving interface. The fluid decelerates at the front and spills outward from the center towards the walls, thus creating a fountain effect. This kind of flow has been reported in the literature even before Rose coined this term [36-38]. Fountain flow behind the advancing front is critical to the study of mold filling simulations of fiber suspensions because all the fibers that are deposited near the walls practically pass through the fountain flow [39]. In fountain flow region behind the advancing front, streamlines carry the polymer matrix along with the fibers from the center of the mold towards the walls. The fibers, as they pass through the fountain flow region, undergo changes in orientation due
to the complex flow field present in the fountain flow region, and get laid along the walls thereby affecting the orientation near the walls. Therefore, it is necessary to include the fountain flow in fiber orientation predictions to get correct predictions of fiber orientation near the walls [1, 2, 15, 39-41].

The advancing front moves as the polymer melt fills the mold and creates a moving boundary with a moving contact point at the mold walls. As a result of this, numerical complications arise such as a stress singularity at the contact line in case of no slip boundary conditions for the filling fluid at the walls [42]. Various approaches have been suggested in the literature to solve the problem of viscous flows with moving contact points [43-45]. Some of the problems in the numerical treatment of such free boundaries or interfaces are: (1) their discrete representation, (2) their evolution in time and (3) the imposition of boundary conditions on them [46]. Solution of such problems requires a choice of an appropriate kinematical description of the continuum [47]. The choice of the description dictates the capability of the numerical method to handle huge distortions of the continuum and an accurate description of free surfaces and interfaces. In continuum mechanics, three methods have been used: Lagrangian, Eulerian and arbitrary Lagrangian Eulerian (ALE) for such description. In Lagrangian method, the frame of reference is attached to the moving fluid and the observer follows the fluid particles in motion as they move through the given space while in Eulerian methods, reference frame is stationary and the fluid particles are seen by a stationary observer as they move through the given space. ALE method is a combination of Lagrangian and Eulerian methods. Lagrangian methods are briefly discussed in section 2.2.1.1 and a detailed overview of Eulerian methods is given in section 2.2.1.2. ALE method is briefly discussed in section 2.2.1.3. The discussion of these methods in the following sections is restricted to two-dimensional problems unless stated otherwise, with a few remarks about their implementation in three dimensions.

2.2.1.1. Lagrangian methods

In Lagrangian methods, also known as interface tracking or moving mesh or surface methods, the reference frame moves with the fluid so that the fluid elements are always contained in the same elements. In these methods, mesh nodes always move along with the fluid particles with which they are associated. Interfaces are marked and tracked with calculations only on one phase based on the following conditions [48]:

---
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1. Free surface is a sharp interface between two immiscible fluids without any flow across the interface (interface kinematic condition)

2. Forces acting on the free surface are in equilibrium (interface dynamic condition)

Lagrangian description of kinematics has certain advantages that make it a preferred method for problems with small displacements. In Lagrangian methods, it is easy to track free surfaces or interfaces between two immiscible fluids and to define their shapes. It also makes it easy to work with materials having history-dependent constitutive relations. However, in the case of large distortions in the continuum, there may be sizeable changes in the size and shape of mesh elements thereby requiring frequent remeshing operations [47].

2.2.1.2. Eulerian methods

In the Eulerian methods, a reference frame is chosen which employs a fixed or a static mesh through which the fluid moves under a given or computed velocity field. The advantages of this method include its ability to preserve mesh regularity i.e. its ability to handle large distortions in the continuum without any recourse to remeshing. This feature of the Eulerian methods is helpful in problems involving free boundaries, especially when the free boundaries undergo such large deformations that the Lagrangian methods cannot be used [46]. However, this comes at the expense of the resolution of the flow details and precise definition of the interfaces [47]. The accuracy of the interface position is limited by the mesh size.

In Eulerian fluid elements, body and surface forces are computed analogously to Lagrangian fluid elements. However, Eulerian methods differ in the manner in which fluid elements are moved to next positions using computed velocities at every time step [46]. In the Lagrangian method the mesh elements simply translate with the fluid velocity while in Eulerian case the mesh remains fixed and the fluid moves through the mesh elements. In order to advance a free moving interface in an element using the Eulerian method, flow properties such as viscosity and density in the element need to be averaged using the properties of the fluids on either side of the interface. This inherent averaging of flow properties for approximating the convective flux is one of the biggest shortcomings of Eulerian methods. This results in smoothing of the variations in flow quantities and a loss of resolution for free boundaries [46]. As noted above, the averaging process in Eulerian methods results in loss of resolution and in particular, blurring of discontinuities in case of free boundaries. This problem is overcome by introducing a treatment that identifies a discontinuity at free boundaries and prevents averaging of the flow properties across it [46].
Various Eulerian methods for tracking moving interfaces and free boundaries have been proposed. Sections 2.2.1.2.1 through 2.2.1.2.7 provide brief descriptions of selected methods used to predict the evolution of free moving interfaces in an Eulerian frame of reference. Advantages and disadvantages associated with each one of these methods are also discussed briefly in each section.

2.2.1.2.1. Height function method

A free boundary can be represented simply by defining its distance from a reference line as a function of position along the reference line. In case of a rectangular mesh with elements having width $\delta x$ and height $\delta y$, the height of the free surface $h$ from the bottom of the mesh can be defined for each column of elements. Such a description would approximate a curve $h = f(x,t)$ by assigning the values of $h$ to discrete values of $x$ [46]. The advantage of this method is its efficiency due to its requirement of only one-dimensional array for storing the values of surface height $h$. Moreover, the evolution of the height function also requires update of only one-dimensional array (e.g. [49]). However, the method does not work at all for multiple-valued surfaces having more than one $y$-value for a given $x$-value such as drops or bubbles, and does not work well when the boundary slope, $\partial h / \partial x$, exceeds the mesh element aspect ratio $\delta y / \delta x$.

For free fluid boundaries, the kinematic equation, Eq. (49) governs the time evolution of the height function.

$$\frac{\partial h}{\partial t} + u \frac{\partial h}{\partial x} = v \tag{49}$$

where $(u,v)$ are components of fluid velocity in $(x,y)$ coordinates. Eq. (49) states that a free fluid boundary moves with the fluid. As can be seen, Eq. (49) is Eulerian in the $x$ direction while Lagrangian in the $y$ direction. The method of the height function can be easily extended from two-dimensions to three-dimensions [50] for single-valued surfaces which can be described by $h = f(x, y, t)$.

2.2.1.2.2. Line segments method

The method of line segments is a generalization of the height function method. It utilizes chains of short line segments or points connected by multiple line segments (for example [51]) instead of a single line. In this method, the coordinates of each point need to be stored and for accuracy, the distance between the neighboring points should be less than the minimum mesh size,
\( \delta x \) or \( \delta y \). This requires additional memory space for this method, but it is not limited to single-valued surfaces [46]. A chain of line segments evolves in time by moving with the fluid velocity determined by the interpolation in the surrounding mesh. This resembles the evolution of a Lagrangian mesh line. The chain of line segments is more flexible than a single line, because individual segments maybe easily added or deleted to get the desired resolution of the free boundary. One of the difficulties arises when two surfaces intersect or when a surface folds over itself. In such a case, segment chains can be reordered with possible addition or deletion of chains. However, in a general case, the identification of intersections and the decision on how a reordering should be performed is not trivial [46]. The applicability of the method is limited to two-dimensional analyses and cannot be easily extended to three dimensions because linear ordering of two-dimensional lines does not work for three-dimensional [52]. Consequently, identification of surface intersections and addition-deletion algorithms are more complex.

2.2.1.2.3. Level-set method

In the level-set method, interface is defined as the zero level set of a distance function from the interface [53]. This distance function \( \Upsilon \) is a signed function that has a positive sign on one side of the interface and a negative sign on the other side. This function is a scalar variable which is advected with the local fluid velocity following the scalar transport equation, which is given by:

\[
\frac{\partial \Upsilon}{\partial t} + \mathbf{v} \cdot \nabla \Upsilon = 0
\]  

(50)

Level-set method is conceptually simple and relatively easy to implement and gives accurate results when the interface is advected parallel to one of the coordinate axes. However, when there is significant vorticity present in the flow or for significantly deformed interfaces, the method results in a loss of mass (or volume) [54].

2.2.1.2.4. Marker and cell (MAC) method

The marker and cell (MAC) method is one of the first methods that were developed to deal with free moving interfaces [55, 56]. In the MAC method, a fluid filled region is defined instead of a free surface as in the method of height function or the method of line segments. This method has been applied for numerical solution of problems concerning time-dependent, viscous flows of an incompressible fluid in several space dimensions. In this method, a Lagrangian set of marker particles is introduced to designate empty and fluid filled regions and the finite difference
approximation is employed on an Eulerian mesh to obtain the changes in the fluid configuration [57]. Surfaces or interfaces between immiscible fluids are defined by identifying the ‘boundaries’ dividing the regions with and without marker particles. An element containing marker particles with a neighboring element without any marker particles is marked as an element having the interface. Precise location of the free interface within the element can be determined by analyzing the distribution of the marker particles within the element and appropriate interface boundary conditions for the flow equations can be applied based on this information [58]. An interlaced grid system with pressure placed at the element center and velocity components centered at the element sides is used. This permits rigorous internal momentum conservation with minimal participation of neighboring elements and reduces the averaging usually required for computing the values of the variables at grid points where variables are not explicitly defined. Only such a grid allows the continuity equation to achieve a unique exact form [57].

In the MAC method, all elements in the computational domain are ‘flagged’. The cells at the boundary of the computational domain are flagged as ‘boundary’ cells while interior cells filled with the fluid are marked as ‘full’, empty cells (cells not containing the fluid) are marked as ‘empty’ and cells containing the fluid and having at least one face contiguous with an empty cell are marked as ‘surface’ cells. Marker particles are created and their coordinates are stored for future reference. In the time-stepping loop, new velocity field is computed at every step and marker particles are advanced through the cells with this new velocity field. As the marker particles move through the cells filling up empty cells, cell flags are updated accordingly.

The method has been successful in treating transient incompressible viscous flows with free surfaces encountered in hydraulics, such as the splash of a falling column of water, draining of a tank, dam breaking, flow over an underwater obstacle, etc [57]. The method has also been applied to the problem of laminar mixing of two immiscible Newtonian fluids being sheared in a cavity with a moving and a fixed wall. The evolving interface between the two immiscible fluids which were initially stratified in the cavity was obtained as a function of time, processing conditions, and the ratio of the viscosities of the two fluids [59]. The method can also be easily extended to three-dimensional problems, although with added storage requirements because of the large increase in number of point coordinates corresponding to marker particles and high computational times [46, 60]. Due to finite number density of marker particles, false regions of empty spaces or voids may be generated in high shear regions of fluid flow (and hence high fluid extension). Another difficulty arises in obtaining good quantitative information on the orientation of the interface or partial cell
volume using this method, and applying free surface boundary conditions, especially pressure [61].
They are applied approximately often leading to instability at the free surface [61].

2.2.1.2.5. Flow analysis network (FAN) method

Flow Analysis Network (FAN) method is a simplified mathematical model that predicts the overall filling pattern in thin molds of some complexity for two dimensional, quasi steady-state and isothermal flows [62]. In the FAN approach, a parameter $F_{\text{fill}}$ is defined that represents the ratio of the filled volume to the total volume in each control volume and is computed based on the net flow rates into each partially filled control volume [63]. Pressure distribution is obtained by dividing the flow region into a mesh of square elements with a node at the center of the element. Links with specified flow resistance interconnect adjacent nodes. The flow resistance of the links is determined by the local separation of the mold walls and the fluid flows through a network of links and nodes. When a melt front node is filled with the fluid, a value of one is assigned to the parameter $F_{\text{fill}}$ at that location and the neighboring nodes in the flow direction become the new melt front nodes. The melt front nodes are convected from the starting node until the cavity is completely filled [64]. The method has good predictive capabilities under isothermal conditions. For filling conditions where no large melt temperature drops are expected, the advance of the flow front(s) and the locations of the weld lines can be predicted fairly well. Simulations with the FAN method also support the predictions that the overall filling patterns and flow front shapes are only a mild function of non-Newtonian nature of the filling fluids [57].

2.2.1.2.6. Volume of Fluid (VOF) method

A common method used to track advancing fronts is known as the Volume of fluid (VOF) method [46, 65]. In the VOF method, in every element of the computational mesh, a marker concentration function $F$ (also known as color function or volume function or phase indicator function) denotes the proportion of volume filled by the fluid. The average value of $F$ in an element represents the fractional volume of the element filled with the fluid. All the elements with the average value of $F$ equal to unity represent fluid filled elements while the elements having an average value of zero for $F$ represent empty elements. The elements having a value of $F$ between zero and unity represent elements containing the free interface. Thus the location and the direction of steep gradients in $F$ determine the location and the normal direction of the interface. Evolution of $F$ is given by the transport equation (Eq. (50)) with $\Upsilon$ replaced by $F$ as below:
\[
\frac{\partial F}{\partial t} + \mathbf{v} \cdot \nabla F = 0
\] (51)

where \( \mathbf{v} \) is the velocity vector computed at time \( t \). With the known values of \( F \) and the normal direction, a line that approximates the interface is constructed parallel to one of the coordinate axes through the elements containing the interface. Interface normal components are approximated from the neighboring elements; and based on relative magnitudes of these components, the interface normal is aligned parallel to one of the coordinate axes. This approximate interface location is then used to apply the velocity and other boundary conditions for mass and momentum balance equations. Eq. (51) states that \( F \) moves with the fluid and is the partial differential analog of marker particles. For a Lagrangian mesh, Eq. (51) reduces to the statement that \( F \) is constant in each cell and serves as a marker for fluid containing cells.

The VOF method [52] provides similar information about the interface as the marker and cell method while requiring storage for only one variable which is consistent with the storage requirements for all other dependent variables [46]. This conservative use of resources is highly advantageous in multi-dimensional computations. In principle, the method is applicable in tracking surfaces of discontinuity in material properties, tangential velocity, or any other property [46]. VOF method is a popular way for filling simulations in forming operations due to its simple representation of the free surface and it has been applied to existing numerical codes [66].

The problem of averaging of flow properties inside elements in the Eulerian methods is overcome in the VOF method by introducing a treatment that identifies a discontinuity at free boundaries and prevents averaging of the flow properties across it [46]. However, standard finite difference schemes or lower order schemes such as first order upwind method result in smearing of the function \( F \) due to numerical diffusion and standard higher order schemes result in numerical oscillations [54]. Thus, various volume advection schemes have been proposed for finite volume and finite difference meshes to keep the interfaces sharp and produce monotonic profiles of the function, \( F \). Some of these schemes are donor-acceptor scheme [46], flux corrected transport [67], Lagrangian piecewise linear interface construction (PLIC) [68], simple line interface calculation (SLIC) [69], Young’s method [70], compressive interface capturing scheme for arbitrary meshes (CICSAM) [71], and inter-gamma compressive scheme [72]. In the following sections, these methods are described in some detail.
2.2.1.2.6.1. Donor-acceptor scheme

In the Hirt and Nichols’ VOF method [46], the interface is approximately constructed parallel to one of the coordinate axes. For fluxes in the direction perpendicular to the approximate interface, a donor-acceptor scheme is used while for calculating fluxes in the direction parallel to the interface, upwind fluxes are used. The method determines the slope of the interface and switches to upwind differencing when the smallest angle between the face of the control volume and the interface is more than 45°. Figure 2.3 shows an example of a fluid configuration with a positive $x$-velocity at the face $i+1/2$. Element $(i,j)$ and the downwind element $(i+1, j)$ are both partially filled and $F_{i,j} > F_{i+1,j}$. Using the VOF scheme, reconstruction of the interface in element $(i,j)$ is vertical. The donor-acceptor scheme computes the amount of $F$ fluxed across the element face $(i+1/2,j)$ in time step $\delta t$ as [61]:

$$Q_{i+1/2,j} = \delta t \{ \text{MIN}[F_{i,j} \delta x, U_{i+1/2,j} F_{i+1,j} \delta t + \text{MAX}(0.0, U_{i+1/2,j} (1.0 - F_{i+1,j}) \delta t - (1.0 - F_{i,j}) \delta x)] \} \quad (52)$$

The terms in the right hand side of Eq. (52) are:

i. $F_{i,j} \delta x$, the maximum amount of fluid available for the outgoing flux from the element $(i,j)$

ii. $U_{i+1/2,j} F_{i+1/2,j} \delta t$, the downwind approximation of $F$ fluxed across the face $(i+1/2,j)$

iii. $U_{i+1/2,j} (1.0 - F_{i+1,j}) \delta t$, the downwind approximation of the air fluxed across the face $(i+1/2,j)$

iv. $(1.0 - F_{i,j}) \delta x$, the maximum amount of air that can be fluxed out from the element $(i,j)$
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Figure 2.3 (a) True interface configuration and (b) interface reconstruction for Hirt-Nichols VOF [61]. Shaded region represents fluid while non-shaded region represents air.
The MIN function in Eq. (52) prevents the flux of more fluid through the face \((i+1/2, j)\) from the donor element \((i, j)\) than that exists inside the element. In the process of fluxing out the fluid from the donor element, the air also gets fluxed out and MAX function ensures that the air that is fluxed out is not more than the air that exists inside element \((i, j)\). The method combines first-order up and downwind fluxes in such a way as to minimize diffusion and ensure stability. The method can be considered as a flux-corrected algorithm in which MIN and Max functions limit the non-monotonic downwind flux of fluid ensuring that no new extrema is created in the element.

2.2.1.2.6.2. Flux-corrected transport

Flux-corrected transport (FCT) is a scheme that is based on a combination of upwind and downwind fluxes such that it eliminates both the instability of the downwind scheme and the diffusiveness of the upwind scheme. It is built on the idea of adjusting fluxes calculated with a non-monotonic higher order advection scheme to improve the monotonicity of the final solution [67, 73]. The scheme comprises several stages of calculation. First, an intermediate value of \(F\), denoted by \(F^*\), is calculated using a diffusive monotonic advection scheme. The solution scheme for one-dimensional version of Eq. (51) at time level \(n\) for mesh element \(i\) can be written as:

\[
F_i^n = F_i^n - \frac{1}{\delta x} \left( Q_{i+1/2}^l - Q_{i-1/2}^l \right)
\]

where \(Q^l\) is the lower-order flux. An anti-diffusive flux is then defined in an attempt to correct the numerical diffusion resulting from the lower order solution scheme. This anti-diffusive flux, denoted by \(Q^d\) is initially approximated as the difference between higher and lower order flux approximations:

\[
Q_{i+1/2}^d = Q_{i+1/2}^h - Q_{i+1/2}^l
\]

Application of this anti-diffusive flux in its entirety results in an unstable higher order flux being used introducing numerical oscillations, and thus it is limited by introducing correction factors, denoted by \(q\). The correction factors are so as to ensure that no new extrema are introduced in the solution after applying anti-diffusive fluxes. The range of fluxes allowed for a mesh element \(i\) is based on the values of \(F^n\) and \(F^*\) in element \(i\) and its two neighboring elements, \(i-1\) and \(i+1\).
Details of the method for limiting fluxes can be found elsewhere [73]. The final step in FCT method is to apply the corrected anti-diffusive fluxes and obtain the values of $F$ at the new time level:

$$F_{i}^{n+1} = F_{i}^{*} - \frac{\left( q_{i+1/2}^d - q_{i-1/2}^d \right)}{\delta x}$$  \hspace{1cm} (55)

Multi-dimensional FCT-VOF

The one-dimensional FCT scheme can be extended to two-dimensions in two ways, The first one is by using the fully two-dimensional FCT algorithm [73] and the second is by implementing a direction-split implementation [61].

In the two-dimensional algorithm, an approximate value of $F$ is calculated by two-dimensional fluxing using the lower order solution scheme. The anti-diffusive fluxes are then estimated and limited using $F^*$ in five-neighborhood of the element. Rudman tested this scheme with the advection of a 2-D step function in a uniform velocity field. The interface remained extremely thin but the interface shape was not maintained. The key source of error in two-dimensional scheme comes from the limiting of fluxes, in which the direction of the major component of the diffusive error cannot be determined [61].

In direction-split implementation in two dimensions, the entire mesh is swept in the $x$-direction using the 1D algorithm, updating $F$, followed by a sweep in the $y$-direction [61]. The order of sweeps in $x$- and $y$-directions is interchanged at every time step to avoid introduction of a systematic error. In this method, a problem is encountered that is not seen in Zalesak’s multidimensional algorithm. After the first sweep, values of $F$ may exceed the value of unity resulting in a problem in the next step because these values greater than unity are used in calculating the fluxes for the next time step. This results in the elements in the fluid domain attaining $F$ values less than unity, which is unacceptable. One of the ways to overcome this problem is to make allowance for effective change in the area of an element during each one-dimensional sweep of the mesh. Letting $\delta a_{i,j} = \delta x \delta y$ be the area of the element $(i,j)$ at the beginning of each time step, the following calculations are made for the $x$-sweep:
\[
\vec{F}_{i,j} = F^n_{i,j} \delta a^n_{i,j} - (Q^{+}_{i+1/2,j} - Q^{-}_{i-1/2,j}),
\]
\[
\delta a^{n+1/2}_{i,j} = \delta a^n_{i,j} - \delta t \delta y(u_{i+1/2,j} - u_{i-1/2,j}),
\]
\[
F_{i,j}^{n+1/2} = \frac{\vec{F}_{i,j}}{\delta a^{n+1/2}_{i,j}}.
\]

Similar calculations are performed in the \( y \)-sweep. After the two sweeps, \( \delta a_{i,j} \) is set equal to \( \delta x \delta y \). This scheme is equivalent to solving Eq. (57) in the \( x \)-direction with an analogous equation in the \( y \)-direction.

\[
\frac{\partial F}{\partial t} + \frac{\partial u F}{\partial x} = F \frac{\partial u}{\partial x} \tag{57}
\]

It is important to calculate the element volume change occurring in each one-directional sweep when calculating the lower order diffused solution \( F^* \), because otherwise the integrity of the method is severely degraded. One last correction to avoid accumulation of round-off errors and boundedness of the solution, is implemented at every time step, which is that all the negative \( F \)-values are set to zero and all the \( F \)-values greater than unity are set to unity. However, if such a procedure is not implemented, the values of \( F \) used in the calculation of up and downwind fluxes should be limited to the range \([0, 1]\).

2.2.1.2.6.3. *Simple line interface calculation (SLIC)*

In the simple line interface calculation method, the interface in an element is reconstructed with a straight line parallel to one of the coordinate axes [69]. The method uses a direction-split scheme and in each direction sweep, only element neighbors in the direction of the sweep are considered for interface reconstruction. Because only element neighbors in the flux direction are considered for flux calculations, it is possible that an interface containing element may have different representations for each direction sweep as shown in Figure 2.4 (b and c). For the case of interface reconstruction between two fluids, there are nine possible interface element configurations, which reduce to three basic cases for flux determination. Details of these possible configurations are available elsewhere [69]. After approximate interface reconstruction, fluxes are geometrically calculated for each fluid.
2.2.1.2.6.4. Young’s method

Young’s VOF (Y-VOF) method has more accurate interface reconstruction than Hirt-Nichol’s VOF or SLIC [61]. Young’s method is a direction-split method in which the interface normal, $\beta$, is first estimated [70]. The interface location in an element is then approximated by a straight line with an orientation $\beta$ and cutting the element such that the fraction of the element filled by the fluid is equal to $F_{i,j}$. The geometry of the resulting fluid ‘polygon’ is then used to determine the fluxes of $F$ through any of the element faces on which the velocity is directed out of the element. Compressive interface capturing scheme for arbitrary meshes (CICSAM)

CICSAM [74] is a high-resolution differencing scheme that falls in the category of composite schemes. Composite schemes were introduced to solve local boundedness which is not preserved in previous VOF schemes. CICSAM uses the concept of normalized variable diagram (NVD) [75] for applying boundedness criteria, in a discretized form of convection equation [76]. NVD is used to define a normalized expression for the volume fractions of donor elements and the element face, respectively as:

$$\bar{F}_D = \frac{F_D - F_U}{F_A - F_U} \quad (58)$$

$$\bar{F}_f = \frac{F_f - F_U}{F_A - F_U} \quad (59)$$

where subscripts A, D, U represent acceptor, donor and upwind elements as shown in
CICSAM uses convection boundedness criteria (CBC) [77], shown in Figure 2.6, as the most compressive scheme with robust local bounds on $\hat{F}_f$ in order to reduce numerical diffusion. For explicit flow calculations, this can be represented as:

$$
\bar{F}_{f_{\text{exc}}} = \begin{cases} 
\min \left\{ 1, \frac{\bar{F}_D}{C_f} \right\} & \text{when } 0 \leq \bar{F}_D \leq 1 \\
\bar{F}_D & \text{when } \bar{F}_D \leq 0, \bar{F}_D > 1
\end{cases}
$$

(60)

where $C_f$ is the Courant number defined at the face $f$ as $C_f = \left| u_f \right| \delta t / \delta x$.
Figure 2.6 Convection boundedness criteria for explicit flow calculations [48].

CBC is a very compressive scheme and wrinkles the interface because it tends to compress any gradient into a step profile, even when the slope of the interface is almost tangential to the flow direction [46, 54]. So, CICSAM should be switched to another scheme known as the Ultimate-Quickest (UQ) [75] when the interface slope is tangential to the flow direction. UQ scheme, in the explicit form, can be represented as:

\[
\tilde{F}_{\text{UQ}} = \begin{cases} 
\min \left\{ \frac{8C_f \tilde{F}_D + (1-C_f)(6\tilde{F}_D + 3)}{8}, \tilde{F}_{\text{fac}} \right\} & \text{when } 0 \leq \tilde{F}_D \leq 1 \\
\tilde{F}_D & \text{when } \tilde{F}_D \leq 0, \tilde{F}_D > 1 
\end{cases}
\]  

(61)

A weighting factor in the range [0, 1] is introduced to switch between more compressive CBC scheme and less compressive UQ scheme as the angle between the slope of the interface and the flow direction changes from 90° to 0°, respectively.

When used for simple advection and other more real tests, CICSAM scheme is very accurate in keeping the interface sharp. The scheme is derived for arbitrary meshes and is flexible in terms of boundary fitted grid usage. In terms of mass loss, the errors for different test cases show that the scheme is fairly mass conservative. However, the limitation of the scheme is that the boundedness of the scheme is dependent on the local Courant number, and thus requiring very small time steps to keep the interface sharp (a sharp interface is an interface for which the gradient of the
volume fraction across the interface is very steep). For 1D problems, Courant number limit is \( Co < 1/2 \) while in multi-dimensions, Courant number limit is \( Co < 1/3 \) [54].

2.2.1.2.6.5. Inter-gamma differencing method

The inter-gamma differencing method [72] achieves the necessary compression of interface by introducing an extra, artificial compression term in the original transport equation, Eq. (51) instead of just using a compressive differencing scheme. The transport equation is modified as:

\[
\frac{\partial F}{\partial t} + \nabla \cdot (v F) + \nabla \cdot (v' F (1 - F)) = 0
\] (62)

where \( v' \) is a velocity field introduced to compress the interface. This artificial term is active only in the interface region. There can be many possible formulations for \( v' \). Rusche et al. [78] used Inter-gamma differencing method for interface capturing in two-phase flows and used a formulation for \( v' \) based on maximum velocity magnitude in the interface region \((0 < F < 1)\). Since the compression is required to act perpendicular to the interface, maximum velocity magnitude was multiplied by the normal vector of the interface to get the maximum magnitude in the direction perpendicular to the interface. The inter-gamma differencing scheme bounds the solution to Eq. (62) between zero and one. Eq. (62) is rewritten in a modified form which is discretized and solved using inter gamma differencing scheme. The scheme is based on the donor-acceptor formulation of Leonard’s normalized variable diagram [79]. The variables and the arrangement of the control volume is similar to the one used in CICSAM approach. The results of simple advection tests show that the scheme is highly dependent on CFL numbers limiting the time steps to very small values in order to get sharp interfaces. More practical test cases using low CFL numbers result in very good resolution of interface. Moreover, the method is completely mass conservative as there is no mass addition or deletion [54].

2.2.1.2.7. Pseudoconcentration method

The pseudoconcentration (PC) method [12] is related to the VOF method. However, in contrast with the VOF method which takes into account geometrical configurations, this method takes an algebraic approach and solves the transport equation, Eq. (51) numerically without any special geometrical treatment. The flow problem is solved on a fixed mesh that covers the entire domain that gets filled by the flowing fluid, namely polymer melt in the case of mold filling problems. In the context of mold-filling by a polymer melt, a fictitious fluid is introduced that
represents air downstream of the melt-air interface [80]. The density of the fictitious fluid is chosen to be similar to that of the air and viscosity is chosen such that it is small enough compared to the melt viscosity (about $10^{-3}$ times the polymer viscosity) in order to mimic the inviscid nature of air but still large enough (many orders of magnitude higher than air) to maintain numerical stability. We will call this fictitious fluid ‘air’ from now on. With this selection, the contribution of the air to pressure buildup in the mold is negligible as compared to that of the melt. Moreover, inertia for air is negligible and Reynolds number is small. This air is allowed to leave the mold at specified outlets or vents. The material label is a continuous function bounded by zero and one and is known as the pseudoconcentration function. This material label takes the value $F = 1$ for completely fluid filled regions, $F = 0$ for completely air filled regions and $F = 0.5$ defines the melt-air interface. This interface moves with the fluid as the material labels are convected with the local fluid velocity.

Material parameters such as viscosity and density are defined as discontinuous functions of pseudoconcentration as below:

$$\eta = \eta(F) = \begin{cases} 
\eta_{\text{polymer}} & \text{if } F \geq 0.5 \\
\eta_{\text{air}} & \text{if } F < 0.5
\end{cases} \quad (63)$$

Because quadratic shape functions are used for the pseudoconcentration field, negative values for material property such as viscosity and density may be encountered. This is avoided by piece-wise linear interpolation of the material properties at midpoints of the elements containing the interface [81] as shown in Figure 2.7.
Figure 2.7 Piecewise linear interpolation of viscosity on a quadrilateral element to avoid negative values: original function (dashed line) and interpolated function (solid line) [12].

The advantages of the pseudoconcentration method over the VOF method are [82]:

1. The pseudoconcentration method makes use of an algebraic approach as compared to the VOF method which uses geometrical calculations to calculate fluxes across elements. In the pseudoconcentration method, a hyperbolic equation is directly solved to get the position of the flow front without the need for treatment of special cases or to define how volumes are filled since these equations use finite element basis functions.

2. Because a finite element scheme is used to solve a hyperbolic equation, it is easy to implement higher order schemes just by the choice of the basis functions.

3. The pseudoconcentration method is easy to implement in the discontinuous Galerkin finite element method (DGFEM) scheme and directly determines the shape and the position of the advancing front by solving the hyperbolic transport equation. The discontinuous Petrov-Galerkin formulation that is used to solve the hyperbolic differential equation is stable even for local CFL numbers greater than one [83].

In this work, we have used the pseudoconcentration method for the evolution of the advancing front due to its several advantages over other methods as listed above. The mass and momentum balance equations are solved with the boundary conditions specific to the pseudoconcentration method. The boundary conditions for the balance equations are discussed in section 2.1.1.2.
2.2.1.3. Arbitrary Lagrangian Eulerian methods

The arbitrary Lagrangian Eulerian (ALE) methods combine the advantages of the Lagrangian and the Eulerian methods while reducing their drawbacks [47, 84]. ALE methods include adaptive grid regeneration methods that involve remeshing at every time step. The mesh covers the filling fluid area and the flow equations are solved for this domain with appropriate boundary conditions. In addition to the continuity equation and stress balance equations, an equation for the mesh velocity is also solved at every time step and a convective velocity $v_c$ is defined as

$$v_c = v - v_m$$

(64)

where $v$ is the fluid velocity and $v_m$ is the mesh velocity. Such methods have been in use for two-dimensional simulations of mold filling processes. ALE description of kinematics comes in handy for moving boundary problems because in ALE formulation of the mesh following the moving boundaries is allowed while maintaining the regularity of the mesh [85]. In finite element formulations of ALE methods, nodes can either stay fixed or move with the fluid velocity at the nodes or move with a mesh velocity that is different from nodal velocity of the fluid providing a continuous remeshing capability [47, 86]. This ability of continuous remeshing at every time step gives the technique the capability of maintaining reasonable shapes for the elements while allowing for almost accurate description of free boundaries [87]. This gives the ALE formulation the advantage of easy tracking of moving surfaces while handling large distortions relatively easily [47]. Other advantages include the capability of the technique to keep mesh connectivity and the number of degrees of freedom constant during remeshing steps, and a reduction in computational cost [86].

2.2.2. Total variance diminishing (TVD) time discretizations

The solution to hyperbolic conservation laws such as Eq. (51) may develop discontinuities such as contact discontinuities and shocks, etc. even if the initial condition is a smooth function. Standard finite difference methods are not suitable for such equations, even if linearly stable and give poor results in the presence of shocks and other discontinuities [88]. Various methods have been proposed for constructing efficient time discretization schemes to solve Eq. (51) such as total variance diminishing (TVD), total variation bounded (TVB) and essentially non-oscillatory (ENO) methods. Eq. (51) is written here in the form:
\[ F_i + \sum_{i=1}^{d} f_i(F)_{,x_i} = 0, \quad \text{(65)} \]
\[ F(x,0) = F_0(x) \]

where \( x = (x^1, x^2, ..., x^d) \), and any real combination of the Jacobian matrices \( \sum_{i=1}^{d} \xi_i(\partial f_i / \partial F) \) has \( m \) real eigenvalues and a complete set of eigenvectors. Given a computational grid \( x_j = j \cdot \Delta x \), \( t_n = n \Delta t \). \( F_j^n \) represents the computed approximation to the exact solution \( F(x_j, t_n) \) of Eq. (65). The above equation can be written in abstract form as

\[ F_i = L(F) \quad \text{(66)} \]

where \( L \) is a spatial operator. For a hyperbolic conservation equation such as Eq. (65), Shu and Osher [88] use a conservative scheme:

\[ F_j^{n+1} = F_j^n - \lambda (\hat{f}_{j+1/2} - \hat{f}_{j-1/2}), \quad \lambda = \Delta t / \Delta x \quad \text{(67)} \]

with a consistent numerical flux given by

\[ \hat{f}_{j+1/2} = \hat{f}(F_{j-1}, ..., F_{j+k}); \quad \text{(68)} \]

The total variation of a discrete scalar solution of above equation is given by

\[ TV(F) = \sum_{j} |F_{j+1} - F_{j}| \quad \text{(69)} \]

The scheme can be said to be TVD if

\[ TV(F^{n+1}) \leq TV(F^n) \quad \text{(70)} \]

Runge Kutta methods are used to discretize Eq. (65), and the goal is to get a fully \( r \)-th order approximation to the differential equation of the form (66), giving

\[ F^{n+1} = S(F^n) \quad \text{(71)} \]

where \( S \) is a linear expression. After algebraic manipulations using Taylor expansions, and manipulations of possible parameters, Shu and Osher [88] have suggested the following schemes:
1. Second order case, $m = 1$,

\[ F^{(1)} = F^{(0)} + \Delta t L(F^{(0)}) \]
\[ F^{(2)} = \frac{1}{2} F^{(0)} + \frac{1}{2} F^{(1)} + \frac{1}{2} \Delta t L(F^{(1)}) \]  
(CFL coefficient = 1)

2. Third order case, $m = 2$,

\[ F^{(1)} = F^{(0)} + \Delta t L(F^{(0)}) \]
\[ F^{(2)} = \frac{3}{4} F^{(0)} + \frac{1}{4} F^{(1)} + \frac{1}{4} \Delta t L(F^{(1)}) \]
\[ F^{(3)} = \frac{1}{3} F^{(0)} + \frac{2}{3} F^{(2)} + \frac{2}{3} \Delta t L(F^{(2)}) \]  
(CFL coefficient = 1)

For higher order cases, TVD schemes can increase CFL coefficients to at most slightly above 2/3. Results of numerical experiments with TVD schemes indicate good shock transitions without any noticeable oscillations and high accuracy in smooth regions, although contact discontinuities are more smeared than shocks [88].

The advantage of TVD schemes is high-order accuracy in smooth regions while resolving discontinuities without spurious oscillations. Moreover TVD schemes have a convergent (in $L^1_{\text{local}}$) subsequence as $\Delta x \to 0$ to a weak solution to (65). If an additional entropy condition, that implies uniqueness of weak solution to (65), then the scheme converges. However, the TVD schemes locally degenerate to first-order accuracy at nonsonic critical points [89].

TVD scheme in third order has been used to reduce the oscillations near the interface in mold-filling simulations in 2D geometries. Third order TVD scheme was tested against 2nd order Adams-Bashforth for time-stepping and was found to be more stable allowing for a relatively larger time step [90]. In this work, we have used the explicit TVD scheme of third order which is termed
as Runge Kutta 3rd order total variance diminishing (RK3-TVD) scheme for time integration of the convection problems, namely the transport equation and the orientation equation because of its advantages mentioned above.

2.3 Mold filling simulations of short glass fiber reinforced thermoplastic composites

This section covers a literature review of the numerical simulations and predictions of short glass fiber orientation in mold filling phase during processing of injection molded thermoplastic composites. Complex flow fields exist during the mold filling phase inside mold geometries which induce orientation of the fibers in the final solidified part. The problem of predicting fiber orientation really constitutes of two problems: prediction of correct flow fields by solving the flow equations and prediction of fiber orientation using the orientation models.

Significant amount of work has been done on the prediction of flow fields inside the mold. The focus of most of the studies in mold filling simulations has been on the advancing front and fountain flow in the region behind it. The problem has been solved in various reference frames using different numerical methods, some of which are described in Section 2.2.1. Section 2.3.1 covers the literature review of the advancing front and the fountain flow simulations. Note that these studies were conducted for pure polymers and no fibers were added to the polymer matrix because mold filling phenomenon is a research area in itself.

For past three decades, there has been significant interest in the prediction of fiber orientation in polymer composites. There have been improvements in the models being used for the evolution of fiber orientation and the numerical methods being used to solve the governing equations. Section 2.3.2 covers a review of the work done in numerical prediction of short glass fiber orientation in injection molding flows. The section is subdivided in three sections based on the approach taken for the solution of the flow fields and predictions of fiber orientation based on the solution of the flow fields. Section 2.3.2.1 discusses numerical simulations based on the simplified approach of Hele-Shaw flow approximation, which is a simplified model for solution of flow equations and completely discards the advancing front and the fountain flow phenomenon. This is followed by a discussion of simulations considering the polymer melt-air interface as a free boundary in section 2.3.2.2. These simulations are one step better than Hele-Shaw flow approximations since they incorporate the free-surface nature of the advancing front and show better orientation predictions. In the end, in section 2.3.2.3, a review of fiber orientation predictions
with the moving interface simulations is presented. These simulations consider the free moving interface as part of the continuum and let the flow fields decide the shape and the position of the interface. This is the most natural way of looking at the problem and these methods are the most flexible in terms of their applicability to different geometries.

2.3.1. Mold filling simulations for pure polymer melts

One of the first attempts at solving the Navier-Stokes equations to determine the flow field behind the moving interface was made by Bhattacharji [91] using a Lagrangian frame of reference. Approximate analytical solutions were obtained for the flow of a Newtonian incompressible fluid between parallel plates using full-slip condition at the wall-interface contact point and no slip condition far behind the interface. Kamal et al. [92] used the velocity expressions developed by Bhattacharji and computed the axial velocity in an Eulerian frame of reference. Kamal indicated finite and non-zero velocities at the wall even though an explicit slip boundary condition was not used in the fountain flow region.

Some of the recent work in mold-filling simulations has been done using the level-set method [93-96] for 2D channels and non-isothermal or non-Newtonian effects are investigated. Otmani et al. [93, 94] considered impermeable walls in their simulations and allowed air to leave only at specified air vents. The dynamic Robin boundary condition was imposed at the walls as described in section 2.1.1.2. The free moving interface evolved with time and assumed an almost semi-circular shape. Baltussen et al. [96] explored a range of viscosity ratios of the polymer and the fictitious fluid (representing air) and suggested a ratio of at least 1,000 to achieve a semi-circular shape of the interface. The problem of non-attaching flow for a semi-circular interface was also discussed and the problem was fixed by treating the walls as an interface by setting the level-set function to zero ($\gamma = 0$ is the interface iso-value in the level-set method) at the walls, thereby forcing the fluid to attach to the walls. However, this created the need for mass correction at every time step as some air was converted into polymer near the contact point and a small outflow of the fluid had to be prescribed at the inlet. Also, with this correction, the interface ceased to attach to the wall tangentially, rather a thin section of interface very close to the wall touched the wall almost in a perpendicular direction.
Mold filling simulations using the Marker and Cell (MAC) method have also been reported [57, 92, 97]. Mass and momentum balance equations are solved with no-slip boundary conditions at the wall and zero normal or tangential stresses at the interface. The interface evolves under non-equilibrium conditions as the melt front moves into the cavity. Kamal et al. [92] initially prescribed a flat profile for the interface and divided the wall boundary into two regions: no-slip and slip as shown in Figure 2.8.

Slip boundary condition alleviates the singularity at the interface-wall contact point, and thus oscillatory behavior, and also maintains an equilibrium shape of the melt-air interface. The characteristic fountain flow behind the advancing front is predicted and with the slip boundary condition, the fountain flow region goes farther behind the interface when compared to no-slip boundary conditions. The interface takes an almost semi-circular shape as it advances inside the mold.

One of the early techniques for mold filling simulations involves an ALE method with a moving frame of reference [98-100]. A reference frame is chosen that moves with the average fluid velocity in the flow direction. In this frame of reference, walls move backwards with the average velocity of the fluid. The mesh is generated for the entire domain with the geometry shown in Figure 2.9 and mass and momentum balance equations are solved for the fluid contained in this domain.
A fully developed one-dimensional shear flow is imposed at the upstream boundary while no slip boundary conditions are imposed at the walls. The interface has an equilibrium shape and stays stationary in the chosen reference frame. For the interface boundary conditions, zero normal and tangential stresses and zero normal velocity through the interface are specified. The solution algorithm first chooses a location of the free surface either by an informed guess (semi-circle) or from previous iterations. Navier-Stokes and continuity equations are solved to give the velocity and pressure fields for the fluid. However, only stress boundary conditions are satisfied. The residual in the velocity boundary condition is used to adjust the location of the free surface and the process is repeated to convergence. With this technique, fountain flow is predicted behind the flow front and the free surface takes an almost semi-circular shape for Newtonian flow as suggested by Tadmor [101] and Hoffman [102].

Recently, Ale method has been used in steady state mold filling simulations [103, 104] with no slip at the mold walls and vanishing stresses at the free surface with no flow across it. Effects of various fluid mechanics parameters (including inertia, gravity, surface tension, compressibility, slip at the wall, etc.) on the fountain flow and the front shape were investigated and the authors concluded that a semi-circle is a good rough approximation of the free surface.

Flux corrected transport method was used in the simulation of fountain flow for viscoelastic fluids [105]. Sato et al. [106] simulated mold filling with this method for an Oldroyd-B fluid using the fringe element generation method. Mass and momentum balance equations were solved with this method using a fully developed Poiseuille flow (parabolic profile) at the inlet of the mold, no slip boundary conditions at the mold walls which were considered impermeable, symmetry...
conditions at the centerline, and zero stresses at the interface. The velocity field was initialized as fully developed flow with zero stress in the entire domain. The interface which was initialized as a flat front evolved into a semi-circular shape and characteristic fountain flow was predicted in the region behind the interface. Free interface was approximated by a piece-wise linear segment in each element and fringe elements were generated fitting their one face to the linear free surface. In an interface containing element, three types of fringe elements (denoted by x in Figure 2.10) were formed: bilinear quadrilateral, a linear triangle, or three linear triangle elements as shown in Figure 2.10. 

Figure 2.10 Fringe elements (x) in the original mesh (dashed lines) [105]. The interface is shown by the solid curve.

Sato highlighted the advantages of fringe element generation method as good applicability to arbitrarily-shaped molds and an accurate imposition of boundary conditions on the free interface.

The pseudoconcentration method and its variations have been used for mold-filling simulations [45, 80, 81, 107, 108] with different boundary conditions imposed at the mold walls. In Thompson’s work [80], a no-slip condition was imposed at those parts of the mold walls that were wetted by the filling fluid without a clear description of the boundary conditions for the fictitious fluid. The mold filling example considered in his work showed a moving contact line that was significantly lagging behind with respect to the flow front. Also, the pseudoconcentration function was a continuously decreasing function that was severely distorted by the convection algorithm and had to be smoothed regularly. There was also a reported mass loss of about 10%. Fortin et al. [81] simulated two-dimensional mold filling of a polymer melt. The fountain flow effect was captured in their simulations with no-slip boundary conditions for the filling fluid, and free stress for the fictitious fluid in both normal and tangential directions. Their simulations with zero normal velocity
for air at the walls failed as a thin layer of air remained at the walls behind the flow front. Hetu et al. [109] imposed the same boundary conditions as did Fortin et al. [81]. However, their flow front results showed material appearing at the locations in the mold where the flow front was not yet reached. Moreover Hetu et al. do not show the fountain flow effect in their simulations. Medale and Jaeger [45] solved the transport equation in a steady flow field only in a small domain in the vicinity of the interface and corrected for mass losses by slightly modifying the value of the material label, \( F_{\text{interface}} \), that defines the interface position. They imposed the same boundary condition (Eq. (17)) at the wall in tangential direction as did Haagh with \( a = 0.01 \).

In Haagh’s work, pseudoconcentration technique was implemented for four test cases: filling of an axisymmetric cylinder with a polymer, flow front development in a two-dimensional bifurcation, three-dimensional flow in a rectangular cavity and expelling of a viscous fluid from a tube by a less viscous fluid. As can be noticed from these test cases, they were able to simulate filling of both two- and three-dimensional molds with this method. The fountain flow effect was predicted and a mass loss of about 2-4% was observed and good agreement was seen between the predicted shape and experimentally observed shape of the flow front for a Newtonian fluid filling an axisymmetric cylinder.

The Pseudoconcentration method has been used for filling simulations of 2D and 3D rectangular channels [82, 90, 110] in which the walls were considered solid for the polymer while air was allowed to pass through the walls. This was achieved by prescribing Robin boundary conditions for both normal and tangential components. This allowed for air to pass freely through the walls while retaining the polymer within the domain. Fountain flow was predicted in the region behind the flow front and the front assumed a semi-circular shape as the filling fluid filled the mold. Chung and Kwon [2] and Park and Kwon [1] used the pseudoconcentration method of Haagh and van de Vosse [12] to study mold filling simulation of concentrated fiber suspensions in an axisymmetric diverging flow. Center-gated disk geometry was selected and boundary conditions for all the boundaries were matched with those suggested by Haagh and van de Vosse. Chung et al. [2] showed fountain flow predictions in the region behind the advancing melt-air interface and the interface evolved to assume a shape that was curved but relatively flat at the center, due to deceleration associated with radial diverging flow.
2.3.2. Numerical studies of fiber orientation in injection molded composites

This section covers a literature review of numerical simulation and predictions of short glass fiber orientation in injection molded thermoplastic composites. Numerical predictions of fiber orientation in these processes follow one of the following two approaches: decoupled approach or coupled approach. In decoupled approach, the flow fields are first solved without considering the presence of the fibers and the fiber orientation is post-calculated using the solution of the flow equations. Decoupled approach in simulating fiber orientation has been successful in qualitatively predicting the fiber orientation. However, it fails to quantitatively match the experimentally measured orientation simultaneously in all regions of the mold cavities [111]. In coupled approach, the presence of fibers is taken into account while solving the flow equations. The presence of fibers results in a change in the rheological behavior of the polymer/fiber suspension and alters the viscosity. This change in viscosity due to the presence of fibers results in a change in the flow field and the flow field in turn governs the fiber orientation. This approach is known as coupled approach.

In either case (coupled or decoupled approach) the flow fields are computed either by fully solving the flow equations or by using Hele-Shaw flow approximation. Hele-Shaw flow approximation has been used to qualitatively predict the fiber orientation. However, it ignores some of the characteristic flow features present in the injection molding process such as fountain flow. Fountain flow is observed to play a significant role in the fiber orientation in injection molded parts, especially near the walls [39].

The orientation equations describing the evolution of fiber orientation contain terms that cannot be solved analytically with limited computational resources. Hence, predictions of fiber orientation are usually done by solving these equations numerically, and in some cases, validating the results with the experimental data collected from real injection molded parts or from the literature. Typical test geometries chosen for simulation are center-gated disk and end-gated plaque as shown in Figure 2.11. These geometries are simple enough so that various test cases can be considered because they provide a relatively good understanding of the flow fields and the stresses present during the filling phase. At the same time, these geometries can be directly scaled up to commercial injection molding process because they try to mimic the design and the gating arrangement of the commercial molds. However, experimental studies have been limited in number. One of the most commonly used experimental data for validation in a center-gated disk is that of Bay [39]. Bay used a center-gated disk with inner radius $R_i = 3.81$ mm, outer radius, $R_o = 76.2$ mm,
and thickness, $2b = 3.18$ mm, and an end-gated rectangular plaque with flow direction length $L = 203.2$ mm, width, $w = 25.4$ mm, and cavity thickness $2b = 3.18$ mm. Recently, Garcia [112] reported orientation data for a center-gated disk with inner radius $R_i = 2.97$ mm, outer radius, $R_o = 51.53$ mm, and thickness, $2b = 1.38$ mm.

![Figure 2.11](image-url) Typical geometries used simulations in (a) end gated plaque and (b) center-gated disk.

The most common flow domain considered in the literature for simulations is the mold cavity. However, very few simulations have included runner or the sprue also as part of the flow domain. Figure 2.12 shows the typical domains and the planes used for simulations in center-gated disk and end-gated plaque. The most common plane for both geometries (center-gated disk and end-gated plaque) is the 1,3 plane, though there are publications in which 1,2 planes have also been simulated.
Experimental measurements reveal a layered structure of fiber orientation. A skin layer containing a random planar orientation on the surface is formed due to cooling effects at the mold walls. Beneath the skin layer, a shell layer is observed having fibers aligned mostly in the flow direction due to high shear. At the center of the cavity, most of the fibers are aligned in the transverse direction due to presence of extensional flow around the center of the molds, especially in radial diverging flows. In between the shell and the core layers, a transition layer is observed in which the fiber orientation transitions from aligned in the shell layer to transverse towards the center. The predictions of fiber orientation in this section are reviewed in the context of this shell-transition-core structure.

The following sections review the work done on prediction of fiber orientation based on various approaches taken to solve the flow fields. Section 2.3.2.1 covers numerical simulations based on the simplified approach of Hele-Shaw flow approximation, a simplified model for solution of flow equations that ignores the advancing front and the fountain flow phenomenon. Section 2.3.2.2 reviews the simulations considering the polymer melt-air interface as a free boundary. In the end, in section 2.3.2.3, a review of fiber orientation predictions with the moving interface simulations is presented. These simulations consider the free moving interface as part of the continuum and let the flow fields decide the shape and the position of the interface.

2.3.2.1. Hele-Shaw simulations

Altan [113] used Hele-Shaw flow simulation to predict fiber orientation in the filling of a rectangular channel and a planar converging mold. The flow governing equations were decoupled from fiber orientation equations and an isothermal Newtonian fluid with fiber concentration in the dilute regime was considered. Fiber orientation was calculated for individual fibers along the fiber path at every time step from the velocity field using Jeffrey’s model. The fourth order orientation tensor was used to describe the three-dimensional fiber orientation. Sixth order orientation tensor appearing in the orientation model was approximated using the quadratic closure approximation. No slip boundary conditions at the wall and uniform velocity and zero stress were prescribed at the inlet and the outlet. Fibers were introduced at discrete time intervals with random orientation at the inlet. The predictions were shown graphically in terms of the orientation ellipsoids as defined by the second order orientation tensor in planar, transverse and longitudinal directions. In the case of
channel flow, fibers aligned in the flow direction in the shell layers while at the midplane, fibers maintained random orientation. In converging flow, the effect of the extensional flow aligned the fibers along the flow direction. Since the fountain flow effects were ignored in this study, the introduction of the first set of fibers in the flow domain was retarded by a certain amount so that fibers do not reach the flow front region.

Gupta [114] predicted fiber orientation in a thin end-gated cavity by modeling the flow of the suspension as a generalized Hele-Shaw formulation for an incompressible, inelastic, non-Newtonian fluid under non-isothermal conditions. Flow equations were decoupled from the fiber orientation equations. Flow and energy equations were solved together by using hybrid finite element/finite difference scheme [115] with a control-volume approach [116] for handling the melt front advancement. In this approach, nodal fill factor, defined as the filled fraction of the nodal control volume and lies in the range [0,1] is assigned to each node. Nodes having values of fill factor greater than zero and less than unity are considered as the flow front nodes. Nodal fill factor is updated at every time step according to the mass balance in the control volume constructed around each node. The simulations were performed in the plane of the cavity for the planar components of the orientation tensor. Results of the simulations were reported for two levels, mid-plane and the surface of the cavity. Folgar Tucker model was used with $C_I = 0.001$ and hybrid closure approximation for the fourth order orientation tensor. Only in-plane components of the orientation tensor were predicted from the orientation equations while out-of-plane components were assumed in agreement with their values obtained from simple shear flow and numerical experimentation not discussed in the paper. The effect of fountain flow was neglected in this paper. For the elements that were filled during a time step, the orientation tensor was initialized by averaging its values at the same cavitywise location over the neighboring elements that were previously filled. It was found that the cavitywise-converging flow due to the growing layer of solidified polymer at the walls aligns the fibers near the entrance of the mold while near the advancing front, cavitywise-diverging flow due to the diminishing solidified layer tends to align the fibers transverse to the flow. The effect of cavitywise converging-diverging flow was especially found to be significant in thin cavities molded at slow injection speeds due to presence of thicker solidified layers.

Chung and Kwon [117] coupled the flow equations with three dimensional fiber orientation equations for non-isothermal filling of a 2-D and a 3-D mold cavity using Hele-Shaw simulation. Cross model was used for the polymer matrix constitutive equation and Folgar Tucker model was
used for the orientation evolution with hybrid closure for the fourth order orientation tensor and a constant $C_I = 0.001$. Dinh-Armstrong model [18] was used for the coupling of flow and orientation equations. Finite element / finite difference scheme was employed for the non-isothermal flow equations. Control volume approach was used for the advancement of the flow front. The orientation was calculated at each thickness layer, by using a fourth-order Runge-Kutta method for the time integration. Because of extra viscous contribution from fiber orientation, simulated velocity vector was not in the direction of $-\nabla P$ which is different from a fundamental solution of Hele-Shaw type of flows. An upwinding scheme was adopted for the spatial derivatives in the orientation equation. The authors considered three schemes for the initialization of the orientation in newly filled elements at the flow front: i) by convecting the orientation state at each layer from the neighboring upwind element, ii) by applying the convected fiber orientation from the central layer to all the layers, and iii) by introducing random orientation to all the layers except the central layer, where the convected fiber orientation is applied. The predictions from the three different schemes were found to be indistinguishable from each other and the authors adopted the first scheme for the simulations. A dogbone cavity was selected as a 2-D test geometry. Two inlet conditions for fiber orientation were considered: random and flow-aligned, to assess the effects of the inlet conditions on the final fiber orientation. It was observed that the fiber orientation away from the inlet (gate) is not affected by the inlet conditions. Also, close to the gate, the difference in the orientation for the two cases was much less closer to the walls due to the presence of high shear rates that aligned the fibers in the flow direction. By increasing the fiber volume fraction, velocity profile near the gate was found to be more flattened and by increasing $C_I$ to 0.05, the orientation predictions approached a randomized orientation state.

The scheme developed in [117] was extended to radial diverging flow in a center-gated disk [118] in order to include the in-plane velocity gradients due to the extensional effects in the $\theta$-direction. The inlet conditions for the fiber orientation were determined from steady state solution of orientation equations using hybrid closure and $C_I = 0.002$ under isothermal Newtonian velocity field. At the wall, the orientation state was assumed to be the same as that just at the first layer below the wall. Simulation results showed that the effects of the in-plane velocity gradients on the predicted pressure are quite small because of the cancelling effects of the in-plane stress terms. However, the effects of the stresses due to the in-plane velocity gradients are significant near the gate, more so with non-isothermal effects. The authors also showed that the orientation based on the
fourth-order orientation tensor reached steady state more rapidly than that based on the second-order orientation tensor.

Bay and Tucker [15] developed a decoupled finite-difference scheme to predict fiber orientation in thin cavities using Hele-Shaw flow approximation for the lubrication region and a special treatment to include the effects of the fountain flow region near the flow front. The simulation was performed with generalized Newtonian fluid described by power law and Arrhenius model under non-isothermal conditions with a variable heat capacity. Orientation equations were solved with Folgar Tucker model using hybrid closure approximation. The location of the nodes at the flow front was temporarily adjusted at any given time during the simulation to match the spatial location of the front. Upwind differencing was used for the convective terms in the energy and the orientation equations. However, for the time derivative, an implicit scheme was employed for the energy equation, while an explicit scheme, second order accurate in time, was used in the orientation equations. The orientation equations used a smaller time step than the momentum and energy equations. Time step control in the orientation equations was based on Jeffrey’s number defined as:

$$Je = \dot{\gamma} \Delta t$$

(74)

A value of 0.2 is recommended for $Je$ since significant changes in orientation take place when $Je$ is ~$O(1)$ [15].

For the fountain flow region, finite element package FIDAP was used and a moving frame of reference was chosen that was attached to the front. The 2-D velocity field and the position of the front were calculated starting with an initial guess of semi-circular front based on a simplified method proposed by Dupret and Vanderschuren [119]. This method was used to obtain initial orientation for the newly filled-nodes. The location of the inlet boundary for the fountain flow region was set at $0.5b$ ($b$ being the half-thickness of the mold) behind the contact point based on the reasoning that the velocity field behind this location is nearly that of the lubrication region. At the inlet to the fountain flow region, velocity profile for fully developed channel flow was prescribed and power law was used to describe the fluid viscosity. Newton-Raphson scheme was used to solve the nonlinear finite element equations. The temperature was assumed uniform in the fountain flow region. For the fiber orientation calculations, a fiber tracing scheme was used in which individual fibers were injected into the flow field with a specified initial position and orientation state and their
position and orientation were tracked with time. Inlet orientation states included a range of $A_{11}$ with other components fixed. Orientation equations were formulated as ordinary differential equations (O.D.E.’s) with $DA/Dt$, the material derivative, on the left hand side, and were integrated using a fourth order Runge-Kutta scheme. The mold cavity was divided into two regions along the vertical direction using a pivot point based on the fluid velocity. For the nodes with velocity greater than the front velocity (nodes closer to mid-plane) orientation was convected from the upwind nodes and for the nodes with velocity less than the front velocity (nodes closer to the wall), orientation was convected from the fountain flow region and applied to the flat front at that height. With this technique, the authors observed that the orientation of a fiber exiting the fountain flow region depended on the orientation at the inlet of the fountain flow region and the height at which it entered. The fibers entering close to the midplane and exiting close to the wall showed large orientation changes while the fibers entering and exiting near the pivot point showed little change. The final value of the flow direction component of the orientation tensor was found to be nearly a linear function of the initial value with the slope and the intercept depending on the initial $z$-height of the fiber.

Bay and Tucker [39] used the numerical method of Bay [15] to predict and experimentally validate fiber orientation in two geometries: film-gated strip and center-gated disk for a fiber suspension with 43 wt% short glass fibers in Nylon matrix. The inlet orientation at the gate prescribed for the film-gated strip was chosen to match experimental data near the gate ($A_{11}=0.5$, $A_{22}=0.2$, $A_{33}=0.3$, $A_{12}=A_{13}=A_{23}=0.0$). For the center-gated disk, inlet orientation at the gate was assumed to be random ($A_{11}=A_{22}=A_{33}=1/3$, $A_{12}=A_{13}=A_{23}=0.0$). It was found that $C_I = 0.01$ provided a good fit to orientation data in the film-gated strip, hence it was used for center-gated disk also. Orientation predictions showed good correlation with the experimental data near the gate but only qualitative agreement at locations away from the gate. For locations away from the gate, in general, a thinner core was predicted than experimentally observed and orientation near the walls was overpredicted. The authors cite closure approximation as the main source for difference in experimental and predicted orientation. A sensitivity analysis was also performed to assess the effects of various parameters such as inlet and wall temperatures, fill time, matrix properties and the effect of fiber interaction coefficient. It was found that neither injection time nor the mold wall temperature has a significant effect on the final orientation pattern. However, slow filling results in a thicker shell layer and possibly a skin layer at the wall while fast filling gives a thicker core. Moreover, shear thinning behavior or a large heat of fusion produces a flatter velocity profile and a
thicker core. The authors mention that the primary factors controlling the fiber orientation are the shape of the cavity and the location of the gate. One limitation in the simulations was the assumption of symmetry for the orientation about the midplane when comparing with experimental data which showed asymmetry around the midplane.

Han and Im [41] used a slightly modified version of the numerical method developed by Bay and Tucker [15]. The variation came from the use of Jeffrey’s model for fiber orientation in the fountain flow region, and the use of random orientation at the inlet of this region. It should be noted here that Bay [39] interpolated the orientation results from the flat front to obtain the inlet boundary conditions for the fountain flow region. This interpolation algorithm limited its application to simple cavities. In Han’s work, the pivot point for deciding the direction of convection in the fountain flow region was set at $z/b = 1/\sqrt{3}$. Han tested three closure approximations: hybrid, modified hybrid, and closure equation for $C_I = 0$ (CEQ). $C_I$ values most appropriate for each closure approximation were selected by comparing simulated and experimental values near the wall (where effects of inlet orientation can be ignored due to high shear). Simulations were compared with experimental data of Bay [39] and it was found that fountain flow effects improved the orientation predictions near the wall. Comparison of different closures revealed that the modified hybrid ($C_I = 0.001$) and CEQ ($C_I = 0.001$) closures provided better prediction for the out-of-plane component $A_{13}$ for both geometries as compared to the hybrid closure ($C_I = 0.01$). Test simulations were also performed for a dashboard panel, and it was shown that the numerical method can effectively predict orientation in complex parts.

2.3.2.2. Free boundary simulations

One of the first attempts at predicting fiber orientation considering the effects of the fountain flow in injection molding processes were based on the solution of Jeffrey’s model in a steady state reference frame [120, 121]. Givler [120] used a finite element method to solve a steady state planar flow of fiber suspension in a generalized Newtonian matrix using the decoupled approach. Simulations were performed in a coordinate system attached to the moving front which helps to convert the transient problem of fountain flow to a steady state problem. The moving front was considered as a streamline and its shape was determined iteratively starting from an initial guess of a semi-circle. Orientation equations were solved using the method of integration along the streamlines using a second-order Runge-Kutta scheme. Individual fibers were considered in the simulation and statistical averages for the orientation were obtained at each point in the domain by averaging the orientation of individual test fibers.
Two cases: planar expansion and fountain flow, were simulated for prediction of fiber orientation with two inlet conditions for fiber orientation: random and transverse to the flow direction. In planar expansion, for both inlet conditions, fibers were predicted to align themselves predominantly perpendicular to the flow direction along the centerline while they aligned in the flow direction close to the walls as shown in Figure 2.13. In fountain flow simulations, the fibers aligned themselves along the streamlines. For both cases of inlet conditions, fibers near the walls aligned themselves predominantly parallel to the wall as shown in Figure 2.14.
Gillespie [121] employed the numerical scheme developed by Givler [120] for the determination of fiber orientation and compared the predictions with experimentally observed fiber orientation for a short glass phenolic thermoset (33% glass fiber, 57% phenolic resin, 10% filler by volume) in an end-gated cavity with a pin at the center. The surface and the mid-plane of the part were simulated. The inlet conditions employed for fiber orientation were based on the microscopy results: fibers aligned parallel to the flow direction near the surface and transverse to the flow direction near the mid-plane. The change in the orientation due to the presence of the pin hole was also compared with experimental data. The orientation was experimentally measured at two locations along the centerline equidistant from the pin hole and matching with the inlet/outlet regions of the finite element mesh. The predicted fiber orientation was compared quantitatively with the experimental values using the planar orientation parameter $f_p$:

$$f_p = 2\left\langle \cos^2 \theta \right\rangle - 1 \quad (75)$$

$$\left\langle \cos^2 \theta \right\rangle = \int_{-\pi/2}^{\pi/2} \cos^2 \theta d\theta \quad (76)$$

where $\theta$ is relative to a reference direction, usually the local flow direction. Experimentally measured value of $f_p$ at the inlet was found to be $f_p = 0.4$ which was used as inlet condition for the simulation. At the outlet, measured values of $f_p$ was $f_p = 0.8$ while the simulations predicted $f_p = 1$. The authors ascribed this over-prediction to the inability of the Jeffrey’s model to handle fiber interaction. Simulation results also showed a core region where the orientation was less than the prescribed inlet fiber orientation and this was attributed to the diverging nature of the flow in the vicinity of the pin hole.

Vincent and Agassant [122] predicted the fiber orientation for a 30 wt % fiber suspension in a center-gated disk mold cavity using decoupled approach and compared the results with the experimental data. They considered Newtonian viscosity model for the matrix and Jeffrey’s equation for the fiber orientation. The method of integration along the streamlines was used to solve the fiber orientation equations. They used an alternative form of scalar measurement for the planar orientation as below:

$$f = \frac{2\left\langle \cos^2 \theta \right\rangle - 1}{2} \quad (77)$$
\[
\langle \cos^2 \theta \rangle = \frac{\sum N_i \cos^2 \theta}{\sum N_i}
\] (78)

where \(N_i\) is the number of fibers in the \(\theta\)-direction relative to a reference direction (usually the local flow direction). The inlet orientation condition prescribed at the inlet of the mold cavity was a function of the cavity height with fibers perpendicular to the flow direction in the center and parallel to the flow direction close to the walls. The predicted orientation in the disk shows a skin-shell-core structure with fibers slightly aligned in the flow direction very near the walls (skin layer), highly aligned in the flow direction beneath the skin layer (shell layer) and almost perpendicular to the flow direction near the center (core layer) which is qualitatively in agreement with the experimental measurements.

Devilers and Vincent [123] predicted the influence of the fountain flow on the fiber orientation for a dilute suspension with a moving mesh based on ALE method. The computation of flow kinematics was based on a method developed by Magnin [124] in which fully developed Poiseuille flow is prescribed at the inlet, no slip boundary conditions are prescribed at the walls and zero stresses are prescribed at the free surface. Flow equations were solved in a decoupled manner using a mixed velocity pressure Galerkin finite element method and Jeffrey’s model was used to calculate fiber orientation. Random orientation for the fibers was prescribed at the inlet and the individual fibers were tracked along their trajectories inside the mold. Two geometries, center-gated disk with and without sprue were considered. In the disk without the sprue, the fibers close to the centerline have a higher velocity than the fibers close to the wall. When the fibers close to the centerline reach the fountain flow region, fibers move outwards towards the wall until they reach a gapwise position close to the wall and move slowly after that. Fibers close to the centerline are almost perpendicular to the flow direction in the plane of the disk and as they move in the fountain flow region, they rapidly change orientation passing through a random orientation state and align themselves in the flow direction as they move out towards the walls. In simulations with the sprue, the fibers in the sprue close to the centerline are predicted to orient perpendicular to the flow direction and the radial direction. At the junction of the disk and the sprue, fibers close to the centerline of the sprue move towards the opposite wall where they tend to align in the flow direction. The fibers near the wall inside the sprue tend to align in the flow direction.
Vincent [125] simulated fiber orientation by tracking individual fibers in a tube and a disk cavity (without the sprue) with a generalized Newtonian matrix using a decoupled approach. Simulations were performed with Folgar-Tucker model to account for fiber-fiber interaction with interaction coefficient, $C_I = 0.001$. Flow kinematics calculations were done in a decoupled manner using the ALE method. Authors also performed simulations with $C_I = 0.0$ (Jeffrey’s model). In the tube flow with $C_I = 0.0$, the fibers were predicted to orient in the flow direction due to shear flow. As they move in the $z$-direction and reach the fountain flow region, the fibers align themselves mainly in the $\theta$-direction and reorient themselves in the flow direction as they get close to the wall. In the disk flow with $C_I = 0.0$, the fibers orient themselves in the $\theta$-direction in the extensional flow region (close to the centerline). As the fibers enter the fountain flow region, a complex behavior is observed for $A_{rr}$ with an increase in $A_{rr}$ followed by a decrease and finally an increase due to shear flow near the walls. Authors indicate that the introduction of the interaction coefficient ($C_I = 0.001$) slightly disorients the fibers with respect to the plane ($A_{zz}$ around 0.2) of the disk which makes shear flow near the walls more important in aligning the fibers.

Ko and Youn [126] used a Lagrangian scheme for the simulation of fiber orientation in the thickness plane of injection molded parts. Flow equations for a generalized Newtonian fluid were solved with similar boundary conditions as described above in the work of Devilers and Vincent [123] without the effects of fibers on the flow field. Lagrangian mesh was generated with quadrilateral elements at each time step using linear shape functions that resulted in a volumetric loss of about 1%. Numerical simulation results showed the evolution of the moving front into a semi-circular shape and presence of fountain flow behind the moving front. At the inlet boundary, two inlet conditions were prescribed: random orientation and fully flow-aligned orientation. Out of plane components of orientation tensor were not considered in the solution of orientation equations and a fiber interaction coefficient of $C_I = 0.1$ was used. Hybrid closure approximation was used for the fourth order orientation tensor. Authors showed the orientation ellipses and the maximum eigenvalues of the orientation tensor to describe the orientation field. The simulation results with both inlet conditions showed the maximum eigenvalues in the fountain flow region near the wall and large values were also found along the walls. For the case of fully-aligned inlet orientation, the predicted orientation was significantly rearranged due to fountain flow and a minimum degree of orientation was obtained just behind the flow front. In the core region, the orientation differed considerably where the effects of shear and fountain flow were very small and the inlet orientation was convected with the flow. Authors used the technique to show orientation patterns for two
geometries: a Z-shape crank as a typical shape of a single path channel and a T-shape crank as a typical shape of dividing flow.

Ranganathan and Advani [127] used a finite difference formulation for coupled steady state simulation with semi-concentrated fiber suspensions in a Newtonian matrix in an axisymmetric diverging radial flow. Folgar Tucker model was used for fiber orientation and Shaqfeh-Fredrickson model [128] was used to determine the stress contribution of the fibers. The orientation field was described by the fourth order orientation tensor and the sixth order term in the Folgar Tucker model was approximated using the hybrid closure approximation. The following boundary conditions were prescribed: uniform radial velocity at the inlet, no-slip velocity at the wall, symmetry boundary conditions at the centerline, and a zero gapwise velocity and a zero derivative in the normal direction at the outlet boundary. Random inlet orientation was prescribed at the inlet boundary. Method of integration along the streamlines was used to compute the orientation at every time step with fully aligned orientation prescribed at the wall. The results showed that the flow develops much slowly in fiber suspensions with non-zero fiber volume fraction as compared to Newtonian fluid without any fibers. This is due to the effect of fibers on the rheology of the suspension. The centerline velocity was observed to increase from the inlet gate value, go through a maximum and then decrease. This is because the shear viscosity at the wall initially increases which results in the suspension to slow down at the walls and accelerate at the centerline initially. However, as the flow progresses, shear flow at the wall dominates and aligns the fibers near the wall reducing the viscosity at the wall. This results in a reverse effect, i.e. an increase in velocity near the wall and a decrease at the centerline. The centerline velocity overshoot was seen in all suspensions considered in this work [127]. The effect of the fiber volume fraction ($\phi_v$) on the flow kinematics was compared for two cases, $\phi_v = 0.01$ and $\phi_v = 0.05$. It was noticed that as the fiber volume fraction increased, the velocity profile was more plug-like, i.e. most of the shearing was observed near the wall. Three different orientation regions were identified: i) near the wall where fibers tend to align along the flow direction due to high shear, ii) around the centerline where fibers are aligned in the transverse direction due to extensional effects, and iii) around midway between the wall and the centerline where the flow-direction orientation increases with the radial distance due to expansion of shear dominated region. Orientation at a height $b/2$ was plotted against the dimensionless radial location for coupled and decoupled solutions and in the radial direction. The radial plot shows an initial increase in the flow direction orientation component due to shear in the 1,3-plane followed by a decrease due to extensional effects in 1,2-plane and then a monotonic increase because of increasing
shear effects. The coupled solution showed a slow evolution in the region of monotonic increase in orientation. The effect of inlet conditions with decoupled scheme were also tested at a height $b/2$ by comparing random inlet orientation and flow-aligned inlet orientation and it was suggested that the maximum difference due to different inlet conditions should be seen in this region which is away from the wall and the centerline and the inlet conditions are not washed away due to shear or extensional effects.

Verweyst and Tucker [40] performed a finite element simulation for coupled isothermal steady state problem with semi-concentrated fiber suspensions in axisymmetric flows. The suspending fluid was taken to be a Newtonian fluid and Folgar Tucker model was used for the evolution of fiber orientation. The orientation field was described by the second order orientation tensor and orthotropic closure developed by Wetzel [129] was used to approximate the fourth order term in the orientation equation. The value of the fiber interaction in the model was taken to be $C_I = 0.001$. A center-gated disk with a sprue was included as one of the test geometries. The boundary conditions used were parabolic velocity profile at the inlet of the sprue, no slip condition at the cavity walls, symmetry boundary condition along the center-line in the sprue with $A_{13} = 0$ and traction free boundary at the outlet. For the orientation equations, random orientation was assigned at the sprue inlet. The governing equations were solved using a Galerkin finite element method with streamline upwinding to handle the hyperbolic nature of the orientation equation. It was found that a steady-state solution would seldom converge, unless the flow geometry were very simple (such as parallel plates). Hence, the solution was obtained by time-marching the transient equations using fully implicit treatment for the time derivative starting from random orientation in the entire domain.

Verweyst [40] showed the non-physical orientation states at stagnation points in the flow such as at the location $r = 0$ on the bottom wall opposite the sprue. The orientation components $A_{11}$, $A_{33}$ and $A_{13}$ around this point were plotted along the bottom wall and it was observed that the $A_{11}$ and $A_{13}$ have constant positive values in the vicinity of this point with a different value at this point and $A_{13}$ changes sign at this point. Numerical simulation on a finite-size mesh around this point showed oscillations and produced non-physical results such as $A_{11} > 1$. Such non-physical values did not distort the remainder of the solution with streamline upwinding technique. Hence they were accepted as part of the solution for the orientation. However, for coupled problems, these non-physical values were corrected to physically acceptable values before using them in constitutive and
momentum equations. The details of these corrections in the orientation tensor components can be found in Verweyst [40].

For the center-gated disk with a sprue, decoupled and coupled simulations were performed. In decoupled simulations, the results showed that the streamlines rapidly turn in the radial direction as the flow enters the disk cavity from the sprue and the flow develops very quickly in the radial direction as shown in . Fibers also quickly align themselves in the radial direction near the upper wall of the disk while the fibers take a little longer to align in the radial direction. In the center of the disk, velocity develops much more quickly than fiber orientation. For the coupled problem, the streamlines are displaced towards the bottom of the disk as the flow enters the cavity. The authors suggest that this is due to rapid radial alignment of the fibers near the upper wall which results in enhanced shear viscosity thereby reducing the local velocity which causes the streamlines to shift downward. However, the orientation results did not show much difference from decoupled solution and the differences diminished with increasing distance from the center of the disk.

![Figure 2.15 Streamlines and fiber orientation vectors in a center-gated disk with sprue using (a) decoupled and (b) coupled steady state simulations in Newtonian matrix assuming random inlet orientation at the sprue inlet [40].](image)

2.3.2.3. Moving interface simulations

Verweyst [130] developed a two-level finite-element program on top of FIDAP software [131] for predicting fiber orientation in 3-D parts. In the proposed approach, Hele-Shaw simulation is first used to model the entire part and the results of this simulation provide the boundary conditions for a more detailed second level simulation of selected 3-D features. Decoupled simulations were performed for non-isothermal, non-Newtonian matrix having fiber concentration in the semi-concentrated regime. Folgar Tucker model was used to describe the evolution of fiber orientation described by second order orientation tensor and an ORT closure developed by Wetzel [129] was used to approximate the fourth order orientation tensor appearing in the evolution
equation. The fiber interaction coefficient was chosen as $C_I = 0.0035$ to match the experimental data for the $A_{11}$ tensor component in the shell region of the strip for a 30 wt% glass fiber filled polycarbonate resin using the ORT closure. Moving flow front in the second level simulation was simulated using the VOF method [46]. Galerkin finite element method was used to solve for the governing equations using fully implicit time integration. The hyperbolic nature of the orientation equation was controlled by adding streamline upwinding. The boundary conditions imposed in the first level Hele-Shaw simulation were: pressure prescribed at the inlet and the outlet, and no slip at the walls. For the second level simulation, full balance equations were solved for a smaller more specific domain inside the mold. The boundary conditions at the inlet for this smaller domain were taken from the first level solution. This included specifying velocity, pressure, temperature and fiber orientation as a function of position on the boundary. No slip velocity was prescribed at the walls and zero surface traction was imposed on the free moving interface and the orientation inside the simulation domain was initialized with a random orientation state. A film-gated strip with transverse and flow-direction ribs made from 30 wt% fiber filled polycarbonate resin was used as a test geometry. The ribs were separately simulated as a test case for the second level simulation and results were compared with experimentally observed orientation in the ribs. A complete filling analysis was performed for the transverse rib while only steady state simulations were done for the flow-direction rib due to computational limitations. The predictions of orientation inside the ribs are in qualitative agreement with the experimental data. However the discrepancies in the core and the skin layer for the transverse rib were attributed to the errors in the frontal flow introduced by the implementation of the VOF method. The simulation results for the transverse rib show a semi-circular flow front approaching the rib. However, as the flow front passes the rib, there are slight irregularities due to discretization errors in the VOF method. A very narrow core region is predicted in the main channel and the predictions for $A_{11}$ show a slight upward shift in the core in direction of the surface containing the rib. The steady state results for the flow-direction rib show only qualitative agreement and fail to predict the orientation at the tip of the rib. The discrepancies in this rib are attributed to steady state being used for simulation which discards the fountain flow effect and the transient nature of the flow because most of the orientation changes take place during the transient phase.

Chung and Kwon [2] used a finite-element formulation for coupled, non-isothermal transient simulation of semi-concentrated fiber suspensions in a non-Newtonian matrix in axisymmetric flows. The evolution of fiber orientation was modeled using Folgar Tucker model
with $C_i = 0.001$ and coupling of momentum and orientation equations was done using Dinh-Armstrong model. The evolution of the melt-front interface was modeled through the pseudoconcentration (PC) method [12]. The following boundary conditions were prescribed: parabolic velocity profile at the inlet boundary, symmetry boundary conditions at the symmetry boundaries, and adjustable Robin boundary conditions at the mold walls and outlet boundaries [12]. Random orientation was prescribed at the inlet boundary of the axisymmetric geometry. The orientation field was described by second order orientation tensor and the fourth order term appearing in the Folgar Tucker model was approximated using IBOF closure approximation [28]. Governing equations were solved using a Galerkin formulation and the hyperbolic nature of orientation and the pseudoconcentration equations were handled using streamline-upwinding Petrov-Galerkin (SUPG) method. Crank-Nicholson implicit finite difference method was used for the temporal discretization. Simulation results for a center-gated disk without a sprue showed that coupled velocity profile is more flat than the decoupled case. The effect of coupling on orientation was more significant when fountain flow was taken into account as compared to the case of Hele-Shaw flow in which fountain flow is neglected. Fountain flow results in a sudden decrease in $A_{rr}$ far downstream and fountain-flow affected region was larger for the shell layer as compared with other layers. A general observation was made that coupling effect is more significant in the core and transition layers which is in agreement with the results of Ranganathan and Advani [127], Chung and Kwon [118] and Verweyst [129]. A comparison of $A_{rr}$ values predicted by Hele-Shaw flow and flow including the effects of fountain flow was done with experimental data from Bay [39] for decoupled non-isothermal, non-Newtonian flow. The simulation results obtained by including the fountain flow showed better match with the experimental data, especially in the shell layer while Hele-Shaw flow consistently over-predicted $A_{rr}$ in the shell layer. Effect of inlet conditions were also investigated by comparing disk flow with and without sprue and random orientation being specified at the inlet of each geometry. In the disk with the sprue, the gapwise orientation measured at the inlet of the disk, shows an asymmetric profile with more alignment in the upper half of the disk cavity as compared to that in the lower half as shown in Figure 2.16.

Orientation predictions for $A_{rr}$ with and without sprue were compared in the radial direction at different heights in the disk cavity that were representative of core, transition and shell layers for various and also in the gapwise direction at different radial locations. It was found that the entrance effects persist mostly in the core and the transition layers in both upper and lower half of the disk. $A_{rr}$ was found to be significantly affected by the presence of the sprue, especially in the core layer.
For the region around the melt-front in the shell layer, $A_{rz}$ showed a rapid flip-over phenomenon. $A_{θθ}$ component showed fiber alignment transverse to the flow direction in the core layer, and in the shell layer around the melt-front region, it showed a more rapid flip-over phenomenon than $A_{rz}$. The authors mention that the presence of the sprue affects $A_{θθ}$, especially in the core and the transition layers.

![Figure 2.16 Cavitywise profile of $A_{rr}$ at the inlet of the cavity when the computation domain includes sprue with random inlet orientation prescribed at the sprue inlet [2].](image)

Park and Kwon [1] used the same formulation as Chung [2] for non-isothermal transient filling simulation of fiber suspensions in a center-gated disk. However, Dinh-Armstrong rheological model was modified to include viscoelasticity and delayed objective Folgar-Tucker model was used for the fiber orientation with a modified form of $C_I$. The modified form of $C_I$ introduced by Park is based on the following phenomenological model [23]:

$$ C_I = \frac{C_I^*}{\frac{1}{\theta} \left( \frac{1}{\theta} \sum_{i=1}^{M} tr(\mathbf{A} \cdot \mathbf{c}_i) \right)^n } $$

(79)
where \( C_f^* \) is an empirical parameter, \( h \) is the average spacing between neighboring fibers, \( L \) is the fiber length, \( M \) is the total number of relaxation modes, and \( \mathbf{c}_i \) is the finger strain tensor which evolves according to the following equation:

\[
\frac{D\mathbf{c}_i}{Dt} - \nabla \mathbf{v}^T \cdot \mathbf{c}_i - \mathbf{c}_i \cdot \nabla \mathbf{v} = f_i(A, \mathbf{c}_i)
\]

(80)

where \( f_i(A, \mathbf{c}_i) \) represents the dissipation process of the polymer. Park and Kwon [23] have proposed a form of \( f_i \) in which the anisotropy due to the fibers is introduced in a manner of positive entropy production. The details of the model can be found in their original paper [23]. In order to handle the viscoelasticity and high Weissenberg number issues related to viscoelasticity \( (We = \overline{\dot{\gamma}} where \overline{\dot{\gamma}} is the characteristic time of the fluid and \overline{\dot{\gamma}} is the characteristic strain rate), discrete-elastic-viscous split stress (DEVSS) method and matrix logarithm formulation for \( \mathbf{c}_i \) was used in the simulations. Numerical simulation results were compared with experimental data from Bay [39]. The kinematics result for the isothermal filling showed a diminishing effect of coupling with the radial distance. In non-isothermal conditions, the best fit to experimental data in overall geometry was seen for \( \kappa = 0.4 \). The effect of reducing the filling time was also assessed and it was observed that the velocity profile was more flat with reduction in filling time due to viscoelastic nature of the matrix and the thickness of the solidified layer near the wall also decreased. As a result of the flatter velocity profile, the core and transition layers became thicker for reduced filling times and shell layer approached the wall. Overall, the fiber-coupled viscoelastic model did have a little effect on the fiber orientation predictions while slow orientation kinetics did significantly improve the predictions. Authors also mention that viscoelasticity would have insignificant effects on orientation as compared to other issues such as closure approximations.
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Abstract

The evolution of fiber orientation in transient simulations with the Folgar-Tucker model and its slip and reduced strain closure versions was assessed against experimental data measured in the shell, transition, and core layers for two center-gated disks. Decoupled and coupled transient simulations were performed using a measured orientation profile at the inlet of the mold. All three orientation models assessed here match the experimental data only in the steady region of the shell layer but are unable to predict the evolution of orientation in all three layers. Effects of coupling are very small and unable to account for the discrepancies between the experiments and simulations.

Keywords: A. Glass fibres, B. Directional orientation, C. Finite element analysis (FEA), E. Injection moulding

3.1 Introduction

Injection-molded thermoplastics are an alternative for making lightweight parts for use in semi-structural applications. The thermal, mechanical and electrical properties of these materials are dependent on fiber orientation developed during processing. However, because of complex velocity field inside the mold that induces fiber orientation, and the effect of inter-particle interactions due to
high fiber concentrations in commercial suspensions, prediction of fiber orientation with quantitative accuracy is a difficult task.

The Folgar-Tucker (FT) model [1] has been used for prediction of fiber orientation in injection molded parts, with varying degrees of success, and it has been used as the standard model in commercial simulation packages for prediction of fiber orientation. In the FT model the orientation of the fibers is attributed to the drag of the fluid on the fibers and the influence of fiber-fiber interactions on the orientation state. However, the inability to completely account for all fiber-fiber interactions for concentrated suspensions prevents precise description of orientation for molded parts within a fiber concentration of commercial interest. Rheological experiments suggest that the fiber orientation kinetics is much slower than the predictions of the FT model for glass fiber suspensions [2, 3]. In these experiments, the fiber suspension is first sheared to a very large strain, then the direction of the shear is reversed and transient stresses are measured. Some authors have suggested that the discrepancies between the predicted and the experimentally measured orientation for concentrated fiber suspensions arise from the reduction in the rate of rotation of fibers which are caused by the interactions between the fibers, at high concentrations [4, 5]. These interactions, which are not completely accounted for in the FT model play a major role in the evolution of the fiber orientation [6].

Two modifications to the FT model have been proposed to slow down the orientation kinetics [3, 5, 7] in concentrated fiber suspensions. One modification is the addition of a delay parameter known as the strain reduction factor (SRF) [7] or the slip parameter [3]. However, this modified FT model is non-objective. Wang et al. [5] proposed a modified version of the FT model, known as the reduced strain closure (RSC) model which slows down the orientation evolution while keeping the model objective. These modified versions of the FT model show improved transient fiber orientation predictions by slowing down the orientation kinetics in simple flow experiments such as start-up of shear, shear flow reversal [2, 3], and a combination of simple shear and planar elongation under transient conditions [5].

The slowdown in orientation kinetics with the modified versions of the FT model in complex flow experiments, such as a center-gated disk, has been assessed against the published experimental data [8, 9]. However, the published data on fiber orientation is measured in the thickness direction of the mold and z-profiles of orientation are reported. Moreover, these z-profiles are typically taken in the lubrication region where orientation has reached or almost reached a
steady value. Therefore, this set of data is not a good basis for assessing the slowdown in orientation. A more appropriate criterion for the assessment of slowdown in orientation is a comparison against the measured orientation data along the flow lines. For a center-gated disk, this implies measurement of orientation in the radial direction because it practically coincides with the direction of the flow lines. However, orientation data along the radial direction in a center-gated disk is not available in the literature and the simulation predictions of radial evolution in a center-gated disk have never been validated with experimental measurements [8-13]. Thus, there is a need to measure and report radial evolution of orientation in a center-gated disk in order to understand the behavior of fibers as they progress with the flow and to serve as a benchmark against which orientation evolution kinetics can be assessed.

In order to obtain accurate transient predictions, it is essential for an evolution equation, such as the FT model and its modified versions with reduced orientation evolution kinetics, to start from correct initial data. For injection molding geometries, the initial data for fiber orientation is usually prescribed at the inlet of the mold (also referred to as the gate). However, in most of the numerical studies of orientation in a center-gated disk, the inlet orientation is assumed as completely random orientation, i.e. \( A_{rr} = A_{zz} = A_{\theta \theta} = 1/3 \), or random in the plane, i.e. \( A_{rr} = A_{\theta \theta} = 1/2 \), \( A_{zz} = 0 \) [9-13]. Such an assumption may lead to erroneous conclusions about the slowdown in orientation when compared against the measured orientation along the direction of the flow lines. The best value of the orientation at the inlet for assessment of the transient predictions should be the experimentally measured inlet orientation. Recently, experimentally measured inlet orientation at the inlet of a center-gated disk has been reported showing an asymmetric profile through the thickness which is different from the standard assumption of random orientation [8].

The objectives of this paper are twofold. The primary objective is to report the evolution of orientation along the radial direction in a thin center-gated disk at thickness positions representative of the shell, the transition and the core layer in order to determine whether the slowdown in orientation evolution is present in complex flow geometry. The second objective is to assess whether the modified versions of the FT model are able to predict the slowdown in orientation evolution better than the FT model by comparing model predictions with the orientation data along the radial direction in a center-gated disk.
3.2 Problem Description

A 30 wt% short glass fiber polybutylene-terephthalate (PBT) suspension (Valox 420) was used to make two center-gated disks in an injection molding machine. The viscosity of the PBT matrix was determined on a Rheometrics Mechanical Spectrometer (RMS-800) at 533K from steady shear and dynamic oscillatory measurements [3]. The PBT matrix behaves as a Newtonian fluid with viscosity $\eta = 350$ Pa·s under shear rates ranging from 0.1 $s^{-1}$ to 100 $s^{-1}$ [8]. The dimensions of the glass fibers suspended in the PBT matrix were determined from a burn-off process for approximately 1000 fibers. The number average fiber length $L_f$ was 362.8 $\mu$m and the average diameter $d_f$ was 12.9 $\mu$m. This corresponds to an aspect ratio of $a_r = 28.1$.

Two short-shot disks were made in a center-gated mold having internal radius $r_{in} = 2.97$ mm, outer radius $r_{mold} = 57.0$ mm, and thickness $2H = 1.38$ mm. The disks filled approximately 90% of the radial distance inside the mold. The purpose behind incomplete filling of the mold was to account for the evolution of orientation only during the mold filling phase of the injection molding operation. The dried resin was fed to the screw at 433 K and injected into the mold maintained at 363 K. The mold was filled using an injection pressure of approximately 20 MPa, for a fill time of approximately one second. This corresponds to a volumetric flow rate $q \approx 11.8$ cm$^3$/s. The disks were then allowed to cool inside the mold for one minute in order to minimize warpage. The average outer radius was $r_{out} = 51.5$ mm. Figure 3.1 shows the radial dimensions of the incomplete disk normalized by the half thickness of the disk, i.e. $r_{in}/H = 4.30$ and $r_{out}/H = 74.7$.

A center-gated disk is a model geometry for evaluating fiber orientation because it resembles the features of commercial molds. A multilayer structure with each layer exhibiting different fiber orientation has been proposed as shown in Figure 3.2 [14]. At least two distinguishable layers of orientation through the thickness have been identified experimentally, known as the shell and the core layer [15]. It has been observed that in the shell layer, fibers tend to align in the direction of the flow ($r$-direction) and in the core layer, fibers tend to align in the direction of the extension ($\theta$-direction) [6, 16]. A third layer, the transition layer, located between the shell and the core layer exhibits non-preferential orientation [13]. A disk has three primary regions defined on the basis of the flow field: entry, lubrication and front [17]. In all these regions, complex flow is present comprising shear and extensional deformation with different degrees of each deformation type. The shear deformation tends to align the fibers in the direction of the flow lines and the extensional deformation tends to
align the fibers in the direction of the extension. Extensional deformation is dominant in the entry region and close to the centerline. In the lubrication region, a combination of shear and extensional deformation is present with shear dominating near the walls and extension dominating around the centerline.

### 3.3 Experimental evaluation of fiber orientation

Fiber orientation was measured at constant heights along the radial direction as a new strategy for assessing the evolution of fiber orientation in a center-gated disk. The orientation data obtained with this strategy provides a way for understanding the different effects of the flow field in different layers in the disk, with the layers as shown in Figure 3.2. This is because flow lines run parallel along the radial direction in the most part of the disk and the orientation evolves along these flow lines. In small regions, flow lines are not exactly parallel to the radial direction, such as in the entry region close to the gate where the fiber suspension turns and enters the mold cavity [18]. Such deviations are small compared to the height of the area selected for orientation measurement (bin) because the flow is primarily in the radial direction. Orientation measured with this new strategy is an improvement over the traditional method of orientation through the thickness because it shows the differences in the evolution of orientation in different layers as we move along the flow lines.

Measurements of orientation were made on optical micrographs taken from two independent disks having average dimensions and molding conditions described in Sec. 2. The sampling considerations and strategy are illustrated in Figure 3.3 and summarized as follows. The orientation was measured in rectangular sampling bins with a height \( H/6 \) and length approximately \( 2L_f \), as described by Vélez-García et al. [19]. Sampling heights representative of the shell layer near the wall, the transition layer beneath the shell layer, and the core layer around the centerline, were chosen as \( z_s/H = 0.75, 0.42, \) and \( 0.08 \), respectively, and the sampling bins for each layer were centered in the \( z \)-direction at these heights. The skin layer was excluded from this experimental study. The wall-to-wall distance in the micrographs was measured locally at each sample radial location and was normalized by the half-thickness \( H \) of the disk. The \( z_s/H \) locations for the bins were, therefore, determined independently for each radial location. The error introduced in the bin height due to independent measurement at each sampled radial location was insignificant. Twelve sampling areas along the radial direction were used to characterize the orientation for each layer, as shown in Figure 3.3. The sampling bins were centered in the \( r \)-direction at these locations. The radial sampling distribution was chosen to assess the variation in the orientation due to the presence of different flow regions inside the mold cavity, as indicated in Sec. 2. Five closely spaced sampling
regions, i.e. \( r_s/H = 4.8, 7.8, 11, 15 \) and 18 were selected near the gate in order to capture rapid changes in the orientation in the entry region. A larger separation between sampling areas was used at radial locations away from the gate, i.e. \( r_s/H = 18, 25, 33, 40, 47, 54, 61 \) and 68, because gradual changes in orientation are expected in the shear flow dominated lubrication region.

The procedure proposed by Vélez-García et al. [8, 19] was used to characterize the radial evolution of orientation. In this procedure, a modified version of the method of ellipses (MoE) was used to evaluate the orientation because of its simplicity and reliability. In the MoE, the elliptical footprints of fibers in a polished plane are used to obtain orientation angles, i.e. in-plane \( \phi_f \) and out-of-plane \( \theta_f \) angles, for every individual fiber, followed by the estimation of a volumetric average of orientation represented by a second order tensor. Vélez-García et al. extended the MoE to consider partially elliptical footprints in order to obtain reliable orientation data in small sampling areas and characterize regions with rapid changes in orientation. The modified MoE also includes the elimination of the ambiguity problem of two fibers having identical cross sections in the plane of measurements but with orientations \( \phi_f \) and \( \phi_f + \pi \). For this, a shadow and its location were identified for elliptical and partially elliptical footprints. The measurements of fiber orientation in this study were performed by means of image analysis of micrographic images (20X magnification) of a polished cross section containing the sampling area of interest. Using an in-house Matlab® code, each image containing the region of interest was divided into 12 bins and the orientation obtained from elliptical and partially elliptical footprints was evaluated for the bins of interest. Subsequently, the second-order orientation tensor and the sampling error were estimated following the procedure described by Bay and Tucker [20] and Mlekusch [21]. The orientation data reported here is calculated as a weighted average from two disks using the averaging method described by Vélez-García et al. [19].

Experimental orientation values are given in Figure 3.4 through Figure 3.6 for the shell, transition, and core layer, respectively. The values are averages from measurements performed on two center-gated disks. The orientation data from these two disks show good reproducibility for all radial locations selected in this study. The planar orientation state for most of the radial locations seen in these figures allows us to simplify the discussion and examine the effects on the diagonal components through the \( A_{rr} \) component. In the case of off-diagonal components, we focused on the \( A_{rz} \) and \( A_{r\theta} \) components because \( A_{\theta z} \approx 0 \) for all layers.
Figure 3.4(a) shows the diagonal components of the orientation tensor at different radial locations for the shell layer. The shell layer is dominated by shear, which aligns the fibers in the $r$-direction. A sudden drop is observed in $A_{rr}$ from the gate to $r_s/H = 7.8$ followed by an increase between $r_s/H = 7.8$ and 11 to a value higher than the inlet orientation. The $A_{rr}$ component then drops back to about the same value as $r_s/H = 7.8$, but this drop happens over about twice the distance as compared to the first drop. This fluctuating pattern near the gate is reproducible as similar behavior is observed in the two disks that were considered for orientation measurements. The region between $r_s/H = 18$ and 25 shows an increase in orientation and the orientation remains stable between $r_s/H = 25$ and 61 (considering the relatively large error bar at $r_s/H = 54$). This region of stable orientation has $A_{rr}$ values close to the $A_{rr}$ value measured at the gate. The orientation then drops in the region between $r_s/H = 61$ and 68 with $A_{rr}$ and $A_{θθ}$ values converging to similar levels.

The $A_{rz}$, $A_{rθ}$ and $A_{θθ}$ components of the orientation tensor for the shell layer are shown in Figure 3.4(b). In order to have clarity, the error bars are shown for $A_{rθ}$ only, which had the maximum observed error compared to other off-diagonal components. The profiles along the radial direction show fluctuations in these components with magnitudes dependent on the radial location. The value of the $A_{ij}$ component represents the average tilt of the fibers projected on the $ij$-plane. In orientation terms, the values of these off diagonal terms indicate three possible conditions. Considering the $A_{rθ}$ component, the possible values of $A_{rθ}$ ≈ 0, $A_{rθ} > 0$, and $A_{rθ} < 0$ denote insignificant tilting, tilting in the counter-clockwise direction, and tilting in the clockwise direction, respectively, in the $rθ$-plane. From Figure 3.4(b), we see that $A_{rz}$ is close to zero at most $r_s/H$ locations except close to the gate ($r_s/H = 4.8$). $A_{rθ}$ starts close to zero at the gate, shows an increase for a distance up to $r_s/H = 11$ and then drops to a value close to zero at $r_s/H = 18$. There is an increase in $A_{rθ}$ between $r_s/H = 40$ and 54 followed by a drop to values close to zero. $A_{θθ}$ stays close to zero in the entire shell layer.

The evolution of orientation for the transition layer is shown in Figure 3.5. In this layer, both shear and extension are present. A sudden reduction is observed in $A_{rr}$ similar to the shell layer between the gate and $r_s/H = 7.8$ as the influence of extension, which aligns the fibers in the $θ$-direction, is relatively large in this region. However, there is a steady increase in $A_{rr}$ between $r_s/H = 7.8$ and 18 as shear becomes more dominant at larger $r/H$ values, aligning the fibers in the $r$-direction. The orientation continues to increase between $r_s/H = 18$ and 40, although this increase is more gradual than the increase between $r_s/H = 7.8$ and 18. At $r_s/H = 40$, the orientation reaches its peak value which is higher than the orientation at the same radial location in the shell layer. The
profile qualitatively matches with the shell layer between $r_s/H = 25$ and 68 with orientation staying relatively flat between $r_s/H = 25$ and 61 and showing a drop between $r_s/H = 61$ and 68. However, $A_{rr}$ values in this region are higher than $A_{rr}$ values in the shell layer. In the case of the off-diagonal components, the evolution profiles qualitatively match with the evolution profiles in the shell layer.

The radial evolution of orientation in the core layer is shown in Figure 3.6. This layer is dominated by extension which aligns the fibers in the $\theta$-direction. As a result, $A_{\theta\theta}$ increases and $A_{rr}$ decreases in this layer. The drop in $A_{rr}$ near the gate, is consistent with the drop in other layers between the gate and $r_s/H = 7.8$. $A_{rr}$ continues to decrease in value upto $r_s/H = 15$. It is noticeable that the increase in $A_{\theta\theta}$ mirrors the decrease in $A_{rr}$ in this region. Between $r_s/H = 15$ and 54, orientation stays relatively flat at about $A_{rr} = 0.3$. The orientation further drops between $r_s/H = 54$ and 61 and then stays relatively flat between $r_s/H = 61$ and 68. The off-diagonal components $A_{rz}$ and $A_{\theta z}$ stay relatively flat close to zero for the most part of the flow domain. Variation of $A_{\theta\theta}$ shows tilting of fibers in the $r\theta$-plane with values between +0.15 and -0.15.

### 3.4 Modeling and simulation of fiber orientation

#### 3.4.1. Governing equations

Folgar and Tucker [1] proposed a model for the evolution of the second order orientation tensor $A$:

\[
\frac{DA}{Dt} = (W \cdot A - A \cdot W) + \lambda(D \cdot A + A \cdot D - 2A_4 : D) + 2C_I \dot{\gamma} (I - 3A)
\]

where $D / Dt$ is the material derivative, $W = [(\nabla v) - (\nabla v)^T] / 2$ the vorticity tensor and $D = [(\nabla v) + (\nabla v)^T] / 2$ the rate-of-strain tensor. The velocity gradient is defined as $\nabla v = \partial v_j / \partial x_i$ and the shape factor $\lambda = (a_r^{-1} - 1) / (a_r^{-1} + 1)$, $a_r$ being the aspect ratio of the fibers. For high aspect ratio particles such as glass fibers, $\lambda = 1$. $A_4$ is the fourth order orientation tensor, $I$ the identity tensor, $C_I$ the interaction coefficient and $\dot{\gamma} = \sqrt{2D : D}$. The last term in Eq. (40) is the interaction term which introduces a randomizing effect in the model and is used to account for the semi-dilute-regime fiber interaction contributions to the orientation.

The FT model predicts too rapid evolution of orientation and does not match the kinetics of orientation evolution in transient shear flow [5, 7, 8]. Hence, two modifications were proposed to slow down the
orientation kinetics. One modification is to add a strain reduction factor (SRF) proposed by Huynh et al. [7] or a slip parameter proposed by Eberle et al. [3] to delay the orientation evolution:

$$\frac{DA}{Dt} = \alpha \left[ (W \cdot A - A \cdot W) + \lambda (D \cdot A + A \cdot D - 2A_4 : D) + 2C_j \dot{\gamma} (I - 3A) \right]$$

(2)

where the slip parameter $\alpha$ is a factor between 0 and 1. However, this modification renders the fiber orientation equation non-objective. Wang et al. [5] proposed the reduced strain closure (RSC) model where the objectivity is retained while the slowdown in the evolution of orientation is achieved,

$$\frac{DA}{Dt} = (W \cdot A - A \cdot W) + \lambda (D \cdot A + A \cdot D - 2[A_4 + (1 - \kappa)(L_4 - M_4 : A_4) : D]) + 2\kappa C_j \dot{\gamma} (I - 3A)$$

(3)

where $\kappa$ is the strain reduction factor with values between 0 and 1 and $L_4$ and $M_4$ are defined as:

$$L_4 = \sum_{i=1}^{3} \lambda_i e_i e_i e_i, \quad M_4 = \sum_{i=1}^{3} e_i e_i e_i$$

(4)

where $\lambda_i$ are the eigenvalues and $e_i$ the eigenvectors of $A$.

For the fourth order tensor $A_4$, a closure approximation needs to be used to express it in terms of $A$. Chung and Kwon [22] have proposed the invariant-based optimal fitting (IBOF) closure approximation for $A_4$. The IBOF closure is as accurate as eigenvalue-based closures, but requires less computational time. We use the IBOF closure approximation for $A_4$ in all simulations.

The flow of an incompressible fluid under creeping conditions is governed by the mass balance and the momentum balance equations, given by:

$$\nabla \cdot \mathbf{v} = 0$$

(5)

$$\nabla \cdot \left( -p \mathbf{I} + 2\eta_s \mathbf{D} + T^{\text{fiber}} \right) = 0$$

(6)

where $\nabla$ represents the gradient operator, $\mathbf{v}$ the velocity, $p$ the pressure, $\mathbf{I}$ the identity tensor and $\eta_s$ the matrix viscosity. The viscous extra-stress $T^{\text{fiber}}$ is due to the presence of the fibers and the general form of this viscous extra-stress contribution is described by:

$$T^{\text{fiber}} = 2\nu_{\varphi m} \mathbf{D} : A_4$$

(7)
where $\nu$ is the concentration of the fibers and $\zeta_{\text{vis}}$ is the viscous drag coefficient [23]. For $A_4$ we use the IBOF closure approximation in all simulations. The viscous component of the extra-stress is also described in terms of the particle number ($N_p$) and $\eta_s$, where $N_p$ is an expression that represents the anisotropic contribution of the fibers, i.e. the effect of fibers on the rheology [18, 24]. The relation between the two forms is [25]:

$$\eta_s N_p = \nu \zeta_{\text{vis}}$$

(8)

The most popular model used to determine the viscous drag coefficient in the simulation of injection molded thermoplastic composites has been the Dinh and Armstrong model [23], described by

$$\zeta_{\text{vis}} = \frac{\pi \eta_s L_s^3}{12 \ln \left( \frac{2 a_c}{d_f} \right)}$$

(9)

where $a_c$ is the average inter-fiber distance that depends on the orientation of the fibers.

We have assumed isothermal filling conditions due to short injection time of about one second, in agreement with the findings of Wu et al. [26]. Isothermal conditions are further validated by roughly equal amounts of heat dissipated through viscous heating and the rate of heat loss by conduction through the mold walls. The maximum rise in the temperature due to viscous dissipation during filling time of one second was estimated to be about 3.5 K. Therefore, we do not consider thermal effects in our simulations.

### 3.4.2. Model parameters

The orientation evolution models (Eqs. (1-3)) contain model parameters ($C_i$, $\alpha$, $\kappa$) which need to be determined from flow experiments. The orientation model parameters $\alpha$ and $\kappa$ are factors between 0 and 1. When $C_i$ is set to zero, a highly flow-aligned orientation state is predicted and the model reduces to Jeffery’s model [27]. The values of $C_i$ are typically in the range of 0.003-0.016 [28]. Eberle et al. [3] obtained the model parameters for Valox 420 from fitting model predictions using the FT model and its slip version to measured orientation data in startup of shear flow obtained at different strain values at a shear rate $\dot{\gamma} = 1 \text{ s}^{-1}$. The model parameters were obtained as $C_i = 0.006$ for the FT model and $(C_i, \alpha) = (0.006, 0.30)$ for the slip version. Vélez-Garcia et al. [8] used a slightly different fitting for the same suspension and obtained the model parameters as $C_i = 0.012$ for the FT model and $(C_i, \alpha) = (0.012, 0.40)$ for the slip version. Wang et al. [5] fitted the
model parameters to shear viscosity data for the same suspension using the RSC model and obtained a set of model parameters \((C_I, \kappa) = (0.0112, 0.119)\).

In this work, model parameters for all three models are fitted using experimental orientation data in startup of shear flow obtained by Eberle et al. [3]. The model parameters for the three models under consideration are obtained as \(C_I = 0.0112\) for the FT model, \((C_I, \alpha) = (0.0112, 0.40)\) for the slip version and \((C_I, \kappa) = (0.0112, 0.40)\) for the RSC version. Parameter fitting using the RSC model predictions is shown in Figure 3.7. The value of \(C_I\) obtained with this method matches with the value obtained by Wang et al. [5]. However, the value of \(\kappa\), which is primarily responsible for the transient behavior, is approximately four times the value obtained by Wang et al. [5].

The viscous model parameters \(\nu_{str}\) are, in general, either calculated from theory or obtained from rheological studies on fiber suspensions. In this work, we fitted the stress predictions to stress data of Eberle et al. [4] considering only the steady state and using a value of \(C_I = 0.0112\). The fitted value of the extra-stress parameters was obtained as \(\nu_{str} = 6.18\) which was used in all coupled simulations.

3.4.3. Numerical methods

The fiber suspension is injected in a center-gated disk with dimensions shown in Figure 3.1. The filling of the mold is a transient problem in which the suspension replaces the air as it fills the mold. One of the geometrical simplifications applied for injection molding of thin geometries is known as the Hele-Shaw flow approximation [29]. This simplification has a formulation developed for viscous and viscoelastic fluids under a creeping flow regime, assuming that normal stresses are negligible compared to shear stresses. This approximation is suitable for a center-gated disk geometry because the characteristic length in the \(z\)-direction is significantly less than characteristic lengths in other directions and the velocity gradient in the \(z\)-direction is significantly higher than those in in-plane directions. With this approximation, 2-D fountain flow is completely discarded and a 1-D radial flow is obtained in the entire domain.

The time-stepping scheme used for the transient mold filling solves three decoupled equations at every time step: the flow equations, orientation equations, and a transport equation to capture the suspension-air interface. Velocity is approximated by continuous quadratic polynomials. Discontinuous quadratic polynomials are used for the orientation and pseudo-concentration and discontinuous linear polynomials for the extra-stress. The choice of discontinuous polynomials for
the orientation and extra-stress is made because of the convective nature of the orientation equations that are solved to determine these variables. The solution at each time step is determined in the 2-D simulation domain shown as the shaded area in Figure 3.1. The details of solution schemes for the above equations are given below.

The Hele-Shaw equation for the filling of the fiber suspension takes the form

$$\frac{\partial p}{\partial r} + \frac{\partial}{\partial z} \left( \eta \frac{\partial v_r}{\partial z} \right) + T_{rz} = 0$$

(10)

With the extra-stress taken into consideration, the flow is termed as coupled Hele-Shaw flow; while without the extra-stress, as decoupled Hele-Shaw flow. The decoupled Hele-Shaw flow is equivalent to analytical solution of Eq. (10) with $T_{rz} = 0$ which gives the velocity field as $v_r(r, z) = (K/r)[1-(z/H)^2]$, where $K$ is a constant that depends on the dimensions of the disk, and the prescribed flow rate [29]. Several attempts to couple the Hele-Shaw flow with the computation of extra-stress can be found in the literature [11, 13, 30-32]. We take advantage of the 2-D simulation domain and spatially discretize the domain using 1-D finite elements in the $z$-direction at multiple $r$-locations. The 1-D velocity field is solved on these elements by solving a system of $n + 1$ equations (Eq. (10) at $n$ nodes and the flow rate equation) in $n + 1$ unknowns ($v_r$ at $n$ nodes and $\partial p / \partial r$). This solution strategy requires significantly less computation time than the solution for the entire 2-D domain at once. In order to apply the 1-D finite element discretization, $T_{rz}$ in Eq. (10) is calculated as a continuous quadratic field projected from the discontinuous linear extra-stress field.

Orientation evolution equations are discretized in space using the DGFEM of Lesaint and Raviart [33]. The time stepping is done with the explicit RK3-TVD scheme [34]. The DGFEM solves the equations on each element separately and handles the problem of oscillations associated with hyperbolic equations by taking into account a discontinuity at inter-element boundaries [35]. The explicit RK3-TVD scheme allows for stable solution without requiring large computation time and memory. The orientation is initialized as random in the empty mold. The boundary condition prescribed at the inlet for the orientation in all simulations is the weighted average of the orientation measured at the inlets of two center-gated disks using the averaging method of Vélez-García et al. [19].

The pseudo-concentration method is used to capture the advancing front in the transient filling simulation [36]. In this method, air is introduced as a fictitious fluid with zero density and
viscosity 0.1% of the filling fluid. A pseudo-concentration variable \( c \) is defined to distinguish between the filling fluid and air. A value of \( c = 1 \) indicates the suspension, a value of \( c = 0 \) indicates air, and the interface is indicated by a value of \( c = 0.5 \). The variable \( c \) is convected with the fluid velocity \( v \). In the Hele-Shaw formulation, the velocity has only the flow-direction component and the front moves with the average velocity \( \bar{v} \) that is averaged through the thickness of the mold. Therefore, the equation for the evolution of \( c \) takes the form

\[
\frac{\partial c}{\partial t} + \bar{v} \frac{\partial c}{\partial r} = 0
\]  

(11)

Eq. (11) is solved along a boundary in the flow direction. The RK3-TVD scheme [34] is used for time-stepping and the DGFEM [33] for discretization in space. A value of \( c = 1 \) is prescribed at the inlet boundary and a value of \( c = 0 \) is used as initial condition inside the simulation domain. This pseudo-concentration variable is used for interpolation between air and the suspension.

### 3.5 Simulation Results and Discussion

The slowdown in orientation as predicted by the modified versions of the FT model is assessed by comparing the model predictions with the experimentally measured orientation data. Orientation data measured along the flow lines at different heights representative of shell, transition and core layers are used to validate model predictions with coupled and decoupled Hele-Shaw flow solutions. The \( A_{rr} \) component of the orientation tensor, considered as representative of the evolution of orientation, is selected for experimental validation in the center-gated disk geometry. The polymer matrix is considered Newtonian with \( \eta_s = 350 \text{ Pa·s} \) and \( \lambda = 1 \) is used in all orientation evolution equations. All dimensions of the simulation domain are non-dimensionalized based on the half thickness of the disk. The number of elements in the \( r \)-direction is fixed at 100. Mesh refinement was performed in the \( z \)-direction to ensure convergence of the simulation results for the FT model. For sufficient accuracy and computational efficiency, it was found that 10 elements in the \( z \)-direction are sufficient and this is the number of elements used in all simulations. The predictions in the gate and lubrication region are discussed first followed by the predictions behind the advancing front.

Figure 3.8 shows the orientation predictions with the decoupled Hele-Shaw flow solution in shell, transition and core layers. All three orientation models, FT, slip and RSC are compared with the experimental data averaged from two disks. As shown in Figure 3.8(a), the predictions with all
three models match the experimental data only in the steady region (between $r_s/H = 25$ and 61) for the shell layer but not in other regions. Near the gate, where high extensional effects are present, all models show a slight drop in the orientation. However, the orientation does not drop to the experimentally observed level at $r_s/H = 7.8$. The modified orientation models predict a smaller drop in the orientation between $r_s/H = 4.8$ and 7.8 as compared to the FT model, which seems to be a change in the wrong direction when experimental values are considered. All three models are unable to capture the local peaks and undershoots that are seen in experiments between $r_s/H = 4.8$ and 25. The steady region (approximately between $r_s/H = 25$ and 61) has been traditionally used for validation of simulation results using the orientation profile along the thickness direction. This is a region of high shear away from the effects of the gate and the advancing front. Between $r_s/H = 25$ and $r_s/H = 61$ orientation predictions with all three models compare well with experiments. In the transition layer, as shown in Figure 3.8(b), the FT model predicts a sudden drop in the orientation near the gate and matches the experimental $A_{rr}$ values at $r_s/H = 7.8$. However, it is not able to catch up with the fast rise seen in $A_{rr}$ values between $r_s/H = 7.8$ and 11. The modified models match the orientation at $r_s/H = 11$ but are unable to capture the sudden drop in the orientation between $r_s/H = 4.8$ and 7.8. All three models are off from experimental $A_{rr}$ values between $r_s/H = 15$ and 40. In this region, the FT model under-predicts the orientation while the predictions with the modified versions are even lower. This suggests that the reduced orientation evolution models are not good for the lubrication region in the transition layer and there may be a need to enhance the evolution in this region instead of slowing it down. In the region between $r_s/H = 47$ and 61, all model predictions are close to experimental values. In the core layer, as shown in Figure 3.8(c), the FT model shows a sudden drop in orientation between $r_s/H = 4.8$ and 15. However, the model predictions are close to experimental $A_{rr}$ values only at $r_s/H = 7.8$ and remain lower than the experimental $A_{rr}$ values at all other sampled locations between $r_s/H = 4.8$ and 15. In the same region, the modified versions predict a too slow evolution of orientation. In the region between $r_s/H = 18$ and 40, the FT model shows a gradual rise. However, the predictions are lower than the experimental $A_{rr}$ values. In the same region, modified versions predict a relatively flat profile and predictions are closer to experimental $A_{rr}$ values. At radial locations $r_s/H = 47$ and 54, FT model predictions match the experimental levels while modified versions are slightly above the experimental levels.

Decoupled simulation results with all three models fail to predict the experimentally measured orientation close to the advancing front in all three layers. This is the region downstream of the lubrication region, where the measured orientation values decrease steadily in all three layers.
One of the causes of reduction in the orientation in this region is the fountain flow behind the advancing front that is a characteristic flow feature present in mold filling of polymeric fluids. However, the orientation predictions with the Hele-Shaw flow solution that reach a steady state in the lubrication region, do not show any reduction downstream of the lubrication region. This is most likely because the Hele-Shaw formulation is incapable of reproducing the 2-D flow behind the front and not caused by the orientation models. Because the transverse flow in the z-direction is discarded in the Hele-Shaw flow approximation, the predicted orientation shows high flow-direction alignment in the region behind the front. In all three layers, as seen in Figure 3.8, all three models overpredict orientation at $r_s/H = 68$ which is at a distance $r/H = 6$ behind the front. In the core layer, overprediction of orientation goes further back to $r_s/H = 61$, a distance $r/H = 13$ behind the front.

Coupled Hele-Shaw flow simulations were performed to assess the effects of coupling on the velocity field and orientation predictions. The behavior of the modified versions of the FT model in coupled simulation was similar. Therefore, we discuss the effects of coupling for the original FT model and the RSC model only. Figure 3.9 shows the effect of coupling on the velocity field. The change in the velocity due to coupling is clearly visible near the gate ($r_s/H = 11$) and tends to diminish with increasing $r$. The effect of coupling is most significant in the core layer and decreases as $|z/H|$ increases. This is consistent with the numerical studies conducted before [10, 11, 13, 18]. However, coupling tends to increase the velocity in the core layer as opposed to the decrease in velocity seen in previous studies [13]. This is because of the use of measured inlet orientation at the gate as opposed to random inlet orientation which has been used in previous studies. Measured inlet orientation has $A_{zz}$ values that are one order less than the $A_{zz}$ values for random inlet orientation ($A_{zz} = 0.3333$ for random orientation). Therefore, the extra-stress due to fibers is less with measured orientation which results in a pointed velocity profile with a higher peak as compared to the simulation results with random inlet orientation. In order to verify results from the previous studies, coupled simulations with random orientation assigned at the inlet were also run and the simulations showed a decrease in the velocity profile around the centerline, which is consistent with the findings of Chung and Kwon [13].

Figure 3.10 shows the effects of coupling on the orientation. In the shell and transition layers, where the velocity gradient is higher, the effect of coupling on the orientation is insignificant. In the core layer with minimum velocity gradient in the thickness direction, the effect of coupling on orientation is more prominent, especially at large $r/H$ values where orientation predictions are higher with coupled simulations. For the FT model, this results in a slight
improvement in the lubrication region because the FT model underpredicts the orientation in this region. However, for the modified versions which slightly overpredict the orientation in this region, coupling leads to increased discrepancy with the experimental values. Therefore, coupling is not the primary factor that can account for discrepancies between the experimental data and model predictions.

3.6 Conclusions

The evolution of fiber orientation along the direction of the flow lines (r-direction) has been experimentally determined in a center-gated disk in order to evaluate orientation predictions of the delayed versions of the FT model. The orientation is measured at various locations along the r-direction at three different z/H locations representative of the shell, transition and core layers, respectively at radial locations close to the gate, in the lubrication region, and near the advancing front. The radial locations are distributed along the entire flow length in order to get insight into the evolution of orientation in different regions. The experimental data allows for the assessment of orientation evolution in complex flows.

Orientation predictions with the FT model and two modified versions with slow orientation kinetics have been validated by comparing with experimentally measured fiber orientation data along the flow direction in a center-gated disk in the shell, transition and core layers. A measured inlet orientation was used to provide the correct starting values for assessment of slowdown in orientation. In decoupled Hele-Shaw simulations, all three orientation models match the experimental data in the steady region of the shell layer. The slowdown in orientation shows an improvement over the FT model only for the steady orientation in the lubrication region of the core layer. However, the evolution of orientation is not correctly predicted by any of the three orientation models. In the core and transition layers, the modified models predict very slow evolution of orientation. This is in contrast with the fast evolution observed experimentally which is predicted better by the FT model. Coupled Hele-Shaw flow is not able to reduce the differences between the experimental data and predicted values as the effect of coupling on orientation is small.

3.7 Acknowledgements

The financial support for this work from the National Science Foundation and the Department of Energy through grant No. DMI-0521918 and National Science Foundation through grant No. CMMI-0853537 are gratefully acknowledged. The authors also wish to thank Sabic Americas Inc. for supplying the Valox 420 used in this work. They also gratefully thank the
Material Science and Engineering Department for letting them use the polishing and microscopic facilities. Gregorio M. Vélez-Garcia also acknowledges support from NSF-IGERT through grant No. DGE-0548783, Macromolecular Science and Infrastructure Engineering, and the University of Puerto Rico-Mayagüez. Syed M. Mazahir also acknowledges support from the Doctoral Scholarship program funded by the Institute for Critical Technology and Applied Science, Virginia Tech.

3.8 References


[22] D. Chung, T.H. Kwon, Invariant-based optimal fitting closure approximation for the numerical 
[23] S.M. Dinh, R.C. Armstrong, A rheological equation of state for semiconcentrated fiber suspensions, 
[25] G.M. Vélez-Garcia, Experimental evaluation and simulations of fiber orientation in injection molding of 
and State University, 2012
[26] P.C. Wu, C.F. Huang, C.G. Gogos, Simulation of the mold-filling process, Polymer Engineering and 
[31] F.P.T. Baaijens, Calculation of residual stresses in injection molded products, Rheologica Acta, 30 
center-gated disk: Part i. Injection molding with viscoelastic compressible fluid model, Polymer Engineering 
[34] C.-W. Shu, S. Osher, Efficient implementation of essentially non-oscillatory shock-capturing schemes, 

3.9 Figures

Figure 3.1 Center-gated disk with dimensions normalized by the half thickness $H$ of the disk. The shaded area shows the simulation domain and the boundaries.

Figure 3.2 Description of the multilayer structure of orientation in a center-gated disk including relative thickness, position, name of the layer, characteristic orientation and physical effects attributed to the orientation.
Figure 3.3 Radial locations in a center-gated disk selected for the measurement of fiber orientation. The relative locations of the sampling areas (gray rectangles) for the gate and along different radial locations with constant heights are illustrated in the figure. Insert depicts the dimensions of the sampling area.

Figure 3.4 Averaged profile of orientation for the upper shell layer ($z/H = 0.75$) obtained from two center gated disks for (a) diagonal ($\hat{A}_{ii}$) and (b) off-diagonal ($\hat{A}_{ij}$) components. Standard errors from unequal sample size and assuming unequal variance are shown.
Figure 3.5 Averaged profile of orientation for the upper transition layer (z/H = 0.42) obtained from two center gated disks for (a) diagonal (A_{ii}) and (b) off-diagonal (A_{ij}) components. Standard errors from unequal sample size and assuming unequal variance are shown.

Figure 3.6 Averaged profile of orientation for the upper core layer (z/H = 0.08) obtained from two center gated disks for (a) diagonal (A_{ii}) and (b) off-diagonal (A_{ij}) components. Standard errors from unequal sample size and assuming unequal variance are shown.
Figure 3.7 Experimentally determined and fitted orientation tensor component $A_{\nu}$ in startup of simple shear flow at $\dot{\gamma} = 1$ s$^{-1}$ using model parameters for RSC model determined from rheology ($C_I = 0.0112, \kappa = 0.4$) for 30 wt% PBT/glass fiber suspension.
Figure 3.8 Comparison of $A_{\tau\tau}$ predictions with the FT model and its modified versions using decoupled Hele-Shaw simulation with experimentally measured values at (a) $z/H = 0.75$, (b) $z/H = 0.42$, and (c) $z/H = 0.08$. 
Figure 3.9 Coupled and decoupled velocity profiles through the thickness with the RSC model.
Figure 3.10 Comparison of $A_{tr}$ predictions in a center-gated disk using coupled and decoupled Hele-Shaw simulations with experimentally measured values at (a) $z/H = 0.75$, (b) $z/H = 0.42$, and (c) $z/H = 0.08$. 
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Abstract

Fiber orientation in the frontal region of a center-gated disk has never been experimentally measured and experimental validation of orientation predictions in this region has never been done. The frontal region of a center-gated disk was studied and its features such as shape, texture and evolution of the layered structure were investigated to understand the evolution of fiber orientation in the frontal region. Fiber orientation was experimentally measured along three different heights representative of shell, transition and core layers, in the region between 90% of fill and 99% of fill in the mold in order to understand the evolution of fiber orientation along radial direction in the frontal region of the disk. Orientation predictions with the Folgar-Tucker model and its modifications, the delayed Folgar-Tucker and reduced strain closure (RSC) models were assessed against the measured experimental data in the frontal region. Pseudo-concentration method was used for the evolution of the advancing front and to include fountain flow effects. Orientation predictions with the fountain flow effects showed a drop in orientation near the front, which was in qualitative agreement with the experimental data. However, Hele-Shaw flow approximation significantly over-predicted orientation in the entire frontal region. The slow versions of the modified Folgar-Tucker model improved predictions at a few locations in the shell layer with no significant improvement in other layers. Coupling of flow and orientation equations did not improve
orientation predictions in combination with model parameters determined from startup of shear experiments but significant improvements were achieved in coupled simulations when a lower value of parameter $C_I$ was used in the standard Folgar-Tucker model.

4.1 Introduction

Short glass fiber thermoplastic composites made by injection molding are finding increased usage as high-strength light-weight materials in various applications. The mechanical, electrical, and thermal properties of these materials are significantly affected by the orientation distribution of reinforcing fibers which develops during the molding operation. Properties of the final solidified part vary throughout the part due to local variations in the orientation of fibers. This is because of the presence of complex flow field inside the mold which induces orientation of fibers, a phenomenon known as flow-induced orientation. Therefore, in order to precisely control fiber orientation in a molded composite part, it becomes necessary to develop theoretical models and numerical schemes that can accurately predict fiber orientation under complex flow fields.

Fountain flow [1], is a characteristic flow feature associated with the advancing front in injection molding operations that plays a prominent role in the orientation of fibers in injection molded geometries [2, 3]. Previous experimental studies on fiber orientation in injection molded geometries such as a center-gated disk have shown some of these effects such as the orientation along the flow direction is not highest at the mold walls but at locations away from the mold walls [4-6]. However, these studies only report experimentally measured fiber orientation data upto a significant distance behind the front and exclude the frontal region of flow. Mazahir et al. [4] have reported fiber orientation measurements along the direction of flow at three different heights representative of the shell, transition and core layers. However, the measured region covers the flow length of the disk only upto $7 \, r/H$ behind the front. Other publications have reported fiber orientation data measured along the thickness of the disk at sparse radial locations [5, 6]. Bay and Tucker [5] conducted the first experimental study on fiber orientation in a center-gated disk and reported $z/H$ profiles only upto a distance $7.5 \, r/H$ behind the front. Vélez-García et al. [6] reported $z/H$ profiles of orientation only upto a distance $7 \, r/H$ behind the front. In order to gain insights into the effects of the fountain flow on the orientation of fibers in the frontal region of an injection molded geometry such as the center-gated disk, it is crucial to characterize the fiber orientation in the frontal region of the disk. Therefore, measured fiber orientation in the frontal region of a disk is required to understand the effects of the fountain flow on the orientation.
The Folgar-Tucker (FT) [7] model has been the most popular model for fiber orientation predictions in injection molded geometries, with varying degrees of success [8-16]. Folgar and Tucker [7] introduced an isotropic rotary diffusion term in the Jeffery’s model [17] to account for interaction between neighboring fibers in a fiber suspension. However, the model is unable to completely account for all fiber-fiber interactions in concentrated fiber suspensions. Rheological studies with glass fiber suspensions have shown that the evolution of fiber orientation in simple flow experiments is much slower than the FT model predicts [18, 19]. It has been suggested that reduction in the rate of rotation of fibers is caused by interactions between fibers, at high fiber concentrations [20, 21]. To slow down orientation kinetics in concentrated fiber suspensions, two modifications to the Folgar-Tucker model have been proposed [19, 21, 22]. One of the proposed modifications is the addition of a delay parameter known as the slip parameter [18, 19] or the strain reduction factor (SRF) [22], which renders the orientation model non-objective. The other modification is the reduced strain closure model (RSC) which achieves the slowdown in orientation evolution while retaining the objectivity of the original model [21]. The modified versions of the Folgar-Tucker model result in improved orientation predictions by slowing down the evolution of orientation in shear flows such as start-up of shear and shear-flow reversal [18, 19, 21].

Initial simulation studies on fountain flow effects in injection molded geometries first calculate the orientation using the Hele-Shaw flow approximation in the lubrication region and then perform a separate simulation for the fountain flow region [10, 23]. Such schemes with separate fountain flow simulations have inherent assumptions such as the distance behind the front where the fountain flow starts and the velocity profile at the start of the fountain flow region. Chung and Kwon [2], and Park and Kwon [3] used the pseudo-concentration method of Haagh and Van De Vosse [24] to include the effects of fountain flow on fiber orientation in a center-gated disk. Chung and Kwon [2] used the Folgar-Tucker model [7] for orientation predictions in a center-gated disk made with nylon 6/6 and 43 wt% (fiber volume fraction $\phi = 0.23$) short glass fibers. However, the parameter $C_I$ that represents inter-fiber interactions in the Folgar-Tucker model was selected as $C_I = 0.001$, which is considerably lower than the typical range for short glass fibers (0.006-0.01), recently proposed by Phelps and Tucker [25]. Values of $C_I$ determined from rheological fitting for fiber suspension with lower volume fraction ($\phi = 0.1766$) have been reported as 0.012 [6] and 0.0112 [4, 21] which are an order of magnitude higher than the value used by Chung and Kwon [2]. Park and Kwon [3] used the RSC model for orientation predictions in a center-gated disk and a phenomenological model for $C_I$ that includes nonlinear viscoelasticity of the polymer and kinematic
interactions between the fibers and the polymer. Moreover, in these two studies, orientation predictions have been compared with the experimental data in the thickness direction only up to a distance $7.5 \; r/H$ behind the front [2, 3]. Therefore, with these experimental comparisons and parameter selection, it is difficult to quantify the improvements gained in orientation predictions in the frontal region of a center-gated disk.

This paper has two primary objectives. The first objective is to report the measured fiber orientation data in the frontal region of a thin center-gated disk along the radial direction at three different heights representative of the shell, transition, and core layers in order to gain insights into the effects of the fountain flow on fiber orientation in the frontal region. The second objective is to assess predictions of the Folgar-Tucker model and the slow orientation models in the frontal region of a center-gated disk using fountain flow simulation. The model parameters used in the orientation models were determined in previous experimental studies in which the parameters were obtained by performing rheological experiments on fiber suspensions.

4.2 Problem Description

A center-gated disk was injection molded using a 30 wt% (volume fraction $\phi = 0.1766$) short glass fiber polybutylene-terephthalate (PBT) suspension (Valox 420). The viscosity of PBT matrix was measured on a Rheometrics Mechanical Spectrometer (RMS-800) from steady shear and dynamic oscillatory measurements conducted at 533 K. The viscosity of the matrix showed a Newtonian behavior between shear rates $0.1 \; \text{s}^{-1}$ and $100 \; \text{s}^{-1}$ with $\eta_s = 350 \; \text{Pa} \cdot \text{s}$ [20]. The number average fiber diameter $d = 12.9 \; \mu\text{m}$ and fiber length $l = 362.8 \; \mu\text{m}$ were determined from a burn-off process for about 1000 fibers. The measured number average fiber diameter and length correspond to an aspect ratio of $ar = 28.1$.

A short-shot disk was made with average measurements, $R_{in} = 2.97 \; \text{mm}$, outer radius $R_{out} = 51.8 \; \text{mm}$ and thickness $2H = 1.38 \; \text{mm}$ as shown in Figure 4.1(a). In order to exclude the effects of packing, the radial distance filled inside the mold was about 90% of the total radial distance of the mold. The resin was first dried overnight in a vacuum oven at a pressure less than $1.35 \; \text{kPa}$ and the dried resin was fed to the screw under nitrogen atmosphere at 433 K. The suspension was injected into the mold maintained at 363 K using an injection pressure of approximately 20 MPa, with filling time approximately 1 sec. This corresponds to a volumetric flow rate $q \approx 11.8 \; \text{cm}^3/\text{s}$. The disk was allowed to cool and solidify for about 1 min inside the mold to minimize warpage.
4.3 Experimental evaluation of the frontal region

4.3.1. Shape and texture of the advancing front

The shape and the texture of the advancing fronts of 30 wt% short glass fiber / PBT suspension and pure PBT polymer were analyzed under an optical microscope. A center-gated disk was injection-molded with pure PBT under same conditions of temperature and pressure as the disk made with fiber suspension in order to investigate the effect of fibers on the shape and texture of the front. Frontal region of each disk was cut out and mounted in acrylic and observed in the rz-plane under an optical microscope at 5X zoom level. Figure 4.2 shows the images of the advancing front of two center-gated disks injection molded with fiber suspension and pure polymer. As can be seen from the figures, the shapes of the two fronts are very different. The front of the suspension shows an almost semi-circular shape and the contact point with the mold wall is at a distance approximately 1.3 r/H from the tip of the front. The front of the fiber suspension has a rough texture and voids or bubbles of trapped air can be seen in the frontal region. The front of pure polymer shows a protrusion coming out from the center of the front while the contact point with the mold wall seems to be farther behind than that of the suspension. The front of pure polymer shows a smooth texture and no significant voids or air bubbles can be seen in the frontal region.

4.3.2. Fiber footprints in the frontal region

Figure 4.3 shows the footprints of fibers in the rz-plane of a center-gated disk injection molded with 30 wt% short glass fiber / PBT suspension in the region from r/H = -7 to the front. The image was obtained by stitching together smaller images taken with an optical microscope at 20X zoom level in the frontal region of the disk. The layered structure can be clearly identified in the region up to radial location r/H ~ -4. The shell layers close to the top and bottom mold walls can be easily identified with a sufficient number of fibers aligned in the flow direction. The core layer along the centerline is also easily distinguishable with nearly all fibers aligned in the θ-direction. At r/H ~ -7, the core layer is very thin, but grows in the thickness direction as we get closer to the front. In the region between r/H ~ -4 and r/H ~ -3, the layered structure tends to break down and in the region from r/H ~ -3 to the tip of the front, most of the fibers are seen aligned in the θ-direction in all the three layers.

4.3.3. Experimental orientation in the frontal region

Measurements of fiber orientation in the fountain flow region were made at constant thickness-wise positions along the radial direction in the frontal region of the center-gated disk. The
$z/H$ heights that were selected as $z/H = 0.75$, 0.42, and 0.08, are representative of the shell, transition and core layers, respectively. The measurements were made in small rectangular bins with height $H/6$ and width $2l$, respectively, as described by Vélez-García et al. [26]. The sampling bins were centered in the $z$-direction at the selected $z/H$ heights. The skin layer was excluded from the study. As shown in Figure 4.4, six sampling locations were selected in each layer to characterize the evolution of orientation. The positions of these locations are selected along the radial direction are measured from the advancing front. The advancing front (melt-air interface) in this reference frame corresponds to a radial position $r/H = 0$ (100% fill position in the radial direction). First five locations for sampling were centered in the $r$-direction at at $r_s/H = -7.0$, -5.6, -4.9, -3.5, -2.1 from the front. These correspond to flow lengths of 90%, 92%, 93%, 95% and 97% respectively. For the sixth location, we considered a position $r_s/H = -0.7$ (corresponding to 99% of the flow length) in the core and transition layers and $r_s/H = -1.4$ (corresponding to 98% of the flow length) in the shell layer. The last location in the shell layer was taken at 98% because at 99%, the sampling bin crossed over the polymer-air interface and the polymer phase covered only a part of the bin. Therefore, the location at 99% in the shell layer would not give reliable orientation information due to very limited number of fibers available for measurement.

The measurement procedure proposed by Vélez-García et al. [26] was used in the characterization of fiber orientation. This is a modified version of the method of ellipses (MoE) [27]. The MoE considers the elliptical footprints of fibers in the polished plane to determine the orientation angles (i.e. in-plane ($\phi_f$) and out-of-plane ($\theta_f$) angles) for each individual fiber and estimates the volumetric average of orientation represented through a second-order tensor. Vélez-García et al. [26] modified the MoE to add partially elliptical and rectangular footprints so that reliable orientation data can be obtained from small sampling areas. The modified method also includes a shadow detection that distinguishes between fibers having same footprint in the polished plane but oriented at angles $\phi_f$ and $\phi_f + \pi$. This correction is achieved by identifying a shadow along the major axis of the elliptical or partially elliptical footprint. The measurements were made on images taken at various radial locations, which were $2l$ wide and contained the sampling area of interest, by optical microscope at 20X magnification. Using an in-house MATLAB program, the wall-to-wall thickness of the disk in each image was divided into 12 equal bins along the $z$-direction and orientation was determined from elliptical, partially elliptical and rectangular footprints in selected bins.
The measured orientation data is shown in Figure 4.5 through Figure 4.7 for the shell, transition and core layer, respectively. The figures show the diagonal and the off-diagonal components of the orientation tensor at the sampled locations. Figure 4.5(a) shows the diagonal components of the orientation tensor at selected radial locations for the shell layer. Here, $A_{rr}$ values show a steady decrease between radial locations $r_s/H = -5.6$ and $r_s/H = -1.1$. The changes in $A_{rr}$ are complemented by opposite changes in $A_{\theta\theta}$ in the entire region. The primary direction of orientation changes from the $r$-direction to the $\theta$-direction in the region between $r_s/H = -5.6$ and $r_s/H = -1.1$. This suggests that shear flow dominates at $r_s/H = -7.0$ but it diminishes as we get close to the front in the shell layer. $A_{zz}$ remains close to zero at all sampled locations which means that the orientation is planar in $r-\theta$ plane in the region from the front to a distance upto $r_s/H = -7.0$ behind the front. The $A_{rz}$, $A_{r\theta}$ and $A_{\theta z}$ components of the orientation tensor in the shell layer behind the front are shown in Figure 4.5(b). The off-diagonal components $A_{ij}$ show the projection of the average tilt of the fibers on the $ij$-plane. There values of the off-diagonal components fall into three possible categories: $A_{ij} \approx 0$, $A_{ij} < 0$, $A_{ij} > 0$. As an example, the possible values of $A_{r\theta} \approx 0$, $A_{r\theta} > 0$, and $A_{r\theta} < 0$ represent negligible tilt, tilt in the counter-clockwise direction, and tilt in the clockwise direction in the $r\theta$-plane, respectively. $A_{rz}$ stays between -0.1 and 0.1 at all sampled locations in the region between $r_s/H = -7.0$ and $r_s/H = -1.1$. $A_{zz}$ is almost zero in the entire region between $r_s/H = -7.0$ and $r_s/H = -1.1$. $A_{r\theta}$ has a small negative value at $r_s/H = -7.0$ which increases to about 0.2 at $r_s/H = -5.6$ and after that levels off at around 0.3.

The diagonal components of the orientation tensor for the transition layer are shown in Figure 4.6(a). In the transition layer, $A_{rr}$ shows almost a linear drop from $A_{rr} = 0.64$ to $A_{rr} = 0.09$ between $r_s/H = -7.0$ and $r_s/H = -0.7$. The increase in $A_{\theta\theta}$ almost matches the reduction in $A_{rr}$ between $r_s/H = -7.0$ and $r_s/H = -2.1$, a similar behavior as in the shell layer. However, very close to the front, between $r_s/H = -2.1$ and $r_s/H = -0.7$, $A_{\theta\theta}$ is almost flat. In this region, the drop in $A_{rr}$ is complemented by a similar increase in $A_{zz}$ which results in a higher value of $A_{zz}$ compared to $A_{rr}$ at $r_s/H = -0.7$. $A_{zz}$ remains close to zero at all other sampled locations. The increase in $A_{zz}$ in the region between $r_s/H = -2.1$ and $r_s/H = -0.7$ suggests that the extension in the $z$-direction starts to dominate in this region and causes the fibers to rotate in the $z$-direction. Figure 4.6(b) shows the off-diagonal components of orientation in the transition layer. $A_{rz}$ and $A_{r\theta}$ stay close to zero in the region between $r_s/H = -7.0$ and $r_s/H = -4.9$ and show a slight drop after $r_s/H = -4.9$. $A_{r\theta}$ increases from values around 0 to about 0.3 in the region between $r_s/H = -7.0$ and $r_s/H = -4.9$, stays relatively flat upto $r_s/H = -2.1$ and slightly drops between $r_s/H = -2.1$ and $r_s/H = -0.7$. 
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Figure 4.7(a) shows the diagonal components of orientation in the core layer at selected radial locations in the frontal region. In this layer, due to the absence of high shear, extension dominates, which tends to align the fibers in the $\theta$-direction. Therefore, $A_{rr}$ is relatively small in this layer as compared to the shell and transition layers at all radial locations between $r_s/H = -7.0$ and $r_s/H = -0.7$. Similar to the transition layer, $A_{rr}$ shows a steady decrease along the radial direction. $A_{\theta\theta}$ is relatively constant at around 0.8 which represents high orientation in the $\theta$-direction in the entire region from $r_s/H = -7.0$ to the front. In this layer, the mirroring behavior is similar to the transition layer with $A_{rr}$ and $A_{\theta\theta}$ mirroring each other near $r_s/H = -7.0$ which then transitions to $A_{rr}$ and $A_{zz}$ mirroring each other near $r_s/H = -0.7$. The steady increase in $A_{zz}$ results in $A_{zz}$ being higher than $A_{rr}$ at $r_s/H = -0.7$. The off-diagonal components of orientation in the core layer are shown in Figure 4.7(b). $A_{rz}$ and $A_{z\theta}$ stay close to zero while $A_{r\theta}$ shows a similar profile as in the transition layer.

4.4 Governing Equations

4.4.1. Orientation evolution equations

For the evolution of orientation of high aspect ratio particles such as glass fibers in semi-dilute fiber concentration regimes, Folgar and Tucker [7] proposed a modification to the Jeffery’s model [17] by introducing an isotropic rotary diffusion term that accounts for fiber-fiber interaction. The standard Folgar-Tucker model is given by:

$$
\frac{DA}{Dt} = (W \cdot A - A \cdot W) + \lambda(D \cdot A + A \cdot D - 2A_4 \cdot D) + 2C_i \dot{\gamma}(I - 3A) \tag{1}
$$

where $A$ is the second-order orientation tensor, $D / Dt$ is the material derivative, $W = [(\nabla v) - (\nabla v)^T] / 2$ the vorticity tensor, $D = [(\nabla v) + (\nabla v)^T] / 2$ the rate-of-strain tensor, and $\nabla v = \partial v_j / \partial x_i$ the velocity gradient. Shape factor $\lambda = (a_r^2 - 1) / (a_r^2 + 1)$, where $a_r$ is the fiber aspect ratio, equals one for high aspect ratio particles such as glass fibers. $A_4$ is the fourth-order orientation tensor, $I$ the identity tensor, $C_i$ the isotropic interaction coefficient and $\dot{\gamma} = \sqrt{2D : D}$.

The orientation evolution predicted by the Folgar-Tucker model has been tested in transient shear flow and it has been observed that the experimentally observed evolution kinetics are much slower than the Folgar-Tucker model predicts [6, 21, 22]. Hence, in order to slow down the evolution of orientation predicted by the Folgar-Tucker model, two modifications were proposed recently [19, 21, 22]. First modification is the introduction of a strain reduction factor (SRF)
proposed by Huynh et al. [22] or a slip parameter ($\alpha$) proposed by Eberle et al. [19]. The SRF and the slip parameter are two different names for the same parameter which represents the retardation in orientation evolution due to inter-fiber interactions in concentrated suspensions. We will use the term ‘slip parameter’ for this parameter in this study and ‘delayed Folgar-Tucker model’ for the Folgar-Tucker model with the slip parameter. The slip parameter is a factor between 0 and 1 and the entire right hand side of the standard Folgar-Tucker model is multiplied with this parameter, thereby slowing down the evolution of orientation:

$$\frac{DA}{Dt} = \alpha [(W \cdot A - A \cdot W) + \lambda (D \cdot A + A \cdot D - 2A_4 : D) + 2C_1 \dot{\gamma} (I - 3A)]$$ (2)

However, with this modification, the orientation equation becomes non-objective. Wang et al. [21] followed a different approach and proposed a modification to the standard Folgar-Tucker model that achieves the slowdown in evolution of orientation while retaining the objectivity of the model. The modified model is known as the reduced strain closure (RSC) model and consists of a modification in the closure approximation for $A_4$ eliminating the problem of non-objectivity. The RSC model is given by:

$$\frac{DA}{Dt} = (W \cdot A - A \cdot W) + \lambda (D \cdot A + A \cdot D - 2[A_4 + (1 - \kappa)(L_4 - M_4 : A_4) : D] + 2\kappa \dot{\gamma} (I - 3A)$$ (3)

The strain reduction factor $\kappa$ has a value between 0 and 1 and plays a similar role as the slip parameter $\alpha$. Two additional fourth-order tensors $L_4$ and $M_4$ are introduced which are defined as:

$$L_4 = \sum_{i=1}^{3} \lambda_i e_i e_i e_i, \quad M_4 = \sum_{i=1}^{3} \dot{e}_i e_i e_i$$ (4)

where $\lambda_i$ are the eigenvalues and $e_i$ the eigenvectors of $A$.

A closure approximation needs to be used to express $A_4$ in terms of $A$. Invariant-based optimal fitting (IBOF) closure approximation was proposed by Chung and Kwon [28] to express $A_4$ in terms of $A$. The accuracy of IBOF closure is as good as eigenvalue-based closures, but required computational time is less. We use the IBOF closure approximation for $A_4$ in all simulations.

4.4.2. Equations of motion

The mass and momentum equations for the flow of an incompressible fluid under creeping flow conditions are:
\[ \nabla \cdot \mathbf{v} = 0 \]  
\[ \nabla \cdot \left( -p \mathbf{I} + 2\eta \mathbf{D} + \mathbf{T}_{\text{fiber}} \right) = 0 \]

where \( \nabla \) is the gradient operator, \( \mathbf{v} \) the velocity, \( p \) the pressure, \( \mathbf{I} \) the identity tensor, and \( \eta_s \) the matrix viscosity. \( \mathbf{T}_{\text{fiber}} \) is the viscous extra-stress contribution from the fibers to the total stress in the fluid. The general form of \( \mathbf{T}_{\text{fiber}} \) is

\[ \mathbf{T}_{\text{fiber}} = 2\nu \zeta_{\text{str}} \mathbf{D} : \mathbf{A}_4 \]

where \( \nu \) is the concentration of the fibers and \( \zeta_{\text{str}} \) is the viscous drag coefficient between the fibers and the polymer matrix [29]. We refer to \( \nu \zeta_{\text{str}} \) as the coupling parameter. Dinh and Armstrong [29] proposed a model for the viscous drag coefficient \( \zeta_{\text{str}} \) in thermoplastic composites:

\[ \zeta_{\text{str}} = \frac{\pi \eta_s L_j^3}{12 \ln \left( 2a_c / d_j \right)} \]

where \( a_c \) is the average inter-fiber distance that depends on the fiber orientation. For \( \mathbf{A}_4 \) appearing in the extra-stress term, we use the IBOF closure approximation in all simulations.

Isothermal filling conditions are assumed in this work because of fast filling conditions, (about one second filling time), in agreement with the findings of Wu et al. [30]. Amount of heat dissipated through viscous heating was approximately equal to the heat loss due to conduction through the mold walls. The maximum temperature rise due to viscous dissipation was estimated to be about 3.5 K.

The flow equations are solved in a non-dimensional framework. Velocities are scaled with the average radial velocity \( v_{\text{avg}}(R_{in}) \) at the inlet of the mold, lengths are scaled with the half-thickness of the disk \( H \), and time with \( v_{\text{avg}}(R_{in}) / H \). The coupling parameter \( \nu \zeta_{\text{str}} \) is scaled with the matrix viscosity \( \eta_s \).

### 4.4.3. Model parameters

The model parameters for Valox 420 obtained by Mazahir et al. [4] for all the three orientation models. The parameter values are \( C_l = 0.0112 \) for the standard Folgar-Tucker model, \((C_l, \alpha) = (0.0112, 0.40)\) for the delayed Folgar-Tucker model, and \((C_l, \kappa) = (0.0112, 0.40)\) for the RSC model. The value of the coupling parameter \( \nu \zeta_{\text{str}} \), is in general, obtained either from theory or
from rheological experiments of fiber suspensions. Mazahir et al. [4] fitted a non-dimensional value of \( \nu_{\text{str}} = 6.18 \) to stress data of Eberle et al. [20].

For fibers with \( a_r = 20 \), \( \nu_{\text{str}} = 7.75 \) and 19.36 for suspensions with \( \phi = 0.1 \) and \( \phi = 0.2 \), respectively based on Dinh and Armstrong’s theory [13]. Extrapolating from these values, the theoretical value of \( \nu_{\text{str}} \) for our fiber suspension, with \( a_r = 28 \) and \( \phi = 0.1766 \) comes out to be \( \nu_{\text{str}} = 37 \). For coupled simulations, we use both fitted and theoretical values of \( \nu_{\text{str}} \). Simulation results using \( \nu_{\text{str}} = 6.18 \), which is fitted to rheological experiments and \( \nu_{\text{str}} = 37 \), which is extrapolated using theoretical values are compared.

4.5 Numerical Methods

Filling of a center-gated disk mold with a short glass fiber suspension is simulated by solving a transport equation for the evolution of the advancing front, equations of motion for the velocity and pressure and orientation equations for the fiber orientation. In the time-stepping scheme, these three equations are solved in a decoupled fashion at every time step. For the spatial discretization of velocity, continuous biquadratic polynomials are used, while pressure is represented by continuous bilinear polynomials. For the orientation and extra-stress, we use discontinuous biquadratic and discontinuous bilinear polynomial representation, respectively. The pseudo-concentration variable in the transport equation is discretized in space with discontinuous biquadratic polynomials. The choice of discontinuous polynomials for the orientation, extra-stress and pseudo-concentration is due to the hyperbolic nature of the orientation and transport equations. The details of solution schemes for these equations are given below. Equations of motion are discussed first, followed by the orientation and transport equations.

4.5.1. Equations of motion

The equations of motion (5), (6) are solved simultaneously at every time step to obtain the velocity \( \mathbf{v}^{n+1} \) and pressure \( p^{n+1} \) at time level \( t^{n+1} \).

\[
\nabla \cdot \mathbf{v}^{n+1} = 0
\]

(9)

\[
\nabla \cdot \left( -p^{n+1} \mathbf{I} + 2\eta \mathbf{D}^{n+1} + \mathbf{T}_{\text{fiber}}^{n+1} \right) = 0
\]

(10)

For coupled simulations, viscous extra-stress contribution from fibers is considered through the term \( \mathbf{T}_{\text{fiber}}^{n+1} = 2\nu_{\text{str}} \mathbf{D}^{n+1} : \mathbf{A}_4 \), where \( \mathbf{D} \) is implicit at time level \( t^{n+1} \) and \( \mathbf{A}_4 \) is explicit at time level \( t' \).
Spatial discretization is performed with the Galerkin finite element method. Because the equations of motion are solved in the entire simulation domain which consists of polymer as well as air, \( \eta \) is taken to be polymer viscosity in the polymer phase and air viscosity in the air phase. Near the polymer-air interface, \( \eta_s \) is linearly interpolated between the values for the polymer and air phase

\[
\eta_s = c \times \eta_p + (1 - c) \times \eta_a \tag{11}
\]

where \( \eta_p \) is the polymer viscosity and \( \eta_a \) is the air viscosity. The pseudo-concentration variable \( c \), has values in the range [0, 1]. A value of \( c = 1 \) indicates polymer, a value of \( c = 0 \) air and a value \( c = 0.5 \) defines the polymer-air interface. The value of \( c \) is determined at every integration point and \( c = 0 \) is used if \( c < 0 \), and \( c = 1 \) if \( c > 1 \) in order to eliminate non-physical values of \( c \) due to non-linear-interpolation. At the inlet of the mold, a parabolic velocity profile is prescribed. At other boundaries, the boundary conditions are prescribed as [24]

\[
\begin{align*}
av_i + \sigma_i &= 0 \quad \forall x \in \Gamma_w \cup \Gamma_o \\
\av_a + \sigma_a &= 0 \quad \forall x \in \Gamma_o \\
v_a &= 0 \quad \forall x \in \Gamma_w
\end{align*} \tag{12}
\]

where \( a = 10^{10} \) for \( c \geq 0.5 \) and \( a = 0 \) for \( c < 0.5 \), \( \Gamma_w \) is the boundary along the mold walls and \( \Gamma_o \) is the outlet for air as shown in Figure 4.1(b). With these boundary conditions, neither air nor polymer is allowed to pass through the mold walls. Air is allowed to slip freely along the mold walls while the slip velocity for the polymer along the mold walls is negligible which effectively acts as a no-slip boundary condition for the polymer phase.

### 4.5.2. Orientation equations

The orientation equations can be written as

\[
\frac{\partial \mathbf{A}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{A} - c \mathbf{F}(\nabla \mathbf{v}, \mathbf{A}) = 0
\]

\[
\mathbf{A}(\Gamma_i, t) = \mathbf{A_i}
\] \tag{13}

where \( c \) is the pseudo-concentration variable, and \( \mathbf{F}(\nabla \mathbf{v}, \mathbf{A}) \) is the model-specific term given by the right-hand sides of Eqs. (1), (2) and (3) for the standard Folgar-Tucker, the delayed Folgar-Tucker model and the RSC model, respectively. \( \Gamma_i \) is the inlet boundary of the simulation domain and \( \mathbf{A_i} \) is the orientation state prescribed at the inlet boundary. The orientation is determined in the entire
simulation domain which consists of air as well as polymer. The distinction between the two phases is made by the pseudo-concentration variable \( c \) which is multiplied with the model-specific term \( F(\nabla v, A) \).

The orientation evolution equations in the form of Eq. (13) are spatially discretized using the discontinuous Galerkin finite element method (DGFEM) of Lesaint and Raviart [31]. The weak formulation for the orientation equations with appropriate functional spaces for the test functions and the solution on an element \( K \) is given by: Find \( A \) such that for all admissible weighting functions \( \Lambda \)

\[
\left\langle \frac{\partial A}{\partial t}, \Lambda \right\rangle_K + \left\langle \nabla A, \nabla \Lambda \right\rangle_K + \left\langle v \cdot [A] \Lambda \right\rangle_{\Gamma_{K,i}} - \left\langle c F(A, \nabla v, A) \right\rangle_K = 0 \tag{14}
\]

where \( \left\langle P, Q \right\rangle_K \) and \( \left\langle P, Q \right\rangle_{\Gamma_{K,i}} \) are proper \( L^2 \) inner products on the element domain \( \Omega_K \) and on the element boundary \( \Gamma_{K,i} \), respectively. The boundary integral is applied only on those boundaries of the element \( K \) for which \( v \cdot n < 0 \), where \( n \) is the outward unit normal along the element boundary. \( [A] \) is the discontinuity across inter-element boundaries given by \( [A] = A_{\Gamma_{K,u}} - A_{\Gamma_{K,e}} \), where \( A_{\Gamma_{K,u}} \) is the value of \( A \) along the boundary \( \Gamma_{K,i} \) in the upstream element and \( A_{\Gamma_{K,e}} \) the value of \( A \) inside element \( K \) along the boundary \( \Gamma_{K,i} \). If a boundary \( \Gamma_{K,i} \) of element \( K \) is along the inlet boundary, \( A_{\Gamma_{K,u}} = A_i \). The value of \( c \) is determined at every integration point and \( c = 0 \) is used if \( c < 0 \), and \( c = 1 \) if \( c > 1 \) in order to eliminate non-physical values of \( c \) due to non-linear-interpolation. The advantage of the DGFEM formulation is reduced computational time and memory requirements as compared to the solution for the entire domain at once. In the DGFEM method, interpolation functions are defined locally on an element and the equations are solved separately on each element. Discretization in time is achieved by means of the explicit Runge Kutta third order total variance diminishing (RK3-TVD) scheme [32]. The choice of RK3-TVD is made because it provides a stable solution, even with a relatively large time step as compared to the single step explicit methods, and computational time and memory requirements are low as compared to single step implicit methods [33].
4.5.3. Transport equation

The evolution of the advancing front is captured by the pseudo-concentration method [24]. The pseudo-concentration variable $c$ evolves according to the transport equation

$$\frac{\partial c}{\partial t} + \mathbf{v} \cdot \nabla c = 0 \quad (15)$$

$$c(\Gamma_i, t) = 1$$

Air is considered to have zero density and viscosity about 0.1% of the fiber suspension. With this selection of material properties for air, the contribution of air to pressure buildup in the mold is negligible as compared to that of the suspension. Eq. (15) is spatially discretized with the DGFEM [31] as described in section 4.5.2 with no model-specific terms. Discretization in time is achieved by means of the RK3-TVD scheme [32].

4.6 Results

Orientation predictions in the frontal region of a center-gated disk are compared with experimentally measured orientation data. The full thickness of the disk is simulated and all the quantities are made dimensionless. The dimensions of the disk are shown in Figure 4.1, nondimensionalized by the half thickness $H$ of the disk. Simulation results are validated along the radial direction at three different heights, $z_s/H = 0.75$, $z_s/H = 0.42$, and $z_s/H = 0.08$, representative of the shell, transition and core layers, respectively. Measured orientation data in the frontal region of a disk as shown in Figure 4.5-Figure 4.7 is used for experimental validation. The component of the orientation tensor along the main flow direction, $A_{rr}$, considered as representative of fiber orientation, is used for validation of all simulation results.

Mesh refinement is performed in both $r$- and $z$-directions with the decoupled simulation of RSC model to ensure convergence of results. Figure 4.8 shows the convergence of $A_{rr}$ along the radial direction in the shell and core layers. Five meshes are considered with elements in $r$- and $z$-directions as 100x20, 200x30, 400x30, 400x40 and 600x40. The results are almost identical for the last three meshes. Therefore, we select the 400x30 mesh for all our simulations in order to have sufficient accuracy as well as computational efficiency. A time step of 0.02 was selected for all simulations. Smaller time steps showed no significant differences in orientation predictions.

First, we discuss the shape of the front and velocity profile as predicted by the pseudo-concentration method. Next, comparison of fountain flow simulation with Hele-Shaw
approximation is discussed followed by an assessment of the slow versions of the Folgar-Tucker model and effects of coupling with the RSC model.

4.6.1. Advancing front with the pseudo-concentration method

Figure 4.9 shows the shape of the front at 90% fill length of the mold along with the predictions of the RSC model in a decoupled simulation. The streamlines are shown in two reference frames. Figure 4.9(a) shows the streamlines in a stationary reference frame and Figure 4.9(b) shows the streamlines in a moving reference frame attached to the tip of the front. The shape of the front is almost semi-circular. The pseudo-concentration value drops at the melt-air interface from approximately \( c = 1 \) in the polymer region to approximately \( c = 0 \) over a distance of about two elements giving an accurate description of the interface. In a stationary reference frame, streamlines are parallel to the main direction of flow up to a radial location \( \sim -2 \frac{r}{H} \). In the region between \( r/H \sim -2 \) and \( r/H \sim -1 \), streamlines diverge outwards towards the walls and become parallel again at \( \sim r/H = -1 \). In the reference frame moving with the tip of the front, the streamlines show the fluid coming towards the front, following the curvature of the melt-air interface and going backwards along the walls, creating a fountain-like flow. The streamlines in the air phase stay in air and the streamlines in the polymer phase stay within the polymer, and there is no mixing between the two phases.

The contour of \( A_{rr} \) shows a drop in orientation near the walls due to which \( A_{rr} \) peaks at a location away from the wall. This drop in orientation near the walls is due to the effects of fountain flow, which transports the fibers from the inner layers to the outer layers. The contour plot of \( A_{rr} \) closely follows the streamlines in the moving reference frame, especially near the centerline and the walls.

4.6.2. Fountain flow vs Hele-Shaw flow

Figure 4.10 shows the standard Folgar-Tucker model predictions in a decoupled simulation in the shell, transition and core layers in the frontal region of a center-gated disk. Orientation predictions with fountain flow and Hele-Shaw flow approximation are compared with the experimental data of section 4.3. Figure 4.10(a) shows the orientation evolution along the shell layer. Fountain flow simulation shows better qualitative agreement with the experimental data than Hele-Shaw flow approximation. Fountain flow simulation predicts a drop in orientation near the front, followed by a slight increase and then a final drop to levels at frontal orientation values very close to the front. This is very similar to the trend seen in the experimental data. Hele-Shaw flow approximation, on the other hand, predicts steady values with no drop in orientation in the frontal
region. However, there are significant quantitative differences in fountain flow predictions and the experimental data as the predicted evolution of orientation from high steady values to low values near the front is too fast compared to experimental evolution. Fountain flow simulation starts to show a decrease in orientation at approximately $r/H = -4$, followed by a rapid drop at approximately $r/H = -2.5$. Between $r/H = -2$ and -1, orientation predictions with the fountain flow simulation shows a slight increase followed by another rapid drop between $r/H = -1$ and the front. Experimental data, on the other hand shows much gradual evolution with the first drop in orientation from $A_{rr} = 0.69$ at $r_s/H = -14$ (not shown here, available in a previous study [4]) to $A_{rr} = 0.52$ at $r_s/H = -7.0$, followed by a rise between $r_s/H = -7.0$ and $r_s/H = -5.6$. Also, the final drop in experimental orientation, which starts at distance approximately $r/H = -5.5$, is much gradual than the drop seen in fountain flow predictions.

In the transition and core layers also, as shown in Figure 4.10(b) and Figure 4.10(c) respectively, orientation predictions with fountain flow simulation show improved qualitative agreement with the experimental data near the front while predictions with the Hele-Shaw flow approximation do not show any decrease in orientation. In the transition layer, the predicted drop in orientation values with fountain flow simulations qualitatively matches the trend in experimental data. Also, in the core layer, there is good qualitative agreement between fountain flow predictions and the experimental data as both show a drop in orientation followed by a relatively flat profile very close to the front. $A_{rr}$ predictions very close to the front almost coincide with the experimental data at $r_s/H = -0.7$ in both layers. However, as in the shell layer, there are significant quantitative differences between fountain flow predictions and experimental data. Fountain flow predictions show much too fast evolution compared to the experimental data. In fountain flow simulation, the transition from high steady values to low orientation values near the front starts only at approximately $r/H = -2$ in both layers while the experimental data shows a much gradual transition starting as far back as $r_s/H = -7.0$.

4.6.3. Assessment of delay in orientation evolution

In this section and the next, all orientation predictions are with fountain flow simulation. Figure 4.11 shows fiber orientation predictions with the standard Folgar-Tucker, the delayed Folgar-Tucker model and the RSC model using a decoupled simulation in the frontal region of a center-gated disk. In the shell layer, as shown in Figure 4.11(a), evolution of orientation with the RSC model does not show a slowdown compared to the evolution predicted with the standard Folgar-Tucker model. Both the models predict a rapid drop in orientation starting approximately
However, the delayed Folgar-Tucker model predicts a slowdown in orientation evolution with first gradual drop in orientation starting at approximately $r/H = -5$. This is in relatively good agreement with the experimental data. However, this is the second drop in orientation data while the first decrease in experimental data starts even before $r_s/H = -7$. Even though the delayed Folgar-Tucker model improves orientation predictions in the frontal region, none of the models is able to fully capture the slow evolution of orientation in the frontal region.

In the transition and core layers, shown in Figure 4.11(b) and Figure 4.11(c), predictions with all three models almost coincide with a drop in orientation starting at approximately $r/H = -2$. Predictions are in good qualitative agreement in both layers with orientation values at $r_s/H = -0.7$ being predicted very well with the slow models. However, none of the slow versions is able to achieve the slowdown in orientation evolution seen in the experimental data in both layers. The predicted transition in orientation from steady values to orientation values near the front starts only at approximately $r/H = -2$ and happens over a much shorter distance while experimental data shows the decline from steady values to values near the front starting much earlier, at $r_s/H = -7$ and happening over a much longer distance.

### 4.6.4. Effects of coupling and $C_f$ on orientation in the frontal region

The effects of coupling on orientation predictions in the frontal region of a center-gated disk were investigated by comparing coupled and decoupled simulations with the experimental orientation values. Both the standard Folgar-Tucker model and the RSC model were considered in coupled simulations and the coupling parameters determined from rheological fitting as well as theoretical calculations based on Dinh-Armstrong theory were considered. Figure 4.12 shows the velocity profiles through the thickness direction at $r/H = 11.3$ with the RSC model in coupled and decoupled simulations. The effect of coupling on velocity profile is higher near the gate and diminishes with increasing $r$. The change in velocity due to coupling is most significant in the core layer and decreases with increasing $|z/H|$ value. Coupling tends to make the velocity profile more pointed with higher velocity in the center as compared to the decoupled solution, which is in contrast with the decrease in the velocity seen in the core layer in a previous study [2]. This is because of the measured orientation that is prescribed at the inlet boundary of the disk, instead of equilibrium orientation that was used at the gate in the previous study. Measured inlet orientation shows a planar orientation with very small values of $A_2$ which are an order of magnitude less than the $A_2$ values for equilibrium orientation [6]. Therefore, the extra-stress due to fibers is smaller with
the measured inlet orientation as compared to the extra-stress with the equilibrium values. As a result, the velocity in the core layer is higher with measured values.

Figure 4.13 shows the effect of coupling on orientation with the standard Folgar-Tucker model and the RSC model. Coupled simulations with the Folgar-Tucker model were performed with $\zeta_{str} = 6.18$, which is fitted to rheological experiments and $\zeta_{str} = 37$, which is determined theoretically. Coupled simulations with the RSC model were performed only with $\zeta_{str} = 37$. In the shell layer, as shown in Figure 4.13(a) and (b), evolution of orientation is slower in coupled simulations as compared to decoupled simulations. Orientation in coupled simulations starts to decrease further upstream than in decoupled simulations and a local increase in orientation very close to the front is almost absent in coupled simulations with $\zeta_{str} = 37$. However, coupled simulations show quantitative differences with the experimental trend. Even though coupled simulations start to decrease further upstream than decoupled simulations, the reduction in orientation is very small. Moreover, very close to the front, coupled simulations predict higher values of orientation than decoupled simulations, while the experimental data has much lower values. In the transition layer, the differences between decoupled and coupled simulations are negligible except that the evolution of orientation from high orientation values in the steady lubrication region to low orientation values in the frontal region is slower in coupled simulations than in decoupled simulations. In the core layer, both coupled and decoupled simulations are able to capture the experimental orientation value at $r/H = -0.7$, which is closest to the front, very well. The slowdown in orientation evolution due to coupling, is more in the core layer as compared to the transition layer. Maximum slowdown in orientation evolution is achieved with RSC model in coupled simulation with $\zeta_{str} = 37$, which shows a gradual decrease starting at approximately $r/H = -5.5$, considerably upstream than the locations where all other simulations start to show a drop. However, coupled simulations predict slightly higher steady values of orientation as compared to decoupled simulations in the region close to $r/H = -7$ and are still far off from orientation evolution seen in the frontal region.

Simulations with the standard Folgar-Tucker model and two different values of $C_l$ were also performed to see the effects of $C_l$ on orientation in coupled and decoupled simulations. Two values of $C_l$, 0.0112, fitted to rheological data in startup of shear by Mazahir et al. [4] and 0.001, used by Chung and Kwon [2] were considered to understand the effects of $C_l$ on fiber orientation in radial diverging flow in a center-gated disk. Figure 4.14 shows a comparison of orientation predictions
with these $C_l$ values in coupled and decoupled simulations. In the shell layer, decoupled simulation with smaller $C_l$ predicts a decreasing orientation profile as far back as $r/H = -7$ while larger $C_l$ predicts relatively steady values. Effect of smaller $C_l$ is significantly different in coupled simulations. While the larger $C_l$ value predicts almost steady values with a negligible drop up to $r/H \sim -1$ followed by a steep drop very close to the front, the smaller $C_l$ predicts a uniform decrease in orientation even as far back as $r/H \sim -6$, which is significantly closer to the trend in the experimental data. However, the increase in orientation between $r_s/H = -7.0$ and $r_s/H = -5.6$ is not captured by the coupled simulation with the smaller $C_l$ value. Motivated with a good agreement between orientation predictions with smaller $C_l$ in a coupled simulation and experimental data in the frontal region, orientation predictions with the two $C_l$ values (not shown here) were compared with the experimental data in the lubrication region reported in a previous study [4]. It was observed that smaller $C_l$ value in both coupled and decoupled simulations does not provide a good match with experimental orientation evolution in the lubrication region while the larger $C_l$ value, fitted to rheological data provides a much better agreement with the orientation data, especially in the shell layer. This suggests that the larger $C_l$ value, which has been obtained by fitting to rheological data in startup of shear is better suited for the lubrication region, which has a relatively high amount of shear. However, in the frontal region, with high extension and less shear relative to the lubrication region, it is suggested that $C_l$ needs to be determined from extensional flow experiments and a value of $C_l$ determined from startup of shear experiments is not appropriate.

In the transition layer, both $C_l$ values predict similar orientation profiles in decoupled simulations with steady values up to $r/H \sim -2$ followed by a sudden drop to low orientation values near the front. In coupled simulations, smaller $C_l$ predicts the orientation trend qualitatively better than the larger $C_l$. Especially, at $r_s/H = -2.1$ and $r_s/H = -0.7$, orientation predictions with smaller $C_l$ in coupled simulation are in close proximity with the measured data. However, predictions at upstream locations are still significantly off from the experimental data. In the core layer, smaller $C_l$ lowers orientation predicts in the entire region from $r/H = -7$ to the front in both coupled and decoupled simulations. These lower predictions are in much better agreement with the experimental data than the predictions with the larger $C_l$. Decoupled simulation with smaller $C_l$ predicts steady values up to $r/H \sim -2$, capturing the experimental data very well at $r_s/H = -5.8$ and $r_s/H = -4.9$, followed by a drop near the front, with good agreement with experimental data at $r_s/H = -2.1$ and $r_s/H = -0.7$. In coupled simulation with smaller $C_l$, orientation predictions at $r_s/H = -7$ and $r_s/H = -$
0.7 are in close proximity to measured values. However, the evolution from high orientation to low orientation between these locations is only in qualitative agreement with the experimental trend.

### 4.7 Conclusions

Experimental measurements in the frontal region of a center-gated disk injection molded with 30 wt% short glass fiber suspension are done in order to investigate the evolution of orientation in the frontal region of the disk. The front of a disk made with fiber suspension is compared with that of a disk made with pure polymer. The front of the suspension shows an almost-semi-circular shape which is significantly different from that of the pure polymer. Moreover, in case of fiber suspension, texture of the front is rough and trapped air is present in the frontal region while with pure polymer, front is smooth with no trapped air. In the disk made with fiber suspension, layered structure with the core, transition and shell layers is clearly visible up to a distance approximately $4r/H$ behind the front followed by a widening of the core layer towards the front. The evolution of fiber orientation along the radial direction at three different heights in the frontal region of the disk has been measured in order to evaluate orientation predictions with the standard Folgar-Tucker model, its delayed version and the RSC model in the frontal region. The effects of fountain flow on orientation are seen in all the three layers with a drop in orientation from steady values representative of lubrication region to significantly lower values near the front.

Orientation predictions with the standard Folgar-Tucker model, its delayed version and the RSC model have been validated by comparing experimentally measured fiber orientation in the frontal region of a center-gated disk. Model parameters are obtained from a previous study in which rheological data under startup of shear was used for parameter fitting. Fountain flow simulation shows a drop in orientation in the frontal region of the disk and provides qualitative agreement with the experimental trend while Hele-Shaw flow approximation significantly over-predicts orientation in the frontal region with no drop near the front. An assessment of slowdown in orientation evolution in the frontal region was done by comparing model predictions with the standard Folgar-Tucker model, delayed Folgar-Tucker model and the RSC model in decoupled simulations using model parameters obtained by fitting to shear flow experiments. It was observed that none of the models is able to provide a good agreement with the experimental data at all sampled regions. The delayed Folgar-Tucker model performed better than the other two models in locations further behind the front while the RSC model provided better predictions at sampled locations much closer to the front. Effects of coupling were also investigated and it was observed that coupled simulations
resulted in a smooth transition from high orientation values further behind the front to low values in the region near the front. However, when predictions are compared against the experimental data, there are no significant improvements in orientation predictions with coupled simulations. The effects of \( C_I \) on fiber orientation predictions were significant. A smaller value of \( C_I \) resulted in significantly better agreement with the experimental data in coupled simulation suggesting that a larger \( C_I \) which was obtained from startup of shear experiments is not appropriate for orientation predictions in the frontal region. Extension dominates over shear in the frontal region and there is a need to measure \( C_I \) in extensional flow to improve predictions in the frontal region.
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4.10 Figures

Figure 4.1 Center-gated disk with dimensions normalized by the half thickness $H$ of the disk (a) and the simulation domain and boundaries (b).
Figure 4.2 Microscopic image at 5X zoom of the frontal region of a center-gated disk made with (a) PBT/30 wt% short glass fiber suspension and (b) pure PBT.
Figure 4.3 Microscopic image of a PBT / 30 wt% short glass fiber suspension center-gated disk showing the fiber footprints in the frontal region up to a distance approximately $r/H = -7 r/H$ from the front. The image was taken at 20X zoom and the footprints were identified by an image analysis software.

Figure 4.4 Radial locations in the frontal region of a center-gated disk selected for measurement of fiber orientation. Radial locations are shown in terms of non-dimensional distance from the front. Insert shows the dimensions of the sampling area.
Figure 4.5 Orientation profile in the frontal region of a center-gated disk for the upper shell layer ($z/H = 0.75$) obtained from a center-gated disk for (a) diagonal $A_ii$ and (b) off-diagonal $A_{ij}$ components.

Figure 4.6 Orientation profile in the frontal region of a center-gated disk for the upper transition layer ($z/H = 0.42$) obtained from a center-gated disk for (a) diagonal $A_ii$ and (b) off-diagonal $A_{ij}$ components.

Figure 4.7 Orientation profile in the frontal region of a center-gated disk for the upper core layer ($z/H = 0.08$) obtained from a center-gated disk for (a) diagonal $A_ii$ and (b) off-diagonal $A_{ij}$ components.
Figure 4.8 Convergence of predicted $A_{rr}$ with the RSC model in decoupled fountain flow simulation. Five meshes are considered with mesh refinement in both $r$- and $z$-directions. $A_{rr}$ predictions are shown at (a) $z_s/H = 0.75$, (b) $z_s/H = 0.08$. 
Figure 4.9 Contour plot of $A_r$ predictions with the RSC model in a decoupled simulation in the frontal region of a center-gate disk and streamlines in (a) a stationary reference frame, and (b) a moving reference frame attached to the tip of the front.
Figure 4.10 $A_\rho$ predictions with the standard Folgar-Tucker model using Hele-Shaw flow approximation and fountain flow simulation in a decoupled scheme, compared with experimentally measured values at (a) $z_s/H = 0.75$, (b) $z_s/H = 0.42$, and (c) $z_s/H = 0.08$. 
Figure 4.11 Comparison of $A_{rr}$ predictions with the standard Folgar-Tucker model and its slow versions using decoupled fountain flow simulation with experimentally measured values at (a) $z_s/H = 0.75$, (b) $z_s/H = 0.42$, and (c) $z_s/H = 0.08$. 
Figure 4.12 Coupled and decoupled velocity profiles through the thickness with the RSC model at $r/H = 11.3$. 
Figure 4.13 Comparison of $A_{ir}$ predictions with the standard Folgar-Tucker (FT) model (left) and the RSC model (right) using decoupled (dcpld) and coupled (cpld) simulations with experimentally measured values at (a),(b) $z_s/H = 0.75$, (c),(d) $z_s/H = 0.42$, and (e),(f) $z_s/H = 0.08$. Coupled (cpld) simulations with the standard Folgar-Tucker model are performed using two values of the coupling parameter $\nu_{car} = 6.18$ (value fitted from rheology) and $\nu_{car} = 37$ (theoretically determined).
Figure 4.14 Comparison of $A_{r_t}$ predictions with the standard Folgar-Tucker (FT) with two different values of $C_I$ (0.001 and 0.012) using decoupled and coupled simulations with experimentally measured values at (a) $z_c/H = 0.75$, (b) $z_c/H = 0.42$, and (c) $z_c/H = 0.08$. Decoupled (dcpld) simulations are compared with coupled (cpld) simulations using theoretical value of the coupling parameter, $\nu_{eas} = 37$. 
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Abstract

Evolution of orientation for long semi-flexible fiber suspensions during the filling phase of a center-gated disk was simulated. The orientation of long semi-flexible fibers was predicted using the Folgar-Tucker model, which was originally developed for short rigid fibers, and with the Bead-Rod model, which has been recently proposed for semi-flexible fibers. Model parameters for both the models were obtained from previous rheological study in which the parameters were determined by fitting the rheological response of fiber suspension under startup of shear in a sliding plate rheometer. Orientation predictions were compared with the experimental data in both the thickness direction and the direction of flow. Both models performed very well in the core layer in almost entire flow length. However, close to the walls, Bead-Rod model performed significantly better than the Folgar-Tucker model in almost entire lubrication region. Bending of fibers with the Bead-Rod model was not significant and occurred only in the region close to the gate. Effects of fountain flow on orientation predictions near the front were also assessed against Hele-Shaw flow approximation. It was shown that fountain flow simulation is able to predict the drop in flow direction component of orientation in the frontal region while Hele-Shaw flow overpredicts orientation in almost entire frontal region.
5.1 Introduction

Glass fiber / polymer suspensions are injection molded to make high-strength light-weight materials for use in various applications. Glass fibers used in these materials act as reinforcing materials and enhance the mechanical, electrical, and thermal properties of these composite materials. However, the properties of the final solidified part depend on two primary factors. The first is the orientation distribution of these fibers and the second is the flexibility of fibers. Fiber flexibility, which is exhibited by long fibers, accounts for additional enhancement in mechanical properties as compared to short fibers which are rigid. Glass fibers can be classified as ‘short’ and ‘long’ based on their length. Fibers with length \( L < 1 \text{ mm} \) are said to be short and fibers with length \( L > 1 \text{ mm} \) are said to be long [1].

The distinguishing feature of long fibers is the flexibility exhibited by these fibers. The term ‘flexibility’ describes the ability of long fibers to bend under a given flow field. A fiber with higher flexibility or equivalently lower ‘stiffness’ shows higher degree of bending when placed in a flow field that induces bending. The effective stiffness \( S^{\text{eff}} \) of a fiber in a viscous medium was quantified by Switzer and Klingenberg [2] with the introduction of a dimensionless group that depends on the properties of the fiber and the surrounding matrix

\[
S^{\text{eff}} = \frac{E_Y \pi}{64 \eta_s \gamma a_r^4}
\]

where \( E_Y \) is the Young’s modulus of the fiber, \( \eta_s \) is the matrix viscosity, \( \dot{\gamma} \) is the shear rate, and \( a_r \) is the fiber aspect ratio, given by \( a_r = L/d \), \( L \) being the fiber length and \( d \) the fiber diameter.

Folgar and Tucker [3] proposed a modification to the Jeffery’s model [4] to describe the evolution of orientation of rigid fibers in non-dilute fiber suspensions. The model proposed by Folgar and Tucker attempted to capture fiber interactions in non-dilute fiber suspensions by introducing an isotropic rotary diffusion term. Orientation predictions with the Folgar-Tucker model have been tested in transient shear flow experiments and it has been observed that the evolution of orientation seen in the experiments is much slower than the Folgar-Tucker model predictions [5-7]. Wang et al. [5] proposed the reduced strain closure (RSC) model which slows down the evolution of orientation in simple flows. However, the RSC model is more complex than the Folgar-Tucker model because of the need for determining the eigenvalues and eigenvectors of the orientation tensor that describes the orientation state of the fibers. A second modification has been proposed
that achieves the slowdown in the evolution of orientation by adding a parameter known as the
strain reduction factor [8] or the slip parameter [6, 7]. The term ‘slip parameter’ will be used here
for this parameter. These two modifications have been shown to improve orientation predictions in
rheological experiments such as start-up of shear and shear-flow reversal [5-7]. However, none of
these models take into account fiber flexibility and are therefore not suitable for orientation
prediction of long glass fibers which are considered semi-flexible.

The Bead-Rod model, originally proposed by Strautins and Latz [9] is a first step towards
describing the evolution of semi-flexible fibers using a continuum approach. The model takes into
account the flexibility of semi-flexible fibers that show small bending angles. In this model, a semi-
flexible fiber is described by two rods, each of length $l_B$ and orientation $p$ and $q$ connecting three
beads as shown in Figure 5.1. The rods are free to rotate around the central bead, which acts as a
pivot point. Semi-flexible fibers have an inherent resistance to bending which is captured by a
resistance potential that exists between the two rods. For a perfectly straight fiber, no restorative
force is present in the fiber. When a semi-flexible fiber is subjected to a flow field that induces
bending or curvature, the Bead-Rod model predicts bending of the fiber due to drag flow on the
beads. The Bead-Rod model was originally formulated for dilute suspensions and did not account
for fiber-fiber interactions in non-dilute suspensions. Ortman et al. [10] added an isotropic rotary
diffusion term to the model in order to include fiber-fiber interactions and a ‘slip’ parameter with
the same definition and purpose as in the context of the Folgar-Tucker model [3]. From here on, the
Bead-Rod model, including the modifications proposed by Ortman et al. [10], will be referred to as
the Bead-Rod model and the Folgar-Tucker model with the slip parameter will be referred to as the
Folgar-Tucker model.

Orientation predictions with the Bead-Rod model have been shown to be better than the
Folgar-Tucker model predictions at radial locations greater than 20% fill position in a center-gated
disk [11]. However, at fill positions 50% -100% of fill, both models over-predicted the fiber
orientation near the walls. This was attributed to the Hele-Shaw flow approximation which was
used in the simulations. Hele-Shaw flow has previously been shown to result in over-prediction of
orientation in the frontal region, especially near the walls and therefore inclusion of fountain flow in
the simulation becomes important [12].

The objective of this paper is to assess the improvement in orientation predictions with the
Bead-Rod model over the Folgar-Tucker model predictions for long semi-flexible fiber suspensions
in a center-gated disk. The model parameters are from an earlier experimental study on a sliding plate rheometer [10] and the experimental data reported in the thickness direction by Ortman et al. [11] is used for experimental validation in this study. Profiles of orientation along the radial direction in the shell, transition and core layers are generated for comparison of orientation evolution along the direction of flow. The second objective is to experimentally validate the improvements in orientation predictions with the fountain flow simulations over Hele-Shaw flow predictions by comparing simulation results with the orientation data along the thickness and radial directions.

5.2 Governing equations

5.2.1. Orientation evolution equations

The orientation of a rigid fiber can be described by a vector \( \mathbf{p} \) along the axis of the fiber. For a given orientation distribution function \( \psi \), where \( \psi \) represents the probability of finding a fiber with a given orientation in a differential volume of space, the second moment of \( \mathbf{p} \) with respect to a given probability distribution function can be evaluated to form a second order orientation tensor \( \mathbf{A} \), which conveniently describes the orientation for a population of fibers

\[
\mathbf{A}(t) = \iint \mathbf{p} \psi(\mathbf{p}, t) d\mathbf{p} \quad (2)
\]

The evolution of \( \mathbf{A} \) for high aspect ratio particles can be described by the Folgar-Tucker model

\[
\frac{D\mathbf{A}}{Dt} = \alpha \left[ \mathbf{A} \cdot \mathbf{L} + \mathbf{L} \cdot \mathbf{A} - 2\mathbf{A}_4 : \mathbf{D} + 2\mathbf{C}_I (\mathbf{I} - 3\mathbf{A}) \right] \quad (3)
\]

where \( \frac{D}{Dt} \) is the material derivative, \( \alpha \) the slip parameter, \( \mathbf{L} = \nabla \mathbf{v} \), \( \mathbf{D} = 1/2 \left( \mathbf{L} + \mathbf{L}^T \right) \), \( \nabla \mathbf{v} = \partial \mathbf{v} / \partial x \) being the velocity gradient. \( \mathbf{A}_4 \) is the fourth-order orientation tensor, \( \mathbf{I} \) the identity tensor, \( \mathbf{C}_I \) the isotropic interaction coefficient and \( \dot{\gamma} = \sqrt{\mathbf{2D} : \mathbf{D}} \). A closure approximation is needed to express \( \mathbf{A}_4 \) in terms of \( \mathbf{A} \). Chung and Kwon [13] proposed Invariant-based optimal fitting (IBOF) closure approximation to express \( \mathbf{A}_4 \) in terms of \( \mathbf{A} \). The IBOF closure is as good as eigenvalue-based closures in accuracy, but requires less computational time. We use the IBOF closure approximation for \( \mathbf{A}_4 \) in all simulations.

In the Bead-Rod model, the fiber orientation is represented by three moments of vectors \( \mathbf{p} \) and \( \mathbf{q} \) according to [9]
\[ A(t) = \iiint pp \psi(p, q, t) dp dq \quad (4) \]
\[ B(t) = \iiint pq \psi(p, q, t) dp dq \quad (5) \]
\[ C(t) = \iiint p \psi(p, q, t) dp dq \quad (6) \]

Eq. (4) describes the second order orientation tensor given by the second moment of the orientation vector of one of the rods shown in Figure 5.1, with respect to the orientation distribution function \( \psi \). This is similar to the second order orientation tensor described for rigid fibers. The flexibility of fibers can be defined as their bending capacity. In the above form of the Bead-Rod model, the solution of the Bead-Rod model equations provides a way to estimate the bending of fibers. A measure for the degree of bending is trace of \( B \), denoted as \( tr(B) \). For a perfectly straight fiber, vectors \( p \) and \( q \), point in opposite directions, which can be written mathematically as \( q = -p \). Based on this, orientation tensors \( A \) and \( B \) for a population of perfectly straight fibers can be written as \( B = -A \) in which case \( tr(B) = -1.0 \). As the fibers bend, \( tr(B) \) gets smaller in magnitude based on the degree of bending of the fiber. For a fiber that is completely bent, in which case \( q = p, B = A \), and \( tr(B) = 1.0 \). For fibers with the two rods perpendicular to each other, \( tr(B) = 0.0 \).

The evolution of orientation of semi-flexible fibers, according to the Bead-Rod model, including the modifications proposed by Ortman et al. [10] is given by

\[ \frac{DA}{Dt} = \alpha \left[ A \cdot L^T + 2A_A : D + 2C_i \dot{\gamma} (I - 3A) + \frac{I \rho}{2} (Cm + mC - 2(m \cdot C)A) - 2\kappa (B - Atr(B)) \right] \quad (7) \]
\[ \frac{DB}{Dt} = \alpha \left[ B \cdot L^T + 2(A : D)B - 4C_i \dot{\gamma} B + \frac{I \rho}{2} (Cm + mC - 2(m \cdot C)B) - 2\kappa (A - Btr(B)) \right] \quad (8) \]
\[ \frac{DC}{Dt} = \alpha \left[ L \cdot C - 2C_i \dot{\gamma} C + \frac{I \rho}{2} (m - C(m \cdot C)) - \kappa C (1 - tr(B)) \right] \quad (9) \]

\[ m = \sum_i \sum_j \sum_k \frac{\partial^2 v_i}{\partial x_j \partial x_k} A_{ji} e_k \quad (10) \]

where \( \kappa \) is the resistive bending potential coefficient, \( tr(B) \) is the trace of \( B \) and \( e \) is a unit vector. The slip parameter \( \alpha \) accounts for the slowdown in evolution of orientation, and plays the same role as in the Folgar-Tucker model. The terms in Eq. (7)-(9) containing the parameter \( C_i \) are the
isotropic rotary diffusivity terms that account for fiber-fiber interactions. The terms containing \( m \) account for bending due to non-uniform velocity gradients along the length of the fiber.

5.2.2. Equations of motion

The flow of an incompressible fluid under creeping flow conditions is governed by the balance equations

\[
\nabla \cdot \mathbf{v} = 0
\]

\[
\nabla \cdot (-\rho I + 2\eta_s \mathbf{D}) = 0
\]

where \( \nabla \) is the gradient operator, \( \mathbf{v} \) the velocity, \( \rho \) the pressure, \( I \) the identity tensor, and \( \eta_s \) the matrix viscosity. The filling conditions are assumed to be isothermal because of fast filling time (approximately two second fill time). Due to such a short filling time, cooling effects due to conduction are small. Heating due to viscous dissipation offsets the cooling effects due to conduction inside the polymer. Ortman et al. [11] estimated the change in melt temperature due to viscous dissipation to be less than 1 °C. Non-dimensionalization of the flow equations is performed. Velocities are non-dimensionalized with the average radial velocity \( v_{avg}(R_{in}) \) at the mold inlet, lengths are non-dimensionalized with the half-thickness of the disk \( H \), and time with \( v_{avg}(R_{in})/H \).

5.2.3. Model parameters

The model parameters for 30wt % long glass fiber reinforced polypropylene were obtained by Ortman et al. [11] for the Folgar-Tucker model with the slip parameter, and the Bead-Rod model. The parameter values are \( (C_f, \alpha) = (0.005, 0.25) \) for the Folgar-Tucker model and \( (C_f, \alpha) = (0.053, 0.13) \) for the Bead-Rod model. These parameters were determined by fitting the orientation and stress model predictions to experimental stress data under startup of steady shear in a sliding plate rheometer. The resistive bending potential coefficient \( \kappa \) was determined to be \( \kappa = 218 \text{ s}^{-1} \) by considering the physical properties of glass fibers and fiber length distribution, and \( l_B \) was taken to be \( L_N/2 \), where \( L_N \) is the number average fiber length. \( L_N \) was experimentally determined to be \( L_N = 2.92 \text{ mm} \) [11].

5.3 Numerical Methods

Filling of long glass fiber suspension in a center-gated disk mold and the evolution of fiber orientation is simulated by solving a transport equation for the evolution of the advancing front, equations of motion for the velocity and pressure and orientation equations for the fiber orientation.
In the time-stepping scheme, these three equations are solved in a decoupled fashion at every time step. Continuous biquadratic polynomials are used for the discretization of velocity and continuous bilinear polynomials for pressure. For the orientation and pseudo-concentration, discontinuous biquadratic polynomial representation is used. The discontinuous polynomials for the orientation and pseudo-concentration are selected due to the convective nature of the orientation and transport equations. The solution schemes for each equation are described in detail below.

5.3.1. Equations of motion

The equations of motion (5), (6) are solved simultaneously to determine the velocity \( \mathbf{v}^{n+1} \) and pressure \( p^{n+1} \) at time level \( t^{n+1} \).

\[
\nabla \cdot \mathbf{v}^{n+1} = 0
\]

(13)

\[

\nabla \left( -p^{n+1} \mathbf{I} + 2 \eta_s \mathbf{D}^{n+1} \right) = 0
\]

(14)

Galerkin finite element method is used for the spatial discretization. The equations of motion are solved in the entire simulation domain which consists of polymer as well as air. Therefore, viscosity \( \eta_s \) is taken to be polymer viscosity in the polymer phase and air viscosity in the air phase. Viscosity \( \eta_s \) is linearly interpolated between the polymer viscosity and air viscosity near the polymer-air interface.

\[
\eta_s = c \times \eta_p + (1 - c) \times \eta_a
\]

(15)

where \( c \) is the pseudo-concentration variable, \( \eta_p \) is the polymer viscosity and \( \eta_a \) is the air viscosity. The pseudo-concentration variable \( c \) has values in the range \( [0, 1] \). A value of \( c = 1 \) indicates polymer, a value of \( c = 0 \) air and a value \( c = 0.5 \) defines the polymer-air interface. The value of \( c \) is determined at every integration point and \( c = 0 \) is used if \( c < 0 \), and \( c = 1 \) if \( c > 1 \) in order to eliminate non-physical values of \( c \) due to non-linear-interpolation. At the inlet of the mold, a Newtonian velocity profile based on the given flow rate is prescribed. At the other boundaries, the boundary conditions are prescribed as [14]

\[

a v_i + \sigma_i = 0 \quad \forall x \in \Gamma_w \cup \Gamma_o
\]

\[

a v_n + \sigma_n = 0 \quad \forall x \in \Gamma_o
\]

\[

v_n = 0 \quad \forall x \in \Gamma_w
\]

(16)
where $a = 10^{10}$ for $c \geq 0.5$ and $a = 0$ for $c < 0.5$, $\Gamma_w$ is the boundary along the mold walls and $\Gamma_o$ is the outlet for air as shown in Figure 5.2. With the use of these boundary conditions, air and polymer are not allowed to pass through the mold walls. Air is allowed to slip freely along the mold walls while the slip velocity for the polymer along the mold walls is negligible which effectively acts as a no-slip boundary condition for the polymer phase.

5.3.2. Orientation equations

The orientation equations can be written as

$$\frac{\partial \mathbf{P}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{P} - c \mathbf{F}(\mathbf{L}', \mathbf{P}) = 0$$

$$\mathbf{P}(\Gamma_i, t) = \mathbf{P}_i$$

(17)

where $\mathbf{P}$ is the orientation tensor $\mathbf{A}$ in the Folgar-Tucker model or $\mathbf{A}, \mathbf{B}, \mathbf{C}$ in the Bead-Rod model, and $\mathbf{F}(\mathbf{L}', \mathbf{P})$ is the model-specific term given by the right-hand sides of Eqs. (3), (7)-(9), $\Gamma_i$ is the inlet boundary of the simulation domain and $\mathbf{P}_i$ is the orientation state prescribed at the inlet boundary. Because the orientation is determined in the entire simulation domain at each time step, the distinction between the air and polymer phase is made by multiplying the model-specific term $\mathbf{F}(\mathbf{L}', \mathbf{P})$ in Eq. (13) by the pseudo-concentration variable.

Eq. (13) is spatially discretized using the discontinuous Galerkin finite element method (DGFEM) of Lesaint and Raviart [15]. The weak formulation for the orientation equations with appropriate functional spaces for the test functions and the solution on an element $K$ is given by:

Find $\mathbf{P}$ such that for all admissible weighting functions $\Lambda$

$$\left\langle \frac{\partial \mathbf{P}}{\partial t}, \Lambda \right\rangle_K + \left\langle \mathbf{v} \cdot \nabla \mathbf{P}, \Lambda \right\rangle_K + \left\langle \mathbf{v} \cdot \mathbf{n}[\mathbf{P}], \Lambda \right\rangle_{\Gamma_{K,i}} - \left\langle c \mathbf{F}(\mathbf{P}, \mathbf{L}'), \Lambda \right\rangle_K = 0$$

(18)

where $\langle \mathbf{P}, \mathbf{Q} \rangle_K$ and $\langle \mathbf{P}, \mathbf{Q} \rangle_{\Gamma_{K,i}}$ are proper $L^2$ inner products on the element domain $\Omega_K$ and on the element boundary $\Gamma_{K,i}$, respectively. The boundary integral is applied on those boundaries of the element $K$ where $\mathbf{v} \cdot \mathbf{n} < 0$, $\mathbf{n}$ being the outward unit normal along the boundary. The discontinuity across the elements is given by $\left[ \mathbf{P} \right]_{\Gamma_{K_a}} = \mathbf{P}_{\Gamma_{K_a}} - \mathbf{P}_{\Gamma_{K_a}}$, where $\mathbf{P}_{\Gamma_{K,a}}$ is the value of $\mathbf{P}$
along the boundary $\Gamma_{K,i}$ in the upstream element and $P_{\Gamma_{K,e}}$ is the value of $P$ inside element $K$ along the boundary $\Gamma_{K,j}$. For element boundaries along the inlet boundary of the simulation domain, $P_{\Gamma_{K,n}} = P_i$. The value of $c$ is determined at every integration point and $c = 0$ is used if $c < 0$, and $c = 1$ if $c > 1$ in order to eliminate non-physical values of $c$ due to non-linear-interpolation. With this formulation, the orientation solution is determined locally within each element, which significantly reduces the computational time and memory as compared to solving for orientation in the entire domain at once. The explicit Runge-Kutta third order total variance diminishing (RK3-TVD) scheme is used for discretization in time [16]. With RK3-TVD, the solution is stable even with a relatively large time step as compared to the single step explicit methods, while computational time and memory requirements are low as compared to the single step implicit methods [17].

At the inlet boundary of the mold geometry, $A_i$ is prescribed as the experimentally measured inlet orientation for both the models. For the Bead-Rod model, additional inlet values are needed for Eqs. (8) and (9). Because the fiber curvature is not reported by Ortman et al. [11], we assume that all the fibers are initially straight before entering the mold. Therefore, we use $B_i = -A_i$ and $C_i = 0$. Inside the mold geometry, we initialize the orientation values with equilibrium values, which is represented by $A_i = 1/3I$ and $B_i = -1/3I$ and $C_i = 0$.

### 5.3.3. Transport equation

The pseudo-concentration method is used to predict the evolution of the advancing front [14]. The solution of the transport equation determines the evolution of the pseudo-concentration variable $c$

$$\frac{\partial c}{\partial t} + \mathbf{v} \cdot \nabla c = 0$$

$$c(\Gamma_{i}, t) = 1$$

(19)

The polymer-air interface moves according to this equation and polymer fills the region initially filled with air. The material properties of air are selected such that the contribution of air to pressure buildup in the mold is negligible as compared to that of the polymer. The density of air is chosen to be zero and viscosity about 0.1% of the fiber suspension. Spatial discretization of Eq. (15) is performed with the DGFEM scheme, as described in section 4.5.2 without model-specific terms. Time discretization is achieved by means of RK3-TVD scheme [16].
5.4 Experimental Data

5.4.1. Test geometry and material data

The simulations results were compared with the experimental orientation data in a center-gated disk geometry reported by Ortman et al. [11]. Figure 5.2 shows the geometry of the center-gated disk which was injection molded using 30 wt% long glass fibers polypropylene suspension, provided by SABIC Innovative Plastics. The disk had an internal radius \( R_i = 2.97 \text{ mm} \), outer radius \( R_o = 45\text{ mm} \), and thickness \( 2H = 2.05 \text{ mm} \). The radial distance filled inside the mold corresponded to about 90% of the total radial length inside the mold. Fill time was approximately 2 seconds, corresponding to a volumetric flow rate \( Q = 6.52 \text{ cm}^3/\text{s} \). The volume fraction of fibers in the suspension was \( \varphi = 0.145 \) which is classified as a concentrated suspension using the theory of Doi and Edwards [18]. The initial fiber length was determined to be 13 mm, which was significantly reduced during the extrusion to an average fiber length \( L_N = 2.92 \text{ mm} \). The average diameter of fibers was \( d = 14.5 \mu\text{m} \). This corresponds to an aspect ratio of \( a_r = 201.4 \).

5.4.2. Experimental fiber orientation

Ortman et al. [11] used the micrographic technique of Hine et al. [19] for measurement of fiber orientation and reported fiber orientation data at radial locations in 10% increments of the total fill length starting from the gate of the center-gated disk. Three independent samples were cut and polished in the \( r-z \) plane to measure fiber orientation along the thickness at each radial location. The sample width was taken to be 5.5 mm and images were taken with an optical microscope on this sample width covering the thickness of the disk, which corresponds to an imaged area of 5.5 mm \( \times \) 2.05 mm. The measurements of the elliptical footprints of the fibers in the \( r-z \) plane were used to determine the components of the orientation tensor \( \mathbf{A} \). The orientation data was then separated into 12 bins along the thickness to provide a profile of the orientation along the thickness of the disk.

Ortman et al. [11] have reported thickness-wise profiles of orientation at 11 radial locations, starting at the gate and moving out in the radial direction in 10% increments of the total fill length. The fill positions \( r/H = 12.46, 22.03, 31.60, 41.16 \) and 45.95, corresponding to 20%, 40%, 60%, 80% and 90% of total fill length are considered for comparison with the experimental data in the thickness direction. In order to understand the evolution of fiber orientation along the radial direction in different layers, radial profiles at \( z/H = 0.93, 0.8, 0.67, 0.40, 0.13 \) and 0.0 were selected. These layers at different \( z/H \) locations were selected because of presence of varying degrees of shear and extension. This has been done in order to understand the evolution of fiber orientation
along the radial direction in different layers which have varying degrees of shear and extension. The component of the orientation tensor along the main flow direction, $A_{rr}$, considered as representative of fiber orientation, is used for validation of all simulation results.

5.5 Results

Orientation predictions with the Bead-Rod model and the Folgar-Tucker model are compared with the experimental data of Ortman et al. [11]. Full thickness of the disk is simulated and all quantities are made dimensionless. The dimensions, non-dimensionalized by the half thickness $H$ of the disk, are shown in Figure 5.2. A mesh with 300 elements in the $r$-direction and 30 elements in the $z$-direction is used. This mesh is an optimum mesh and provides sufficiently accurate results with computational efficiency [20].

5.5.1 Effects of fountain flow on fiber orientation

Decoupled fountain flow and decoupled Hele-Shaw simulations were performed with the Bead-Rod model using model parameters obtained by Ortman et al. [11] from rheological experiments in a sliding plate rheometer. Figure 5.3 shows orientation predictions with the fountain flow and Hele-Shaw flow simulations plotted against the measured orientation data along the thickness direction of the disk. Orientation predictions with fountain flow simulation match the predictions with Hele-Shaw flow approximation up to $r/H = 31.60$, which corresponds to 60% of the total flow length. Also, when compared against the experimental data, both the simulation schemes perform reasonably well throughout the thickness of the mold up to $r/H = 31.60$. However, as we get closer to the front, though the characteristic shell-core-shell layer structure is seen in the $z/H$-profiles, Hele-Shaw flow approximation over-predicts orientation near the walls at radial locations close to the front and does not match the drop in orientation near the walls. Fountain flow simulation, on the other hand, starts to show a drop in orientation near the walls, which is in qualitative agreement with the trend seen in experimental data. At $r/H = 45.95$, fountain flow shows very good agreement with the experimental orientation near the wall. However, the simulations predict a much narrower core layer at radial locations close to the front, while the experimental data shows a relatively wider core. Although the simulations show good agreement with the experimental data near $z/H = 0.0$, orientation in the transition region is overpredicted.

The radial evolution of fiber orientation and orientation predictions with the Bead-Rod model using the fountain flow simulation and Hele-Shaw flow approximation at selected $z/H$ positions are shown in Figure 5.4. At $z/H = 0.93$, orientation predictions with both simulation
schemes match in the region near the gate and the lubrication region where the orientation data is relatively flat. The effect of fountain flow starts to appear at \( r/H \sim 35 \) after which fountain flow simulation predicts a drop in orientation values, qualitatively following the trend seen in the experimental data and is in very good agreement with the experimental data at \( r/H = 45.95 \). Hele-Shaw flow approximation, on the other hand, significantly over-predicts orientation in the region near the front as the predicted orientation values level off and do not show any drop.

In layers corresponding to a thickness location \( z/H = 0.80 \), fountain flow predicts a similar behavior as in the layer corresponding to \( z/H = 0.93 \) with a gradual drop in orientation, starting at around \( r/H = 38 \) followed by a steep drop very close to the front. This qualitatively matches the trend in experimental data while Hele-Shaw flow approximation over-predicts orientation in the region close to the front. However, the predicted drop in orientation with fountain flow simulation starts much further downstream when compared to the drop seen in the experimental data. In the layer at \( z/H = 0.67 \), the region of gradual orientation drop is smaller compared to layers close to the wall, and tends to get smaller towards the core, disappearing in the layers at \( z/H \leq 0.4 \). In the layers at \( z/H \leq 0.4 \), the effects of the fountain flow are observed only in a very thin region close to the front. Experimental data does not show a distinct drop in the region close to the front and both fountain flow simulation and Hele-Shaw flow approximation are able to capture the orientation evolution reasonably well.

### 5.5.2. Assessment of semi-flexible and rigid fiber models

Orientation predictions with the Bead-Rod model and the Folgar-Tucker model were assessed by comparing model predictions with the experimental data in both the thickness direction and the evolution of orientation along the radial direction. Figure 5.5 shows the comparison of orientation predictions with the Bead-Rod model and the Folgar-Tucker model along the thickness direction at selected radial locations. Both the models show the characteristic shell-core-shell layer structure and are able to predict the thickness-wise profiles reasonably well up to \( r/H = 31.60 \). At \( r/H = 41.16 \), both models show a decrease in orientation near the walls. However, the Bead-Rod model shows a local minimum in orientation at the walls while the Folgar-Tucker model shows a local minimum at \( |z/H| \sim 0.8 \), which is slightly away from the walls. At radial location \( r/H = 45.95 \), both models are in very good agreement with the experimental data close to the walls, at \( |z/H| = 0.93 \). Also, in the core layer, both models are in close proximity with the experimental data, at \( z/H = \)}
0.0 and $|z/H| = 0.13$. However, both models predict a narrower core layer compared to a relatively wider core seen in the experimental data.

Figure 5.6 shows the comparison of orientation predictions with the Bead-Rod model and the Folgar-Tucker model along the radial direction at selected thickness-wise locations. The Bead-Rod model is able to predict the evolution of orientation in the lubrication region along the radial direction at $z/H = 0.93$ better than the Folgar-Tucker model. In the region upto $r/H = 31.6$, the Folgar-Tucker model slightly overpredicts the orientation while the Bead-Rod model is able to match the experimental evolution relatively well. The effects of the fountain flow are observed starting at approximately $r/H = 31.6$. There is a qualitative agreement between the predicted evolution of orientation with both models and experimental evolution in the region between $r/H = 31.6$ and $r/H = 41.16$. Both model predictions almost coincide in the region close to the front and show very good comparison with the experimental data at $r/H = 45.95$. In the layer corresponding to $z/H = 0.8$, Bead-Rod model again provides slightly better predictions than the Folgar-Tucker model in most part of the lubrication region. In the region close to the front, both the models predict a drop in orientation starting at $r/H \sim 38$ with the Folgar-Tucker model predicting a much steeper drop than the Bead-Rod model. In all other layers, there is no significant difference in orientation predictions with the two models and both the models capture the evolution of orientation relatively well in almost entire lubrication region with some discrepancies near the frontal region in the layer corresponding to $z/H = 0.4$. In the layer corresponding to $z/H = 0.0$, the Bead-Rod model performs slightly better than the Folgar-Tucker model starting at $r/H = 17$, which is in the lubrication region, upto $r/H = 45.95$, which is in the frontal region.

### 5.5.3. Bending predictions with the Bead-Rod model

The amount of fiber curvature induced as a result of rotary diffusion and the complex flow field present in the mold was determined by calculating $tr(B)$. Figure 5.7 shows the evolution of $tr(B)$ along the radial direction at three thickness-wise locations, $z/H = 0.93$, $z/H = 0.40$, and $z/H = 0.0$. A value of $-tr(B) = 1.0$ indicates straight fibers and a reduction in $-tr(B)$ indicates the extent of bending. Fiber bending is higher in the region near the gate with a maximum occurring near the walls. This is due to high shear rates ($\dot{\gamma}$) in the region near the gate close to the walls compared to other locations in the simulation domain. In the layer corresponding to $z/H = 0.93$, $-tr(B)$ reduced from 1.0 at the gate to a minimum of about 0.93 at $r/H \sim 3.6$. In the layers close to the center-line, the extent of bending is relatively smaller and is lowest in the layer corresponding to $z/H = 0.0$. 
Fiber bending gradually diminishes with increasing radius in all the three layers and $-tr(B)$ converges to steady values which are close to 1.0.

### 5.6 Conclusions

Performance of the Folgar-Tucker model and the Bead-Rod model in injection molding was assessed against experimental long fiber orientation data obtained from a center-gated disk. Model parameters for both the models were obtained from a previous experimental study in which rheological response of the fiber suspension under startup of shear was used to determine model parameters. Fountain flow simulation performed significantly better than Hele-Shaw flow approximation in the region near the front as it showed the characteristic drop in orientation along the radial direction which was in qualitative agreement with the experimental data while Hele-Shaw flow approximation over-predicted the orientation in the region close the front. Along $z/H$-profiles, both simulation schemes predicted the typical shell-core-shell layer structure. However, at radial locations close to the front, fountain flow simulation showed the characteristic drop in orientation near the walls in $z/H$-profiles and the predicted values were closer to the experimental data. Hele-Shaw flow approximation, on the other hand, overpredicted orientation near the walls and did not show any drop close to the walls. Fountain flow simulations were performed with the Bead-Rod model and the Folgar-Tucker model to assess the performance of these models. Both the models predicted the characteristic shell-core-shell layer structure in $z/H$-profiles and predicted orientation was in good agreement with the experimental data up to $r/H = 31.60$. However, at radial locations close to the front, the predicted core layer was narrower compared to the core layer in the experimental data. Bead-Rod model performed better than the Folgar-Tucker model in the radial direction in most of the lubrication region, especially along the layers close to the walls and along the layers in the core region. Along the layers in the transition region, both models were able to predict experimental evolution reasonably well. Fiber bending was estimated through $tr(B)$ and slight bending was observed in the gate region near the walls, where shear rates are higher compared to other locations.
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5.9 Figures

Figure 5.1 Bead-rod model proposed by Strautins and Latz [9] for semi-flexible fibers. Three beads are connected with two rods with length $l_B$ and orientation vectors $p$ and $q$.

Figure 5.2 Center-gated disk with dimensions normalized by the half thickness $H$ of the disk (a) and the simulation domain and boundaries (b).
Figure 5.3 Comparison of $A_{fr}$ predictions with the Bead-Rod model using fountain flow simulation and Hele-Shaw flow approximation along the thickness direction at radial locations (a) $r/H = 12.46$, (b) $r/H = 22.03$, (c) $r/H = 31.60$, (d) $r/H = 41.16$, and (e) $r/H = 45.95$. 
Figure 5.4 Comparison of $A_{pr}$ predictions using the Bead-Rod model with the fountain flow simulation and Hele-Shaw flow approximation along the radial direction at thickness locations (a) $z/H = 0.93$, (b) $z/H = 0.80$, (c) $z/H = 0.67$, (d) $z/H = 0.40$, (e) $z/H = 0.13$, and (f) $z/H = 0.0$. 

(a)
Figure 5.5 Comparison of $A_\rho$ predictions with the Bead-Rod model and the Folgar-Tucker model along the thickness direction using fountain flow simulation at radial locations (a) $r/H = 12.46$, (b) $r/H = 22.03$, (c) $r/H = 31.60$, (d) $r/H = 41.16$, and (e) $r/H = 45.95$. 
Figure 5.6 Comparison of $A_{mr}$ predictions with the Bead-Rod model and the Folgar-Tucker model using fountain flow simulation scheme along the radial direction at thickness locations (a) $z/H = 0.93$, (b) $z/H = 0.80$, (c) $z/H = 0.67$, (d) $z/H = 0.40$, (e) $z/H = 0.13$, and (f) $z/H = 0.0$.

Figure 5.7 Bending predictions with the Bead-Rod model along the radial direction, estimated through $|tr(B)|$, at $z/H = 0.93$, $z/H = 0.40$, and $z/H = 0.0$. 
CHAPTER 6. CONCLUSIONS

6.1 Conclusions

In this research work, fiber orientation predictions were validated against experimental data in a center-gated disk geometry. Experimental data was generated from center-gated disks which were injection molded with PBT 30 wt% short glass fiber suspension. Experimental measurements were made along the direction of the flow lines ($r$-direction) in the disk in order to characterize the evolution of fiber orientation during mold filling stage. The objective of measuring fiber orientation along the direction of flow was to understand the evolution of orientation along the entire fill length of the disk geometry. Experimental characterization of orientation evolution was done separately for the lubrication region and the frontal region using an improved version of the method of ellipses, which includes contributions of partially elliptical and rectangular objects, in addition to elliptical objects. The improved version also includes consideration of a shadow along the primary axis of the ellipses in order to eliminate the ambiguity problem of two fibers having identical cross sections in the plane of measurements but with orientations 180° apart. In the lubrication region, fiber measurements were made at various radial locations along the entire fill length at three different $z/H$ heights representative of the shell, transition and core layers, respectively. Experimental data near the gate showed high extension effects in all the three layers with a sudden drop in $A_r$ (and a corresponding increase in $A_{\theta\theta}$). This was followed by an increase in $A_r$ to steady levels due to relatively high shear along the shell and transition layers in the lubrication region. However, in the core layer, a continued effect of high extension was observed with orientation diminishing further with radial distance inside the mold.

In the frontal region, fountain flow plays a significant role on evolution of fiber orientation and the effects are localized within small radial distance of the front, which makes it critical to measure fiber orientation in greater detail in this region. Therefore, sampling bins were spaced closely apart in the radial direction in all three layers in the frontal region. Experimental data along the radial direction in the frontal region showed a drop in flow-direction component of orientation at all $z/H$ heights with different characteristic shapes of orientation profiles at each height. Also, features such as shape and texture of the advancing front, evolution of the shell and core layers, and
presence of trapped air in the region were qualitatively studied by analyzing microscopic image of the frontal region. It was observed that the core layers grows in thickness towards the front as almost all fibers get oriented along the $\theta$-direction.

First part of the simulation study focused on an assessment of slowdown in orientation by comparing model predictions of the standard Folgar-Tucker model with two other models, a delayed Folgar-Tucker model and reduced strain closure (RSC) model which predict slower evolution of orientation under transient shear conditions. Model predictions of these three orientation models were assessed in coupled and decoupled Hele-Shaw flow simulations against the experimental data along the direction of flow at three $z/H$ heights in the lubrication region. Model parameters for all the orientation models were obtained independently from injection molding experiments by fitting model predictions to rheological data under startup of shear. A measured inlet orientation was used at the inlet of the mold to provide the correct starting values of orientation for an objective assessment of the slowdown in orientation evolution. Slow orientation models showed improvement over Folgar-Tucker model in the lubrication region of the core layer with no significant improvement in other regions. In the transition layer, slow orientation models slowed down the evolution of orientation compared to the standard Folgar-Tucker model. However, the experimental data showed a need for speeding up evolution instead of slowing it down. Effects of coupling on fiber orientation were also investigated. The effect of coupling with velocity in Hele-Shaw flow simulations was small. It was observed for the first time that measured inlet orientation results in an increase in maximum velocity at the center of the mold as compared to a drop in the maximum velocity with random inlet orientation, which has been the standard inlet condition used in most previous studies. However, with such minimal effects on velocity, coupled simulations showed insignificant differences in orientation predictions from decoupled simulations in all three layers. Near the front, orientation predictions with all the models leveled off to steady values and in Hele-Shaw flow simulations, none of the models was able to capture the drop in experimental orientation.

Second part of the simulation study focused on orientation predictions in the frontal region of a center-gated disk, covering a region from 90% of the total fill length to 99% of the total fill length inside the mold. Model predictions with the Hele-Shaw flow approximation and fountain flow simulation were compared and it was observed that the fountain flow simulation shows a drop in orientation in all the three layers, which is in qualitative agreement with the trend seen in the experimental data. Also, fountain flow simulations with all three orientation models showed the
characteristic drop, followed by a rise and then another drop in the shell layer which qualitatively agrees with the experimental data. Predictions with fountain flow simulation were in close proximity with the experimental data at 99% of the flow length in the transition layer and especially the core layer. Hele-Shaw flow approximation, on the other hand, significantly over-predicted orientation values in the entire frontal region and orientation leveled off at steady values without showing a drop in orientation in any layer. An assessment of the slowdown in orientation was carried out by comparing model predictions of the standard Folgar-Tucker model with the delayed Folgar-Tucker model and the RSC model in decoupled fountain flow simulations. It was observed that the delayed Folgar-Tucker model showed a slowdown in orientation in the shell layer, which was in relatively better agreement with the gradual drop observed in the experimental data. RSC model, on the other hand, did not show a significant slowdown in orientation in the shell layer. In the transition and core layers, however, none of the slow orientation models was able to achieve a slowdown in the evolution of orientation. All the three orientation models showed a drop in orientation near the front which was relatively fast as compared to the slow evolution in experimental data. Effects of coupling on fiber orientation were investigated and it was observed that coupling slows down the evolution of fiber orientation. However, in case of all the three orientation models, when model parameters determined from startup of shear were used, coupled simulations did not show any significant improvements over decoupled simulations. A smaller value of model parameter $C_I$, taken from a previous study was tried in coupled simulations and the predictions showed significant improvements in the frontal region. However, this value of $C_I$ does not show good predictions in the lubrication region where $C_I$ fitted from rheological data (in startup of shear) gives better predictions.

The objective of the third part of simulation study was to extend the numerical scheme developed for short rigid fiber systems to long semi-flexible fiber systems, for which the Bead-Rod model has been proposed. In this study, model parameters were obtained from an earlier experimental study in which rheological response of a semi-flexible fiber suspension under startup of shear was used to determine model parameters. Orientation predictions with the Folgar-Tucker model and the Bead-Rod model using decoupled fountain flow simulations and decoupled Hele-Shaw flow approximation were compared with the experimental data from an earlier study. When compared against the $z$-profiles of experimental data, fountain flow simulations were able to capture the characteristic drop in orientation near the walls while Hele-Shaw flow approximation over-predicted orientation in the region near the walls at radial locations near the advancing front.
However, in both simulation schemes, the predicted core layer at radial locations above 70% of fill length was narrow as compared to a much wider core seen in experimental z-profiles. The evolution of orientation in $r$-direction along the shell and core layers in the lubrication region was better captured by the Bead-Rod model as compared to the Folgar-Tucker model. In the region near the advancing front, both models predicted a drop in orientation near the front, which was in qualitative agreement with the $r$-profiles of experimental data. However, the predicted drop in orientation was relatively fast as compared to more gradual drop in orientation observed in experimental data. Bead-Rod model predictions were not significantly different from Folgar-Tucker model predictions in the region near the front.

### 6.2 Recommendations

In rigid fiber systems, the Folgar-Tucker model and its variations, namely the delayed Folgar-Tucker model and the RSC model have been shown to provide good agreement with experimental data in the lubrication region along the shell layer using model parameters determined from transient shear flow experiments. However, orientation predictions using model parameters from shear flow experiments do not capture the orientation profiles in the region near the advancing front. This is due to presence of high extension in this region which requires parameters determined from extensional flow experiments. Therefore, it is recommended to measure model parameters in extensional flow experiments for improvement in orientation predictions in the frontal region.

In semi-flexible fiber systems, experimental orientation data that is available has been measured using measurement techniques which were originally developed for short fiber systems. For semi-flexible fibers, which show bending, this method is not the most appropriate method and there is a need to improve experimental measurement techniques for semi-flexible fiber systems. Also, experimental data in the region near the front from 90% of the flow length to 99% of the flow length should be measured separately and coupled simulations with the Bead-Rod model along with model parameters determined from extensional flow experiments should be explored in this region. Another limitation with the long fiber systems is the fiber breakage inside the mold which results in a distribution of fiber length in the final part. Therefore, the Bead-Rod model should be tested with different fiber length distributions when comparing against experimental data from injection molded geometries.
APPENDICES

Appendix A: Solution scheme for orientation equations

The set of governing equations for the second order orientation tensor $A$ is given by:

$$\frac{\partial A}{\partial t} + \mathbf{v} \cdot \nabla A - cF(\nabla \mathbf{v}, A) = 0$$

(20)

$A(\Gamma_i, t) = A_i$

where $c$ is the pseudoconcentration variable, $F(\nabla \mathbf{v}, A)$ is the model-specific term, $\Gamma_i$ is the inlet boundary of the simulation domain and $A_i$ is the orientation state prescribed at the inlet boundary of the simulation domain. The orientation is determined in the entire simulation domain which consists of air as well as polymer. Therefore, distinction needs to be made between the polymer phase and air phase because we want to include the effects of the velocity gradient and fiber interaction on the orientation in the polymer phase but not in air. This distinction between the two phases is made by the pseudoconcentration variable $c$. In our numerical scheme, we multiply the model-specific term, $F(\nabla \mathbf{v}, A)$, with the pseudoconcentration variable $c$.

For rigid short glass fiber models, the model-specific term equals

Folgar-Tucker model:

$$F(\nabla \mathbf{v}, A) = (\mathbf{W} \cdot \mathbf{A} \cdot \mathbf{A} \cdot \mathbf{W}) + \lambda (\mathbf{D} \cdot \mathbf{A} + \mathbf{A} \cdot \mathbf{D} - 2\mathbf{A}_k : \mathbf{D}) + 2C_j \gamma (I - 3\mathbf{A})$$

(21)

Slip version of the Folgar-Tucker model:

$$F(\nabla \mathbf{v}, A) = \alpha \left[ (\mathbf{W} \cdot \mathbf{A} \cdot \mathbf{A} \cdot \mathbf{W}) + \lambda (\mathbf{D} \cdot \mathbf{A} + \mathbf{A} \cdot \mathbf{D} - 2\mathbf{A}_k : \mathbf{D}) + 2C_j \gamma (I - 3\mathbf{A}) \right]$$

(22)

RSC model:

$$F(\nabla \mathbf{v}, A) = (\mathbf{W} \cdot \mathbf{A} \cdot \mathbf{A} \cdot \mathbf{W}) + \lambda (\mathbf{D} \cdot \mathbf{A} + \mathbf{A} \cdot \mathbf{D} - 2[\mathbf{A}_k + (1 - \kappa)(L_i - M_i \cdot \mathbf{A}_i) : \mathbf{D}]) + 2\kappa C_j \gamma (I - 3\mathbf{A})$$

(23)
The orientation evolution equations are discretized in space using the discontinuous Galerkin finite element method (DGFEM). These equations are hyperbolic in nature because of the presence of the convective term \( \mathbf{v} \cdot \nabla \mathbf{A} \), and upwinding needs to be employed to get stable and convergent solutions for such systems. In the DGFEM method, the equations are solved separately on each element and a discontinuity is considered in the solution at inter-element boundaries to achieve necessary upwinding. The interpolation functions in the DGFEM are discontinuous across elements, which allows for discrete solution in each element. The advantage of this formulation is that at each time step, we solve for orientation values at the element level which significantly reduces the computational time and memory requirements as compared to the solution for the entire domain at once.

**Spatial discretization**

In the DGFEM formulation for the orientation equations, we start with the weak formulation on an element \( K \) in the simulation domain. With appropriate functional spaces for the test functions and the solution, the weak formulation for Eq. (13) on an element \( K \) is given by: Find \( \mathbf{A} \) such that for all admissible weighting functions \( \Lambda \):

\[
\left\langle \frac{\partial \mathbf{A}}{\partial t}, \Lambda \right\rangle_K + \left\langle \mathbf{v} \cdot \nabla \mathbf{A}, \Lambda \right\rangle_K - \left\langle c \mathbf{F}(\mathbf{A}, \nabla \mathbf{v}), \Lambda \right\rangle_K = 0
\]

(24)

where \( \left\langle P, Q \right\rangle_K \) is proper \( L^2 \) inner product on the element domain \( \Omega_K \). In the numerical integration of Eq. (24), the pseudoconcentration variable \( c \) is calculated at every integration point, a correction is applied to it and the corrected value of \( c \) is multiplied with the model-specific term. The correction involves limiting the pseudoconcentration variable \( c \) in the range \([0, 1]\). This is done by making \( c = 1 \) if \( c > 1 \), and \( c = 0 \) if \( c < 0 \). This correction aims to eliminate non-physical values of \( c \) due to non-linear interpolation. The second step is integration by parts of the convective term:

\[
\left\langle \mathbf{v} \cdot \nabla \mathbf{A}, \Lambda \right\rangle_K = \left\langle \mathbf{v} \cdot \mathbf{n} \mathbf{A}, \Lambda \right\rangle_{\Gamma_K} - \left\langle \nabla \cdot \mathbf{v} \mathbf{A}, \Lambda \right\rangle_K - \left\langle \mathbf{v} \mathbf{A}, \nabla \Lambda \right\rangle_K
\]

(25)

where \( \left\langle P, Q \right\rangle_{\Gamma_K} \) is proper \( L^2 \) inner product on the element boundary \( \Gamma_K \), and \( \mathbf{n} \) is the outward unit normal along the boundary \( \Gamma_K \). In the next step, parts of the element boundary \( \Gamma_K \) where \( \mathbf{v} \cdot \mathbf{n} < 0 \) are classified as inflow boundaries denoted by \( \Gamma_{Kj} \). Once the inflow boundaries of an element are identified, we impose weak inflow boundary condition in the boundary integral at the inflow
boundaries, which is given by $A = A_{\Gamma_{ki}}$. The imposed boundary condition specified by $A_{\Gamma_{ki}}$ is the value of $A$ along the inflow boundary in the neighboring upstream element or the inlet orientation $A_i$ prescribed at the inlet boundary of the simulation domain. Finally, after integration by parts the weak formulation for the orientation equations with appropriate functional spaces for the test functions and the solution on an element $K$ is given by: Find $A$ such that for all admissible weighting functions $\Lambda$

$$\left\langle \frac{\partial A}{\partial t}, A \right\rangle_K + \left\langle \mathbf{v} \cdot \nabla A, A \right\rangle_K + \left\langle \mathbf{v} \cdot \mathbf{n}[A], A \right\rangle_{\Gamma_{\Gamma_{ki}}} - \left\langle c \mathbf{F}(A, \nabla \mathbf{v}), A \right\rangle_K = 0$$

(26)

where $[A] = A_{\Gamma_{ki}} - A$. We use discontinuous quadratic polynomials for spatial discretization of orientation.

**Time discretization**

Discretization in time is performed with explicit third order accurate time variance diminishing scheme (RK3-TVD) with a fixed time step $\Delta t$. The scheme comprises three explicit Euler steps and two linear interpolation steps:

$$M \left( \frac{\tilde{A}^{n+1} - A^n}{\Delta t} \right) = g(c^{n+1}, \nabla v^n, A^n)$$

$$M \left( \frac{\tilde{\tilde{A}}^{n+2} - \tilde{A}^{n+1}}{\Delta t} \right) = g(c^{n+1}, \nabla v^{n+1}, \tilde{A}^{n+1})$$

$$\tilde{A}^{n+0.5} = \frac{3}{4} A^n + \frac{1}{4} \tilde{A}^{n+2}$$

(27)

$$M \left( \frac{\tilde{\tilde{A}}^{n+1.5} - \tilde{A}^{n+0.5}}{\Delta t} \right) = g(c^{n+1}, \nabla v^{n+0.5}, \tilde{A}^{n+0.5})$$

$$A^{n+1} = \frac{1}{3} A^n + \frac{2}{3} \tilde{A}^{n+1.5}$$

where $M$ denotes the mass matrix and $g$ is the force vector which comprises of the convection term and the model-specific term. The superscripts denote the time step and a tilde ($\tilde{\cdot}$) over a variable denotes the intermediate values determined locally within the Euler scheme. The values of $c^{n+1}$ and $\nabla v^{n+1}$ are known at time $t^{n+1}$ because the pseudoconcentration and velocity equations are solved before the orientation equations. Pseudoconcentration variable is taken at time $t^{n+1}$ in all three Euler steps because with this scheme, the orientation evolution and the evolution of the melt-air interface
always exactly match each other. In a test problem of pure convection of pseudoconcentration and orientation, this scheme shows exact match between the evolution of pseudoconcentration and orientation. In every Euler step, velocity gradient $\nabla v$ is taken at the same time level as the orientation tensor $A$ because they appear simultaneously in the model-specific term and their evolution in time has to match in each Euler step. Therefore, in the third Euler step, $\nabla v^{n+0.5}$ at intermediate time step $t^{n+0.5}$ is determined as an intermediate value by linear interpolation between $\nabla v^n$ and $\nabla v^{n+1}$.

**Orientation tensor correction**

At each time step, after the orientation solution is determined, sometimes the values of the components of the orientation tensor $A$ are physically unrealistic such as negative values or values greater than 1 that tend to introduce errors which build up over time. In order to eliminate these errors, we apply a correction to the orientation tensor at each time step. This correction involves making the orientation tensor positive definite and dividing the principal components of $A$ by $tr(A)$ that limits the values to the range $[0, 1]$. 


Appendix B: Experimental orientation in the frontal region of a center-gated disk

Orientation along the radial direction at three different heights in the frontal region of a center-gated disk from the front to a distance \( r/H = -7.0 \) behind the front was measured in a short-shot disk. The measurements of the disk are available in section 4.2. A modified version of the method of ellipses (MoE) was used for orientation measurement. In this method, partially elliptical and rectangular footprints are also considered in addition to the elliptical footprints, and a shadow along the major axis of of elliptical or partially elliptical footprints is identified for determining the off-diagonal components of the orientation tensor. Measurements were made on optical images at 20X magnification in small rectangular bins with height \( H/6 \) and width \( 2l \), respectively, where \( H \) is half thickness of the disk and \( l \) is the average fiber length. The method is described in more detail in section 4.3.3.

Appendix B.1: Orientation along the radial direction at \( z/H = 0.75 \) (representative of the shell layer) in the frontal region from the front to a distance \( r/H = -7.0 \) behind the front

<table>
<thead>
<tr>
<th>Flow length</th>
<th>( r/H ) behind front</th>
<th>( A_{rr} )</th>
<th>( A_{zz} )</th>
<th>( A_{\theta\theta} )</th>
<th>( A_{rz} )</th>
<th>( A_{r\theta} )</th>
<th>( A_{z\theta} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>(7.0)</td>
<td>0.5200</td>
<td>0.0200</td>
<td>0.4600</td>
<td>0.0500</td>
<td>-0.0900</td>
<td>-0.0200</td>
</tr>
<tr>
<td>92%</td>
<td>(5.6)</td>
<td>0.7504</td>
<td>0.0176</td>
<td>0.2320</td>
<td>-0.0292</td>
<td>0.1914</td>
<td>-0.0097</td>
</tr>
<tr>
<td>93%</td>
<td>(4.9)</td>
<td>0.7023</td>
<td>0.0310</td>
<td>0.2666</td>
<td>0.0381</td>
<td>0.2114</td>
<td>0.0038</td>
</tr>
<tr>
<td>95%</td>
<td>(3.5)</td>
<td>0.5325</td>
<td>0.0548</td>
<td>0.4126</td>
<td>-0.0917</td>
<td>0.2871</td>
<td>-0.0252</td>
</tr>
<tr>
<td>97%</td>
<td>(2.1)</td>
<td>0.3577</td>
<td>0.0278</td>
<td>0.6145</td>
<td>-0.0408</td>
<td>0.3036</td>
<td>-0.0458</td>
</tr>
<tr>
<td>98%</td>
<td>(1.4)</td>
<td>0.2486</td>
<td>0.0445</td>
<td>0.7069</td>
<td>-0.0570</td>
<td>0.3039</td>
<td>-0.0835</td>
</tr>
</tbody>
</table>
Appendix B.2: Orientation along the radial direction at \( z/H = 0.42 \) (representative of the transition layer) in the frontal region from the front to a distance \( r/H = -7.0 \) behind the front

<table>
<thead>
<tr>
<th>Flow length</th>
<th>( r/H ) behind front</th>
<th>( A_r )</th>
<th>( A_z )</th>
<th>( A_{\theta} )</th>
<th>( A_r )</th>
<th>( A_{\theta} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>(7.0)</td>
<td>0.6400</td>
<td>0.0200</td>
<td>0.3400</td>
<td>0.0100</td>
<td>0.0100</td>
</tr>
<tr>
<td>92%</td>
<td>(5.6)</td>
<td>0.5774</td>
<td>0.0364</td>
<td>0.3862</td>
<td>0.0132</td>
<td>0.1304</td>
</tr>
<tr>
<td>93%</td>
<td>(4.9)</td>
<td>0.4369</td>
<td>0.0414</td>
<td>0.5217</td>
<td>0.0428</td>
<td>0.2746</td>
</tr>
<tr>
<td>95%</td>
<td>(3.5)</td>
<td>0.2955</td>
<td>0.0591</td>
<td>0.6454</td>
<td>-0.0601</td>
<td>0.2473</td>
</tr>
<tr>
<td>97%</td>
<td>(2.1)</td>
<td>0.1915</td>
<td>0.0782</td>
<td>0.7303</td>
<td>-0.0895</td>
<td>0.2728</td>
</tr>
<tr>
<td>99%</td>
<td>(0.7)</td>
<td>0.0933</td>
<td>0.1734</td>
<td>0.7333</td>
<td>-0.0762</td>
<td>0.1885</td>
</tr>
</tbody>
</table>

Appendix B.3: Orientation along the radial direction at \( z/H = 0.08 \) (representative of the core layer) in the frontal region from the front to a distance \( r/H = -7.0 \) behind the front

<table>
<thead>
<tr>
<th>Flow length</th>
<th>( r/H ) behind front</th>
<th>( A_r )</th>
<th>( A_z )</th>
<th>( A_{\theta} )</th>
<th>( A_r )</th>
<th>( A_{\theta} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>(7.0)</td>
<td>0.2200</td>
<td>0.0300</td>
<td>0.7500</td>
<td>0.0000</td>
<td>0.0500</td>
</tr>
<tr>
<td>92%</td>
<td>(5.6)</td>
<td>0.1245</td>
<td>0.0334</td>
<td>0.8421</td>
<td>-0.0144</td>
<td>0.2325</td>
</tr>
<tr>
<td>93%</td>
<td>(4.9)</td>
<td>0.1074</td>
<td>0.0474</td>
<td>0.8452</td>
<td>-0.0146</td>
<td>0.1881</td>
</tr>
<tr>
<td>95%</td>
<td>(3.5)</td>
<td>0.0509</td>
<td>0.0773</td>
<td>0.8718</td>
<td>-0.0057</td>
<td>0.1764</td>
</tr>
<tr>
<td>97%</td>
<td>(2.1)</td>
<td>0.0782</td>
<td>0.0940</td>
<td>0.8278</td>
<td>-0.0284</td>
<td>0.2114</td>
</tr>
<tr>
<td>99%</td>
<td>(0.7)</td>
<td>0.0449</td>
<td>0.1822</td>
<td>0.7729</td>
<td>-0.0077</td>
<td>0.1356</td>
</tr>
</tbody>
</table>