Ensemble Learning Techniques for Structured and Unstructured Data

Michael A. King

Dissertation submitted to the faculty of the Virginia Polytechnic Institute and State University in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

In

Business Information Technology

Alan S. Abrahams, Co-chair
Cliff T. Ragsdale, Co-chair
Lance A. Matheson
G. Alan Wang
Chris W. Zobel

February 13, 2015
Blacksburg, Virginia, United States

Keywords: ensemble methods, data mining, machine learning, classification, structured data, unstructured data

Copyright 2015
Ensemble Learning Techniques for Structured and Unstructured Data

Michael A. King

Abstract
This research provides an integrated approach of applying innovative ensemble learning techniques that has the potential to increase the overall accuracy of classification models. Actual structured and unstructured data sets from industry are utilized during the research process, analysis and subsequent model evaluations.

The first research section addresses the consumer demand forecasting and daily capacity management requirements of a nationally recognized alpine ski resort in the state of Utah, in the United States of America. A basic econometric model is developed and three classic predictive models evaluated the effectiveness. These predictive models were subsequently used as input for four ensemble modeling techniques. Ensemble learning techniques are shown to be effective.

The second research section discusses the opportunities and challenges faced by a leading firm providing sponsored search marketing services. The goal for sponsored search marketing campaigns is to create advertising campaigns that better attract and motivate a target market to purchase. This research develops a method for classifying profitable campaigns and maximizing overall campaign portfolio profits. Four traditional classifiers are utilized, along with four ensemble learning techniques, to build classifier models to identify profitable pay-per-click campaigns. A MetaCost ensemble configuration, having the ability to integrate unequal classification cost, produced the highest campaign portfolio profit.

The third research section addresses the management challenges of online consumer reviews encountered by service industries and addresses how these textual reviews can be used for service improvements. A service improvement framework is introduced that integrates traditional text mining techniques and second order feature derivation with ensemble learning techniques. The concept of GLOW and SMOKE words is introduced and is shown to be an objective text analytic source of service defects or service accolades.
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Chapter 1:

Introduction

“And much of what we’ve seen so far suggests that a large group of diverse individuals will come up with better and more robust forecasts and make more intelligent decisions than even the most skilled decision maker.”

James Surowiecki

1. Ensemble methods overview

Ensemble learning algorithms are general methods that increase the accuracy of predictive or classification models such as decision trees, artificial neural networks, Naïve Bayes, as well as many other classifiers (Kim, 2009). Ensemble learning, based on aggregating the results from multiple models, is a more sophisticated approach for increasing model accuracy as compared to the traditional practice of parameter tuning on a single model (Seni and Elder, 2010). The general ensemble technique, illustrated in Exhibit 1.1, is a two-step sequential process consisting of a training phase where classification or predictive models are induced from a training data set and a testing phase that evaluates an aggregated model against a holdout or unseen sample. Although there has been general research related to combining estimators or forecasts (Major and Ragsdale, 2000; Clemen, 1989; Barnett, 1981), ensemble methods, with respect to classification algorithms are relatively new techniques. Thus, it is important to clarify the distinction between ensemble methods and error validation methods: ensemble methods increase overall model accuracy while cross validation techniques increase the precision of model error estimation (Kantardzic, 2011).

The increased accuracy of an ensemble, because of model variance reduction and to a lesser extent bias reduction, is based on the simple but powerful process of group averaging or majority vote (Geman, 1992). For example, the analogy of the decision process of an expert committee can demonstrate the intuition behind ensemble methods. A sick patient consults a group of independent medical specialists and the group determines the diagnosis by majority vote. Most observers would agree that the patient received a better or more accurate diagnosis as compared to one received from a single specialist. The accuracy of the diagnosis is probably higher and the variance or error of possible misdiagnosis is lower, although more agreement does not always imply accuracy.
As additional insight for ensemble methods, James Surowiecki, in his book The Wisdom of Crowds, offers a contrarian argument supporting group decisions, saying in many cases under the correct circumstances, group decisions are often more accurate when compared to the single most accurate decision (Surowiecki, 2004). Immediately the reader probably remembers the United States’ failed Cuban Bay of Pigs invasion and the NASA Columbia explosion as two of the most notorious examples of groupthink, as evidence against trusting the wisdom of the majority. However, while Surowiecki acknowledges these two examples and more, he provides examples of where group decisions were in fact much more accurate and at times almost exact.

One example offered by Surowiecki as support for group decisions is the process used by Dr. John Craven, a United States Naval Polaris project engineer, to deduce the location of the USS Scorpion, a United States submarine that sank while en route back to the Norfolk naval base in 1968. Craven assembled a group of eclectic naval professionals, gave them the available information and asked each individual to independently make his best location estimate. Using Bayesian logic, to the disbelief of the United States Naval command, Craven aggregated the locations from his group and made a prediction. Five months after the USS Scorpion was declared missing, United States Naval command finally permitted a search ship to track Dr. Craven’s estimates. After several days, the search ship located the submarine at a depth of nearly 11,000 feet only 220 yards away from Craven’s guess.
An additional example provided by Surowiecki and a precursor to the modern day jelly bean jar counting exercise, is the insight discovered by Sir Francis Galton, a prominent statistician during the late 1800s, while visiting a local county fair. He observed a contest where a hawker challenged fairgoers to guess the final butchered and dressed weight, while viewing the live ox. Galton indicated that the participants came from a wide range of socio economic backgrounds and that the guesses were made independently, without any influence from the game hawker. Galton was able to gather approximately 800 wagers and then calculated the mean weight. He noted that the crowd average was 1,197 just 1 pound below the true dressed weight of 1,198. Galton’s observations and subsequent statistical analysis were motivation for his seminal work, “Vox Populi” (Galton, 1907).

Open source software creation, prediction markets, and wiki technology such as Wikipedia are all recent examples that Surowiecki cites as collaborative processes falling under the wisdom of the crowd umbrella. However, regardless of their time of occurrence, Surowiecki argues that these examples all share the four dimensions required for a group to outperform any single member: diversity, independence of action, decentralization and effective decision aggregation. If any of these dimensions are absent, the negative consequences of groupthink, where individuals change their own opinion or belief in favor of the crowd consensus, are substantial. The diversity requirement brings different sources of information to the decision process, which expands the solution space of possible solutions. A group decision cannot be more accurate if all group members choose or suggest the same solution. The independence of action requirement mitigates the possibility of a herd mentality where group members sway or influence other members towards one specific solution. In addition to independence of action, physical decentralization, the third dimension, creates the condition where group members have the ability to act in their own best interest while concurrently interacting to produce collaborative solutions. Effective decision aggregation, the last required dimension for group wisdom, is a process where single group member errors balance each other out while allowing superior solutions to survive.

The interesting aspects here are the parallels that can be drawn between Surowiecki’s informal criteria for group wisdom and the extensive body of literature pointing to very similar dimensions as prerequisites for improving the accuracy of ensemble learning algorithms (Das, R., et al., 2009; Claeskens and Hjort, 2008; Han and Kamber, 2006). Ensemble learning methods fundamentally
work the same way as effective group wisdom, by taking a set of independent and diversified classification or prediction models and systematically aggregating the results based on an objective criteria, such as majority vote or averaging.

Armstrong (2001) makes an excellent case for general forecast combination, backed by a comparative empirical study of 30 forecast combination studies, from a wide range of business contexts, with an average per study error reduction of 12.5%. Supported by these findings, Armstrong presents a formal framework for combining forecasts that includes similar themes when compared to Surowiecki’s four dimensions for effective group decisions. To increase forecast accuracy, it is essential that forecasts have varied data sources, be derived from several forecasting methods or algorithms, and use a structured or mathematical method for combining the forecasts. Different data sources provide the diversity needed to expand the available solution space, while utilizing several forecasting methods increases researchers’ ability to search the solution space. Armstrong also indicates that “objectivity is enhanced if forecasts are made by independent forecasters.” Armstrong argues that combined forecasts are most valuable when there is a high cost associated with forecasting error and when there is substantial uncertainty surrounding the selection of the most applicable forecasting method.

2. Conceptual foundation

Dietterich makes the argument that there are three theoretical reasons why a set of classifiers frequently outperform an individual classifier measured by classification accuracy (Dietterich, 2000). The first reason is statistical in nature and occurs when a classifier must form a hypothesis from a solution space that is much larger than the solution space constructed by the available training data set. As illustrated by Exhibit 1.2.1, the outer boundary represents the full solution space $S$ while the inner boundary represents a set of accurate classifiers on the training data. The point $C$ is the true classifier model and is unknown. By averaging the set of classifiers $c_n$, the aggregate classifier $c^*$ forms an excellent approximation of $C$ and thus minimizes the probability of selecting a substantially less accurate single classifier.

A second reason that ensembles can be more accurate than a single classifier is computationally
founded. Numerous machine learning algorithms, such as artificial neural networks or decision trees perform a gradient search or random search routine to minimize classification error. However, while learning, these algorithms can become stalled at a local optima, especially when the training data set size is large, where the eventual optimization problem could become NP-hard (Blum and Rivest, 1988). If an ensemble of classifiers is constructed with local search using a random start for each classifier, the aggregated search could cover the solution space more effectively and provide a more accurate estimate of the true classifier $C$. Exhibit 1.2.2 demonstrates how random starts of classifiers $c_n$ can converge and an aggregated solution $c'$ is much closer to the true classifier $C$.

A final reason that ensembles can be more accurate than a single classifier is representational in the sense that the current solution space hypothesized by the classifiers does not adequately “represent” the true model. Single classifier models $c_n$ may not have the degree of model complexity required to accurately model the true classifier $C$. In this case, it could be more efficient to train an ensemble of classifiers to a level of desired accuracy than to train a single classifier of high complexity, requiring numerous parameters changes (Seni and Elder, 2010). Exhibit 1.2.3 illustrates that the true classifier $C$ is not modeled or represented well by the trained set of classifiers $c_n$. The ensemble solution $c'$, containing the possibility of substantial error, provides a more accurate estimation of the true classifier $C$.

### 3. Formalization

Formalizing these analogies and concepts, the error rate of an ensemble of classifiers is less than the error rate of an individual model, being necessary and sufficient when:
- each model has an accuracy rate that is at least marginally better than 50% and,
the results of each model are independent and,
the class of a new observation is determined by the majority class (Hansen and Salamon, 1990)
such that:

\[ f_{combined} = VOTE(f_1, f_2, f_3, f_4, \ldots f_N) \]

It can be shown that, when these model requirements are met, the error rate of a set of \( N \) models
follows a binomial probability distribution (Kuncheva, 2003), thus the error rate of an ensemble
equals the probability that more than \( N/2 \) models incorrectly classify. For example, with an
ensemble consisting of 20 classifiers, \( N \), where each model performs a two category classification
task, and each with an error rate of \( \varepsilon = .3 \), the ensemble error rate is

\[ Ensemble \ \varepsilon = \sum_{n=N/2}^{N} \binom{N}{n} \cdot .3^n(1-.3)^{N-n} = .047962 \]

This ensemble error rate is substantially lower than the individual model error rate of .3. Note that
the summation started at \( n=10 \), to represent when 10 or more models actually misclassified a test set
observation, while 10 models or less correctly classify a test set observation. As a comparison, an
ensemble of 50 classifiers, under the same assumptions, has an error rate of \( \varepsilon = .00237 \), considerably
lower than the previous example.

The theoretical framework that supports the validity of the increased accuracy of ensemble learning
techniques is called bias-variance decomposition of classification error (Dietterich and Kong, 1995;
Geman, et al., 1992). The accuracy of a general statistical estimator (\( \theta \)) is measured by the mean
squared error:

\[ MSE = Bias(\theta)^2 + Var(\theta) + e \]

Bias error is a deviation measurement of the average classification model created from an infinite
number of training data sets from the true classifier. Variance error is the error associated with a single model with respect to each other or in other words, the precision of the classification model when trained on different training data sets (Geman, et al., 1992). Considering bias-variance, there is a tradeoff between lowering bias or lowering variance, with respect to the ability of a model to correctly map the actual data points, based on a specific machine learning model and a specific training data set. The true machine learning model for a given situation has a specific architecture and parameter set that are, of course, typically unknown which makes bias reduction on real world
data sets difficult. For example, the architecture of a polynomial regression function is determined by the functional degree while the model parameters consist of the variable coefficients. Models that have few parameters are typically inaccurate due to a high bias, because of limited model complexity and thus an inadequate ability to capture the true model. Models with numerous parameters are also routinely inaccurate because of high variance as a consequence of higher levels of flexibility and over fitting (Hastie, et al., 2009)

As additional theoretical support, based on Hastie, et al., (2009), variance reduction by averaging a set of classifiers can be formally deduced as follows:

Assume there are \( D \) datasets used to train \( d \) classification models for input vector \( X \)

\[
y_d(X)
\]

Making the assumption that the true classification function is

\[
F(X)
\]

it follows that

\[
y_d(X) = F(X) + e_d(X)
\]

The expected Sum of squared error for an input vector \( X \), per model, is shown by

\[
E_X \left[ (y_d(X) - F(X))^2 \right] = E_X [e_d(X)^2]
\]

The average error per individual classification model therefore is

\[
E_{\mu,\text{individual}} = \frac{1}{D} \sum_{d=1}^{D} E_X [e_d(X)^2]
\]

The average for an ensemble is given by

\[
\mu_{\text{combined}} = \frac{1}{D} \sum_{d=1}^{D} y_d(X)
\]

The expected error from the combined prediction is indicated by

\[
E_{\mu,\text{combined}} = E_X \left[ \left( \frac{1}{D} \sum_{d=1}^{D} y_d(X) - F(X) \right)^2 \right]
\]

which reduces to

\[
E_{\mu,\text{combined}} = E_X \left[ \left( \frac{1}{D} \sum_{d=1}^{D} e_d(X) \right)^2 \right]
\]

Assuming that the models are independent and their variances are uncorrelated, and the summation
from $I$ to $D$ and $I$ divided by $D$ cancel out, it follows

$$E_{\mu, \text{combined}} = \frac{1}{D} E_{\mu, \text{individual}}$$

The fundamental insight from the derivation above is that the average combined model variance error can be reduced by the term $D$ by averaging $D$ replicas of the classification model. However, as noted above, these results are valid when the models are completely independent and the associated variance errors are uncorrelated. These assumptions, in practice, are rather unrealistic, since ensemble methods typically create bootstrap replicas from the original data sets and use the same variable set or subsets for all classifier models in the ensemble set, which introduces a degree of positive correlation. Thus, the reduction in error will be less than the factor of $D$.

However, it is important to note that when models are dependent and have a degree of negative correlation, the variance error is indicated by:

$$E_{\mu, \text{combined}} = \frac{1}{D} \left[ \text{VAR} \left( \sum_j d_j \right) + 2 \sum_i \sum_{i \neq j} \text{COV}(d_i, d_j) \right]$$

where the resulting variance error can be lower than a factor of $D$.

Although counter intuitive, when compared to variance reduction by averaging, it can be empirically shown that by adding bias to a known unbiased estimator can actually decrease variance and mean squared error, thus improving overall model performance. To illustrate with a classic example, with respect to the normal distribution, the unbiased estimator for the sample variance is:

$$S^2 = \frac{1}{n-1} \sum (X_i - \bar{X})^2$$

while the biased estimator for the sample variance is:

$$S^2 = \frac{1}{n} \sum (X_i - \bar{X})^2$$

One observation to note in this case is that the biased estimator for the sample variance has the lower mean squared error between the two estimators (Kohavi and Wolpert, 1996). Thus, a modeler must recognize that bias-variance is a function of model flexibility or complexity, when designing machine learning algorithms. More specifically, a modeler must acknowledge the tradeoff represents a continuum between under fitting, namely high bias, and the risk of over fitting and introducing too
much variance. Exhibit 1.3 illustrates this continuum in a stylized format adapted from Hastie, et al., (Hastie, et al., 2009). As model flexibility increases, the training sample error continues to decrease, while over fitting increases for the test sample. The goal, of course, is to determine the model architecture that minimizes the test set variance for the specific classification task at hand. However, as previously mentioned, bias reduction while theoretically possible, in practice is difficult and impractical (Seni and Elder, 2010).

---

**Exhibit 1.3. The Bias Variance Tradeoff**

---

4. Research objectives

This research intends to present ensemble methods to the greater information systems research community, as well as to business management, as an effective tool for increasing classification or prediction accuracy. The overarching strategy for this research stream is to assess the efficacy of ensemble methods given a specific combination of a dependent variable data type and a feature set data type. Exhibit 1.4 illustrates the organization of the three major sections contained in this dissertation with respect to the dependent variable and the feature set type combination. This research defines structured data as well-organized information that adheres to a data model and primarily numeric, while in contrast, defines unstructured data as information represented as free form textual content that does not follow a predefined data model. Chapter 2 addresses the consumer demand forecasting and daily capacity management requirements of a nationally recognized alpine ski resort in the state of Utah, in the United States of America. Both the dependent variable and the feature set are numeric and structured. Chapter 3 discusses the opportunities and challenges faced by a leading firm providing sponsored search marketing services. This chapter develops a method for classifying profitable campaigns and maximizing overall
campaign portfolio profits. The dependent variable is a categorical variable having two levels, and the feature set is numeric data. Chapter 4 illustrates the management challenges of online consumer reviews encountered by service industries and addresses how these textual reviews can be used for service improvements. The dependent variable is a categorical variable having two levels, and the feature set is free form unstructured text. The combination of a continuous dependent variable with an unstructured feature set will provide an opportunity for future ensemble modeling research.

<table>
<thead>
<tr>
<th>Dependent Variable Type</th>
<th>Structured Data</th>
<th>Unstructured Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction - Continuous Data</td>
<td>Chapter 2</td>
<td>Future Work</td>
</tr>
<tr>
<td>Classification - Categorical Data</td>
<td>Chapter 3</td>
<td>Chapter 4</td>
</tr>
</tbody>
</table>

Exhibit 1.4. Research Landscape

This research also answers and provides supporting information for the following research questions:

1. What are the advantages and disadvantages of ensemble methods when compared to standard single classification model techniques?
2. How can researchers accurately estimate ensemble accuracy and compare the accuracy of several ensemble models?
3. Are there base classifiers that are more applicable for ensemble learning methods?
4. What are some of the insights and cautions that researchers or business managers should be cognizant of when employing ensemble methods to data sets from actual business problems?

Five ensemble learning algorithms are discussed in detail, empirically tested, and applied in one or more of the following three chapters. An ensemble learning taxonomy, which describes the ensemble selection criteria, is introduced in Chapter 2 and the discussion continues in the remaining chapters. Appendix A provides the pseudo-code for these five ensemble algorithms. The pseudo-code shown in Appendix A is illustrative of the methods. An industry-accepted software platform, RapidMiner 5.3, was relied on for the specific implementation of each method. The experimental results in the subsequent chapters help answer the four research questions. The key contributions developed from the research discussed in the three main chapters, are also summarized in the final chapter.
Appendix A:
Ensemble pseudo-code

**Input:**
Data set $D = [(X_1, y_1), (X_2, y_2), \ldots, (X_n, y_n)]$
$n$ attribute vectors, $n$ observations, $y_n$ predictions.
First level classification algorithms, $d_1, \ldots, d_S$

For $s = 1$ to $S$

$d_s = \text{CreateFirstLevelModels}(D)$
Create first level models from data set $D$.

End

Output:
Combine $S$ model classes by majority
Combine model outputs by max class.
Return ensemble class

---

**Voting**

**Input:**
Data set $D = [(X_1, y_1), (X_2, y_2), \ldots, (X_n, y_n)]$
$n$ attribute vectors, $n$ observations, $y_n$ predictions.

Set $DT =$ number of decision trees to build
Set $P =$ percentage of attribute set to sample

For $i=1$ to $DT$

Take random sample $D_i$ bootstrapping from $D$ size $N$
Create root decision tree node $RN_i$ using $D_i$
Call $\text{CreateDT}(RN_i)$
End

CreateDT($RN$)
If $RN$ contains leaf nodes of one class then
Return
Else
Randomly sample $P$ of attributes to split on from $RN$
Select attribute $x_n$ with highest splitting criterion improvement
Create child nodes $cn$ by splitting on $RN$, $RN_1$, $RN_2$, ... for all attributes $x_n$
For $i=1$ to $cn$
Call $\text{CreateDT}(i)$
End for
End CreateDT

**Output:**
Combine DT model classes
Combine model outputs by majority vote.
Return ensemble majority class

---

Random Forests
Input:
Data set $D = [(X_1, y_1), (X_2, y_2), \ldots, (X_n, y_n)]$  
$X_n$ attribute vectors, $n$ observations, $y_n$ predictions.
Base classification algorithm, $d$  
Define base learning algorithm.
Ensemble size, $S$  
Number of training loops.

For $s = 1$ to $S$
- $D_s = \text{BootstrapSample}(D)$  
  Create bootstrap sample from $D$.
- $d_s = \text{CreateBaseLearnerModels}(D_s)$  
  Create base models from bootstrap samples.
- Make model prediction $d_s$  
- Save model prediction $d_s$
End

Output:
Combine $S$ model classes  
Combine model outputs by majority vote.
Return ensemble majority class  

Boot Strap Aggregation

Input:
Data set $D = [(X_1, y_1), (X_2, y_2), \ldots, (X_n, y_n)]$  
$X_n$ attribute vectors, $n$ observations, $y_n$ predictions.
First level classification algorithms, $d_1…S$
Second level meta learner, $d_{2nd}$

For $s = 1$ to $S$
- $d_s = \text{CreateFirstLevelModels}(D)$  
  Create first level models from data set $D$.
End

$D_{New} = 0$  
Start new data set creation.

For $i = 1$ to $n$
- For $s = 1$ to $S$
  - $C_i = d_s(X_i)$  
    Make prediction with classifier $d_s$
End

$D_{New} = D_{New} \cup \{(C_{i1}, C_{i2}, \ldots, C_{iS}), y_i\}$  
Combine to make new data set.

End

$d_{\text{Trained2nd}} = d_{2nd}(D_{New})$  
Train meta model to new data set.

Output:
Return ensemble prediction = $d_{\text{Trained2nd}}$  
Ensemble prediction.

Stacked Generalization

Input:
Data set $D = [(X_1, y_1), (X_2, y_2), \ldots, (X_n, y_n)]$  
$X_n$ attribute vectors, $n$ observations, $y_n$ predictions.
Ensemble size, $S$  
Number of training loops
Subspace dimension, $A$  
Number of attributes for subspace.

For $i = 1$ to $S$
- $SS_i = \text{CreateRandomSubSpace}(D, A)$  
  Create new variable set for training input
- $d_s = \text{CreateBaseLearnerModels}(D_s)$  
  Create base models from bootstrap samples
- Make model prediction $d_s$  
- Save model prediction $d_s$
End

Output:
Average $S$ model predictions  
Combine model outputs by mean.
Return ensemble prediction

Random Subspace
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Chapter 2

Ensemble Methods for Advanced Skier Days Prediction

"Prediction is very difficult, especially if it's about the future."
Niels Bohr

The tourism industry has long utilized statistical and time series analysis, as well as machine learning techniques to forecast leisure activity demand. However, there has been limited research and application of ensemble methods with respect to leisure demand prediction. The research presented in this paper appears to be the first to compare the predictive power of ensemble models developed from multiple linear regression (MLR), classification and regression trees (CART) and artificial neural networks (ANN), utilizing local, regional, and national data to model skier days. This research also concentrates on skier days prediction at a micro as opposed to a macro level where most of the tourism applications of machine learning techniques have occurred. While the ANN model accuracy improvements over the MLR and CART models were expected, the significant accuracy improvements attained by the ensemble models are notable. This research extends and generalizes previous ensemble methods research by developing new models for skier days prediction using data from a ski resort in the state of Utah, United States.

Keyword: Ensemble learning; data mining; forecasting; skier days.

1. Introduction

Over the past two decades, consumer travel behavior and patterns have changed. The length of both the traditional family vacation and the associated planning horizon has significantly decreased (Zalatan, 1996; Luzadder, 2005; Montgomery, 2012). This trend is specifically evident with respect to snow skiing leisure activities at North American ski resorts. According to John Montgomery, managing director with Horwath HTL, a leading consulting firm in the hospitality industry, “if you booked a family ski trip 10 years ago, it was for a Saturday to Saturday block. Come hell or high water you were going.” However, extended family ski vacations are now the rarity while shorter trips planned several days before departure have become quite common (Montgomery, 2012). This change is at least partially due to the Internet providing potential travelers with immediate travel decision information about snow conditions and last minute travel promotions.

Management at ski resorts must continue to adapt to these changing travel patterns by employing accurate demand forecasting techniques which, in turn, influence resort capacity planning.
operations. The tourism industry has long utilized statistical and time series analysis, as well as machine learning techniques to forecast leisure activity demand. However, there has been limited research and application of ensemble methods with respect to leisure demand prediction. This research uses local, regional, and national data to construct a skier days prediction model for a Utah-based ski resort. A skier day is the skiing industry standard metric for a single skier or snowboarder visit at one resort for any amount of time during one day (www.nsaa.org). We illustrate the predictive accuracy of forecasting models developed from multiple linear regression, classification and regression trees, and artificial neural networks techniques and demonstrate how prediction accuracies from these models may be increased by utilizing ensemble learning methods.

The 2009/2010 North American ski industry (North American Industry Classification System 71392) season counted nearly 60 million skier days, representing an approximate $16.305B industry (Mintel Marketing Database, 2010). As illustrated in Exhibit 2.1, this mature industry, is characterized by limited skier day growth, with only a 1.374% compounded annual growth rate over the last thirty years. As the 2007/2010 economic recession eroded consumer discretionary income (www.nsaa.org), competition within the skiing industry became even more aggressive. To sustain a long-term competitive advantage, individual ski resorts must provide superior experiences, high quality ancillary services (e.g., food services, lodging and sleigh rides) and year round outdoor activities all of which are predicated on accurate skier days and ancillary services estimates.
The remainder of this paper is organized as follows. Section 2 provides a literature review and overview of ensemble methods. Section 3 discusses the unique contributions of this work. The method and research design implementations are described in section 4. Section 5 provides a detailed discussion of the research results while section 6 presents managerial implications and future directions.

2. Literature review

The following section provides an overview of tourism forecasting research and the subsequent section presents background information on ensemble learning methods.

2.1. Related research

A significant theme of leisure or hospitality research published over the last two decades is the application of a wide array of forecasting techniques, such as time series analysis, econometric modeling, machine learning methods, and qualitative approaches for modeling tourism demand (Song and Li, 2008). Several comprehensive survey articles concentrating on tourism demand modeling have been published, each providing coverage of the forecasting method(s) utilized by the cited authors (Song and Li, 2008; Li, et al., 2005; Lim, 1999). While there is limited research on tourism demand forecast combination or ensemble learning methods contained in these survey articles, Song, et al. (2009) as well as Oh and Morzuch (2005) make excellent cases for combining tourism demand forecasts. Song, et al. demonstrated that a single forecast formed by averaging a set of forecasts for inbound Hong Kong tourism will, by definition, be more accurate than the least accurate forecast, thus mitigating some forecasting risk. Oh and Morzuch (2005) provided a similar argument by illustrating how a forecast created by combining several time series forecasts for Singapore tourism outperformed the least accurate forecast and, in some situations, was more accurate than the most accurate individual forecast.

Table 2.1 is a concise list of highly cited tourism forecasting articles that apply MLR, CART or ANN modeling techniques and is indicative of the limited nature of current academic literature with
a micro economic research focus. Also note that Table 2.1 contains only five prior articles related to skier days forecast, with two articles utilizing MLR and none applying ANN, CART, or ensemble techniques. This is also indicative of the limited availability of ski resort management research. The present study addresses this gap in research where the bulk of existing research emphasis is on classification models and not prediction modeling. To the best of our knowledge, this is the only research applying ensemble methods in skier days forecasting.

<table>
<thead>
<tr>
<th>Author</th>
<th>Forecasting Method</th>
<th>Forecast Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uysal and Roubi, 1999</td>
<td>Multiple regression, ANN</td>
<td>Tourist arrivals, Canadian inbound to U.S., aggregate</td>
</tr>
<tr>
<td>Law, 2000</td>
<td>ANN</td>
<td>Tourist arrivals, inbound to Taiwan, aggregate</td>
</tr>
<tr>
<td>Burger, et al., 2001</td>
<td>ANN, moving average, multiple regression, ARIMA</td>
<td>Tourist arrivals, inbound to Durban South Africa, aggregate</td>
</tr>
<tr>
<td>Tan, et al., 2002</td>
<td>Multiple regression, economic models</td>
<td>Tourist arrivals, inbound to Indonesia, Malaysia, aggregate</td>
</tr>
<tr>
<td>Cho, 2003</td>
<td>Exponential smoothing, ARIMA, ANN</td>
<td>Tourist arrivals, inbound to Hong Kong, aggregate</td>
</tr>
<tr>
<td>Hu, et al., 2004</td>
<td>Moving average, multiple regression, exponential smoothing</td>
<td>Restaurant customer arrivals, Las Vegas, U.S., local</td>
</tr>
<tr>
<td>Kon and Turner, 2005</td>
<td>ANN, exponential Smoothing, basic structural method</td>
<td>Tourist arrivals, inbound to Singapore, aggregate</td>
</tr>
<tr>
<td>Naude and Saayman, 2005</td>
<td>Multiple regression</td>
<td>Tourist arrivals, inbound to South Africa, aggregate</td>
</tr>
<tr>
<td>Pai and Hong, 2005</td>
<td>ANN, ARIMA, SVM</td>
<td>Tourist arrivals, inbound to Barbados, aggregate</td>
</tr>
<tr>
<td>Patsouratis, et al., 2005</td>
<td>Multiple regression, economic models</td>
<td>Tourist arrivals, inbound to Greece, aggregate</td>
</tr>
<tr>
<td>Palmer and Montano, 2006</td>
<td>ANN</td>
<td>Travel tourism, inbound to Balearic Islands, aggregate</td>
</tr>
<tr>
<td>Chen, 2011</td>
<td>Linear, nonlinear statistical models</td>
<td>Tourist arrivals, outbound from Taiwan, aggregate</td>
</tr>
<tr>
<td>Shih, et al., 2009</td>
<td>Multiple regression</td>
<td>Skier days, inbound to Michigan, U.S., local</td>
</tr>
<tr>
<td>Hamilton et al., 2007</td>
<td>Multiple regression, ARMAX</td>
<td>Skiers days for New England ski resorts</td>
</tr>
<tr>
<td>Riddington, 2002</td>
<td>Learning curve, time varying parameter</td>
<td>Skiers days, outbound to Europe from U.K., aggregate</td>
</tr>
<tr>
<td>Perdue, 2002</td>
<td>ANOVA, economic models</td>
<td>Skier days, inbound to Colorado, U.S., local</td>
</tr>
<tr>
<td>Pullman and Thompson, 2002</td>
<td>Multiple regression</td>
<td>Skier days, inbound to Utah, U.S., local</td>
</tr>
<tr>
<td>This research</td>
<td>Multiple regression, ANN, CART, ensembles</td>
<td>Skier days, inbound to Utah, U.S., local</td>
</tr>
</tbody>
</table>

Table 2.1. Related Research

2.2. Ensemble methods overview

There is extensive supporting literature for the use of data mining techniques with respect to the
leisure industry. However, there is substantially less research advocating ensemble learning techniques such as bagging, boosting, random subspace, and stacked generalization; all of which offer some of the most promising opportunities for development and refinement of leisure demand estimation (Chen, 2011).

Boosting was developed by Schapire (1990) and is one of the most popular and powerful forms of ensemble learning. Based on data resampling, classification or prediction models are successively created starting from a weak model and then misclassified observations or inaccurate predictions are given more weight for the next model generation iteration (Schapire, 1990).

In 1995 Dietterich and Kong published a seminal article that provided much needed supporting theory for the superior performance of ensemble learning over a single classifier by adapting statistical bias-variance decomposition to ensemble learning (Dietterich and Kong, 1995). In 1996, Freund and Schapire developed AdaBoost, a significant refinement of the original boosting algorithm, with extensions for multinomial classification and ratio data prediction problems (Freund and Schapire, 1996). Bootstrap aggregation or bagging is one of the most widely used ensemble learning techniques because of ease of implementation, low model complexity and comparative high levels of learning accuracy. N bootstrap replicas of the training data set are created and trained. For classification, a majority vote is taken to determine the winning class for each observation. Averaging is used for numeric prediction (Breiman, 1996). Similar to bagging, Major and Ragsdale introduced weighted majority aggregation which assigns different weights to the individual classifiers with respect to their votes (Major and Ragsdale, 2000; Major and Ragsdale, 2001).

Stacked generalization or stacking is one of the earliest hierarchical methods of ensemble learning (Wolpert, 1992). Typically a two-tier learning algorithm, stacking directs the output from different types of prediction or classification models, (e.g., ANN combined with Naïve Bayes), and then applies these outputs as inputs to a meta learning algorithm for aggregation. Stacking has been empirically shown to consistently outperform bagging and boosting, but has seen the least academic research (Witten, et al., 2011).

Breiman, Dietterich and Schapire all include a basic source of randomness in their ensemble
algorithms to create diversity among the ensemble set. Ho (1998) introduced an additional technique to add model diversity with the random subspace ensemble method, where a different subset, or feature selection, of the full feature space is used for training each individual machine learner. A synthesis of this literature indicates that ensemble machine learning methods can be generally grouped by the method that individual classifiers are created or the method used to aggregate a set of classifiers.

3. Research contribution

The motivation behind this research is the development of a more effective and objective method for estimating skier days for ski resorts by applying ensemble learning methods to MLR, CART and ANN forecasting models. As detailed in Table 2.1, tourism demand is modeled at a macroeconomic (i.e. “aggregate”, multiple ski resort) level in the majority of the articles, whereas this research makes a contribution by modeling skier days at a microeconomic (i.e. “local”, single ski resort) level, thus providing a more customized forecast to resort management similar to Hamilton, et al., (Hamilton, et al., 2007). Determining the most appropriate forecasting strategy for a specific service organization is a top level decision that helps match available capacity with customer demand. Owing to the nature of services, capacity planning for many leisure organizations is often more difficult than for manufacturers, which is certainly the case for the ski resort industry (Mill, 2008). Manufacturers can manage capacity by analyzing long-term forecasts and respond by building inventory buffers as needed. In contrast, service organizations must quickly react to weekly and daily demand variations and on occasion, to time of day volatility, without the benefit of an inventory buffer.

In fact, forecasting the daily volatility in demand is a crucial business problem facing most North American ski resorts and thus, a tactical or operational issue. Forecasting strategic long-term skier days demand, as illustrated in Exhibit 2.1, on the other hand, is rather straightforward since it has been flat for approximately twenty years (www.nsaa.org). Both daily and weekly skier days forecasts are essential inputs for operational decisions, (e.g., the number of lifts to operate, the required number of lift attendants, which slopes to groom and the level of ski rental staffing), that attempt to balance a resort’s lift capacity with downhill skier density.
Table 2.2 illustrates the three principal operational metrics for four prominent ski resorts located in the United States, in the state of Utah. These four resorts are direct competitors and all share adjacent ski area boundaries. Lift capacity per hour and skiable terrain are typically stated at their maximum and are frequently quoted as a competitive advantage in promotional material. In contrast, skier density, which is calculated by dividing lift capacity per hour by skiable terrain, represents the potential of overcrowding and is rarely publicized (Mills, 2008). As shown in Table 2.2, Solitude Mountain Resort, discussed in more detail later in the paper, has a much higher skier density metric than its three direct competitors. Solitude Mountain Resorts takes pride in its lift capacity, however the resort must consider the negative impact of possible overcrowding the skiing terrain and over utilization of the base area amenities. It follows that more efficient utilization of resources and improved capacity planning can drive higher skier satisfaction and thus higher revenues (Stevenson, 2012).

<table>
<thead>
<tr>
<th>Resort Name</th>
<th>Lift Capacity Skiers Per Hour</th>
<th>Skiable Terrain in Acres</th>
<th>Skier Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snowbird Ski Resort</td>
<td>17,400</td>
<td>2,500</td>
<td>6.96</td>
</tr>
<tr>
<td>Solitude Mountain Resort</td>
<td>14,450</td>
<td>1,200</td>
<td>12.04</td>
</tr>
<tr>
<td>Alta Ski Lifts</td>
<td>11,248</td>
<td>2,200</td>
<td>5.11</td>
</tr>
<tr>
<td>Brighton Ski Resort</td>
<td>10,100</td>
<td>1,050</td>
<td>9.62</td>
</tr>
</tbody>
</table>

Table 2.2. Ski Area Direct Competitor Comparison

This research primarily takes a data mining perspective and focuses on improving the prediction accuracy on new observations while acknowledging the classic statistical goal of creating a good explanatory model. Previous empirical research (Law, 2000; Palmer, et al., 2006; Cho, 2003) has consistently shown the improved demand prediction accuracy of ANN when compared to traditional multivariate modeling techniques such as MLR and CART. Several ensemble learning methods are subsequently applied to the MLR, CART and ANN models and are shown to improve predictive accuracy. This research specifically demonstrates the advantages of ensemble methods when compared to the results from a single prediction model.

4. Methodology
The following section discusses the independent and dependent variable selection process, data set characteristics, base classifiers, and ensemble methods used in our analysis.
4.1. Initial variable set

The dependent variable in this research project is skier days, an industry standard attendance metric that all ski resort managers assess on a daily basis throughout their ski season. Exhibit 2.2 illustrates mean skier days (with 90th and 10th percentiles) by day of week for seasons 2003 to 2009 for Solitude Mountain Resort in Utah (www.skisolitude.com). Solitude Mountain Resort is an award-winning medium size resort with respect to ski terrain and total skier days and is world renowned for its consistent and abundant snowfall. While still relatively flat compared to other leisure activities, the state of Utah experienced a 2.88% compounded annual growth rate (CAGR) in skier days over the same time period covered by Exhibit 2.1, which is more than double the national CAGR. According to the Utah Governor’s Office of Planning and Budget, consistent snowfall, relatively moderate pricing, and ease of access to resorts are the primary drivers for the state’s consistent growth in skier days (http://governor.utah.gov/DEA/ERG/2010ERG.pdf, 2010).

Several forms of the skier days dependent variable were utilized in the exploratory phase of our model building. Dependent variables representing two, three, four, and five day leading skier days were generated by shifting forward the actual skier days value by each of these specific lead amounts. For example, in a two day leading skier days model, a record of independent variables for a Monday would contain the actual skier days (dependent variable) from two days forward, i.e., Wednesday. These four outlook horizons (i.e. two, three, four and five days in the future) are explored because ski resort managers can benefit from an operational planning horizon longer than the one day afforded by a next day prediction (Mills, 2008; King, 2010).

Exhibit 2.2 also shows that daily skier days follow a weekly cyclical pattern, along with high variability for each day of the week. With this complex skier days demand pattern, one can easily understand how difficult accurate skier days estimation and planning activities are for ski resort management (Clifford, 2002). A review of the literature and personal discussions with ski resort management at several North American resorts supports the premise that skier days, as in most consumer demand scenarios, is a function of economic variables, along with weather-related drivers, and a set of control variables that model specific contextual phenomena (Shih, et al., 2009).
An extensive list of possible independent variables was explored, resulting in an initial set of independent variables outlined in Table 2.3. In the exploratory phase, there were 23 independent variables and 2 interaction variable combinations. The use of this initial set of independent variables is supported by previous research (Pullman and Thompson, 2002; Hamilton, et al., 2007; Shih, et al., 2009; Chen, 2011) and includes several independent variable recommendations by Solitude Mountain Resort management. One possible limitation of this research is the different measurement time periods of the economic variables. While different measurement scales are not ideal, the variable selection methodology employed by subsequent ensemble analysis will determine if the potential explanatory benefits provided by these variables are significant.

**Exhibit 2.2. Skier Days Patterns**

The management team from Solitude Mountain Resort provided the skier days data over the research time frame. The resort also provided climate related data for year-to-date snowfall, current snow depth, daily new snowfall measurements, and mean daily temperature. Year-to-date snowfall is defined as the cumulative snowfall from the season opening date up to and including a specific day of the season. Current snow depth is defined as the unpacked snow depth at a mid-mountain resort location within a restricted area for a given date. Exhibit 2.3 provides a comparison of skier days versus current snow depth and lends support to the explanatory value of current snow as an independent variable in this research. New snow fall is measured over a twenty-four hour lag, from the previous settled snow depth. These measurements are in inches and are based on National Oceanic and Atmospheric Administration suggested guidelines, although actual resort practices can be subjective at times. The mean daily temperature in Fahrenheit for each observation is calculated by averaging a one day lag of the maximum and minimum daily temperature reading collected by
the Powderhorn measurement station located within the resort and disseminated by the Utah State Climate Center.

<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>Variable Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year To Date (Y.T.D.) Snowfall</td>
<td></td>
</tr>
<tr>
<td>Current Snow Depth</td>
<td></td>
</tr>
<tr>
<td>New Snow Fall</td>
<td>Weather</td>
</tr>
<tr>
<td>Average Daily Temperature</td>
<td></td>
</tr>
<tr>
<td>Avg. Daily Temp. x New Snow Fall</td>
<td></td>
</tr>
<tr>
<td>Avg. Daily Temp. x Current Snow Depth</td>
<td></td>
</tr>
<tr>
<td>Average National Airfare</td>
<td></td>
</tr>
<tr>
<td>U.S. Unemployment Rate</td>
<td>Economic</td>
</tr>
<tr>
<td>U.S. Consumer Price Index</td>
<td></td>
</tr>
<tr>
<td>U.S. Consumer Sentiment Index</td>
<td></td>
</tr>
<tr>
<td>Gas Prices Rocky Mountain Region</td>
<td></td>
</tr>
<tr>
<td>Day of Week Indicator</td>
<td></td>
</tr>
<tr>
<td>Season Indicator, Current Day</td>
<td></td>
</tr>
<tr>
<td>Holiday Indicator, Current Day</td>
<td></td>
</tr>
<tr>
<td>Leading Holiday Indicator, Outlook Day</td>
<td>Time Dimension</td>
</tr>
<tr>
<td>Leading Season Indicator, Outlook Day</td>
<td></td>
</tr>
<tr>
<td>Day Number of Season</td>
<td></td>
</tr>
<tr>
<td>Squared Day of Season (Quadratic term)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.3. Initial Independent Variable Set**

Five economic factors were included in the initial independent variable set as follows: average national airfare, prices for retail grade gasoline in the Rocky Mountain region of the U.S, the U.S. employment rate, the U.S. Consumer Price Index (CPI), and the Consumer Sentiment Index (CSI). The average national airfare, defined as the mean price of an economy class ticket, is calculated on a quarterly basis by the U.S. Department of Transportation and was included in the pool of potential independent variables using a three month lag (http://www.rita.dot.gov/, 2012). The weekly mean retail gasoline price for the Rocky Mountain region, provided by the U.S. Department of Energy, reflects period ground transportation cost (http://www.eia.gov/, 2012). The U.S. Unemployment Rate functions as a possible proxy for current income and future discretionary income. The CPI reflects monthly changes in price levels for a consumer market basket of goods. The CPI contains a leisure activity expenditure component, which varies depending on available discretionary income. Thus, a sudden increase in the U.S. Unemployment Rate or the CPI, *ceteris paribus*, shifts discretionary income away from leisure expenditures (McGuigan et al., 2008). The CSI, calculated monthly by the University of Michigan, is a measurement of perceived consumer control over his or her current economic state and in this research project functions as a proxy for current and future income.
Indicator variables, which measure possible categorical time effects, are included in the initial variable set because most ski resorts experience large fluctuations in skier days during their ski season. Six binary variables are used to model the seven days of the week. Two binary variables are used to model the three ski seasons: early, regular, and spring. One binary variable is required to model the combined holiday periods of Christmas week including New Year’s Day and President’s Day Weekend which includes Friday and Monday. An additional binary variable is needed to model whether the outlook (prediction) day actually falls in the holiday period. For example, if today is December 20th (“Holiday Type” = 0, for current day), and we are predicting 5 days ahead (“5 day lead”), then the outlook (prediction) day is December 25th (which sets “5 Day Lead Holiday Indicator” = 1, since the target day is Christmas). Similarly, two binary variables are needed to model which ski season (early, regular, and spring) the outlook (prediction) day falls into. The logic behind the use of these outlook variables is that the attributes of the target or outlook day are known.
in advance by skiers and are probably taken into consideration in their skiing decision. Lastly, the numerical day of the season and its square are used to model the nonlinear trend aspects of the data set.

4.2. Data set description

The data set represents Solitude Mountain Resort’s ski seasons from 2003-2004 until 2008-2009 and contains 908 skier days observations. Solitude Mountain Resort operates an automated RFID terrain access system which controls skier entry to the slope system and also compiles skier days and other tracking metrics. Although not a strict time series data set because of time gaps between ski seasons, it is a representative data sample that covers several different economic time periods (Pullman and Thompson, 2002). The data set is large enough that it easily meets the ratio of observations to independent variables requirement of \(129 (104+k)\) observations where \(k\) is the number of independent variables (Tabachnick, et al., 2000).

A representative sample of the data set is shown in Exhibit 2.4 which provides an illustration of how a specific record contains continuous, integer and categorical variables.

4.3. Multiple regression

Given an initial set of possible independent variables, there are several search methods for developing a multiple regression model. This section discusses the steps followed to select a set of final independent variables from the exploratory independent variable pool. The selection of independent variables is an important consideration because there is typically a tradeoff between developing a complex multiple regression model that explains most of the variation in the dependent variable and a more parsimonious model that is easier to operationalize in an applied business setting (Ott and Longnecker, 2001).

Three widely used variable selection heuristics in business analytics and data mining are stepwise regression, forward selection and backward elimination. These three search methods use slightly
different search logic and typically develop somewhat similar models. Stepwise regression starts with one predictor and adds or removes predictors in a step-by-step method based on a model fit criteria. Forward selection starts with one predictor that has the largest $p$ value and adds predictors one at a time, given a minimal entry criterion. Once a predictor is included in the model, it is never removed.

Backward elimination, the search method applied in this research, is essentially a compromise between the two previously discussed methods. This algorithm starts with the full model and determines whether there are any nonsignificant predictor variables present and, if so, the predictor with the smallest nonsignificant $p$ value is dropped from the model. The algorithm cycles again, until all independent variables are significant at a predetermined alpha level.

The model building process was started by creating an additive model containing all 23 predictor variables plus 2 interaction terms. The interaction terms are Average Daily Temperature x Current Snow Depth and Average Daily Temperature x New Snow Fall (as we assumed that average daily temperature interacts with or confounds the current snow level, and possibly causes snow fall to accumulate at different rates). A backward elimination regression was performed using the 25 independent variables illustrated in Table 2.3 for each of the four variants of the skier days dependent variable. The attributes were normalized, using a standard Z transformation, to allow beta coefficient comparison and ranking.

4.4. Artificial neural networks

An ANN is a nonlinear statistical modeling tool used in classification or prediction problems as well as other data mining applications (Yi and Prybutok, 2001). ANNs originated in the field on artificial intelligence and are all-purpose mapping functions that excel on highly nonlinear problems and environments (Fausett, L. V., 1994). The connection with artificial intelligence applications is that given a set of input variables, the ANN is able to “learn” through many iterations of trial and error an approximate mapping from a set of input variables to one or more output variables. An example of an ANN, which consists of nodes that are interconnected by weighted links, is shown in Exhibit 2.5.

An ANN mimics the functions of biological neurons, synapses and neurotransmitters. In a nutshell, data is “fired” from the neurons (nodes) along the synapse paths (arcs) with a degree of intensity
produced by the neurotransmitters (weights). Each neuron computes the weighted sum of all the data transmitted to it and computes a response value that is transmitted to one or more other neurons. An S shaped (sigmoidal) transfer function is commonly used and allows each neuron to act like a mini nonlinear function that models a small piece of the total problem (Turban, et al., 2007).

Neural networks can exhibit high accuracy when designed correctly, fast computational speed on new observations once trained, and an intuitive ease of use when implemented with dedicated software packages or Microsoft Excel Add-ins (Paliwal and Kumar, 2009). Due to their interconnected design, neural networks can implicitly model all possible variable interactions (Han and Kamber, 2006). While ANNs have proven to be a powerful predictive tool in numerous business situations, they do have several limitations that discourage their acceptance and implementation. One disadvantage is low explainability, meaning the modeler cannot easily describe how the predictions are derived (Uysal and Roubi, 1999). Additionally, ANNs require a large non-sparse data set for training and calibration purposes (Fausett, 1994).

Feed forward multi-layer ANNs, as illustrated in Exhibit 2.5, along with back propagation supervised learning are widely used for classification and prediction problems (Fausett, 1994; Law, 2000). The back propagation learning algorithm is a gradient descent method that trains the ANN in an iterative manner by minimizing prediction error, using the partial derivatives of the error function for each hidden node (Das, et al., 2009).

The real power of an ANN comes from the addition of a hidden layer and its ability to model
complex interactions such as the Exclusive Or (XOR) relationship. Without a hidden layer an ANN would basically function like a linear multiple regression model. Typically only one hidden layer is required by a back propagation ANN to model any nonlinear function (Fausett, 1994). However, there are issues that a modeler must consider associated with the actual number of hidden nodes to include in an ANN. If there are too few hidden nodes in the hidden layer, the overall network cannot adequately learn or fit the training patterns. If there are too many nodes in the hidden layer, the network can over-fit the training pattern, inhibiting the ability of an ANN to generalize to new data.

A widely used heuristic for determining the number of hidden nodes is to add 1 to the number of model inputs (Das, et al., 2009). Another popular hidden node guideline, available as the default value in several data mining software packages, is to add the number of input variables to the number of output variables and divide by two (Witten, et al., 2011). The interaction variables listed in Table 2.3 are not needed because ANNs implicitly model all interaction variable combinations. Thus, the guideline of adding the number of input nodes plus one as suggested by Das, et al equals 24 nodes for this research (Das, et al., 2009), while the guideline provided by Witten, et al., of adding the number of inputs nodes to the number of output nodes and dividing by two equals 12 nodes. Exploratory ANN models were created based on each leading day dependent variable and using both a 12 and 24 node hidden layer. We applied ten-fold cross validation while training an ANN, thus 90% of the data set is available during each validation fold. All model results were very similar, and the decision was made to side with the concept of parsimony and follow the Witten, et al. guideline for 12 hidden nodes. As a result, the ANN model in this research is fully connected, without any recursive node connections, and takes a 23:12:1 architecture, meaning that it has 23 input nodes for the independent variables, 12 nodes in 1 hidden layer and 1 output node for the dependent variable. The default modeling parameters, such as the learning rate (=0.3), momentum rate (=0.2), and number of epochs (=500), where used.

4.5. Classification and Regression Trees
A classification and regression tree is a specific form of decision tree that can be used for both classification of a categorical variable and prediction of a continuous variable (Nisbet, et al.; 2009). Breiman, et al., developed CART in 1984 as method of classifying high risk heart patients for the University of California, San Diego Medical Center. This seminal work introduced structured tree-
based modeling to the statistical mainstream audience. CART is one of many popular decision tree modeling algorithms which include CHAID, ID3, C4.5 and C5.

A decision tree is a data structure consisting of splitting nodes, decision branches, and leaf nodes that uses a hierarchical sorting process to group records from a data set into increasingly homogeneous groups. The decision tree algorithm recursively partitions the data set based on a goodness of fit metric derived from each attribute contained in the data set where the attribute with the best goodness of fit metric is used as the root node of the tree. Several decision tree algorithms support multinomial splits, while CART is restricted to binary splits. There are two widely used goodness of fit metrics for ranking attributes that best partition a data set. Both metrics, Information Gain (Hunt, et al., 1966) and the Gini Index (Breiman, et al., 1984), measure the change in homogeneity of a partitioned set, however they have quite differing origins. Information Gain was created as an entropy measurement from information theory while the Gini Index was developed as an economic measure of population diversity. The sum of squared error is typically used for partitioning continuous attributes.

There are four general steps that must be completed to construct a tree using CART. The first step is to compute a goodness of fit metric on each value from each attribute and rank each attribute by the increase in homogeneity or purity of each partition. After the ranking is complete, the attribute with the largest increase is designated as the root node attribute. The second step is to continue partitioning the data set into a maximal tree with the goal of producing pure final nodes, also called leaf nodes. Other stopping conditions for tree growing are stopping at a maximum level and stopping when a stated fraction of observations are contained in each leaf. The third step involves pruning some of the previous tree growth to prevent overfitting. The last step is an optimization process that requires the use of cross validation techniques to compare training and testing data set accuracy. When pruning back a level, the accuracy of both the training and testing data sets are compared and pruning continues until the best accuracy of the testing data set is found. One interesting advantage of decision trees is that the partitioning process automatically performs attribute ranking and selection for the researcher. The root node attribute provides the most discriminating power when partitioning the data set and subsequent tree level nodes provide decreasing discriminating power. Decision trees bring valuable diversity to ensemble models.
because slight changes to the data set can create significantly different predictive models.

4.6. Ensemble methods

The predictive accuracy of individual forecasting methods can be improved by applying numerous ensemble learning strategies developed over the last several decades, such as voting methods, bagging, random subspace, and stacking. This research compares the predictive accuracy of these four well known ensemble methods with those of individual MLR, CART and ANN models. These four ensembles where selected based on their extensive research streams as well as being representative of common themes synthesized from several taxonomies reflected in the literature (Kuncheva, 2004; Kantardzic, 2011; Witten, et al., 2011; Rokach, 2009).

This research further generalizes and provides a concise taxonomy of ensemble methods that consists of four ensemble grouping dimensions as depicted in Table 2.4. The training set sampling dimension refers to how a data set is sampled to create training and test data sets, while the attribute subset sampling dimension describes how to sample and construct variable or feature subsets. The algorithm combination dimension focuses on whether one type or multiple types of prediction or classifier models are used for the ensemble, and the decision combination dimension details how outputs or decisions from the models are combined. This research uses the representative ensembles as described in Table 2.4.

<table>
<thead>
<tr>
<th>Ensemble Dimension</th>
<th>Methods</th>
<th>Ensembles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set sampling</td>
<td>Boot strap, disjoint stratified</td>
<td>Bagging</td>
</tr>
<tr>
<td>Attribute subset sampling</td>
<td>Input space subsets</td>
<td>Random subspace</td>
</tr>
<tr>
<td>Algorithm combination</td>
<td>Single or multiple case(s)</td>
<td>Stacking</td>
</tr>
<tr>
<td>Decision combination</td>
<td>Fusion, selection</td>
<td>Vote</td>
</tr>
</tbody>
</table>

Table 2.4. Ensemble Taxonomy

Boot strap aggregation, more commonly known as bagging, is a scheme that takes the original data set $D$, randomly partitions it into training $D_{Train}$ and test $D_{Test}$ sets and creates new training data sets the same size as the original data set $D_{Train}$ by resampling with replacement (Breiman, 1996). Bagging has been shown to effectively improve prediction accuracy in numerous empirical studies (Kim and Kang, 2010; Sun, et al., 2011; Das, et al., 2009; Kim, 2009) when weak base prediction models are utilized. Weak or unstable prediction models, such as ANN, decision trees, and subset selection regression, show large changes in predictions or classification
results when small changes to training data sets occur (Breiman, 1996). There are several parameters that must be set for bagging. In this research, the bootstrap sample ratio for testing is the standard 33% and the number of individual prediction models in the ensemble set is set to 25. The same model architectures developed for the MLR, CART and the ANN analysis are utilized as model inputs for the bagging algorithm. The pseudo-code is shown in Exhibit 2.6.

### Input:

- Data set $D = [(x_1, y_1), (x_2, y_2), ... , (x_n, y_n)]$  
  - $x_i$: attribute vectors, $n$: observations, $y_i$: predictions.
- Base classification algorithm, $d$: Define base learning algorithm.
- Ensemble size, $S$: Number of training loops.

### For $s = 1$ to $S$

- $D_s = \text{BootstrapSample}(D)$: Create bootstrap sample from $D$.
- $d_s = \text{CreateBaseLearnerModels}(D_s)$: Create base models from bootstrap samples.
- Make model prediction $d_s$.
- Save model prediction $d_s$.

### Output:

- Average $S$ model predictions: Combine model outputs by mean.
- Return ensemble prediction

---

**Exhibit 2.6. Boot Strap Aggregation Pseudo-code**

Random subspace is a training set creation strategy based on stochastic discrimination theory that takes random samples of the feature or variable set to construct new training sets of a predetermined size for each prediction model included in the ensemble (Ho, 1998). For example, if a training data set contains five variables, V1, V2, V3, V4, and V5, several equal sized subsets can be created such as {V1, V2, V3}, {V2, V3, V4}, { V1, V4, V5} and so forth. As previously discussed, the accuracy improvement provided by ensemble methods as compared to a single prediction model, is the direct result of randomization and diversity provided by weak prediction models. Stable prediction models or classifiers generally do not benefit from ensemble methods because their outputs are insensitive to training set sampling methods. The random subspace technique takes this issue into consideration and works by randomizing the feature set as opposed to randomizing individual data set observations. This strategy can increase the ensemble accuracy by creating diversity when training each model on a different feature subset. Ho indicates that good accuracy is achieved when the subset size is equal to roughly half the original feature set size (Ho, 1998). In this research, the number of prediction models contained in the ensemble is 25, the same as bagging. The final number of independent variables selected by the backward elimination regression analysis will determine the
subset size parameter. The pseudo-code is shown in Exhibit 2.7.

```
Input:
Data set $D = [(X_1, y_1), (X_2, y_2), ..., (X_n, y_n)]$
Ensemble size, $S$
Subspace dimension, $A$
For $i = 1$ to $S$
  $SS_i = \text{CreateRandomSubSpace}(D, A)$
  $d_i = \text{CreateBaseLearnerModels}(D_i)$
  Make model prediction $d_i$
  Save model prediction $d_i$
End
Output:
Average $S$ model predictions
Return ensemble prediction
```

Exhibit 2.7. Random Subspace Pseudo-code

Stacked generalization or stacking is an ensemble method that combines classifiers of different types, in contrast to combining the results of many classifiers of the same type such as bagging. It is a hierarchical approach where the outputs from base prediction models are used, along with the original correct predictions or class tags as inputs to a higher level model known as a meta learner. The meta learner learns which set of base level prediction models provides the most accuracy and determines the weight of each model to aggregate into a final prediction. In this research the base level models used in the stacking ensembles are the MLR, CART and ANN models. Meta learner model selection is difficult to determine and even described as a “black art” by David Wolpert in his seminal work (Wolpert, 1992). Wolpert indicated that a simple linear model such as linear regression works best at the meta learner classification or prediction task because the majority of the prediction or classification efforts is completed by the base learner models (Wolpert, 1992). Ting and Witten suggested that an ANN could also be an effective base learner model (Ting and Witten, 1999). In this research, the MLR, CART and ANN models are each embedded as a meta learner, resulting with three instances of a stacking ensemble model. The pseudo-code is shown in Exhibit 2.8.

Voting is one of the most intuitive and simplest methods of combining prediction model outputs. When confined to a literal definition, voting is not an ensemble method since the scheme does not contribute to base model generation; however, voting is typically used as a baseline measure for ensemble comparisons because it is independent of both the data and base models. For a categorical dependent variable, a plurality vote (frequently mistaken as a majority vote) or the class with the
highest count is the ensemble output. Weighted voting, a more general voting rule, allows a modeler to place more weight on models that have higher accuracy, based on prior domain knowledge, and thus lessen the chance of selecting an inaccurate model (Major and Ragsdale, 2001). For a continuous dependent variable, algebraic operations such as the mean, median, weighted mean, minimum, maximum, and product can be utilized as the combination rule (Witten, et al., 2011). As previously discussed, when independent prediction models, each with accuracy better than a random guess, are combined using voting, the combined accuracy increases as the number of prediction models increase (Han and Kamber, 2006). The pseudo-code is shown in Exhibit 2.9. 

The three single model architectures developed in previous sections (i.e., MLR, ANN and CART) were used with the four ensemble methods (i.e., bagging, random subspace, stacking, and voting) as discussed in Section 4.6., resulting in ten specific ensemble implementations as depicted in Exhibit 2.10. Specifically, there are three bagging instances, three random subset instances, three stacking instances and one voting instance. All ten ensembles applied a hold out sample validation method, reserving 33% of the data for the testing set. Each ensemble model instance was cycled ten times and the average root mean squared error (RMSE) and $R^2$ on the hold out samples were calculated for model comparison (Witten, et al., 2011).

The bagging and random subspace ensemble methods both require an instance to be created from each of the single models, MLR, ANN and CART. However, stacking and voting ensembles are
created somewhat differently. Three stacking instances were configured with MLR, ANN and CART models simultaneously as base level predictors with each of one of these learners acting as the meta learner, in turn. The one voting instance was configured with the MLR, ANN and CART models being combined as base level learners.

Input:
Data set \( D = [(X_1, y_1), (X_2, y_2), \ldots, (X_n, y_n)] \) \( X_i \) attribute vectors, \( n \) observations, \( y_i \) predictions.

First level classification algorithms, \( d_{1..S} \)
Second level meta learner, \( d_{2nd} \)
For \( s = 1 \) to \( S \)
\[
d_s = \text{CreateFirstLevelModels}(D)
\]
Create first level models from data set \( D \).
End
Output:
Average \( S \) model predictions
Combine model outputs by mean
Return ensemble prediction

Exhibit 2.9. Voting Pseudo-code

CART models simultaneously as base level predictors with each of one of these learners acting as the meta learner, in turn. The one voting instance was configured with the MLR, ANN and CART models being combined as base level learners.

The bagging and random subspace ensembles require, as a parameter, the number of individual base level models to include in the ensemble during runtime. As stated earlier, this research used 25 models per ensemble as suggested by Breiman (Breiman, 1996). Exhibit 2.11 illustrates a 95% prediction interval for the RMSE from a Bagging ensemble of ANNs. Note the downward trend of the RMSE and the beginning of convergence at 25 ensembles. Although these results are not guaranteed, they do support Breiman’s findings. The random subspace ensemble technique also requires, as a parameter, the size of the attribute subspace to use for each model contained in the ensemble. As suggest by Ho (Ho, 1998) 50% of the attribute set was included in each ensemble instance utilizing a random subset method. Both the stacking and voting ensembles do not require any specific parameters, other than the parameters required for the previously developed single
model architecture.

While on the surface, these techniques may appear complex, they can be implemented easily using modern software (RapidMiner, SAS Enterprise Miner, etc.), achieve more predictive accuracy than highly specialized and tailored stand-alone prediction algorithms, and thus take less time for setup, configuration and training (Lozano and Acuña, 2011). With respect to their No Free Lunch Theorem, Wolpert and Macready state, “there is no one algorithm that induces the most accurate learner in any domain, all the time” (Wolpert and Macready, 1997). In their article, the authors develop a sophisticated quantitative framework that illustrates the tradeoffs that are typically present and required with machine learning problems. If management or academics are only interested in obtaining the highest possible model accuracy, it may be overly time consuming or impractical to determine a single model that outperforms an ensemble of models. Combining predictive models, with the goal of balancing the weaknesses and strengths from each model, is a very active and promising area for data mining research.

5. Results and discussion
The RapidMiner v5.3 data mining platform was utilized for each single model as well as the ensemble analysis in this research project. RapidMiner is an established and well-respected open source data mining package that is feature rich, user friendly, data stream driven and licensed under the AGPL v3 open source licensing program. The platform provides an extensive collection of data set preprocessing features and machine learning algorithms. RapidMiner is a JAVA implementation
and also provides a broad collection of ensemble learning algorithms. Rapid-I maintains a support site and a wiki community (http://rapid-i.com/content/view/181/190/, 2013).

5.1. Regression model results
The multiple regression results, shown in Table 2.5, are based on the mean of 10 cycles through a ten-fold validation as suggested by Witten, et al., (Witten, et al., 2011). It must be noted that the MLR results, based on $R^2$ and RMSE calculations, appear very similar. These results were somewhat unexpected because, intuitively, it would seem that by increasing the leading days, the prediction accuracy would decrease. These results also initiated a discussion with Solitude Mountain resort management to determine which prediction time horizon is most applicable for their operations. The resort management made the case that a three day leading skier days prediction is the most useful for them. Their justification was predicated on weather report accuracy, ability to mobilize staff, and increased certainty related to operational issues such as vendor support, food deliveries, repair requests and highway snow removal.

<table>
<thead>
<tr>
<th>MLR Model</th>
<th>2 Day</th>
<th>3 Day</th>
<th>4 Day</th>
<th>5 Day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. $R^2$</td>
<td>0.612</td>
<td>0.620</td>
<td>0.619</td>
<td>0.617</td>
</tr>
<tr>
<td>Avg. Root Mean Squared Error</td>
<td>455.909</td>
<td>450.319</td>
<td>450.252</td>
<td>450.611</td>
</tr>
</tbody>
</table>

Table 2.5. Regression Model Results

5.2. ANN model results
A major contribution of this research is extending the limited previous research studies on the benefits of utilizing ANN for consumer demand estimation in a leisure activity setting. As shown in Table 2.6, this research indicates a modest drop in average RMSE for each of the leading skier day models when compared to the same MLR model. Table 2.6 also shows a consistent increase in the predictive power, as measured by $R^2$, by modeling the skier days data with an ANN.

<table>
<thead>
<tr>
<th>Model</th>
<th>2 Day</th>
<th>3 Day</th>
<th>4 Day</th>
<th>5 Day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. MLR RMSE</td>
<td>455.909</td>
<td>450.319</td>
<td>450.252</td>
<td>450.611</td>
</tr>
<tr>
<td>Avg. ANN RMSE</td>
<td>409.818</td>
<td>413.135</td>
<td>418.660</td>
<td>408.004</td>
</tr>
<tr>
<td>% Improvement</td>
<td><strong>10.110%</strong></td>
<td><strong>8.257%</strong></td>
<td><strong>7.017%</strong></td>
<td><strong>9.456%</strong></td>
</tr>
<tr>
<td>Avg. MLR $R^2$</td>
<td>0.612</td>
<td>0.620</td>
<td>0.619</td>
<td>0.617</td>
</tr>
<tr>
<td>Avg. ANN $R^2$</td>
<td>0.686</td>
<td>0.681</td>
<td>0.671</td>
<td>0.686</td>
</tr>
<tr>
<td>% Improvement</td>
<td><strong>12.092%</strong></td>
<td><strong>9.839%</strong></td>
<td><strong>8.401%</strong></td>
<td><strong>11.183%</strong></td>
</tr>
</tbody>
</table>

Table 2.6. Comparative Model Results
5.3. Classification and Regression Tree model results

The CART analysis is based on the mean of ten cycles through ten-fold validation. The associated decision tree has nineteen splitting nodes that represent the most discriminating independent variables and the set and order of these independent variables are quite different when compared to the MLR and ANN models. The decision tree has nine levels and terminates with twenty leaf nodes each containing the actual skier days predictions. These results, illustrated in Table 2.7, show improvements in the average RMSE for each CART model over the base MLR models. Similar to both the MLR and ANN results, the $R^2$ and RMSE results for each of the four CART models are very close, with the 3 Day Leading Skiers Days model having the lowest RMSE. However, the CART models did not show any improvement over the ANN results. These results were expected because CART is a nonparametric machine learning technique and is not restricted to the inherent linearity assumed by MLR, and should perform better in a nonlinear environment. However, the limited granularity imposed by binary splitting prevents the CART analysis from reaching the level of RMSE improvement that the ANN models achieves.

<table>
<thead>
<tr>
<th>Model</th>
<th>2 Day</th>
<th>3 Day</th>
<th>4 Day</th>
<th>5 Day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. MLR RMSE</td>
<td>455.909</td>
<td>450.319</td>
<td>450.252</td>
<td>450.611</td>
</tr>
<tr>
<td>Avg. CART RMSE</td>
<td>436.684</td>
<td>431.036</td>
<td>440.741</td>
<td>436.314</td>
</tr>
<tr>
<td>% Improvement</td>
<td>4.217%</td>
<td>4.282%</td>
<td>2.112%</td>
<td>3.173%</td>
</tr>
<tr>
<td>Avg. MLR $R^2$</td>
<td>0.612</td>
<td>0.620</td>
<td>0.619</td>
<td>0.617</td>
</tr>
<tr>
<td>Avg. CART $R^2$</td>
<td>0.644</td>
<td>0.653</td>
<td>0.635</td>
<td>0.641</td>
</tr>
<tr>
<td>% Improvement</td>
<td>5.229%</td>
<td>5.323%</td>
<td>2.585%</td>
<td>3.890%</td>
</tr>
</tbody>
</table>

Table 2.7. Comparative Model Results

The improvement in predictive accuracy of both the CART and ANN models supports the argument that the tourism industry could benefit by comparing the accuracies of various predictive models and not relying solely on traditional statistical methods.

5.4. Ensemble model formulation

A primary goal of this research is to investigate whether ensemble methods are effective at “boosting” prediction accuracy for improved skier days estimation. Table 2.8 provides the complete experimental results of the three single prediction methods and includes the results of the ten ensemble methods. Overall, the ensemble methods do show practical improvements in RMSE over the single model techniques. Thus, this research supports the argument that managers should not depend on the predictive results of one base prediction method. Ensemble modeling reduces the risk
Another initial observation is that the 5 leading day skier day form of the dependent variable produced the lowest overall RMSE of 364.195 skier days. This result was not expected, and on the surface is not intuitive, because typically the longer the length of time associated with a leading dependent variable, the lower the predictive accuracy. One possible explanation, in the context of recreational skiing, could be that the majority of skiers are out-of-town visitors who use a longer planning horizon (5 days or more vs. 2 days or less) and do not react rapidly to weather changes, due to work commitments, family schedules, or flight reservations that were made far in advance.

A key finding of this research is that for each variant of the skier days dependent variable, an instance of a stacking model generated the lowest RMSE. Stacking models with either a MLR or ANN as the meta learner performed significantly better than the stacking models with a CART as the meta learner. Both the MLR and ANN base models benefit from ensemble techniques, although ensembles with an ANN as the base classifier performed better with the skier days data set. This research also confirms that ensembles of nonparametric prediction models commonly achieve better accuracy than similar ensembles consisting of parametric classifiers because ensembles based on nonparametric prediction models typically exhibit much more model variance, an essential element for increased ensemble accuracy (Kim, 2009).

Exhibit 2.12 illustrates the relative RMSE improvements of the single CART and ANN models, and the ten ensemble model instances when compared to the base MLR model for the 5 day leading skier
days dependent variable. Note that the stacking ensemble with the ANN as the meta learner, which has the lowest RMSE, also gained the highest percentage accuracy increase. Numerous authors have observed (and this research confirms) that the least complex ensemble methods such as voting and bagging often afford impressive improvements in accuracy and argue that these ensembles should always be included in an analysis as a baseline metric (Kim and Kang, 2010). A voting ensemble was included in this research as a benchmark, because of the simplicity and parsimony this specific ensemble provides.

One final observation drawn from Exhibit 2.12 is that the ensembles created by random subspace performed considerably worse as compared to the other ensembles. Only five out of the twelve random subspace ensembles showed improvements over their respective base model. This result was unexpected because the random subspace ensemble method was actually developed to add diversity (and thus increase accuracy) when utilizing parametric classifiers (Ho, 1998). These results are possibly due to the concise and nonredundant nature of the data set, because the random subset method assumes some level of attribute redundancy to effectively create smaller size attribute spaces (Marqués, A. I., et al., 2012). This research used a feature selection parameter of 50% and as a result, the maximum size of a feature subset is 13, while the minimum size is 7, depending on whether the base learner utilized feature selection.

Overall, while some reduction in prediction error was expected, the considerable reductions in root
mean squared error of the ensemble instances were unexpected, given the previous reduction achieved by the ANN model over the MLR and CART models.

6. Managerial implications and future directions
As the importance of economic contributions from the leisure industry to the United States economy as well as other highly developed economies continues to increase, it is essential that the accuracy of leisure demand estimation continue to improve. This research project makes academic and managerial contributions by developing and comparing the predictive power of MLR, CART, ANN, and ensembles of these models for skier days estimation. The results of this research project indicate that the ANN model consistently shows superior predictive power for skier days estimation using local, regional, and national data. Further improvements in prediction accuracy were achieved by utilizing four ensemble learning techniques: bagging, stacking, random subspace and voting. While there are some limitations associated with this research related to data measurement frequencies and localization, it appears to be the first to show the increased predictive power afforded by the utilization of ensemble methods at the individual resort level within the skiing industry.

This research extends and generalizes previous research on skier days prediction by Shih et al. (Shih, et al., 2009) and King (King, M.A., 2010). The implications for ski resort management are the possibility of improved skier days estimation and thus enhanced financial budgeting and operational/capacity planning and most importantly, increased skier satisfaction. One future research direction could be to empirically test the hypothesized link between increased operational efficiencies and improved capacity planning with increased skier satisfaction.

After a predictive model has been created, resort management could easily deploy it for ongoing forecasting. All of the independent variables (except the two weather dimensions, Current Snow Depth and YTD Snow Fall) are essentially known in advance, making the implementation of this predictive system very straight forward. For example, ski resort management can easily determine the values of the time dimension independent variables for a t plus five day forecast. Because the Lagged Airfare is an average, its net change over such a short period of time would be essentially static. Operationalizing the remaining two weather related independent variables, Current Snow
Depth and YTD Snow Fall, may on first impression, seem completely untenable; but is certainly possible due to the increasing accuracy of weather forecast for North America. As an example, the ski resorts along the Wasatch Range in the state of Utah, United States, typically have access to snow storm forecasts seven to ten days in advance. These highly accurate forecasts provide the time of day, accumulation rate at specific elevation levels, accumulation totals and even water content percent of the snowfall (Hu and Skaggs, 2009). (http://www.wrh.noaa.gov/slc/snow/mtnwx/mtnForecast.php, 2013; http://weather.utah.edu/index.php?runcode=2012110312&t=nam212&r=WE&d=CN, 2013).

Climate change has been a contentious, political and debatable argument for quite some time with staunch advocates on both side of the issue, while North American ski resort managers find themselves somewhere in the middle managing their respective resorts that have been subject to a decade of fluctuating weather patterns. As an objective example of weather volatility, North American skier days for the 2011-2012 ski season were the lowest in 20 years, due to an exceptionally low snow pack, persistent warm temperatures, along with low economic growth and instability (see Exhibit 2.3). This weather pattern resulted in delayed resort openings, early closures, shorter operating hours, and less open terrain all causing operational challenges. However, North American skier days for the 2010-2011 season were at a record high since the NSAA began recording skier visitations. Based on the annual Kottke National End of Season Survey for the 2010-2011 season sponsored by the NSAA, the majority of the ski resort managers sited high levels and consistent snow fall as the main factor for the record setting skier visits. These observations support the ski resort industry adage that snow fall trumps the economy; “when it snows, you go.” The Kottke National End of Season Survey has documented this trend of high skier days during periods of high snow fall and low economic growth. However, the annual survey has shown, ski resorts experience significant drops in skier days during a season of low snow fall with a good economy. Within this volatile context, it is increasingly important that skier days forecasts be as accurate as possible.

An additional idea for future research includes obtaining skier days data from additional regional ski resorts for further comparative analysis. The inclusion of additional ensemble methods such as boosting, and stackingC (a more efficient stacking algorithm) could yield additional insights.
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Chapter 3

Ensemble Learning Methods for Pay-Per-Click Campaign Management

“Search, a marketing method that didn’t exist a decade ago, provides the most efficient and inexpensive way for businesses to find leads.”
John Battelle

Abstract
Sponsored search advertising has become a successful channel for advertisers as well as a profitable business model for the leading commercial search engines. There is an extensive sponsored search research stream regarding the classification and prediction of performance metrics such as clickthrough rate, impression rate, average results page position and conversion rate. However, there is limited research on the application of advanced data mining techniques, such as ensemble learning, to pay per click campaign classification. This research presents an in-depth analysis of sponsored search advertising campaigns by comparing the classification results from four traditional classification models (Naïve Bayes, logistic regression, decision trees, and Support Vector Machines) with four popular ensemble learning techniques (Voting, Boot Strap Aggregation, Stacked Generalization, and MetaCost). The goal of our research is to determine whether ensemble learning techniques can predict profitable pay-per-click campaigns and hence increase the profitability of the overall portfolio of campaigns when compared to standard classifiers. We found that the ensemble learning methods were superior to the base classifiers when evaluated by profit per campaign criterion. This paper extends the research on applied ensemble methods with respect to sponsored search advertising.

Keywords: Sponsored search, pay-per-click advertising, classification, ensemble modeling.

1. Introduction
Search engines are an indispensable tool for interacting with the World Wide Web (WWW) and have long provided user value, from the earliest universal resource locator (URL) directories to present day highly optimized query results. Companies competing in the search engine industry have slowly monetized their early search innovations and have created sustainable business models by providing the business community with an advertising channel called sponsored search. Internet advertising is nearing a $42.78 billion dollar industry as reported by the Interactive Advertising Bureau (IAB Internet Revenue Report, 2013). The three search engine industry leaders, Google, Yahoo!, and Bing, who hold a combined market share of over 96% (comScore, 2014), each offer a competitive sponsored search platform. Search engine providers are acutely aware of user search behavior and the associated marketing value of the page location of search results (Haans, H., N., et
Search engines allow any individual or company to submit a URL for advertising purposes so it can be indexed and then made available for retrieval. Search engines call this submission process organic search and provide the service free. However, the probability of a search engine listing a specific URL for an advertiser’s landing page in the top display section is quite low, even with a search engine optimized landing page (Jansen and Mullen, 2008). The statistics in Exhibit 3.1 are often quoted as support for sponsored search.

In contrast to organic search, sponsored search advertising is more complex, but offers the potential of a higher return on investment (Moran and Hunt, 2009). In sponsored search, advertisers first bid on keywords offered by the search engines and after a keyword is acquired, their advertisements associated with the keyword are displayed using proprietary ranking algorithms. Ad rankings typically take into account relevance to users’ search and keyword bid amount offered by advertiser (Fain and Pedersen, 2005; Jansen and Mullen, 2008). The three predominant advertisement billing schemes used by search engines are pay-per-impression (PPM), pay-per-click (PPC), and pay-per-action (PPA) (Mahdian and Tomak, 2008; Moran and Hunt, 2009). When using a PPM billing scheme, advertisers are charged each time their ad is displayed, regardless of whether the user clicks on the ad. Under PPC billing, the advertiser is charged only when their ad or URL is clicked on, and with PPA billing, the advertiser pays only when a user action such as a sign-up or purchase occurs.

The research conducted for this article analyzed a large data set of PPC advertisements placed on Google. Our data set was provided by an industry leading Internet marketing company (NAICS 518210) specializing in PPC campaign services, that managed a campaign portfolio containing 8,499 PPC campaigns for a multi-billion dollar home security provider (NAICS 561612). The Internet marketing company sells its online marketing services to its clients and assumes all PPC related costs, while the advertising clients pay on a PPA basis when purchases are made.

The objective for this study was to construct a set of classification models, using a combination of

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>93% of directed traffic to websites is referred by search engines.</td>
<td>Forrester Research, 2006</td>
</tr>
<tr>
<td>99% of Internet searchers do not look past the first 30 search results.</td>
<td>Forrester Research, 2006</td>
</tr>
<tr>
<td>97% of Internet searchers do not look past the top three results.</td>
<td>Forrester Research, 2006</td>
</tr>
<tr>
<td>65% of online revenue is generated by holders of the top three results.</td>
<td>Forrester Research, 2006</td>
</tr>
<tr>
<td>Approximately 131 billion searches performed each month, globally.</td>
<td>comScore, 2010</td>
</tr>
</tbody>
</table>

Exhibit 3.1. Search Engine Usage Statistics
data and text mining techniques and ensemble learning techniques, that are capable of classifying a new PPC advertisement campaign as either sufficiently profitable or not. Profit is based on whether clicks per acquisition are lower than the breakeven threshold for the advertised item with an overall objective of maximizing total profit of the full portfolio of initiated campaigns. An “acquisition” refers to the event of the advertiser successfully selling a multi-year home security contract to the user who clicked on the advertisement.

The remainder of this paper is organized as follows. Section 2 provides a literature review of related work. Section 3 discusses our specific research questions and contributions. Methodology and research design implementations are described in section 4. Section 5 provides a detailed discussion of the research results while section 6 presents managerial implications, research limitations, and conclusion.

2. Related work
This section describes related work in the fields of sponsored search, advertisement content modeling, and data mining.

2.1 Sponsored Search and Search Engine Marketing
Advertisers are anxious to improve the success of sponsored search listings (D’Avanzo, E., et al., 2011). Various authors have studied prediction of sponsored search campaign success from text features created from keywords or advertisement text. For example, Jansen and Schuster (2011) investigate whether keywords associated with different phases of the buying funnel (Consumer Awareness, Research, Decision, and Purchase) have different success rates. A number of authors have attempted to determine whether semantic features of keywords impact sponsored search success (Rutz and Bucklin, 2007; Shaparenko, B., et al., 2009; Rutz, O., et al., 2011).

2.2 Advertisement Content Modeling
Textual content, including that found in advertisements, can be analyzed within a data or text mining context based on the numeric representations of stylometric, sentiment, and semantic features of the text (Abrahams, A.S., et al., 2013; Aggarwal and Zhai, 2012; Nielsen, J. H., et al., 2010; Haans, H., et al., 2013).
Stylometrics describes the readability and stylistic variations of a portion of text using numerous metrics such as characters per word, syllables per word, words per sentence, number of word repetitions, and Flesch Reading Ease (Sidorov, G., et al., 2014). Tweedie, F. J., et al., (1996) and Ghose, A., et al., (2011) describe the value of stylometric modeling of text using several machine learning techniques.

Sentiment content refers to the emotional or affective communication embedded in text. Feldman (2013) provides an overview of business applications of sentiment analysis in areas such as consumer reviews, financial market blogs, political campaigns, and social media advertising. When studying the characteristics of an advertisement, the representation and interpretation of its sentiment content is important because advertisements not only deliver objective descriptions about branded products or services, but also can induce measurable emotional reactions from current or potential customers. As proposed by Heath (2005), advertisements that approach readers’ feelings rather than knowledge can be processed with low attention and can result in increased buying behavior.

Semantics refers to the meaning of the text, such as the categories of items referred to in the text. Stone, Dunphy, and Smith (1966) describe a semantic tagging method that extracts word senses from text and classifies the words into concept categories. Abrahams, A.S., et al. (2013) illustrates how this type of semantic tagging of advertisement content can be useful for audience targeting.

2.3 Data mining
Numerous data mining and machine learning techniques have been used to create models that predict important sponsored search performance metrics such as clickthrough rate, conversion rate, and bounce rate. Logistic regression, Support Vector Machines (SVM) and Bayesian models, as well as other techniques, have been applied to these predictive problems. Search engines are primarily concerned with modeling the click-through rate for both new and ongoing ads, because revenue depends on their ability to rank PPC ads relevant to searchers with as high a click-through rate as possible. In contrast, advertisers are more likely to focus on the conversion rates associated with their PPC campaigns.
Richardson, et al., (2007) argues that modeling click-through rates for ads with known run times is a straight-forward process, while modeling the click-through rate for a new ad presents unique challenges. Because of the rapid growth in the inventory of new PPC ads, along with the fast turnover of these ads, the authors indicate that it has become increasingly difficult to estimate plausible click-through rates based on historical data. The authors present a logistic regression model fit using a feature set created from the actual ad text and numeric attributes (e.g., landing page, keywords, title, body, clicks and views). The authors discuss how their base logistic regression model was more accurate than an ensemble of boosted regression trees.

Wang, et al., (2012) add to the research stream of ensemble learning within a sponsored search context by introducing an ensemble for click-through prediction. Wang, et al., were team members who participated in the 2012 KDD Cup (http://www.kddcup2012.org/) and built an ensemble consisting of four base classifiers: maximum likelihood estimation, online Bayesian probit regression, Support Vector Machines, and latent factor modeling. Feature creation is a reoccurring research theme within the context of sponsored search because the unit of analysis, the PPC advertisement, typically provides relatively few independent variables. The authors’ main contribution is their novel approach for combining the prediction results from the four base classifiers by using a ranking-based ensemble algorithm.

Ciaramita, et al., (2008) maintain that commercial search engines must be able to accurately predict if an ad is likely to be clicked. These ongoing predictions help determine an estimated click-through rate, which in turn, drives revenue for the search engine. Using click stream data from a commercial search engine, the author created three variants of the perceptron algorithm: a binary perceptron, a ranking perceptron, and a multilayer perceptron. Based on different feature sets developed from keyword query logs and numeric representations of text attributes, the authors show that the multilayer perceptron outperforms both the binary and ranking perceptrons. Adding to the feature creation research stream, the authors provide a discussion of feature creation from several novel numeric representations of ad text.

Graepel, et al., (2010) present a new online machine learning algorithm for predicting click-through rates for Microsoft’s commercial search engine Bing, called adPredictor. At the time of their
publication, adPredictor was supporting 100% of Bing’s sponsored search traffic. AdPredictor is based on a general linear regression model with a probit link function that predicts a binary outcome. The authors indicate that their primary reasons for implementing adPredictor were for speed and the scaling improvements.

Ghose and Yang (2008) take an innovative research approach by developing a predictive model from the perspective of the advertiser. The fundamental issue that Ghose and Yang attempt to address is how sponsored search conversion rates, order values, and profits compare to the same performance metrics for organic search. The authors argue that predicting the conversion rate of a specific advertisement is quite useful for most retail advertisers because it gives the advertiser the ability to better plan campaign budgets, improve ad content, select a better range of keywords, and improve the pairing of ad with the keyword, all in advance. Using a data set containing paid search advertising information from a major retail chain, the authors developed a complex hierarchical Bayesian Network model for conversion rate prediction. Their results show a strong positive overall association between the advertisement conversion rate and the feature set, retailer name, brand name, and keyword length. Ghose and Yang (2009) also provide an in-depth discussion of variable sets and metrics as related to sponsored search modeling.

Sculley, et al., (2009), Becker, et al., (2009), Attenberg, et al., (2009) discuss sponsored search performance metrics such as the bounce rate, landing page impressions, and navigational trails. Each of the authors modified several classification models that enhanced the performance of the related metrics.

3. Research contributions

The objective of our research is the development of a more effective method of classifying PPC campaign success, thus maximizing total campaign portfolio profitability. Sophisticated data mining techniques, such as ensemble learning, are needed to assist campaign managers with predicting PPC campaign success (Abrahams, A.S., et. al., 2014). Sponsored search advertising can be profitable, having a clear and measurable return on investment. However, to be successful, advertisers must understand the main assumption of search engine marketing; that is, a high level of relevant traffic plus a good conversion rate equals more sales, where quality advertisement content drives the level
of relevant traffic (Moran and Hunt, 2009). We define a PPC advertisement as including a title, a
description text, and the URL. We hypothesized that ensemble learning techniques could achieve
higher classification accuracies and more profitable campaigns, when compared to standard
classification methods.

Ensemble analysis is currently quite popular; however, numerous researchers continue to rely on
conventional data sets from the University of California Machine Learning Repository as well as
other data repositories. We make a significant research contribution by using actual data provided to
us based on a collaborative relationship with an industry leading PPC campaign management
company. PPC campaign data set features are relatively restricted due to the length limit imposed on
PPC ads by Google. We make additional research contributions by outlining the creation of derived
features based on the ad text related to the title and ad content.

We preprocessed the textual content of each PPC advertisement by tokenizing them into stylometric,
sentiment, and semantic features. These text preprocessing techniques are a more sophisticated
approach for representing data, than the standard bag of words model (Witten, I. H., et al., 2011) and
are discussed in detail in Section 4. We then analyzed the feature set, against a series of four base
classifiers and ten ensemble algorithms. We believe this is the first work to use advertisement
content modeling techniques to extract a broad set of stylistic, sentiment, and semantic attributes
from PPC marketing campaigns, and to then apply ensemble learning techniques to PPC campaign
success prediction using these attributes. We assess the level and robustness of profit produced by
the portfolio of advertising campaigns chosen by each classifier.

4. Methodology
The case study method of theory building is widely accepted (Benbasat, I., et al., 1987; Eisenhardt,
1989; Yin, 2009). This research follows a design consistent with earlier studies of sponsored search
advertisements (Rutz, O., et al., 2011), and adheres to the guidelines of content analysis research
suggested by Neuendorf (2002).

4.1 Data Set
The data set contains 8,499 PPC campaign marketing records over a six week period obtained from a
major PPC campaign management company who administers Google ads on the behalf of a large home security systems and service advertiser. The target class, defined as a successful (i.e. profitable) campaign, contains 1,094 records, which represents 12.87% of the data set. We developed 271 numeric features from the stylistic, sentiment, and semantic analysis of the keywords available to the advertiser, the advertising text, and the campaign intention parameters. Exhibit 3.2 illustrates a partial record and feature set.

<table>
<thead>
<tr>
<th>AD Source</th>
<th>BID</th>
<th>% in SUCCESS</th>
<th>Impressions</th>
<th>Clicks</th>
<th>Conversion Rate</th>
<th>Purchase Rate</th>
<th>Spend</th>
<th>Average Position</th>
<th>BID Average Value</th>
<th>BID Average Value</th>
<th>BID Average Value</th>
<th>Ad Texts</th>
<th>Ad Characters</th>
<th>Ad Sentences</th>
<th>All-Internal Value</th>
<th>All-Quality</th>
<th>All-Years</th>
<th>All-Product</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1014-1</td>
<td>285</td>
<td>247</td>
<td>0.01</td>
<td>20</td>
<td>0.08</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1014-2</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0.00</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1014-3</td>
<td>178</td>
<td>197</td>
<td>0.00</td>
<td>28</td>
<td>0.04</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1014-4</td>
<td>178</td>
<td>197</td>
<td>0.00</td>
<td>28</td>
<td>0.04</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1014-5</td>
<td>178</td>
<td>197</td>
<td>0.00</td>
<td>28</td>
<td>0.04</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1014-6</td>
<td>178</td>
<td>197</td>
<td>0.00</td>
<td>28</td>
<td>0.04</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1014-7</td>
<td>178</td>
<td>197</td>
<td>0.00</td>
<td>28</td>
<td>0.04</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1014-8</td>
<td>178</td>
<td>197</td>
<td>0.00</td>
<td>28</td>
<td>0.04</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1014-9</td>
<td>178</td>
<td>197</td>
<td>0.00</td>
<td>28</td>
<td>0.04</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1015-1</td>
<td>205</td>
<td>198</td>
<td>0.00</td>
<td>22</td>
<td>0.00</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.09</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1015-2</td>
<td>205</td>
<td>198</td>
<td>0.00</td>
<td>22</td>
<td>0.00</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.09</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1015-3</td>
<td>205</td>
<td>198</td>
<td>0.00</td>
<td>22</td>
<td>0.00</td>
<td>2244.43</td>
<td>1.99</td>
<td>0.06</td>
<td>0.09</td>
<td>0.06</td>
<td>0.09</td>
<td>9</td>
<td>40</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

**Exhibit 3.2. Data Set Example**

### 4.1.1 Dependent Variables

Our data set contains four traditional sponsored search dependent variables: ad impressions, the clickthrough rate, the average page position, and the purchase rate. An impression is a metric with roots from traditional advertising that counts the times a specific advertisement is shown. The clickthrough rate is the number of clicks received for an ad divided by the number of impressions provided. The average position metric indicates the average ranked order of the advertisement in relation to other competing ads displayed on a search engine’s results page. The purchase rate, also known as the conversion rate or acquisition rate, represents the percentage of clicks that result in a purchase. However, we use only one of these dependent variables for this research paper. We derived a categorical dependent variable by using the purchase rate. We coded this dependent variable with a label of *Success* if the purchase rate for a campaign was above 0.5%, otherwise *Fail*. We chose 0.5% as the breakeven purchase rate, because we determined, for the target class, that at least one purchase was necessary for every 200 paid clicks in order for the campaign to be profitable. In other words, the break even ratio is the average cost-per-click divided by the marginal profit, which we found to be approximately $1/$200.

### 4.1.2 Independent Variables

An example of a paid search ad is illustrated in Exhibit 3.3. See Appendix A for an example of sponsored search listings. Our data set contains four complex independent variables: the
advertisement title, the advertisement textual content, the available keywords for bidding, and a set of campaign intentions developed by the campaign management company. The advertisement is the text displayed in the user’s web browser after a keyword query. The advertisement contains three sections, a title headline, descriptive text and a display URL. Google limits the length of an entire ad to 70 characters.

![Exhibit 3.3. Structure of a Sponsored Ad](image)

We tokenized the textual content of each advertisement in the data set for content modeling. The Affective Norms for English Words [ANEW] (Bradley and Lang, 2010), and AFFIN lexicons (Nielsen, 2012) and SentiStrength sentiment application (Thelwall, M., et al., 2010, 2012) were used for deriving the sentiment content in the advertisements contained in the data set. In each case, sentiment scores using each method (ANEW, AFINN, SentiStrength) were summed for the advertisement text. We extracted the semantic content of each PPC advertisement using General Inquirer, which includes approximately 11,780 word entries from the Harvard-IV-4 and the Lasswell lexicons (Stone, P. J., et al., 1966). We labeled each word in each PPC advertisement with one or more tags; each tag corresponding to one category defined by the General Inquirer lexicon. The counts of the tags were used as the numeric representation for the campaign. After stylometric, sentiment and semantic text preprocessing, and feature reduction, we obtained 271 content related features.

Bid words are the keywords supplied by a search engine that advertisers bid on in an auction setting. The bid amount determines the ranked position of the ad on the search results page and the eventual price per click charged to an advertiser by the search engine company. Google displays the advertisement if the bid amount is among the highest and the associated landing page the most relevant based on Google’s propriety Page Rank algorithm. Each bid word set is represented as tokens for content modeling.
In a similar fashion as traditional impression-based advertising, PPC campaign managers seek to segment their market and target customer groups using specific campaigns with the hope of matching it with customer motivation. Our data set contains nine campaign intentions (e.g., time targeting, device targeting, brand targeting, and place targeting) that we coded numerically.

4.2 Evaluation Criteria
A common practice in classification analysis is to assume that the misclassification costs are symmetric and that the classes contained in a data set are equally balanced. However, researchers making these assumptions should use caution as classification techniques have numerous evaluations metrics that may lead to very different performance conclusions given a specific research context (Moraes, R., et al., 2013). We base this concern on the observation that many real world data sets are imbalanced with respect to the target class and exhibit asymmetric misclassification costs. Weiss and Provost (2003) ran a large empirical study with imbalanced data sets and concluded that relying solely on overall accuracy led to biased decisions with respect to the target class.

Although we evaluate several traditional confusion matrix metrics, shown in Exhibit 3.4, for comparing the performance of our base and ensembles models, the main goal of our research is assessing the total profitability of the full portfolio of selected PPC marketing campaigns, applying ensemble learning techniques. The true positive rate (TP) represents the number of true instances correctly classified. The true negative rate (TN) represents the false instances correctly classified. The false positive rate (FP) and false negative rate (FN) indicate the converse. Due to the search engine marketing context of our research, we suggest two specific financial metrics, Profit per PPC Campaign and Total Campaign Portfolio Profit, as more applicable performance metrics for our analysis (Moran and Hunt, 2009). We define Profit per PPC Campaign as:

\[(\text{Campaign Purchases} \times \text{Revenue per Conversion}) - \text{Campaign Spend}\]

Campaign Spend is the sum of the cost-per-click, for all clicks in the campaign. We define Total Campaign Portfolio Profit as the sum of the profit or loss for all PPC campaigns. As discussed later in detail, we calculate all performance metrics, including the profit analysis, from 30 different unseen hold out partitions.
4.3 Base Classifiers
We utilized four popular classifier algorithms based on their ability to predict a categorical dependent variable, their extensive research streams, and their diversity of classification mechanisms, e.g., probabilistic, statistical, structural or logical (Kotsiantis, 2007). We feel that our classifier selection process helps reduce model bias and facilitates the comparative assessments of model performance.

4.3.1 Naïve Bayes
The Naïve Bayes technique is a simple probabilistic classifier patterned after the Bayes Theorem. Despite its independence assumption simplification, the Naïve Bayes classifier often exhibits excellent predictive accuracy with the additional benefit of being very computationally efficient (Domingos and Pazzani, 1997). Researchers have frequently applied the Naïve Bayes algorithm to classification applications related to text mining (Li, D., et al., 2013). In a PPC context, the independent variables are the attributes we derived. The naïve independence assumption states that attributes \( A = \{a_1, a_2, a_3,...a_n\} \) representing a campaign \( ppc_i \) that is classified as label \( C_j \) are all statistically independent. In our binary class environment where \( C_0 \) represents \( \text{Fail} \) and \( C_1 \) represents \( \text{Success} \), we calculated the predicted class \( C_j \) for campaign \( ppc_i \) as the maximization of

\[
P(C_j|ppc_i) = \operatorname{argmax} \left( \frac{P(C_j) \prod_{i=1}^{n} P(a_i|C_j)}{P(C_0) \prod_{i=1}^{n} P(a_i|C_0) + P(C_1) \prod_{i=1}^{n} P(a_i|C_1)} \right)
\]

4.3.2 Logistic Regression
Logistic regression is a popular and powerful statistics-based classification technique used in numerous business applications (Richardson, M., et al., 2007). Logistic regression is similar to multiple linear regression, but is appropriate for situations involving a binary dependent variable.

\[
\text{Average Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

Exhibit 3.4. Performance Metrics
The logistic response function ensures the estimated value of the dependent variable will always fall between zero and one, making it a suitable technique for binary classification problems. The logistic response function estimates the probability of an observation \( A = \{ a_1, a_2, a_3, \ldots a_n \} \) belonging to class \( C_1 \) as follows:

\[
p(y) = \frac{1}{1 + e^{-(\beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n)}}
\]

The parameters for the logistic regression function are typically determined using maximum likelihood estimation.

### 4.3.3 Classification Trees

Classification trees (Breiman, L.F., et al., 1984; Quinlan, J., 1986) are one of the most intuitive and transparent classification algorithms, when compared to other supervised learning techniques, which helps explain its popularity in application as well as its extensive research stream. Classification trees require few model assumptions, no domain knowledge and minimal parameter settings, which makes the flexible technique attractive in numerous business applications. The goal of a classification tree is to recursively partition a training data set, typically using binary splits, into increasingly homogenous subsets. The level of homogeneity is based on the concept of minimizing membership diversity within each new partition (Shmueli, G., et al., 2010).

### 4.3.4 Support Vector Machines

Support Vector Machines are a supervised classification algorithm that is growing in popularity due to strong theoretical support provided by Statistical Learning Theory and its superior accuracy in numerous applications. SVM have been used extensively in text mining applications and research (Taboada, M., et al., 2011; Miner, G., et al., 2012; Sebastiani, F., 2002). Vapnik, Boser and Guyon developed SVM in the early 1990s, and subsequently patented their algorithm (Vapnik, 1995). The main idea behind Support Vector Machines is classifying by applying a linear hyperplane regardless of whether the data is linear separable. The algorithm transforms the original data inputs into a higher dimension feature space using one of several popular kernel functions. The main theoretical advantage of using a SVM is that the problem can be written as a constrained quadratic optimization problem, which assures the algorithm finds a global maximum (Burges, C. C., 1998). The optimization problem can be expressed by
$$\max_{A_i} \sum_{i=1}^{n} \alpha_i - .5 \sum_{ij} \alpha_i \alpha_j c_i c_j K(A_i, A_j)$$

where $A_i$ is a PPC campaign attribute vector such that $A_i = \{a_{i1}, a_{i2}, a_{i3}, \ldots a_{in}\}$, $A_j$ is a testing instance, $c_i$ represents the known classes, $c_j$ represents the testing instance class, $\alpha_i$ and $\alpha_j$ are parameters for the model, and $K$ denotes the incorporated kernel function. We used the linear kernel, which is the default kernel setting in RapidMiner v5.3.013

### 4.4 Ensemble Learning

Ensemble learning, involves building a classification model from a diverse set of base classifiers where accuracy can come to the forefront and the errors tend to cancel out. Exhibit 3.5 provides a classic conceptual illustration of classification error cancelation by averaging decision tree hyperplanes. The first pane shows that the two classes are separated by a diagonal decision boundary. The second pane shows the classification errors for three separate decision trees. The last pane shows the error cancelation effect.

![Exhibit 3.5. Decision Tree Averaging (after Dietterich, 1997)](image)

Ensembles, also known as meta-classifiers, are generally more accurate than a standalone classifier when the ensemble contains a diverse set of base models, created from a moderately independent set of training partitions, and then combined by an algebraic method (Kim, 2009; Kuncheva, 2004). Our research compares the classification accuracy of four well-known ensemble methods, Voting, Bootstrap Aggregation, Stacked Generalization, and MetaCost, with the four previously discussed individual classifiers. We selected these ensembles based on their extensive research streams as well as being representative of common themes synthesized from several taxonomies reflected in the literature (Kuncheva, 2004; Kantardzic, 2011; Witten, et al., 2011; Rokach, 2009).
4.4.1 Voting
Voting is the simplest ensemble learning algorithm for combining several different types of classification models. Because of this simplicity, researchers commonly use Voting as a base line measure when comparing the performance of multiple ensemble models (Sigletos, G., et al., 2005). For a standard two-class problem, Voting determines the final classification result based on a majority vote with respect to the class label. For a multi-class problem, plurality Voting determines the class label. In the base case, Voting gives each classification model equal weighting, and represents a special case of algebraic combination rules. Weighted voting, a more general voting rule, allows a modeler to place more weight on models that have higher accuracy, based on prior domain knowledge, which lessens the chance of selecting an inaccurate model (Major and Ragsdale, 2001). For a continuous dependent variable, additional algebraic combination rules are applied; such as the maximum rule, the minimum rule, and the product rule (Kantardzic, 2011).

4.4.2 Boot Strap Aggregation
Boot Strap Aggregation, abbreviated as Bagging, was proposed by Breiman (1996) and has become one of the most extensively researched and applied ensemble learning techniques to date due to its accuracy, simplicity and computation efficiency (Polikar, 2012). The basic process behind Bagging is to take a training data set and create a set of new training data partitions, each containing the same number of observations, by randomly sampling with replacement from the original data set. The next step is to train a set of classifiers using the training data set replicates and then to combine the predicted class of each observation from each model by majority vote. Several research streams indicate that the Bagging ensemble achieves higher average accuracy when it contains unstable classifiers, such as decision trees and artificial neural networks (Kim, 2009).

4.4.3 Stacked Generalization
Stacked Generalization (or Stacking), created by Wolpert (1992), is a hierarchical structured ensemble that contains a set of level 0 classifiers and one level 1 classifier, where the level 1 classifier acts as an arbiter by combining the results of each level 0 classifier. In Stacking, unlike Bagging or other ensemble techniques, the level 0 set of classifiers may contain different types of algorithms, e.g., decision trees, logistic regression, Naïve Bayes, and Support Vector Machines. Stacking is a popular ensemble technique; however, there is a lack of consensus on how to choose a
level 1 classifier (Wang, G., et al., 2011). Stacking is very similar to Voting, but instead being restricted to a simple majority mechanism for combination, Stacking allows the researcher to embed any classifier as the level 1 classifier.

Stacking first divides the data into two disjoint partitions where the training partition contains 67% of the observations data and the testing partition contains the remainder. Next, each level 0 classifier is trained on the training partition. Next, the level 0 classifiers are applied to the testing partition to output a predicted class. Lastly, to train the level 1 classifier, the predicted classes from each level 0 classifiers are used as inputs along with the correct class labels from the test set as outputs.

4.4.4 MetaCost

Most classification algorithms make the implicit assumptions that the data set is balanced with respect to the class label and, most importantly, that the cost of misclassification errors are symmetric (Elkan, 2001). However, the assumption of symmetric misclassification cost is seldom true when working with realistic data sets because the class label of interest usually represents a small portion of the data set, and has a relatively high cost of misclassification.

MetaCost is an ensemble wrapping technique that allows a researcher to embed a cost agnostic classifier within a cost minimization procedure, which makes the base classifier cost sensitive by assigning a higher cost to false negatives than to false positives. The wrapper does not make any changes to the embedded classifier and does not require any functional knowledge of the embedded classifier. The MetaCost ensemble is quite flexible as it is applicable to multi-class data sets as well as to arbitrary cost matrices (Sammut and Webb, 2011). In his seminal paper, Domingos (1999), noted that it is common to see large misclassification cost reductions when using MetaCost when compared to cost agnostic classifiers. In a sense, MetaCost is a modified form of Bootstrap Aggregation where the known class labels are relabeled based on minimizing a conditional risk function. After the training data sets are re-labeled, a single new classifier is trained (Witten and et al., 2011).

In addition to the ability to make a classifier cost sensitive, MetaCost has the added benefit of interpretability, because once the ensemble work of class relabeling is completed, it trains a single
classifier. MetaCost requires a longer runtime and thus higher computational utilization when compared to other common ensembles. In addition, MetaCost assumes that misclassification costs are known in advance and are the same for each observation (Witten and et al., 2011).

4.5 Experimental Design

We constructed 14 different classification models, utilizing RapidMiner v5.3.013 as our software platform. RapidMiner is an open source data mining workbench, with both a community edition and commercial version, which contains an extensive set of ensemble operators. We created four standalone classification models, as previously discussed, to establish baseline performance metrics. Then we created one Voting ensemble containing all base models, four Bagging ensembles, one for each base model, one Stacking ensemble containing all base models and four MetaCost ensembles, one for each base model. Exhibit 3.6 provides a conceptual diagram of the process logic for our complete experimental procedure.

Exhibit 3.6. Conceptual Ensemble Experiment

To implement the full experiment, we followed a repeated measures experimental design where the same subject is measured multiple times under different conditions. In our current research context, the subjects are the training and testing partitions and the conditions represent the 14 different classification model configurations. The primary advantage of using a repeated measures design is that the structure gives us the ability to control variations of the training and testing partitions across all 14 models, which typically creates a smaller standard error and thus a more powerful t test statistic (Ott and Longnecker, 2001). Using a stratified random sampling approach, which we replicated using 30 different random seeds, we created 30 different training and testing partitions, using the generally accepted partitioning ratio of 67% for training and 33% for
testing (Witten, I. H., et al., 2011; Kantardzic, M., 2011). Every model was tested on the same 30 random training and test set pairs, allowing us to use the matched pair r test method to determine whether differences were statistically significant. Each of the 30 training and testing partitions, considered a replication, was used as input across the 14 classification models as illustrated in Exhibit 3.7.

<table>
<thead>
<tr>
<th>Training/Testing Partitions</th>
<th>Base Model or Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$m_{1,1}$ $m_{1,2}$ $m_{1,3}$ ... $m_{1,14}$</td>
</tr>
<tr>
<td>2</td>
<td>$m_{2,1}$ $m_{2,2}$ $m_{2,3}$ ... $m_{2,14}$</td>
</tr>
<tr>
<td>3</td>
<td>$m_{3,1}$ $m_{3,2}$ $m_{3,3}$ ... $m_{3,14}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>30</td>
<td>$m_{30,1}$ $m_{30,2}$ $m_{30,3}$ ... $m_{30,14}$</td>
</tr>
</tbody>
</table>

Exhibit 3.7. Repeated Measure Experimental Design

We selected the default parameter settings for most RapidMiner operators; however, we did make several exceptions. We selected the Laplace Correction parameter for the Naïve Bayes operator. We increased the ensemble sizes of both the Bagging and MetaCost ensembles to 25 members (Kim, 2009; King, M.A., et al., 2014). We controlled our random seed values for partitioning the data set with the simple process of enumerating them 1 through 30. The MetaCost ensemble requires a parameter input of false negative and false positive misclassification costs. We derived these values based on our revenue per acquisition and cost per acquisition. Estimating the actual values used for these two misclassification cost are important, however the size of the ratio of the two costs has the most effect on MetaCost accuracy (Kim, J., et al., 2012).

5. Results and evaluation

In this research study, there were two advertisement campaign classes, Success and Failure. As previously discussed, we defined an advertisement campaign as a Success where the Purchase Rate was above 0.5%. As is common with most binary classification research, a discussion of overall accuracy, precision, recall and model lift will follow. Moreover, we also present results describing model profit, as this metric is the most applicable for our research due to asymmetric classification costs.
Exhibit 3.8 shows the average model accuracies, as previously defined in Exhibit 3.4. Naïve Bayes base model and the Bagging and MetaCost ensemble models performed poorly as compared to the remaining base and ensemble models. We did not expect the degree of performance difference to be this large, as the Naïve Bayes classification typically performs quite well with large feature sets. There are several possible reasons why the Naïve Bayes classifiers performed so poorly. Researchers commonly use the Naïve Bayes classifier for baseline classification analysis, due to its computational speed and simplicity. The Voting ensemble is implemented with the same reasoning. One possible reason for poor performance of the Naïve Bayes classifier is the conditional independence that the Naïve Bayes classifier assumes is severely inappropriate for our data set. When features have abnormally high levels of multicollinearity, the Naïve Bayes algorithm performs poorly. An additional possible reason for the poor performance is that our hypothesis space may not be linearly separable.

![Overall Model Accuracy](image)

**Exhibit 3.8. Overall Model Accuracy**

A final possible reason that Naïve Bayes models perform poorly when measured in terms of overall campaign portfolio profit is that Naïve Bayes models have very high recall and low precision as illustrated in Exhibit 3.10. The Naïve Bayes models are costly in terms of ad spend due to the large number of false positives, i.e. failed campaigns that Naïve Bayes invests in as a result of their low precision. In addition, while the Naïve Bayes models have high recall across campaigns in general, it should be noted that campaigns have vastly different profitability, and the resulting distribution of campaign profit has a strong right skew. This means there are a small number of extremely high profit campaigns. Evidently, our Naïve Bayes models do not select the highest profit campaigns,
and leave a “lot of money on the table.” However, the MetaCost Naïve Bayes model clearly compensates to a degree for this weakness, as illustrated in Exhibit 3.11. Therefore, in terms of Recall, while the Naïve Bayes models are correct more often than other classifiers, they are unfortunately incorrect “when it counts,” suffering from false negatives on the highest profit campaigns.

While the remaining 11 models have similar overall accuracies, the majority of accuracy differences are statistically significant at the .05, and the .01 significance level, based on a matched pair t test with the Bonferroni correction (Bonferroni, 1936) depicted by shading, as detailed in Exhibit 3.9. Given the larger number of pair-wise model accuracy comparisons, the experiment-wise error rate (Familywise Error Rate) is elevated. Thus, we applied the Bonferroni correction to determine whether each pair-wise model comparison was actually statistically significant. We divided both alpha levels of 0.05 and 0.01 by 14 (the number of models being compared) to determine our significance thresholds. It is interesting to note that the base logistic regression model achieved the highest overall accuracy, although not statistically different from the MetaCost Decision Trees and MetaCost Support Vector Machines ensemble models. As a reminder, overall model accuracy is not an appropriate evaluation metric for classification when there are asymmetric costs associated with misclassification error. Relying on overall accuracy in a classification context as this can be misleading; however, the metric can provide a comparative baseline for additional analysis.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>0.1722</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Bagging Naïve Bayes</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MetaCost Naïve Bayes</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Voting</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Decision Trees</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Stacking</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>SVM</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Bagging SVM</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Bagging Decision Trees</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MetaCost Logistic Regression</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MetaCost Decision Trees</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>MetaCost SVM</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

**Exhibit 3.9. Overall Accuracy: P-values < .05 and .01 Level, Bonferroni Adjusted**

The classification evaluation metrics of precision and recall can provide more granular performance details when required. Precision and recall are calculated from the results contained in a confusion matrix and were previously defined in Exhibit 3.4. Precision is a measure of accuracy provided a specific class for an instance was predicted. In our research, precision describes the percentage of correct Success predictions. As shown in Exhibit 3.10, once again the base model
logistic regression has the highest precision. The ranking of model precision is very similar to overall accuracy performance. Recall is a measure of accuracy or ability of a classification model to select instances from a specific class. Recall is also known as the True Positive Rate. In our research, recall describes the percentage of Success cases identified as such by the classifier. Exhibit 3.10 displays the Recall metrics for our research. Note the tradeoff between our precision and recall metrics. This tradeoff pattern is found in most classification research. The harmonic mean F, also shown in Exhibit 3.10, might be a more appropriate metric in other research contexts because it emphasizes the importance of small values, whereas outliers have a more significant influence on the arithmetic mean. However, the harmonic mean, which is essentially the same over the majority of our models, did not provide much insight in this research.

Although calculating the overall model accuracy, precision, and recall evaluation metrics are helpful and can provide some research direction, our primary goal is to discover which classification methods predict the most campaign profit. As previously discussed, we define Profit per PPC Campaign as the number of purchases from a campaign multiplied by the revenue per conversion minus the campaign costs. The total campaign portfolio profit is the sum of profits from all campaigns selected by the classifier. A profit evaluation is much more applicable to our research because the main business objective is maximizing the overall campaign portfolio profit and not overall model accuracy. In numerous business applications such as fraud detection, medical diagnosis and marketing campaigns such as ours, the primary focus for the researcher, is in fact, the minority class. In these applications, not only are the data distributions skewed, but also the

Exhibit 3.10. Model Precision vs Recall
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misclassification costs associated with confusion matrix elements. A majority of classification algorithms assume equal misclassification costs and ignore the different types of misclassification errors. One practical method to minimize this problem is to utilize a cost sensitive classification algorithm (Viaene and Dedene, 2005). As discussed previously, cost sensitive classification techniques, such as MetaCost, include misclassification costs during model training and create a classifier that has the lowest cost associated with its confusion matrix. In our case, the MetaCost ensemble assigns higher cost to false negatives than to false positive which improves the classifier performance with respect to the positive class of Success.

Exhibit 3.11 summarizes the campaign portfolio profit, based on 30 replications, for each base and ensemble model. Not surprising, the Naïve Bayes models produced the lowest average profits, which follows the same overall accuracy pattern seen in Exhibit 3.8. The three Naïve Bayes model profits also show a much larger variation when compared to the other base and ensemble models. However, the ranking of the remaining models are quite different when compared to the ranking in Exhibit 3.8. The MetaCost Logistic Regression ensemble performed the best with an average campaign portfolio profit of $14,962, considerably higher than the second and third place ensembles.

As detailed in Exhibit 3.12, the Optimal model profit results are statistically different, at both the .05 and .01 significance level, from all models, using the Bonferroni correction. Although it was not surprising that the MetaCost ensemble models and the logistic regression models performed well, what is interesting is the stacking ensemble ranked second in profitability. Stacking is not known for strong performance when applied in a text mining context and since this research is based on a hybrid data set containing both standard numeric attributes and numeric attributes created from text attributes that produce a very sparse data set, its excellent performance was unexpected. We also note that all of the SVM models performed well, as expected, due to its strong text classification capabilities (Joachims, 2002).

Exhibit 3.11 illustrates how using a different evaluation metric, such as campaign portfolio profit, can provide valuable, as well as conflicting results in comparison to more traditional measures of classification accuracy. Our model results are an excellent example of why researchers should use several evaluation metrics when comparing classifier models. Classifier performance metrics
such as profits or costs are of critical importance, but are typically less robust when compared to a more stable metric such as overall accuracy. Pay-per-click campaigns can have multiple goals. As an example, a risk averse campaign analyst may wish to choose a model with a combination of stable overall accuracy and a minimum level of campaign profit, while a risk seeking campaign analyst may choose to the classifier that produces the highest campaign profit.

From a technical standpoint, our PPC campaigns have unequal profits. We have very few high profit campaigns and many lower profit campaigns. A classifier with a lower overall accuracy may still achieve a higher profit when compared to a classifier with a higher overall accuracy, because a higher overall accuracy classifier may yield its few false negatives on high profit campaigns, while a lower overall accuracy classifier may yield slightly more false negatives with respect to predominately low profit campaigns. The lower overall accuracy classifier may be correct
when it matters and thus correctly predict the very high profit campaigns. Whereas Exhibit 3.9 shows that the majority of the models statistically different in terms of overall accuracy, Exhibit 3.12, with statistical significance after Bonferroni correction depicted by shading, displays a contrasting pattern of non-significant differences in campaign profits.

6. Conclusion and future work

Our experimental results support our hypothesis that applying ensemble learning techniques in PPC marketing campaigns can achieve higher profits for our home security service and equipment provider. We introduced the evaluation metric of total campaign portfolio profit and illustrated how relying on overall model accuracy can be misleading. As additional metrics for model comparison, Exhibit 3.13 shows box plots of optimum and baseline campaign portfolio profits. Optimum campaign portfolio profit represents the sum of the scenarios where only profitable PPC campaigns were identified and deployed. To clarify, Exhibit 3.13 illustrates the aggregate assessment of an optimum or perfect model versus a baseline or random model, on each of the holdout samples. The baseline campaign portfolio profit represents the sum of the scenarios where all PPC campaigns whether profitable or not were deployed. As can be seen, the two means of +$115,057.23 and -$97,622.12, convey a high level of variance which is a result of the marketing risk associated the PPC campaigns. Thus, any positive profit advantage achieved through improved classification techniques is beneficial. We are encouraged that all of our models outperformed the baseline campaign portfolio profit, and that the top 11 models produced positive profits. However, none of our model profits came close to the optimum campaign model profit, although all models performed consistently well, with the exception of the Naïve Bayes models. Given the difficulty of feature creation due the limited amount of words contained in an advertisement, we feel that our ensemble

Exhibit 3.13. Optimum and Baseline Campaign Portfolio Profits
framework for sponsored search advertising makes a valuable contribution to industry.

One interesting observation we noted from Exhibit 3.10 is Voting (typically used for a baseline ensemble performance) has the highest F metric based on the harmonic mean between precision and recall. Different configurations of the Voting ensemble could be a possible area for future research. Additionally, using each of the remaining dependent variables discussed in Section 4.1.1 and applying the same experiment method introduced in this article could be useful for the business community. Naïve Bayes classifiers typically perform well, making our results somewhat unexpected and a subject for future research. Additionally, feature selection methods and ensemble learning techniques could be compared.
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Appendix A: Paid Search Examples

[Image of a Google search results page for "home security"]

- **Top 5 Home Security (2016) – We’ve Reviewed Them**
- **See Our Top 5 Recommended Home Security Systems.**
- **Home Security Systems has 1/2 followers on Google+**
- **Interactive Home Security**
- **Need Home Security ASAP?**
- **No Activation Fees?**
- **XFINITY® Home Security – See How to Keep an Eye on Your Home**
- **Even When You’re Not There!**
- **Comcast has 145 followers on Google+**
- **Low Video Monitoring - Office & Pricing - 24/7 Protection - Help & Support**
- **ADT Home Security Special: $100 Visa Card + Free $350 System**
  - Install For Only $99.99 ADT8 Aud Dit

- **Free GSR Home Security**
  - 1-866-986-4602
  - 15% Savings Monitoring In Your City
  - 90 Equipment & 90 Install Fee!

- **ADT® Official Site**
  - Site only

- **Home Security**
  - www.simplicasecurity.com/Home Security
  - 24 Hour Protection - $15.99/month!

- **2012 "Best Home Security"**
  - 1-866-584-8512

See results for home security on a map.
Chapter 4

Service Improvement Using Text Analytics with Big Data

“Great minds think alike, clever minds think together.”
Lior Zoref

The Internet has transformed the delivery of word of mouth communications into a more symmetric, assessable, and time sensitive form of digital information exchange. Both consumers and management now enjoy the benefits of product and service related online consumer review websites. However, unstructured consumer reviews can be emotive in nature and opaque with respect to the actual objective meaning of the review. We present the two general processes of defect discovery and remediation, and accolade discovery and aspiration, for service improvement. We believe that this research is the first to discuss the integration of GLOW and SMOKE words, as well as GLOW and SMOKE scores, derived from unstructured text, with innovative ensemble learning methods with the overall goal of service improvement.

Keywords: consumer reviews, derived features, ensemble learning, service improvement, text analytics.

1. Introduction

Word of mouth (WOM) communication has long been an important source of service information, related to the cost, perceived value, and overall satisfaction associated with a specific service (Looker, A., et al., 2007). Personal contacts, posted customer comment cards, customer phone surveys, and support personnel have provided the traditional sources of service WOM information (Peterson and Merino, 2003). Due to continuous advances and improvements associated with computers, the Internet, social media, and mobile technologies, the delivery of WOM communications is rapidly shifting away from an asymmetric form of information exchange to a more symmetric eWOM process (Clerides, S., et al., 2005; Litvin, S. W., et al., 2008; O'Connor, P., 2010). Many organizations and their customers, now enjoy numerous advantages of online consumer reviews associated with products and services (Puri, 2007; Dellarocas, C., 2003).

With the incentive to achieve and sustain a possible competitive advantage, product defect detection and prioritization by data mining online consumer reviews is becoming a management priority. Prior research used online consumer reviews to establish the nature and severity of product defects and identify SMOKE words, i.e., words typically indicative of consumer dissatisfaction with a product (Abrahams, A. S., et al., 2013; Abrahams, A. S., et al., 2012). However, using unstructured
data from online consumer reviews related to consumer services to discover SMOKE words and the associated service defects has not been analyzed. In this article, we introduce a service improvement framework, which includes GLOW and SMOKE words, that integrates traditional text mining methods with innovative ensemble learning techniques. To the best of our knowledge, this article is the first to discuss the application of ensemble learning techniques with the goal of service improvement.

We propose that two general mechanisms are available for service improvement: (1) defect discovery and remediation, and (2) accolade discovery and aspiration. When using the defect discovery and remediation process, the service provider discovers and remediates service defects. With accolade discovery and aspiration, the service provider discovers service accolades received by competitors and aspires to implement comparable improvements. We illustrate these mechanisms using representative cases from the hospitality service industry and the education service industry.

As our first case study, we used TripAdvisor.com, the largest travel media and consumer review web site, as a hospitality industry related case study for this paper. The travel industry, and hotel management in particular, has recognized a relationship between online consumer reviews and revenue as well as other metrics, such as booking rates, occupancy rates and adjusted room rates (Vermeulen and Seegers, 2009). According to a recent Travel Weekly Consumer Trends Survey (www.travelweekly.com, 2013), 58% of respondents indicated that they regularly consult travel review web sites before making a travel related purchase. More importantly, the survey discusses the increasing readership and review postings trend and the direct impact on revenue that these consumer reviews generate, despite the evidence that indicate approximately 15% of online travel reviews are fake (Duan, W., et al., 2008; Hu, N., et al., 2011).

As a second case for this research, we utilized Koofers.com, a specialized social media web site with a focus on higher education. The web site is a collaborative platform for both students and professors that provides online services that span the academic year. Although Koofers.com is primarily an online consumer review web site, it does distinguish itself by providing a wide array of online services, such as course selection guides, course study materials, grading histories, as well as job recruitment. Direct competitors to Koofers.com include RateMyProfessors and NoteSwap. The
mission of Koofers.com is to be a disruptor of higher education by moving course and professor evaluations to a synchronous information exchange. Koofers.com markets their web site by collaborating with other social media sites such as Facebook, Twitter, and LinkedIn.

We organized this paper as follows. Section 2 describes our motivation and our research contributions. Section 3 provides an overview of the travel media industry and the higher education social media industry. Section 4 discusses related research with respect to classification and ensemble learning techniques. Data set construction, brief descriptive statistics of the data sets and the subsequent methodology we followed to support our research is detailed in Section 5. Section 6 provides an analysis of our experimental results. Section 7 summarizes this work, discusses managerial implications and suggests future research opportunities.

2. Motivation and research contribution

The Cornell School of Hotel Administration recently published research that supports the business value of active consumer review management. Researchers at the school developed a revenue model that illustrates how a one point rating change on the Travelocity five point Star Rating scale could cause the average room rate to change as much as 11% for a specific hotel (Anderson, 2012).

However, consumers often write textual reviews related to services that express more information than can be captured by the common star rating scale. These textual reviews may be posted in an unstructured format on consumer review web sites, discussion forums, direct email, submissions to "contact us" online forms, Facebook, Twitter, and other social media web sites. For consumer reviews sites that do not contain an explicit Star Rating assigned by the consumer, it would be helpful for the service provider be able to automatically prioritize keywords or infer a Star Rating from ongoing submissions.

Given the overwhelming volume of free or inexpensive textual commentary, service industry executives, particularly those in service operations management, require tools to help them discover and sort the objective criticisms from the most frequently occurring and most emotionally laden compliments (Xiang, Z., et al., 2015). In this paper, we provide a novel procedure to infer a Star Rating from unstructured textual consumer reviews, and assess the accuracy of inferences across a
range of classification and ensemble learning methods. We demonstrate how ensemble learning methods can improve the overall accuracy and Kappa agreement of base classifiers, given the difficulties associated with a text mining environment.

This paper also defines a list of GLOW and SMOKE words for the hotel industry and higher education industry that are indicative of superior service as well as poor service. Extensive research streams exist related to sentiment analysis and the sentiment polarity of words, but this paper is distinctive as it investigates opportunities for service improvements, not merely incidences of consumer emotion. Prior work has shown that sentiment words, which are emotive, are distinct from SMOKE words, which are often factual or objective (Abrahams, A., et al, 2012). Thus, sentiment words can be ineffective in identifying and prioritizing consumer review postings that may relate to defects. For example, “the room key would not open the door” or “the professor was late to class” are factual, unemotive descriptions of a service defect. The inadequacy of using sentiment words to discover and prioritize product defects has been shown for automotive industry (Abrahams, A., et al, 2011), and this research attempts to ascertain whether the same distinction between sentiment words indicative of emotion, and SMOKE words indicative of a defect holds for the service industry.

MacMillan and MacGrath’s (2000) Attribute Mapping framework inspired our GLOW and SMOKE word formulation proposed in this paper. We believe our process is the first concrete and semi-automatic text analytic procedure for implementing Attribute Mapping. We feel that our SMOKE and GLOW word constructs measure how well a service offering ranks in relation to other possible service offerings that may meet a consumer’s needs. SMOKE words capture the essence of MacMillan and MacGrath’s “Dissatisfiers,” “Enragers,” “Terrifiers,” and “Disgusters,” while GLOW words capture the essence of their “Nonnegotiables,” “Differentiators,” and “Exciters.” MacMillan and MacGrath argue that the most efficient way to improve a business model is to redesign or change the value proposition of the service or product offerings. In this paper, we demonstrate how to discover and prioritize service improvement opportunities from large volumes of unstructured text postings, enabling management to map out the attributes of their service offerings. Our framework enables managers to identify opportunities for eliminating “Enragers,” “Terrifiers,” and “Disgusters,” or aspire to higher service levels by identifying and operationalizing “Nonnegotiables,” “Differentiators,” and “Exciters.”
3. Background
In this section, we describe the background for our two case studies.

3.1 Background on the travel research and planning industry
An entire industry providing travel information collection and delivery has grown up around Web 2.0 technologies such as social media, social networks and crowd sourcing. This industry is classified as North American Industry Classification System code 561599, *All Other Travel Arrangement and Reservation Services*, however this North American Industry Classification System category is rather vague, and is more appropriately defined by *Online Travel Research and Planning* ([www.hoovers.com](http://www.hoovers.com), 2014). Industry leaders include TripAdvisor.com, Yelp, Zagat, Priceline, Orbitz, and CityGrid.

TripAdvisor.com is one of the world’s largest and most popular web sites providing online travel related media ([www.Forbes.com](http://www.Forbes.com), 2013). The mission of TripAdvisor.com is to help travelers plan and experience a seamless trip by hosting user generated content related to hotels, restaurants, and attractions. TripAdvisor.com claims 62 million monthly web site visits and over 75 million user generated reviews. Although the TripAdvisor.com web site provides numerous information sources and services, the ability to read the user generated consumer reviews is the primary reason end users browse the website. Individual reviewers are able to add their own reviews concerning previous travel experiences after they create a TripAdvisor.com account. Reviewers are required to answer several questions about their travel and assign a satisfaction rating which summarizes their review. TripAdvisor.com calls the rating a Star Rating, which can range between one and five, with five representing the highest rating. TripAdvisor.com claims, to the skepticism of some travel professionals (Hu, N., et al., 2012; O'Connor, P., 2010), to scan each new review verifying whether it meets content guidelines and norms of appropriateness. Then, using a proprietary algorithm, TripAdvisor.com ranks the new review in relation to the existing reviews for the destination, sorts the list and then publishes the new results. TripAdvisor.com rarely removes a review once published; however, hospitality managers do have the opportunity to submit a specific response that is posted below the relevant consumer review.
Appendix A shows an example of a hotel review from the TripAdvisor.com web site. The review information is broken down into three sections. The top section provides basic destination information, photos, the overall ranking, the Star Rating, and acknowledgement of any TripAdvisor.com awards. The middle section provides two important pieces of information, a histogram for the Star Rating distributions and the number of reviews. The last section, which usually runs for several web pages, contains the actual reviewer assigned Star Rating, the date reviewed, the reviewer profile and most importantly, the review text.

3.2 Background for the higher education online review industry

The United States Department of Labor recently reported that postsecondary education (North American Industry Classification System 6113) is one of the fastest growing industries in the United States. The report indicated that demand for postsecondary education had steadily increased over the past several decades and is predicted to continue (http://www.bls.gov/opub/mlr/2012/01/art4full.pdf). Several demographic as well as socio-economic factors partially explain the growing demand for higher education. One of the most obvious being the children of Baby Boomers are now enrolling in numerous forms of higher education.

Current and future students are becoming well informed consumers of higher educations and have high value expectations for tuition paid. At its core, higher education is a service and educators deliver this service in a variety of settings using an assortment of methods. The quality of the teaching and support services provided by educators was traditionally disseminated by student word of mouth and well within the limited confines of an education facility. The social network connectivity provided by the Internet has disrupted the asymmetric form of controlled structured professor and course evaluations delivered to students by an educational institution. As tuition, fees, and the resulting educational debt escalate, and the probability of graduating with an undergraduate degree within four years continues to fall (Fry, R., 2014), students welcome the transparency provided by online educational review websites.

The higher education online review industry leaders are Koofers.com, RateMyProfessor.com, and MyEdu.com, all being relatively new companies. Additional smaller industry notables are Students Review.com, and KnowYourProfessor.com. MyEdu.com and Koofers.com were both founded in
2008, while RateMyProfessor.com is almost fifteen years old. Each company has struggled to monetize their online review services and have added fee based services such as job recruitment services, textbook sales and distribution, and student advertising. Koofers.com provides a rather board range of educational services that helps it compete and distinguish itself from RateMyProfessor.com and MyEdu.com. We selected Koofers.com for this case study because it is the sole remaining industry pure play. Appendix A provides an illustration of the high level of professor and course information available on one professor. Koofers.com is organized primary by university and professor name. Once a specific professor is selected, the website provides a grading history, a Star Rating, and students commends, organized by the classes taught by the professor.

4. Related research
There are numerous research streams related to text mining, classification and ensemble learning techniques. However, a few papers combine these three topics within the context of online consumer reviews. This paper helps bridge this research gap. This section describes related work in the fields of electronic word-of-mouth (eWOM), text mining of consumer reviews, and ensemble learning methods for consumer review classification.

4.1 eWOM
Traditional word-of-mouth is face-to-face communication about a consumer event, such as a purchase, an amusement activity or service. This definition has evolved over time to include any type of informal interpersonal communication about a commercial transaction (Litvin, S. W., et al., 2008). Dellarocas (2003) provide additional details relating to the benefits and complexities of digitizing word-of-mouth. Bronner and de Hoog (2011) develop a framework for understanding the motivations behind travel review postings while Cheung and Lee (2012) discovered factors, using structural equations modeling, which motivate consumers to post online reviews.

4.2 Text mining of consumer of reviews
Lahlou, F. Z., et al. (2013) provide a detailed overview of the text mining process of hotel reviews from TripAdvisor.com within the context of classification. The authors’ applied support vector machine (SVM), k-nearest neighbor, and Naïve Bayes algorithms for their classification experiments and noted that the Naïve Bayes outperformed other two classifiers based on the $F$ assessment metric.
Their research, as well as work by others, provides a precedent for including the Naïve Bayes classifier within our methodology (Aggarwal and Zhai, 2012; Bermejo, P., et al., 2011; Zhang, W., et al., 2011).

Two common problems associated with text mining are high dimensionality and sparsity of the resulting vector space model (Alibeigi, M., et al., 2012; Ruiz, R., et al., 2012; Yin, L., et al., 2013). The sheer volume of available data causes these two persistent problems. As discussed in more detail later in the article, feature reduction, which lowers dimensionality and reduces sparsity, is essential for satisfactory classifier performance. However, there is no one agreed upon feature reduction method for consumer review text. Several sophisticated feature selection algorithms have been proposed such as Regressional ReliefF, Fisher’s criterion, Sequential Forward Selection and several variants of Mutual Information Feature Selection (Ngo-Ye and Sinha, 2012; Liu and Schumann, 2005; Bakus and Kamel, 2006; Ruiz, R., et al., 2012). Many of these newer techniques are not included in popular data mining platforms, while several correlation based feature selection variants are common (Wasikowski and X. Chen, 2010; Liu and Schumann, 2005; Isabella and Suresh, 2011; Čehovin and Bosnić, 2010).

4.3 Ensemble methods for consumer review classification

Ensemble learning techniques are general meta algorithms that can increase the accuracy of predictive or classification machine learning models (Kim, 2009). Bagheri, et al., (2013) present an ensemble taxonomy within a multiclass context, along the same lines as Rokach (2009), which groups ensemble methods into one of four model development techniques named: subsample, subspace, classifier manipulation, and subclass. The subsample and subspace techniques resample the training partition and the feature space, respectively, using several randomized strategies. A third model development method is the classifier manipulation method. The authors discuss a continuum of classifier manipulation methods ranging from a simple set of different classifiers (such as contained in a voting ensemble) to a more sophisticated grid search method of discovering the optimal set of parameters given a set of base classifiers. Lastly, the subclass technique, reduces a multiclass target into a set of binary targets, with the idea of constructing an ensemble of simpler classification problems. Although more complex than the subsample and subspace techniques, the authors indicate that the subclass process holds significant promise for multiclass text mining.
problems.

Wang, et al., (2014) and Xia, et al., (2011) discuss the application of ensemble learning methods for the classification of user-generated content, more commonly known as online consumer reviews. Both authors define sentiment, illustrate several applications of sentiment classification, and make convincing cases for why sentiment classification is valuable to the greater business community. The authors provide a detailed comparative assessment of several ensemble learning techniques developed from popular classifiers, using some of the same multiclass data sets. However, the authors’ discussions diverge regarding the specific ensemble learning methods utilized by their classification experiments. While Wang, et al. used the three popular ensemble methods Bagging, Boosting and Random Subspace, Xia, et al. in contrast, used generic, and thus more cumbersome, ensemble methods of aggregation rules, meta classifier, and weighted combination, for their ensemble experiments. In fact, these three generic methods are generalizations of the well-known Voting, Stacking and Boosting ensembles.

Vinodhini and Chandrasekaran (2014) present a thorough methodology for their opinion mining experiments. They provide justifications for preprocessing consumer reviews instances at the document level into unigrams, bigrams, and trigrams and, subsequently apply principal component analysis as an innovative feature reduction method (Mehta and Nejdl, 2009). The authors discuss their comparative assessment of Bagging and Bayesian Boosting using logistic regression and support vector machines as base classifiers. Although the research contains valuable insights for consumer review classification, there are several major problems that are worth noting that prevent useful generalization. The authors stated that their imbalanced data sets were small, so within that context it could be useful to generate additional bigrams and trigrams features. However, the creation and bigrams and trigrams from larger data sets, common in current data mining research, becomes computationally expensive and often untenable (Tan, C. M., et al., 2002).

5. Methodology
In the following sections, we discuss data set creation, feature creation from text, feature selection, base classifiers, and ensembles learning methods along with the experimental design we used for our analysis.
5.1 Data sets

Our data sets consist of multiple consumer reviews and we define each review as a single text “document” or “posting.” For our TripAdvisor.com data set, we defined the population as the set of all consumer reviews posted on the TripAdvisor.com website. TripAdvisor.com groups their approximate 75 million reviews into three primary categories: hotel, restaurant, and attractions. We restrict our analysis for this paper to hotels. We will consider the Star Rating as a proxy for a class label, which also presents a multinomial challenge for our classification analysis. The text portion of these reviews, as a whole, will represent the corpus for this data and the subsequent text mining analysis.

To provide an objective framework for our data set creation, we chose Forbes America’s Top Ten Most-visited Cities List (Forbes, 2010). This sampling strategy was chosen in order to include the busiest hotel properties in the largest tourist cities, which account for a majority of hotel chain overall revenue. We further defined our sample frame as the top 100 hotels, as ranked by TripAdvisor.com, from these top ten cities (Peterson and Merino, 2003; O’Mahony and Smyth, 2010). Taking over six days, we crawled the TripAdvisor.com website using Helium Scraper v2.2.2.2 supported by a custom JavaScript, and imported all of the reviews from the top 100 hotels, city by city, into a comma separated value file. This data set contains 314,424 observations, each containing a Primary Key ID, City, Hotel Name, Review Title, Date, Rating, and Review. Exhibit 4.1 provides a partial example from the data set.

We created our Koofers.com data set from data provided to us by the executive management at Koofers.com that contains 3000 randomly selected professor review records. The Koofers.com data set also contains a Star Rating class label, identical to Star Rating systems used by TripAdvisor.com. The Star Rating relates the students’ subjective assessment of the professor, which is based on their perception of teaching quality, course administration, and overall course utility. The student free text form review of the professor from each record will represent the corpus for this data set and will
be used in the subsequent text mining analysis. After preprocessing and removing records with missing data, the final data set contains 2619 records, each containing a Record ID, University ID, Star Rating, Word Count, and Review. Exhibit 4.2 illustrates a partial example of the data set.

<table>
<thead>
<tr>
<th>Record ID</th>
<th>UniversityID</th>
<th>StarRating</th>
<th>Word Count</th>
<th>Review</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>5</td>
<td>58</td>
<td>I Was Very Worried About Statics Initially Since A Lot Of My Upperclassmen Friends Would</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>5</td>
<td>52</td>
<td>Although Prof. Knapp Is Not The Person That Teaches The Class The Few Times He Went O</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>5</td>
<td>85</td>
<td>He Knows Which Parts Of The Year To Do Experiments, Full Weather Is Dry So We Did Exp</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>5</td>
<td>69</td>
<td>Loved Her! Go To Class And Contribute During Discussions And She Will Love You Too. Sh</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>4</td>
<td>83</td>
<td>I Started As An H/ Major And Switched Because Of How Boring This Class Was. It'S Super</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Exhibit 4.2. Koofers.com Partial Data Set

Appendix B provides basic description statistics for each data set. The TripAdvisor.com Cities table lists the top ten cities sorted by the number of reviews scraped. The Star Rating distribution section provides the percentage of the total number of reviews represented by each Star Rating. Our Star Rating distribution is comparable to other data sets created from TripAdvisor.com (Jeacle and Carter, 2011). These percentages also may seem reversed. It is human nature to communicate bad experiences by word of mouth or eWOM (Cheung and Lee, 2012). However, people may be more inclined to take the time to write a consumer review when they had a positive experience, and may consider writing a consumer review for a negative experience as a waste of time. We noted the high combined percentage of Five Star and Four Star Ratings. Some researchers argue that consumers should be cautious when reading reviews posted on TripAdvisor.com, Yelp, as well as other reviews site, because most display this disproportionate rating distribution (Hu, N., et al., 2012).

For the Koofers.com data set, the Star Rating distribution is skewed towards the five Star Rating, which is very similar to the TripAdvisor.com data set. However, the mean and standard deviation from the Koofers.com word counts are each very similar. In contrast, the results from the TripAdvisor.com word count analysis are rather skewed.

An imbalanced data set containing a binary class label poses difficulties for most classification algorithms; however, having data sets containing a multinomial class label escalates the modeling difficulties (Drummond and Holte, 2003). In light of these class label concerns, we conducted an exploratory analysis applying replications of decision trees, logistic regression, and Naïve Bayes, discussed in more detail in Section 5.6, to assess the average accuracy. The relatively low overall accuracies we observed from our test model replications, gave us an early indication of classification
difficulties related to the imbalanced nature of our multinomial data set.

Acknowledging the respective difficulties associated with text mining and multinomial classification, we transformed the Star Rating label contained in both data sets to a binary label (Furnkranz, J., 2002; Galar, M., A., et al., 2011; Galar, M., A., et al., 2014). For both data sets, we converted a Star Ratings of five and or four to High. For the TripAdvisor.com data set, we based our decision on the logic that a majority of travelers would stay at a hotel with Star Rating of five or four. We also applied the same logic to the Koofers.com data set; assuming that the majority of students would prefer to take a course from a professor assigned a five or four Star Rating. For each data set, we assigned the label Low to a Star Rating of one, two, or three. We assume that the Star Rating scale is not linear, and if a hotel or professor was assigned a Star Rating of one, two, or three, the consumer or student would probably search for an alternative.

5.2 Feature creation

Independent variable creation is one of the most complex aspects of text mining. In this section, we discuss the specific preprocessing steps required to quantify text. Exhibit 4.3 provides a visual for the overall text mining process we follow for our analysis.

One of the most challenging aspects of text mining is the curse of dimensionality (Bellman, 1961) associated with a newly created feature set. From our TripAdvisor.com data set of 314,424 records,
the document-term vector indexing process, isolated over 500,000 features. This large number of independent variables is a problem in and of itself for most supervised learning applications; however, the more problematic issue is the sparsity of the resulting document-term vector (Liu and Motoda, 2007). As an example, given one specific record where the text review contains 15 words, the values for the approximate remaining 499,985 attributes are zeroes. This sparsity causes the observations from a data set to appear almost identical, which makes it difficult to train a supervised classifier algorithm and produce an applicable predictive model. To help reduce the computing complexity associated with high dimensionality and sparsity, we chose to create a ten percent random sample from the TripAdvisor.com data set stratified by the binary Star Rating label (Čehovin and Bosnić, 2010). Although not a perfect solution, this sampling step made the data set tenable for our classification and ensemble algorithms. We used the full Koofers.com data set for the second case analysis.

5.2.1 Representing Text
The first process for quantifying unstructured text is creating a bag or multiset of words from all of the words contained in the review corpus. Each review is split up or tokenized based on white space in the text. We processed each token through the following four additional language dependent steps, before adding the token to the bag of words. First, we normalized each token to a lower case since we require, for example, Hotel and hotel to represent the same entity. This normalization process requires a tradeoff to be made since there are exceptions that may be required for named entities. For example, the tokens “Cliff” and “cliff” have two different meanings where the first token represents a named entity and the second, a rock precipice. However, when normalized to lower case, the named entity loses its specific connotation and takes the meaning of a rock precipice. Second, we removed stop words, such as, “is”, “a”, “to”, and “the” using the RapidMiner English Stop Word operator since these words are connecting words supporting proper syntax and do not carry any domain specific meaning. Third, we stemmed each token to a root form using the Porter Stemmer for the English Language (Porter, 1980). The process removes inflectional endings from words having the same root and thus the same essential meaning, e.g., “reviews”, “reviewing” and “reviewed” all are reduced to the same token “review.” Lastly, we filtered out tokens that have a character size of two and less because they typically do not hold substantial differentiating power (Miner, G., et al., 2012). Once all these preprocessing steps are completed, we added each unique
token to the bag of words without regard to the original word order. We automated these preprocessing steps with text mining operators included in RapidMiner v5.3.015, an open source data mining workbench.

5.2.2 Quantifying unstructured text

The next major process in feature creation is to represent the bag of words numerically using a document-term vector. The formal name for this data representation model is the vector space model (Salton, G., et al., 1975). Each unique token is considered a feature and is represented as a column in an $n \times m$ size matrix. Each row by column numeric entry represents one or more occurrences of a specific token parsed from a single text observation. The numeric entry can be calculated from one of four common quantification methods. The first and simplest quantification method is to assign the binary digit of one to represent the presence of a specific token and zero otherwise. Binary representation is a computationally fast process; however, valuable information is lost when more than one occurrence of a token appears in the text. A second method is to count the number of unique occurrences of a token, which is also intuitive and computationally fast. As a third method, calculating the frequency that a term occurs in each observation relative to the total number of terms in each observation is somewhat more sophisticated. And fourth, the term frequency – inverse document frequency (TF-IDF) is possibly the most sophisticated and popular quantification method commonly utilized in text mining research and applications (Witten, 2005; Adeva, et al., 2014). The TF-IDF is calculated as:

$$TDIDF = TF \times \log \left( \frac{N}{DF} \right)$$

The term frequency, $TF$, represents the frequency a specific token occurs in a specific document and indicates how important a specific token is for an observation. The document frequency, $DF$, represents the number of documents that contain a specific token. The token is more important the less it appears across documents, meaning it provides more differentiation between observations. $N$
is the number of documents in the corpus. The more often a token appears in one observation and the less it appears across all documents makes it a more discerning or differentiating variable for classification modeling. Exhibit 4.4 provides a conceptual illustration of a document-term vector, where \( d_n \) represents a text document, \( t_m \) represents the specific features created from the tokens and \( y_{n,m} \) represents the value of one of the four numeric representation methods discussed above. The Class attribute represents the known class label required for supervised learning.

5.2.3 Second order features
As the degrees of sparsity and dimensionality, associated with a given document-term matrix increase, the ability of a classifier to discriminate between the observations within a data set becomes progressively more difficult. Researchers and practitioners working in a consumer review context often encounter the curse of dimensionality and its negative effects on overall accuracy as well as other performance metrics (Tu and Yang, 2013; Jun, S., et al., 2014). One option that may increase classifier performance, within this context, is to create a hybrid data set by adding second order or derived features to the original data set. We created a set of second order features grounded in concepts from the fields of natural language processing and information science. We added Net Polarity, Robertson’s Selection Value (RSV), Document and Relevance Correlation (DRC), and Correlation Coefficient \( C \) to each case document-term vector and discuss them in detail below.

We performed a sentiment analysis by calculating the net polarity (a concept from natural language processing) of each review from each case data set by utilizing the AFINN sentiment lexicon. The AFINN lexicon, developed by Finn Arup Nielsen (2011), is a specialized list containing 2477 English words each having an assigned integer ranging from negative five to positive five. As an example, the word breathtaking is assigned a +5, while the word bastard is assigned a -5. This polarity scale represents the emotional communication embedded within the consumer review. Each word contained in the review is assigned a polarity score, if contained in the AFINN lexicon, and then all values are summed into a net polarity. Feldman (2013) provides an overview of the business value of sentiment analysis in areas of consumer reviews, as well as others business contexts. Wang, G., et al. (2014) provides a discussion related to ensemble learning techniques for sentiment classification utilizing net polarity as a feature.
The Robertson Selection Value (RSV) (Robertson, 1986) is an information science metric that measures the relative prevalence of a term $t$ in a category of postings, such as High star reviews, versus a contrast category of postings from Low star reviews. A term may be a unigram, or sequence of words creating bigrams or trigrams. We used both tokens and stop words for the analysis. We used RSV as a proxy metric for our concept of GLOW and SMOKE word scores. As discussed in Section 2, GLOW and SMOKE words are relevant terms or tokens contained within a consumer review that are probabilistically associated with the class label, as in our case High or Low. Following Fan et al. (2005), we computed RSV as follows:

$$RSV = A \times \log \frac{A \times D}{B \times C}$$

where $A$ represents the number of postings from our High star reviews in which term $t$ appears. $B$ represents the number of postings from our Low star reviews in which term $t$ appears. $C$ represents the number of postings from our High star reviews in which $t$ does not appear. $D$ represents the number of postings from our Low star reviews in which $t$ does not appear.

For example, consider the term “great,” which is the most prevalent GLOW word contained in our Koofers.com data set as illustrated in Appendix C. Using High star reviews as the focus category the computation is as follows:

- $A = 454$, “great” appears in 454 High star reviews.
- $B = 67$, “great” appears in 67 Low star reviews.
- $C = 1270$, “great” does not appear in 1270 High star reviews.
- $D = 828$,”great” does not appear in 828 Low star reviews.

Therefore the GLOW score for “great” would be:

$$RSV_{great, High} = 292.9 = 454 \times \log \frac{454 \times 828}{67 \times 1270}$$

The SMOKE RSV score for “great” simply inverts the focus category, and is represented as $RSV_{great, Low}$.

The Document and Relevance Correlation, as developed by Fan, W., et al. (2005), expands RSV by combining facets of RSV and cosine similarity. DRC is can be calculated as follows:

$$DRC = \frac{A^2}{\sqrt{A + B}}$$
The Correlation Coefficient \( C \), as first proposed by Ng, H., et al (1997), is a modified version of the chi square statistic that removes a specific weakness of chi square when applied in an information retrieval context. In a sense, \( C \) is a “reduced” version of Chi square that has been shown to be an effective term relevancy metric (Ng, H., et al, 1997). Following Fan, W., et al. (2005), our categorical variables are the terms or tokens from the review and the associated relevance of the term to the document where \( C \) is calculated as follows:

\[
C = \frac{\sqrt{N} * (A \times D - C \times B)}{\sqrt{(A + B) \times (C + D)}}
\]

where \( N \) is the number of reviews or documents. We calculated each of these relevance metrics for each term or token contained in both the TripAdvisor.com and the Koofers.com data sets. Since we have binary class labels, each term or token has a GLOW and SMOKE calculation associated with RSV, DRC and \( C \). For each observation contained in the document-term vector, we computed aggregated RSV, DRC, and \( C \) scores by summing each individual RSV, DRC, and \( C \) score related to each GLOW and SMOKE words based on whether the term or token was contained in the review.

5.3 Feature selection

After we completed the text preprocessing steps, the document-term vectors for the TripAdvisor.com data set and the Koofers.com data set contained 34,211 and 9,110 independent variables, respectively. Many researchers may consider these numbers of independent variables untenable (Bakus and Kamel, 2006). There are several reasons for reducing the number of independent variables. One argument for independent variable subset selection is that many of the created features may be redundant and carry little additional differentiating information. Higher levels of redundancy among independent variable can result in multicollinearity, which can invalidate any required independence assumptions and thus produce models with questionable results. Another important reason for feature selection is that most classifier algorithms perform better with smaller feature sets (Čehovin and Bosnić, 2010; Salton, 1989). This argument also applies to ensemble learning modeling since the computational costs are even higher.

There are two general approaches to feature selection for classification modeling. Exhibit 4.5, adapted from Ruiz (2012), illustrates the logical data flow for these two general methods. The filtering approach completes feature selection before constructing a classifier. The features are
ranked based on an evaluation metric such as the correlation or information gain associated with the class label. Once ranked, the features are selected using the top $k$ percentage of the full set or an absolute count of the ranked features. The selected features are then used as input for a new document-term vector so this computationally expensive process does not have to be performed again. The filter methods are relatively fast and are independent of the classifiers and ensembles. One weakness associated with the filter selection method is that they are less effective at identifying redundant features (Kantardzic, M., 2011). The wrapper method of feature selection embeds a classifier within a loop and iterates over the features set until the best set of features are determined based on a specific evaluation criteria such as overall classification accuracy. The wrapper method can be optimized. However, the process comes with a high computational cost and as a result, is not as popular as other feature selection methods when larger feature sets are present.

We chose to compare two feature selection operators from RapidMiner v5.3.015 each known for their computational efficiency: Weight by Correlation, a filter approach and Forward Selection, a wrapper approach. The Weight by Correlation operator ran quickly and produced a correlation coefficient for each feature-class vector pair. We used the Select by Weight operator to rank the feature set, to select the top one percent from the TripAdvisor.com data and the top ten percent set from the Koofers.com data set. We then saved these results as new data sets.

We then tested the Forward Selection operator, which starts with an empty feature and selects the single feature that provides the highest model performance increase. The operator adds each remaining feature, one at a time, to the existing feature set and compares the classifier performance. We used Naïve Bayes as the classifier due to its speed. Iteratively, the operator builds a feature set by choosing the single feature that produces the highest performance increase during each loop, until
a stopping condition occurs. Consequently, the first loop ran 34,211 passes. Once the best performing feature was selected, the loop ran 34,211 – 1 passes and so forth. Due to the extensive runtime required by the Forward Selection operator, we subsequently chose the Correlation by Weight operator for our analysis and retained 342 features (one percent) from the TripAdvisor.com data set and 911 features (ten percent) from the Koofers.com data set as our independent variable sets.

5.4 Supervised classifiers
We utilized three popular supervised classifiers, Naïve Bayes, logistic regression, and decision trees for this research project. All of the classifiers are well known for their text mining research streams as well as successful text mining applications (Bermejo, P., et al., 2011; Cao, Q., et al., 2011; Fuller, C. M., et al., 2011).

5.4.1 Naïve Bayes
The Naïve Bayes classifier is known for its simplicity, speed, and accuracy; making it an excellent choice for high dimensional data sets common in a text mining environment (Li, D., et al., 2013; Jiang, L., et al., 2013). The Naïve Bayes classifier is capable of integrating incremental updates, which is highly desirable from an ongoing operational viewpoint. Due the high degree of sparsity associated with most text mining data sets, it is important that the data mining platform provide the Laplace Correction option to prevent a zero probability calculation. The Naïve Bayes classifier is a probabilistic classification algorithm that assumes independence among the independent variables. In a text mining context, the independent variables are tokens derived from the text corpus. The naïve independence assumption states that tokens $T=\{t_1, t_2, t_3, \ldots t_n\}$ representing a document $d_i$ that is classified as label $C_j$ are all statistically independent. In our binary class environment, we calculated the predicted class $C_j$ for review $d_i$ the maximization of:

$$P(C_j|d_i) = \arg\max \left( \frac{P(C_j) \prod_{t=1}^{n} P(t_i|C_j)}{P(C_0) \prod_{t=1}^{n} P(t_i|C_0) + P(C_1) \prod_{t=1}^{n} P(t_i|C_1)} \right)$$

5.4.2 Logistic Regression
The generalized logistic regression model, as shown below, can be further simplified and applied in a binary classification context (Shmueli, G., et al., 2010). For our research, we transformed the
dependent variable Star Rating into a binary label by coding the label from each observation as High or Low. For example, following Wang (2005), let $C_i$ represent the dependent variable having $C$ classes. The probability of an observation with $n$ independent variables, $X_n$ being in class $C_i$, is represented as:

$$P(C_i) = \frac{e^{(\beta_0 + \sum_{n=1}^{N} \beta_n X_n)}}{1 + \sum_{c=1}^{C} e^{(\beta_0 + \sum_{n=1}^{N} \beta_n X_n)}}$$

The highest class probability calculation determines the class assigned to new observations (Shmueli, G., et al., 2010). There are several advantages of using logistic regression for text mining applications. This statistical model is based on a strong theoretical foundation, requires few actual modeling assumptions, and the results are transparent to the end user. Powel and Baker, (2007), discuss numerous text mining and sentiment analysis applications of logistic regression.

### 5.4.3 Decision Trees

Decision trees are one of the most popular supervised classification techniques. Decision trees are intuitive and visual, which makes the classification output easy to interpret and to apply. These classifiers require minimal modeling assumptions, can handle missing data, require minimal parameter settings, and accept a multi-class dependent variable. One important advantage of using a decision tree is that the most discriminating features are automatically selected, while partitioning the training data set. This characteristic could be very useful when applying decision trees within a text mining application, because of the high dimensionality and sparsity common to most text data sets. In addition, once trained, the classifier is relatively fast classifying a new observation (Kantardzic, 2011).

Decision trees induce classification rules in a top-down hierarchical manner by recursively partitioning a training data set into increasingly homogenous subsets. The homogeneity of each partition is measured by information gain, the Gini index, as well as other metrics (Shmueli, G., et al., 2010).

### 5.5 Ensemble learning methods

An ensemble meta-algorithm takes a set of classifiers and aggregates their individual results by an algebraic method. The basic motivation behind ensemble learning is that creating a committee of
experts is much easier than attempting to locate or derive a single genius. The accuracy or prediction from a committee of experts can be higher than any single committee member because an effective aggregation process has a tendency to remove uncorrelated errors and outlier results. Numerous empirical studies have shown that the combined prediction from a set of classifiers is more accurate than any individual classifier from the set (Lozano and Acuña, 2011; Major and Ragsdale, 2000). At a minimum, there are two ensemble design characteristics, diversity and accurate models, required to provide the potential for increased ensemble accuracy (Dietterich, 2000). Ensembles create diversity by allowing classifiers to make different errors on new or unseen observations. An accurate model is defined as a classifier that can attain an overall accuracy of greater than 50%, i.e. better than random guessing.

Over the past decade, ensemble learning research has become popular within the data mining community. However, due to the existence of numerous and at times conflicting research streams, the successful application of ensembles to specific problem contexts has been unstructured and seemingly random. Rokach (2009) proposed an ensemble taxonomy to provide a guide for future ensemble design and application. The taxonomy contains five dimensions: member dependency, diversity generation, combiners, ensemble size, and cross inducer. For our research, we selected four ensemble methods guided by Rokach’s taxonomy, and supported by Bagheri, M. A., et al., (2013). Exhibit 4.6 illustrates four taxonomy dimensions along with our selected ensemble.

<table>
<thead>
<tr>
<th>Ensemble Dimension</th>
<th>Characteristic</th>
<th>Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble size</td>
<td>Number of classifiers</td>
<td>Voting</td>
</tr>
<tr>
<td>Diversity generation</td>
<td>Training partitions</td>
<td>Bagging</td>
</tr>
<tr>
<td>Combiners</td>
<td>Results aggregation</td>
<td>Stacking</td>
</tr>
<tr>
<td>Cross Inducer</td>
<td>Classifier ensemble relation</td>
<td>Random Forest</td>
</tr>
</tbody>
</table>

Exhibit 4.6. Ensemble Taxonomy

5.5.1 Voting
The Voting meta-algorithm is the most intuitive ensemble learning method for aggregating classification results from a set of classifiers. Voting is normally used to combine the results from a set of different classification algorithms, although it sometimes used with a set classifiers constructed from the same base model, each using different parameter settings. Due to its speed and intuitive appeal, it is a common practice for researchers to use Voting as a base line measure when comparing the performance of multiple ensemble models (Sigletos, G., et al., 2005). For a binary
class problem, Voting gives the classification result based on a majority vote with respect to the class label.

5.5.2 Boot Strap Aggregation

Boot Strap Aggregation, as developed by Leo Breiman (1996), has become one of the most popular ensemble learning techniques due to its simplicity, performance and computational efficiency (Polikar, 2012). Boot Strap Aggregation, also known as Bagging, has a well established research stream that shows performance improvements for popular classifiers across numerous applications (Dietterich, T. G., 2000; Kim and Kang, 2010; Das, et al., 2009; Kim, 2009; Wang, G., et al., 2011). The Bagging meta-algorithm develops model diversity by constructing a set of new training partitions the same size as the original training partition by sampling with replacement from the original training partition. These new training partitions are used to train a set of classifiers where the subsequent results are aggregated by majority vote or averaging. Due to the resampling process, the ensemble members are trained on approximately 63% of the observations from the training partition, because the probability of any observation being selected is \(1 - \left(1 - \frac{1}{N}\right)^N\). As \(N\) approaches infinity, the probability of any observation being selected converges to 0.6321. Therefore, in one sense, Bagging is a special case of classifier averaging similar to Voting.

5.5.3 Stacked Generalization

Stacked Generalization or Stacking is a hierarchical ensemble learning algorithm, that contains two logical tiers, where a second-level classifier aggregates the results from first-level classifiers (Wolpert, 1992). Typically, the first-level classifiers are each from different classification families, such as decision trees, artificial neural networks, Naïve Bayes, and so forth. The outputs from first-level classifiers, each trained from the same training partition, are used along with the original class labels as inputs for the second-level classifier. The second-level classifier is also known as a meta-learner. More formally, from training partition \(D_{Train}\) with \(N\) observations, use the leave one out validation method, and train \(L\) first-level classifiers on \(N-1\) observations. Generate a classification from each first-level classifier for the test observation with the pattern \(\{y_1, y_2, ..., y_L, t_N\}\) where \(t_N\) is the target for the test observation. Repeat the leave one out validation method until each observation has been treated as the test set, which yields a new training set \(D_{New}\) with \(N\) observations. Use \(D_{New}\) to train the second-level classifier (Dzeroski and Zenko, 2004).
5.5.4 Random Forests™

The Random Forests™ ensemble, also known as decision tree forests, has become popular because the ensemble shares many of the key strengths of decision tree classifiers. Breiman and Cutler (2001) developed the Random Forest™ ensemble, subsequently trademarked the ensemble name and exclusively licensed it to Salford Systems. However, the algorithm code is publically available under the GNU General Public License (http://www.gnu.org/licenses/gpl.txt), a popular open source licensing program.

The Random Forest™ ensemble creates a set of small decision trees by combining the basic random sampling processes of bootstrapping, used in Bootstrap Aggregation with random feature selection similar to the process found in Random Subspace (Ho, 1998). The ensemble uses these two randomized sampling processes to generate the required ensemble diversity. A standard pruning process prevents over fitting by finding sub-trees that generalize beyond the current training data set and, once completed, the ensemble combines the model results by applying voting for a nominal class label or averaging for a numeric class.

The Random Forests™ ensemble is known for its ease of use, over fitting control, application versatility, and most importantly, its interpretability (Kocev, D., et al., 2013). Similar to decision trees, Random Forests™ can process noisy or missing data and then selects only the most important features during model generation. One of the most relevant strengths of the Random Forests™ ensemble, in a text mining context, is the ability to process a data set that contains an extremely large set of features, because sparcity and high dimensionality are common problems associated with text mining applications. When compared to Support Vector Machines or Artificial Neural Networks decision trees are usually less accurate. However, a Random Forests™ ensemble has accuracy on par with Support Vector Machines and Artificial Neural Networks, and a training phase an order of magnitude faster (Liaw and Wiener, 2002). The algorithm can be parallelized for more computational speed. Additionally, this ensemble has fewer model parameters and the model results are certainly more interpretable than Support Vector Machines and Artificial Neural Networks.
5.6 Evaluation metrics

We used two traditional classification evaluation metrics for model assessment and performance comparison: average accuracy and Kappa. We used the hold out data partitions, discussed in Section 5.8, from each model replication to calculate these metrics. We calculated average accuracy as follows:

\[
\text{Average Accuracy} = \frac{\sum(T_i)}{N}
\]

where \(T_i\) represents the True on-diagonal classifications from a confusion matrix and \(N\) is the total number of instances. We calculated Kappa as follows:

\[
K = \frac{\text{Proportion (Actual Agreement)} - \text{Proportion (Expected Agreement)}}{1 - \text{Proportion (Expected Agreement)}}
\]

The Kappa statistic adjusts overall accuracy downward by taking into account the correct predictions that may occur by chance. This calculation is the same as Cohen’s Kappa Coefficient, except we use it in the context of classification evaluation. We used Cohen’s traditional agreement scale for interpretation (Cohen, 1960). These two evaluation metrics will allow us to compare classifier performance across all base and ensemble model versions.

5.7 Experimental design

For both of our case studies, TripAdvisor.com and Koofers.com, we constructed nine different classification model configurations, utilizing RapidMiner v5.3.015 as our software platform. We created the three base classification models, as previously discussed, to establish baseline performance metrics. We then created one Voting ensemble containing all base models, three Bagging ensembles (one for each classifier), one Stacking ensemble containing all base classifiers, and one Random Forests™. Exhibit 4.7 offers a conceptual diagram of the process logic associated with our experimental procedure (Galar, M., et al., 2011).
To control our comparative environment, we followed a repeated measure experimental design, where the same subject is measured multiple times under different controlled conditions. In our experimental design, the subjects are the training and testing partitions created for a model replication and the experimental conditions are the nine different classifier model configurations. This experimental design allowed us to control the actual training and testing partition version that we subsequently used as input for each of the nine classifiers configurations during each of 30 replications (Sun, J., et al., 2011). More specifically, we used a stratified random sampling approach, based on the standard 67% / 33% ratio, which we replicated using 30 different random seeds, allowing us to create 30 different training and testing partitions. Exhibit 4.8 outlines the schema for our repeated measure experiment. It shows there will be a unique training and testing partition used as input during each replication, for each of the nine classifier model configurations. As an example, \( m_{30,9} \) represents replication 30 of model configuration nine. This experimental design gave us the ability to perform the more conservative matched pair tests to determine whether the differences in average accuracy between models are statistically significant (Ott and Longnecker, 2001).

<table>
<thead>
<tr>
<th>Training/Testing Partitions</th>
<th>Base Model or Ensemble</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( m_{1,1} )</td>
</tr>
<tr>
<td>2</td>
<td>( m_{1,2} )</td>
</tr>
<tr>
<td>3</td>
<td>( m_{1,3} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>9</td>
<td>( m_{1,9} )</td>
</tr>
<tr>
<td>2</td>
<td>( m_{2,1} )</td>
</tr>
<tr>
<td>3</td>
<td>( m_{2,2} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>9</td>
<td>( m_{2,9} )</td>
</tr>
<tr>
<td>3</td>
<td>( m_{3,1} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>9</td>
<td>( m_{3,9} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>30</td>
<td>( m_{30,1} )</td>
</tr>
<tr>
<td>3</td>
<td>( m_{30,2} )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>9</td>
<td>( m_{30,9} )</td>
</tr>
</tbody>
</table>

Exhibit 4.8. Repeated Measure Experimental Design

We sampled the training partition a second time using a modified stratified sampling process. The RapidMiner Sampling operator balanced the training partition by applying a under sampling scheme, based on the weights we derived and illustrated in Exhibit 4.9. The weight values represent the percentage RapidMiner is to randomly sample from each class. With imbalanced data sets, traditional classifiers typically misclassify the minority class, usually the class of interest. This is even more problematic when the imbalanced data set is multinomial. Thus, it is common practice, that training partitions created from imbalanced data be balanced using one of several general methods, such as random under sampling and random over sampling. The testing or hold out sample
is not balanced, which allows for more realistic validation (Shmueli, G., et al., 2010; Yin, L., et al., 2013).

<table>
<thead>
<tr>
<th>Class</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>1.000</td>
</tr>
<tr>
<td>High</td>
<td>.295</td>
</tr>
</tbody>
</table>

Exhibit 4.9. Class Sample Weights

We selected the default parameter settings for most RapidMiner operators; however, we did make several exceptions. We selected the Laplace Correction parameter for the Naïve Bayes operator. We increased the ensemble size of the Bagging ensemble to 25 members (Kim, 2009; King, M.A., et al., 2014). We controlled our random seed values with the simple process of enumerating them 1 through 30, for partitioning the data set and any additional random process when required. The Decision Tree maximum depth was set to five, which significantly decreased computation time, as we are more interested here, in whether an ensemble can increase accuracy over the base classifier, not necessarily attempting to maximize absolute accuracy. The Random Forests™ number of trees parameter was set to 200 and the number of features randomly selected per level was set to the square root of the number features (Prinzie and Van den Poel, 2008).

6. Results and discussion

We performed our experiments on both case data sets using a personal computer with a 3.10 GHz Intel QuadCore CPU with 16 GB of RAM using the Windows 7 operating system. For each of our case studies we discuss GLOW and SMOKE word relevance, overall accuracy, and Kappa.

6.1 TripAdvisor.com results

One of the most interesting aspects from our research, which can be immediately beneficial to hotel management, was the discovery of the GLOW and SMOKE words associated with the TripAdvisor.com reviews while deriving our second order features. As a reminder, GLOW words are objective indicators of service excellence, while SMOKE words are objective indicators of service defects. We based our text analysis on the information science concept of word relevance feedback, which we measured using three metrics discussed in Section 5.2.3. We defined relevance as the degree or level of association a term or word has with our class label of High or Low. Our approach is a more sophisticated text mining approach when compared to a standard term count or
frequency analysis. Appendix C contains the most relevant terms for the TripAdvisor.com case. We observed several common themes emerging from our term relevance analysis. We observed that the top twenty GLOW words are all highly positive adjectives related to service excellence and indicative of customer satisfaction. We expected that the top twenty SMOKE words to follow a similar pattern. In contrast, the top twenty SMOKE words are split between negative adjectives related to service defects and verbs that indicate the existence of communication defects between the customer and hotel management.

We analyzed the TripAdvisor.com data set by applying both single and multiple criteria sorts. One of the most interesting observations was when we sorted by Locality and then by GLOW RSV. We could easily see the property leaders in each of the top ten markets based on the more objective GLOW RSV metric in contrast to the subjective Star Rating ranking. This sorting process would allow hotel managers to determine their relative standings in their market. If a hotel manager sorts the data set by Locality and then by SMOKE RSV they can easily detect service defects related to properties in a specific location. This sorting process implies a degree of defect severity, thus allowing hotel management to prioritize the service defects along with a possible solution.

As previously discussed in Section 2 a major goal of our research was the development of an automated service defect detection framework that researchers and practitioners could implement to assess and infer a more objective Star Rating from data obtained in large consumer review websites. In this research, we examined the classification efficacy of both base classifiers and ensemble classifiers with a difficult text mining context. Exhibit 4.10 documents the mean accuracy of the nine classifiers analyzed from the TripAdvisor.com case. The majority of the highest performing classifiers are ensemble configurations, with the exception of the Base Decision Tree classifier. This exception is rather interesting considering that the Base Decision Tree classifier outperformed the Random Forests™ ensemble, while the highest performing classifier was the Bagging Decision Trees ensemble. We observed that in all cases, except Naïve Bayes models, an ensemble configuration outperformed the base model configuration, i.e., the Bagging Logistic Regression outperformed Logistic Regression, and Bagging Decision Trees outperformed Decision Trees. Given the high degree of sparsity and dimensionality of the data set, we feel that these model accuracies support the case for using ensemble learning techniques for inferring whether a consumer
review rating should be High or Low.

Exhibit 4.11 illustrates that the accuracies of the highest performing classifiers are statistically significantly better in terms of overall accuracy, than lower performing classifiers. We also noted how well the Voting ensemble performed. We did not expect this level of performance for the Voting ensemble, as it is a rather simplistic ensemble that is typically used to ascertain baseline performance. As the accuracies of the Bagging Decision Trees and the Stacking ensembles are not statistically different from Voting, the case could be made based on simplicity, transparency, and speed to operationalize Voting. RapidMiner uses majority vote as the default aggregation method. In future work, we could change the aggregation method to plurality, or to confidence voting.

Exhibit 4.11. Overall Accuracy: P-values < .05 * and .01 ** Level, Bonferroni Adjusted
methods such as a sum rule, or a product rule. We corrected for experiment wise error using the Bonferroni adjustment.

It is good practice to assess classifier performance using more than one performance evaluation method. We used Kappa as a second performance metric, which represents the correspondence between the actual label of High or Low and the predicted label of High, or Low. As illustrated in Exhibit 4.12, each model has a Kappa metric representing moderate agreement or higher.

<table>
<thead>
<tr>
<th>Bagging Naïve Bayes</th>
<th>Base Naïve Bayes</th>
<th>Base Logistic Regression</th>
<th>Random Forests</th>
<th>Bagging Logistic Regression</th>
<th>Base Decision Trees</th>
<th>Voting</th>
<th>Stacking</th>
<th>Bagging Decision Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5082</td>
<td>0.5082</td>
<td>0.5871</td>
<td>0.5903</td>
<td>0.6058</td>
<td>0.6140</td>
<td>0.6338</td>
<td>0.6350</td>
<td>0.6556</td>
</tr>
</tbody>
</table>

Exhibit 4.12. Mean Model Kappa

6.2 Koofers.com results
Appendix C contains the list of the most relevant words derived from our Koofers.com data set. The GLOW words from our assessment are straightforward and intuitive. These top GLOW words represent positive reactions by students and in our opinion have a valence similar to “Differentiators” or “Exciters” contained in McGrath and MacMillan’s Attribute Map. Most educators would appreciate being associated with any of the top GLOW words. As for the SMOKE words, a theme of “Enragers,” “Terrifers,” and “Disgusters” appear pointing to a clear pattern of service defects.

Exhibit 4.13 illustrates the mean accuracy for our Koofers.com case. We observed that the Voting ensemble performed well again, which to a degree informally supports the simplicity principle of Occam’s Razor. Although the mean accuracies of the Voting and Bagging Logistic Regression are not statistically different, we noted the runtime for Bagging Logistic Regression was approximately ten times as long, which begs the question why run the Bagging Logistic Regression ensemble in future trials. We felt it is rather interesting that in both of our cases, the popular and highly hyped Random Forests™ ensemble performed worse than both the Base Decision Tree and the Bagging Decision Trees ensemble. We also observed that the Naïve Bayes and Bagging Naïve Bayes, performed poorly in both of our cases. This is somewhat counter intuitive, as the Naïve Bayes classifier is known for excellent performed in an applied text mining context. We noted both Base Logistic Regression and Bagging Logistic Regression performed well on the Koofers.com data set.
However, we noticed that these two classifiers ranked lower in mean accuracies from the TripAdvisor.com case. One possible reason for these results is the TripAdvisor.com data set displays a higher variance across the nine models. The variability of the TripAdvisor.com data set could be explained by the fact that it contains approximately five times the number of reviews; however, the differences in the data sets descriptive statistics shown Appendix B are not apparent.

Exhibit 4.13. Koofer.com Mean Model Accuracy

Exhibit 4.14 illustrates that the accuracies of the majority of the classifiers are statistically different. Due to our multiple comparison context, we applied the Bonferroni correction.
We used Kappa as a second performance metric for our Koofers.com case. As illustrated in Exhibit 4.15, each model has a Kappa metric representing a moderate agreement or higher.

<table>
<thead>
<tr>
<th>Model</th>
<th>Base Naive Bayes</th>
<th>Bagging Naive Bayes</th>
<th>Random Forests</th>
<th>Bagging Decision Trees</th>
<th>Base Decision Trees</th>
<th>Stacking</th>
<th>Voting</th>
<th>Bagging Logistic Regression</th>
<th>Base Logistic Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.5325</td>
<td>0.5340</td>
<td>0.6065</td>
<td>0.6398</td>
<td>0.6468</td>
<td>0.6743</td>
<td>0.7092</td>
<td>0.7178</td>
<td>0.7196</td>
</tr>
</tbody>
</table>

Exhibit 4.15. Mean Model Kappa

7. Conclusion, implications, and future directions

In this paper, we presented an integrated framework for service improvement identification and prioritization using text analytics. We demonstrated how our text analytic process could simplify the ongoing day-to-day management of the accelerating volume of online consumer reviews. We used online consumer reviews from two service industries as cases for the basis of our research. An objective approach to online review management can be challenging for service related industries due to the difficulties associated with the discovery of both the service provider’s own service and the difficulty of discovery of aspirational service attributes in that service market that satisfy or, perhaps better still, excite consumers. The standard Star Rating system is subjective, arbitrary and inconsistent across consumer review sites. Consumer reviews are loaded with phases such as “the hotel was bad” or “the professor was strange.” A Star Rating based on subjective or emotive phases provides minimal if any constructive information to guide service industry managers towards discovering a service defect or identifying a service opportunity. We transformed the difficult to interpret multinomial Star Rating label contained in both of our service related data sets into a less ambiguous and more actionable binary class label.

Applying user relevance feedback from the field of information science, we developed the constructs of GLOW and SMOKE words that allow service industry managers to infer an impartial and objective Star Rating, discover service defects and prioritize solutions in a systematic manner. The addition of these second order features to both case data sets significantly increased the overall accuracies of the base classifiers and the subsequent ensemble classifiers from a rather uninformative range in the low 50% to our superior accuracy results shown in Exhibit 4.10 and Exhibit 4.13. We argue from a service management perspective, that customer relationship management should include the active management of online reviews using GLOW and SMOKE words instead of an immediate reaction to reviews with low Star Rating. Although Star Rating systems in use on many
service related consumer review websites have known weaknesses, we suggest it cannot be ignored because of the subsequent effect a rating change can have on the linkage between a consumer experience and future purchasing decisions (Pathak, B., et al., 2010; Sparks and Browning, 2011; Yacouel and Fleisher, 2011; Anderson, 2012).

RSV scores are conveniently granular and summable, in contrast to categorical labels such as High Star and Low Star or Likert scale items like 1 Star and 5 Star, which are not summable. Thus, if we want to find the SMOKE score for a specific review, we can sum the RSV scores for all terms contained in that review. Similarly, if we want to find the SMOKE score for a hotel property, we can sum the RSV scores for all reviews that pertain to that hotel property. Likewise, if we want to find the SMOKE score for a city, we can sum the RSV scores for all reviews for all hotel properties in that. The summability of SMOKE scores makes them amenable to inclusion as a new column alongside each review, and advanced PivotTable analysis can then be performed on reviews, to determine the “smokiness” of different queries through the data set. For example, a hospitality manager could determine how “smokey” their hotel properties located in New York City are in 2014 and compare this metric to those same hotel properties in previous years. In addition, a hospitality manager could determine how “smokey” their New York City properties were last year compared to their competitors’ properties in the same city. The granularity and summability of SMOKE and GLOW scores facilitates, for the first time, data pivoting on both structured data and text, and adds significant text analytic capability beyond what is possible with traditional categorical labels.

Our study is subject to several limitations. We developed our text analytic framework relying on the results from two online consumer review sources. We caution that our analysis may not generalize to other service related industries. Implementation and testing of our framework in additional service industries such as, automotive sales and service, consulting, food and beverage industry, or health care could provide additional evidence of generalizability. Our data sets could contain a structural bias, due to the self-selection nature of the review submission process. It may seem intuitive that reviews that contain complaints with an associated low rating would represent the majority, while in fact quite the opposite is true. TripAdvisor.com has publically acknowledged that approximately 75% of their posted reviews contain a Star Rating of four or five. Lastly, our Koofers.com data set is relatively small, which may also limit the generalizability of the analysis.
We feel that we have several future research opportunities. At a minimum, we would like to construct data sets from several additional popular online consumer review websites and compare the results with our results from this research. The main issue left to address is whether our framework generalizes to other service related consumer review websites. Another possible research idea is to create a new TripAdvisor.com data set and run the analysis using an updateable Naïve Bayes algorithm. We then would wait a period of time, then add new reviews from the TripAdvisor.com website and assess the performance of the classifier. Using an updateable version of the Naïve Bayes algorithm could greatly simplify the adoption and ongoing operation of our automated service defect detection framework.
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Appendix A
TripAdvisor.com Web Page
Koofers.com Web Page

**Overall rating**
Rated by 10 students

Grade data is obtained directly from official university records

**3.12 Avg GPA across 7 classes**

**Exams**
- Med/Hard: 2
- Number given: 2

**Quizzes**
- Frequency: Never
  - Pop Quizzes: Never

**Projects**
- Med/Hard: 2
- Number given: 2

**Homework**
- Med/Hard: Sometimes
- Frequency Graded?: Always

**Other**
- Extra Credit: A Little
- Textbooks Used: A Little
- Grades Curved: A Good Amount

---

**BIT 4514**
Database Technology for Bus

*Computer Science student review*
May 17, 2012

**Pros:**
Great intro to database design and SQL

**Cons:**
A lot of time is spent on information that won't necessarily be useful when you actually work with a database at your job.

For the semester-long project you are designing and implementing a database, as well as a front-end. You get a month for each deliverable, so it's not too bad as long as your group doesn't suck. The test breakdown is as follows:
- Test 1: ER Diagrams, normalization, etc.
- Test 2: SQL
- Test 3: DB transactions, parameterized queries, concurrency control, etc.
The tests are pretty detailed, but aren't too hard if you pay attention in class and study the material well.

Helpful Rating? / YES / NO
## Appendix B
### TripAdvisor.com Data Set Descriptive Statistics

<table>
<thead>
<tr>
<th>Cities</th>
<th># of Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Las Vegas</td>
<td>89934</td>
</tr>
<tr>
<td>Orlando</td>
<td>49050</td>
</tr>
<tr>
<td>New York City</td>
<td>47928</td>
</tr>
<tr>
<td>Chicago</td>
<td>35009</td>
</tr>
<tr>
<td>San Diego</td>
<td>24496</td>
</tr>
<tr>
<td>Anaheim</td>
<td>22949</td>
</tr>
<tr>
<td>Philadelphia</td>
<td>13237</td>
</tr>
<tr>
<td>Atlanta</td>
<td>12038</td>
</tr>
<tr>
<td>Miami</td>
<td>11740</td>
</tr>
<tr>
<td>Houston</td>
<td>8043</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Star Rating Distribution</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14878</td>
<td>4.32%</td>
</tr>
<tr>
<td>2</td>
<td>20012</td>
<td>6.65%</td>
</tr>
<tr>
<td>3</td>
<td>36379</td>
<td>11.57%</td>
</tr>
<tr>
<td>4</td>
<td>94973</td>
<td>30.21%</td>
</tr>
<tr>
<td>5</td>
<td>148182</td>
<td>47.13%</td>
</tr>
<tr>
<td>Total</td>
<td>314424</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Star Rating</th>
<th>Mean Word Count</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>223.7290</td>
<td>185.6379</td>
</tr>
<tr>
<td>2</td>
<td>243.8655</td>
<td>197.9679</td>
</tr>
<tr>
<td>3</td>
<td>222.8985</td>
<td>172.6013</td>
</tr>
<tr>
<td>4</td>
<td>191.9462</td>
<td>164.8688</td>
</tr>
<tr>
<td>5</td>
<td>167.4173</td>
<td>151.0221</td>
</tr>
</tbody>
</table>
Koofers.com Data Set Descriptive Statistics

<table>
<thead>
<tr>
<th>Star Rating Distribution</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>267</td>
<td>10.19%</td>
</tr>
<tr>
<td>2</td>
<td>294</td>
<td>11.23%</td>
</tr>
<tr>
<td>3</td>
<td>334</td>
<td>12.75%</td>
</tr>
<tr>
<td>4</td>
<td>565</td>
<td>21.57%</td>
</tr>
<tr>
<td>5</td>
<td>1159</td>
<td>44.25%</td>
</tr>
<tr>
<td>Total</td>
<td>2619</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Star Rating</th>
<th>Mean Word Count</th>
<th>St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>116.8240</td>
<td>79.6056</td>
</tr>
<tr>
<td>2</td>
<td>112.9728</td>
<td>62.4318</td>
</tr>
<tr>
<td>3</td>
<td>113.6108</td>
<td>68.6381</td>
</tr>
<tr>
<td>4</td>
<td>102.3982</td>
<td>57.2048</td>
</tr>
<tr>
<td>5</td>
<td>102.4763</td>
<td>58.6039</td>
</tr>
</tbody>
</table>
## Appendix C

### TripAdvisor.com

<table>
<thead>
<tr>
<th>GLOW Word</th>
<th>RSV</th>
<th>Most prevalent usage contexts</th>
</tr>
</thead>
<tbody>
<tr>
<td>great</td>
<td>7840.9</td>
<td>great place to, great location great, great place stay, a great location, overall great stay</td>
</tr>
<tr>
<td>staff</td>
<td>2822.2</td>
<td>staff helpful friendly, staff extremely friendly, clean staff friendly, staff friendly courteous, staff friendly room</td>
</tr>
<tr>
<td>excellent</td>
<td>2818.2</td>
<td>great location excellent, hotel excellent location, excellent location great, hotel excellent service, hotel staff excellent</td>
</tr>
<tr>
<td>loved</td>
<td>2897.7</td>
<td>loved the hotel, kids loved pool, we loved the, loved washer dryer, year daughter loved</td>
</tr>
<tr>
<td>friendly</td>
<td>2309.9</td>
<td>staff helpful friendly, staff extremely friendly, friendly helpful room, extremely friendly helpful, clean staff friendly</td>
</tr>
<tr>
<td>comfortable</td>
<td>2249.8</td>
<td>rooms clean comfortable, beds extremely comfortable, clean beds comfortable, room spacious comfortable, beds comfortable staff</td>
</tr>
<tr>
<td>perfect</td>
<td>2231.2</td>
<td>hotel perfect location, perfect place stay, location hotel perfect, location perfect easy, location perfect block</td>
</tr>
<tr>
<td>helpful</td>
<td>2118.3</td>
<td>staff helpful friendly, friendly helpful room, extremely friendly helpful, helpful room clean, clean staff helpful</td>
</tr>
<tr>
<td>wonderful</td>
<td>1983.5</td>
<td>wonderful place stay, staff wonderful friendly, a wonderful time, staff absolutely wonderful, hotel wonderful room</td>
</tr>
<tr>
<td>location</td>
<td>1851.7</td>
<td>great location great, a great location, and great location, hotel perfect location, room great location</td>
</tr>
<tr>
<td>clean</td>
<td>1774.7</td>
<td>room spacious clean, rooms spacious clean, rooms clean comfortable, clean staff friendly, pool area clean</td>
</tr>
<tr>
<td>definitely</td>
<td>1610.9</td>
<td>definitely stay hotel, definitely stay recommend, would definitely stay, overall definitely stay, experience definitely stay</td>
</tr>
<tr>
<td>fantastic</td>
<td>1450.4</td>
<td>hotel location fantastic, fantastic pool area, rooms fantastic great, fantastic middle strip, hotel room fantastic</td>
</tr>
<tr>
<td>amazing</td>
<td>1381.5</td>
<td>room amazing views, floor view amazing, amazing beautiful hotel, amazing stay hotel, bedroom suite amazing</td>
</tr>
<tr>
<td>spacious</td>
<td>1370.6</td>
<td>rooms spacious clean, rooms spacious clean, clean spacious rooms, room spacious comfortable, clean spacious comfortable</td>
</tr>
<tr>
<td>highly</td>
<td>1278.2</td>
<td>highly recommend hotel, hotel highly recommend, great highly recommend, hotel highly recommended, highly recommend others</td>
</tr>
<tr>
<td>breakfast</td>
<td>1247.2</td>
<td>continental breakfast morning, continental breakfast good, complimentary breakfast morning, breakfast morning good, friendly helpful</td>
</tr>
<tr>
<td>recommend</td>
<td>1137.7</td>
<td>highly recommend hotel, hotel highly recommend, definitely stay recommend, recommend hotel looking, recommend hotel others</td>
</tr>
<tr>
<td>enjoyed</td>
<td>1107.6</td>
<td>overall enjoyed stay, hotel enjoyed stay, kids enjoyed pool, enjoyed stay definitely, enjoyed night stay</td>
</tr>
<tr>
<td>beautiful</td>
<td>1040.6</td>
<td>beautiful hotel with, hotel beautiful clean, beautiful hotel stayed, floor beautiful view, beautiful pool area</td>
</tr>
<tr>
<td>quiet</td>
<td>1035.6</td>
<td>room floor quiet, hotel clean quiet, clean quiet comfortable, clean comfortable quiet, floor quiet room</td>
</tr>
<tr>
<td>restaurants</td>
<td>846.5</td>
<td>lots great restaurants, lots shops restaurants, good restaurants walking, good restaurants area, lots restaurants walking</td>
</tr>
<tr>
<td>view</td>
<td>833.0</td>
<td>view empire state, great view strip, view times square, fountain view room, great view city</td>
</tr>
<tr>
<td>awesome</td>
<td>818.5</td>
<td>pool area awesome, awesome pool area, area awesome definitely, pool awesome kids, show awesome highly</td>
</tr>
<tr>
<td>square</td>
<td>799.4</td>
<td>walk times square, blocks times square, distance times square, middle times square, view times square</td>
</tr>
<tr>
<td>easy</td>
<td>782.2</td>
<td>easy access strip, times square easy, location easy access, hotel easy walk, location good easy</td>
</tr>
<tr>
<td>pool</td>
<td>747.2</td>
<td>pool area clean, great pool area, pool water slide, kids loved pool, kids enjoyed pool</td>
</tr>
<tr>
<td>love</td>
<td>686.5</td>
<td>love this place, love hotel location, toby keith love, love hate relationship, to love this</td>
</tr>
<tr>
<td>best</td>
<td>658.8</td>
<td>of the best, the best hotel, best place to, is the best, the best hotels</td>
</tr>
<tr>
<td>lovely</td>
<td>654.1</td>
<td>room lovely view, lovely pool area, lovely hotel but, lovely view hotel, grounds lovely pool</td>
</tr>
<tr>
<td>value</td>
<td>648.5</td>
<td>great value money, great value great, great value and, location great value, value and location</td>
</tr>
<tr>
<td>subway</td>
<td>644.1</td>
<td>square subway station, great location subway, blocks nearest subway, subway station blocks, court subway starbucks</td>
</tr>
<tr>
<td>city</td>
<td>625.4</td>
<td>new york city, great view city, of the city, city room tips, center city philadelphia</td>
</tr>
<tr>
<td>fabulous</td>
<td>614.2</td>
<td>fabulous location excellent, north tower fabulous, fabulous view room, stay fabulous location, rooms fabulous views</td>
</tr>
<tr>
<td>shopping</td>
<td>597.4</td>
<td>shopping walking distance, miracle mile shopping, shopping michigan avenue, great location shopping, restaurants shopping areas</td>
</tr>
<tr>
<td>walk</td>
<td>593.0</td>
<td>walk times square, minute walk times, walk navy pier, hotel minute walk, minute walk front</td>
</tr>
<tr>
<td>walking</td>
<td>579.2</td>
<td>hotel walking distance, great location walking, minutes walking distance, walking distance great, walking distance attractions</td>
</tr>
<tr>
<td>plenty</td>
<td>553.3</td>
<td>plenty room move, breakfast good plenty, plenty restaurants walking, size plenty room, plenty dining options</td>
</tr>
<tr>
<td>distance</td>
<td>531.1</td>
<td>hotel walking distance, distance times square, minutes walking distance, walking distance great, walking distance attractions</td>
</tr>
<tr>
<td>huge</td>
<td>523.5</td>
<td>huge flat screen, comfortable bathroom huge, hotel room huge, room huge comfortable, huge separate shower</td>
</tr>
<tr>
<td>SMOKE Word</td>
<td>RSV</td>
<td>Most prevalent usage contexts</td>
</tr>
<tr>
<td>------------</td>
<td>-----</td>
<td>------------------------------</td>
</tr>
<tr>
<td>room</td>
<td>1308.3</td>
<td>told room ready, room called front, said room ready, somewhere else room, call room service</td>
</tr>
<tr>
<td>told</td>
<td>1139.0</td>
<td>front desk told, told front desk, told room ready, told rooms available, desk told room</td>
</tr>
<tr>
<td>not</td>
<td>1122.4</td>
<td>not worth the, do not stay, not up to, would not stay, not the best</td>
</tr>
<tr>
<td>desk</td>
<td>706.0</td>
<td>called front desk, went front desk, front desk told, front desk said, front desk asked</td>
</tr>
<tr>
<td>called</td>
<td>687.2</td>
<td>called front desk, called desk front, called desk told, waited minutes called, room called housekeeping</td>
</tr>
<tr>
<td>dirty</td>
<td>675.0</td>
<td>took dirty towels, bathroom floor dirty, room room dirty, room dirty carpet, dirty towel floor</td>
</tr>
<tr>
<td>night</td>
<td>644.8</td>
<td>good night sleep, arrived friday night, night called front, night arrived hotel, paid night stayed</td>
</tr>
<tr>
<td>worst</td>
<td>629.5</td>
<td>worst hotel stayed, worst experience hotel, worst part stay, worst part hotel, worst thing hotel</td>
</tr>
<tr>
<td>said</td>
<td>596.9</td>
<td>front desk said, said room ready, said room nice, said take care, called housekeeping said</td>
</tr>
<tr>
<td>front</td>
<td>572.2</td>
<td>called front desk, went front desk, front desk told, front desk said, front desk asked</td>
</tr>
<tr>
<td>poor</td>
<td>565.8</td>
<td>poor customer service, poor quality food, poor front desk, poor service hotel, great location poor</td>
</tr>
<tr>
<td>finally</td>
<td>509.9</td>
<td>front desk finally, finally front desk, finally gave room, phone calls finally, check time finally</td>
</tr>
<tr>
<td>asked</td>
<td>503.0</td>
<td>front desk asked, asked speak manager, asked front desk, asked moved told, asked credit card</td>
</tr>
<tr>
<td>manager</td>
<td>447.7</td>
<td>asked speak manager, front desk manager, speak manager told, general manager hotel, desk manager told</td>
</tr>
<tr>
<td>rude</td>
<td>436.0</td>
<td>desk staff rude, rude front desk, front desk rude, hotel staff rude, staff rude unhelpful</td>
</tr>
<tr>
<td>call</td>
<td>433.1</td>
<td>call front desk, call room service, room call front, phone call room, received phone call</td>
</tr>
<tr>
<td>but</td>
<td>426.8</td>
<td>great location but, but not great, nice hotel but, but nothing special, not bad but</td>
</tr>
<tr>
<td>terrible</td>
<td>414.3</td>
<td>room terrible service, service pool terrible, time terrible service, noise terrible hotel, service restaurant terrible</td>
</tr>
<tr>
<td>horrible</td>
<td>412.3</td>
<td>horrible customer service, customer service horrible, horrible pool area, horrible night sleep, horrible front desk</td>
</tr>
<tr>
<td>carpet</td>
<td>389.9</td>
<td>room noticed carpet, room dirty carpet, room carpet stained, room clean carpet, burn holes carpet</td>
</tr>
<tr>
<td>check</td>
<td>373.4</td>
<td>front desk check, check front desk, people waiting check, went check room, check told room</td>
</tr>
<tr>
<td>door</td>
<td>346.0</td>
<td>disturb sign door, room opened door, front desk door, room bathroom door, bathroom door shut</td>
</tr>
<tr>
<td>work</td>
<td>340.0</td>
<td>room keys work, room work room, remote control work, work called front, internet connection work</td>
</tr>
<tr>
<td>ok</td>
<td>339.5</td>
<td>just ok stayed, it was ok, ok for the, ok for a, ok place to</td>
</tr>
<tr>
<td>phone</td>
<td>334.3</td>
<td>cell phone number, phone front desk, phone call room, received phone call, phone calls finally</td>
</tr>
<tr>
<td>went</td>
<td>316.5</td>
<td>went front desk, went take shower, went room floor, went check room, fire alarm went</td>
</tr>
<tr>
<td>people</td>
<td>307.1</td>
<td>thin hear people, front desk people, people waiting check, hear people room, people working front</td>
</tr>
<tr>
<td>average</td>
<td>306.0</td>
<td>rooms average size, overall hotel average, great location average, average star hotel, average hotel great</td>
</tr>
<tr>
<td>checked</td>
<td>304.1</td>
<td>checked credit card, checked front desk, checked told room, checked went room, checked night stay</td>
</tr>
<tr>
<td>paid</td>
<td>295.6</td>
<td>paid full price, paid night stayed, paid night room, paid night stay, hotel price paid</td>
</tr>
<tr>
<td>sleep</td>
<td>292.8</td>
<td>good night sleep, made impossible sleep, good nights sleep, place sleep night, decent nights sleep</td>
</tr>
<tr>
<td>walls</td>
<td>287.5</td>
<td>walls paper thin, walls thin hear, paper thin walls, thin walls hear, thin walls heard</td>
</tr>
<tr>
<td>think</td>
<td>282.2</td>
<td>think twice booking, think star hotel, star hotel think, think room service, think twice staying</td>
</tr>
<tr>
<td>know</td>
<td>277.9</td>
<td>front desk know, hotel staff know, know customer service, hotel know people, know ahead time</td>
</tr>
<tr>
<td>charged</td>
<td>272.8</td>
<td>credit card charged, charged credit card, charged valet parking, charged room service, hotel charged night</td>
</tr>
<tr>
<td>filthy</td>
<td>271.1</td>
<td>carpet filthy bathroom, room filthy dust, carpets filthy travertine, carpeting rooms filthy, screen bathtub filthy</td>
</tr>
<tr>
<td>loud</td>
<td>266.8</td>
<td>loud music playing, extremely loud room, masic pool loud, makes loud noise, loud room tips</td>
</tr>
<tr>
<td>hotel</td>
<td>261.3</td>
<td>worst hotel stayed, hotel looks nice, good thing hotel, nice hotel but, at this hotel</td>
</tr>
<tr>
<td>money</td>
<td>259.3</td>
<td>worth the money, your money stayed, money stay somewhere, spend earned money, money somewhere else</td>
</tr>
<tr>
<td>hours</td>
<td>255.1</td>
<td>room couple hours, hours room ready, waited hours room, arrived hours check, roomhours sleep</td>
</tr>
</tbody>
</table>
and 301.7 and you will, good teacher and, great teacher and, great professor and, and you can
great 292.9 a great teacher, is a great, a great professor, teachingshows a great, great teacher and
a 201.5 a great teacher, is a great, a great professor, learn a lot, is a good
interesting 201.3 the class interesting, very interesting and, a very interesting, was interesting and, the most interesting
you 179.6 long as you, you will do, and you will, make sure you, if you study
easy 177.0 is an easy, easy to get, is very easy, easy to understand, an easy a
best 154.2 of the best, is the best, the best teacher, the best teachers, the best professor
awesome 139.7 was an awesome, awesome intro philosophy, awesome professor with, its an awesome, is awesome you
is 111.0 is a great, is the best, is a good, is a very, is an easy
loved 98.4 also loved him, i loved him, a i loved, i really loved, hated loved shell
fun 93.4 is fun and, a fun class, class is fun, for a fun, tests not fun
lot 87.1 learn a lot, a lot about, learned a lot, you a lot, a lot from
very 84.3 is a very, is very easy, a very good, is very helpful, and is very
good 83.4 is a good, take good notes, good teacher and, was a good, a very good
willing 76.2 willing to help, is willing to, and is willing, and willing to, very willing to
amazing 75.7 s amazing not, amazing i am, was amazing if, amazing prof gives, amazing professor very
helps 70.8 helps you understand, teacher that helps, helps you retain, studying helps alot, 40 which helps
really 63.3 i really enjoyed, is a really, you really have, a really good, really knows what
but 63.1 but it is, of work but, but you have, class but if, the semester but
funny 63.0 he is funny, to be funny, was entertaining funny, pretty funny i, very very funny
makes 61.6 makes the class, and makes it, makes this class, which makes the, makes sure you
gives 59.6 gives you the, he gives you, gives a lot, he gives a, and he gives
dr 57.2 i took dr, dr wildly because, dr scott was, although dr knaus, dr c sucks
well 55.8 to do well, well on the, well in this, you do well, not do well
wonderful 51.3 grader wonderful lecturer, sweet and wonderful, lyman briggs wonderful, is wonderful i, wonderful older man
entertaining 51.1 was entertaining funny, class entertaining tests, every class entertaining, were entertaining and, entertaining though i
professor 47.6 a great professor, great professor and, the best professor, very good professor, great professor he
love 47.2 a love of, love of teachingshows, anytime shows a love, you either love, love with sexu
cares 46.6 cares about her, cares about the, she really cares, she cares about, she cares but
fair 45.3 fair grader and, is very fair, very fair with, was very fair, are fair and
classes 44.9 his classes are, for other classes, classes ive ever, in other classes, time classes just
definitely 44.7 i would definitely, definitely one of, it is definitely, and you definitely, definitely knows his
enjoyed 44.3 i really enjoyed, enjoyed this class, enjoyed the class, really enjoyed the, really enjoyed it
pretty 43.3 a pretty good, it was pretty, can be pretty, hes a pretty, they were pretty
overall 40.2 the class overall, overall this class, is overall a, but overall i, overall you will
sure 40.0 make sure you, so make sure, to make sure, sure you understand, make sure that
final 39.1 before the final, midterm and final, the final and, the final was, your final grade
humor 37.9 sense of humor, of humor overall, humor is odd, humor is awesome, of humor she
highly 37.7 i highly recommend, highly recommend him, his grading highly, the material highly, 280 i highly
understanding 37.4 very understanding and, nice and understanding, understanding the material, a better understanding, a good understanding
<table>
<thead>
<tr>
<th>SMOKE word</th>
<th>RSV</th>
<th>Most prevalent usage contexts</th>
</tr>
</thead>
<tbody>
<tr>
<td>not</td>
<td>191.3</td>
<td>do not take, i would not, would not recommend, not take this, i do not</td>
</tr>
<tr>
<td>worst</td>
<td>129.7</td>
<td>the worst teacher, worst teacher i, is the worst, of the worst, the worst class</td>
</tr>
<tr>
<td>this</td>
<td>105.9</td>
<td>not take this, away from this, dont take this, i took this, to take this</td>
</tr>
<tr>
<td>teach</td>
<td>102.4</td>
<td>to teach yourself, does not teach, how to teach, he doesnt teach, had to teach</td>
</tr>
<tr>
<td>on</td>
<td>87.0</td>
<td>you on the, on the board, on and on, on your own, on the overhead</td>
</tr>
<tr>
<td>when</td>
<td>65.3</td>
<td>when you ask, when he is, and when you, when you need, when you have</td>
</tr>
<tr>
<td>avoid</td>
<td>64.7</td>
<td>you can avoid, avoid him,if, can avoid it, avoid if possible, avoid this instructor</td>
</tr>
<tr>
<td>no</td>
<td>63.3</td>
<td>no idea what, had no idea, i had no, you have no, no idea how</td>
</tr>
<tr>
<td>have</td>
<td>62.9</td>
<td>unless you have, have nothing to, i have never, we have to, you have no</td>
</tr>
<tr>
<td>like</td>
<td>61.9</td>
<td>seems like a, she doesnt like, feel like she, it seems like, did not like</td>
</tr>
<tr>
<td>the</td>
<td>60.7</td>
<td>the worst teacher, is the worst, of the worst, the most boring, is the only</td>
</tr>
<tr>
<td>to</td>
<td>59.0</td>
<td>to teach yourself, know how to, expects you to, nothing to do, to do with</td>
</tr>
<tr>
<td>doesnt</td>
<td>58.0</td>
<td>he doesnt teach, she doesnt like, he doesnt care, he doesnt know, she doesnt care</td>
</tr>
<tr>
<td>for</td>
<td>57.5</td>
<td>for you, is for you, be ready for, this class for, off points for</td>
</tr>
<tr>
<td>how</td>
<td>55.3</td>
<td>know how to, not know how, how to teach, learn how to, how to use</td>
</tr>
<tr>
<td>anything</td>
<td>54.1</td>
<td>to learn anything, learn anything about, dont learn anything, anything if you, anything in class</td>
</tr>
<tr>
<td>i</td>
<td>51.7</td>
<td>i would not, worst teacher i, i do not, i had no, i made a</td>
</tr>
<tr>
<td>are</td>
<td>51.4</td>
<td>tests are extremely, unless you are, the questions are, if they are, are really hard</td>
</tr>
<tr>
<td>because</td>
<td>50.7</td>
<td>class because i, is because he, because i was, the class because, to class because</td>
</tr>
<tr>
<td>his</td>
<td>50.1</td>
<td>to pass his, his tests were, any of his, his test are, not take his</td>
</tr>
<tr>
<td>that</td>
<td>48.3</td>
<td>that she has, top of that, that her class, that he does, recommend that you</td>
</tr>
<tr>
<td>terrible</td>
<td>46.0</td>
<td>fast has terrible, be funny terrible, two hours terrible, terrible handwriting that, class was terrible</td>
</tr>
<tr>
<td>then</td>
<td>45.8</td>
<td>if not then, and then he, then this is, then you get, it and then</td>
</tr>
<tr>
<td>or</td>
<td>44.3</td>
<td>is boring or, in class or, or assignmentsnotes lecture, tests or assignmentsnotes, or hard to</td>
</tr>
<tr>
<td>even</td>
<td>44.1</td>
<td>and even if, even though he, even if he, even though you, i dont even</td>
</tr>
<tr>
<td>know</td>
<td>43.8</td>
<td>know how to, not know how, does not know, dont know what, know what he</td>
</tr>
<tr>
<td>nothing</td>
<td>43.2</td>
<td>nothing to do, have nothing to, there is nothing, has nothing to, nothing you can</td>
</tr>
<tr>
<td>from</td>
<td>42.7</td>
<td>away from this, take it from, from someone else, from what i, from this class</td>
</tr>
<tr>
<td>dont</td>
<td>42.7</td>
<td>dont take this, dont know what, dont take it, dont take him, dont get it</td>
</tr>
<tr>
<td>never</td>
<td>40.3</td>
<td>i have never, you never know, never know what, i never went, he has never</td>
</tr>
<tr>
<td>unless</td>
<td>39.5</td>
<td>unless you have, unless you are, unless you want, this class unless, class unless you</td>
</tr>
<tr>
<td>horrible</td>
<td>39.0</td>
<td>a horrible teacher, horrible on the, are horrible he, is absolutely horrible,</td>
</tr>
<tr>
<td>hard</td>
<td>37.9</td>
<td>very hard to, hard to understand, hard to follow, it hard to, are really hard</td>
</tr>
<tr>
<td>my</td>
<td>37.9</td>
<td>of my life, of my class, of my time, my entire life, of my exams</td>
</tr>
<tr>
<td>be</td>
<td>37.4</td>
<td>be ready for, to be in, supposed to be, to be teaching, to be the</td>
</tr>
<tr>
<td>all</td>
<td>36.3</td>
<td>at all costs, at all i, him at all, all over the, at all and</td>
</tr>
<tr>
<td>does</td>
<td>35.8</td>
<td>does not teach, does not know, he does not, she does not, does not care</td>
</tr>
<tr>
<td>only</td>
<td>35.6</td>
<td>is the only, the only one, the only way, are the only, there are only</td>
</tr>
<tr>
<td>wrong</td>
<td>32.2</td>
<td>get it wrong, wrong his example, wrong shoes in, wrong because all, wrong dont take</td>
</tr>
<tr>
<td>idea</td>
<td>31.5</td>
<td>no idea what, had no idea, no idea how, have no idea, idea what he</td>
</tr>
</tbody>
</table>
Chapter 5:

Conclusions

“One must neither tie a ship to a single anchor, nor life to a single hope.”
Epictetus

1. Summary

Ensemble learning techniques are considered one of the most important developments in data mining, machine learning, and artificial intelligence, in over a decade (Nisbet, R., et al., 2009). However, the extensive available research streams can be reduced to the basic observation that constructing a very accurate classifier is difficult, time consuming, and expensive; while constructing a classifier with a lower relative accuracy is trivial. Thus, the eventual strategy is to derive a classifier with a relatively high accuracy from a set of “weaker” classifiers.

BellKor’s Pragmatic Chaos, the winners of the 2009 Netflix $1,000,000 Prize, reflect this insight, by stating, “predictive accuracy is substantially improved when blending multiple predictors. Our experience is that most efforts should be concentrated in deriving substantially different approaches, rather than refining a single technique. Consequently, our solution is an ensemble of many methods.”

Ensemble learning techniques are becoming mainstream business tools. Ensemble models are now being integrated into numerous industry applications such as, weather pattern modeling, econometric modeling, credit scoring, fraud detection, and recommendation systems. This research introduces three business problems, details their specific industry issues and contexts, and provides empirical evidence that ensembles can improve these current business problems, thereby illustrating the business value of integrating ensemble methods into daily operations.

The first business problem addressed in this research was the high level operational issues related to consumer demand forecasting and the subsequent daily capacity management faced by an alpine ski resort located in the state of Utah in the United States of America. This research presented a
framework that has the potential to help resort management better predict daily skier demand. A basic econometric demand model was developed and tested with the three predictive models, Multiple Linear Regression, Classification and Regression Trees, and Artificial Neural Networks. A variety of ensemble learnings configurations, using Bagging, Stacking, Random Subspace and Voting along with the three previously discussed standalone models, were then developed. The data set contained 908 complete observations. The dependent variable, skier days, represented the demand experienced by the ski resort. The 25 independent variables were all numeric. The top four ranked models, that achieved the highest percentage accuracy improvements, were ensemble configurations.

The second business problem discussed in this research was how managers of sponsored search marketing services could better predict which pay-per-click advertising campaigns would be profitable. With higher pay-per-click campaign classification accuracy, managers are capable of maximizing overall campaign portfolio profitability. Classification models were first developed from the Naïve Bayes, Logistic Regression, Decision Trees, and Support Vector Machines algorithms. The overall accuracies of these four base classification models were compared to several ensemble configurations generated from Voting, Boot Strap Aggregation, Stacked Generalization, and MetaCost. The data set contained 8,499 pay-per-click campaign marketing observations. The textual content of a sponsored ad is quite limited, thus 271 numeric features were derived from stylistic, sentiment, and semantic analysis. A categorical dependent variable of Success or Fail was derived from a purchase rate cut-off level. Several classification performance metrics were calculated and compared, however the total profit of the selected portfolio of campaigns was used as the primary performance criterion. The results of the research indicated that three ensemble learning configurations produced the highest campaign portfolio profits.

The final business problem addressed in this research was how service related industries could achieve service improvements with better online consumer review management. A service improvement framework was introduced that integrated traditional text mining techniques with ensemble learning methods. The processes of defect discovery and remediation along with accolade discovery and aspiration were introduced. Unstructured data sets from two popular online consumer review websites were used to discover SMOKE words related to service defects and GLOW words
associated with service accolades. This research demonstrated how ensemble learning techniques can improve several performance metrics given the challenges of an unstructured data context.

2. Research contributions
Specific research contributions associated with a business domain were covered in Chapter 2 through Chapter 4. The following discussion details two high-level research contributions synthesized from this dissertation.

Real world data sets were utilized for each research project contained in this dissertation. This approach is in contrast to the numerous ensemble research projects that use data sets acquired from well known repositories, such as the UCI Machine Learning Repository. These research data sets are valuable and interesting from a benchmarking perspective; however, the data sets are sanitized unlike what frontline business managers would have at their disposal. The data sets for this research were designed in a manner that allows for the systematic assessment of the effectiveness of ensemble learning techniques based on a combination of dependent variable data type and feature set data type. The research landscape, as illustrated by Exhibit 1.4, shows the three dependent variable-feature set combinations investigated for this dissertation. Ensembles were found to be an effective means of increasing the classification accuracy when compared to baseline classifiers in each business application introduced in this dissertation. However, the ensemble models developed from the combination of a continuous data type for the dependent variable with a structured feature set, explored in Chapter 2, generated the greatest percentage improvements in overall accuracy. This observation motivated a new research question: are there modeling options that could counteract the sparse matrix problem associated with the numerical representation of textual data (a problem encountered in Chapters 3 and 4). The next section discusses a unique solution that helps reduce the effects of sparcity.

The most interesting research contributions, inspired by a multidisciplinary approach for this dissertation, were the constructs of GLOW and SMOKE words and the subsequent quantified GLOW and SMOKE scores. Motivated by the topic of relevance feedback and how it is measured using the Robertson Selection Value metric, both topics from the information sciences domain, this research uses the RSV metric as a numeric proxy for the constructs of GLOW and SMOKE word
scores. As previously discussed, the RSV measures the relative prevalence of a term from a category of postings, such as High star reviews, versus a contrasting category of postings from Low star reviews. For this research, the GLOW and SMOKE words are the relevant tokens contained within a consumer review that are probabilistically associated with the class label. For each consumer textual review, the numeric score for each GLOW word were added together producing an aggregate GLOW score for the observation. The same process was used to calculate the SMOKE score for the observation. These calculations were computed for all observations in the data set. These aggregated scores were used in this research for two distinct purposes: as new features or independent variables used in the classification and ensemble analysis, and as individual metrics for comparison between service offerings, service entity, local and other attributes. The application of GLOW and SMOKE word scores in a services environment numerically quantifies subjectivity in consumer reviews, which makes the content more actionable for service managers.

3. Research questions
Chapter 1 presented four broad research questions for analysis. This section provides a discussion and concluding remarks.

3.1 What are the advantages and disadvantages of ensemble methods when compared to standard single classification model techniques?
Ensemble learning methods are general strategies for improving the overall accuracy of classification and prediction models. Numerous research streams support and corroborate the improved accuracy that ensembles can realize by learning and then combining a set of individual models. Many technical authors, consultants, and industry associations associated with data mining extol, in an almost unending litany of praise, the universal benefits of ensemble learning. Several industry leading data mining platforms now include many well know ensemble algorithms attesting to the popularity of ensembles. The ability to increase the overall classification or prediction accuracy is the primary advantage provided by ensemble modeling. Ensembles have the additional subtle advantages of being capable of reducing bias/variance errors and having the ability to search multiple hypothesis spaces. It is generally easier to follow an ensemble building strategy as opposed to developing and parameterizing a single classifier. The current computing power available on the desktop makes it as simple to run a Random Forests™ containing 1000 decision trees as configuring
one highly parameterized decision tree. The chapters included in this research illustrate across three different business contexts, the power and success of following an ensemble building strategy.

Given all the advantages of ensemble learning methods, the one fundamental disadvantage, loss of model interpretability, seems to outweigh the advantages. Numerous business classification or prediction processes could benefit from ensemble implementations, but in many cases, government regulations or laws requiring transparency prevent their use.

This research revealed in Chapter 4, illustrated by Exhibit 4.13, that ensemble methods are not a universal solution. Individual classification models can produce equivalent accuracy to ensemble methods, if sufficiently powerful second-order features, such as SMOKE and GLOW words, are included as additional data set features.

3.2 How can researchers accurately estimate ensemble accuracy and compare the accuracy of several ensemble models?

Analogous to the No Free Lunch Theorem (Wolpert and Macready, 1999), there is no one evaluation metric that can be used in every classification or prediction problem. This research applied numerous evaluation metrics, such as overall accuracy, precision, recall, kappa, and root mean squared error, to assess the performance of the base classifiers, as well as the ensemble configurations, applied in each of the business contexts discussed in this research. Due to being a prediction problem, the comparative analysis in Chapter 2 relied heavily on root mean squared error. In contrast, the comparative analysis in Chapter 3 utilized the evaluation metric of portfolio profit which is specific to the Internet marketing industry. Chapter 3 also provided a compelling example of how relying on only overall accuracy could be lead to erroneous conclusions. Additionally, Chapter 3 illustrated how false positives and false negatives, as measured by precision and recall respectively, provided a more granular explanation as to why the Naïve Bayes model configurations performed so poorly. Chapter 2 and Chapter 3 argued the case for using a repeated measures experimental design when comparing numerous classification model configurations. This research highlighted an operator contained in RapidMiner that provides the functionality of a random seed generator, so the data set sampling could be replicated across all model configurations. This design provides the statistical basis for the application of a matched pair $t$ test to determine the statistical
significance of model performance differences and control for subject-to-subject variability. The resulting \( P \)-values were subsequently adjusted, to control for experiment-wise error, by applying the conservative Bonferroni correction.

3.3 Are there base classifiers that are more applicable for ensemble learning methods?

Classification models that have high variance error are algorithms that produce different classifiers from slight perturbations in the data set. These generated classifiers all have different overall accuracies. It is generally accepted that decision trees and artificial neural networks are high variance error classifiers (Kantardzic, M., 2011; Provost and Fawcett, 2013). This attribute makes these classifiers more amenable to ensemble learning techniques because they easily supply the needed modeling diversity required for successful ensemble learning. The analysis in Chapter 2 supported this general observation. The artificial neural network configurations produced superior results. However, the accuracy results contained in Chapter 3 and 4 do not support this claim.

The decision tree configuration accuracies detailed in Chapter 3 are rather unremarkable and fall into the middle of the group. Chapter 4 also provided a mixed analysis of the decision tree results. Although the bagging decision tree ensembles ranked first in overall accuracy in the TripAdvisor.com case, the accuracies of the remaining decision tree configuration, in both cases, fell into the middle of the group. Even the accuracy results of both cases from the popular Random Forests™ were unremarkable. The Random Forests™ results are interesting and present possible future research projects.

3.4 What are some of the insights and cautions that researches or business managers should be cognizant of when employing ensemble methods to data sets from actual business problems?

The most notable caution that the analysis of this research consistently reinforces is that, while ensemble learning techniques can produce remarkable accuracy improvements, the process is not a panacea. The subtle and somewhat neglected modeling issues of imbalanced data, unequal classification costs, interpretability, and model regularization all have a tendency to seep into the modeling process unnoticed. Furthermore, as Chapter 4 demonstrated, finding or deriving suitably powerful features, such as SMOKE and GLOW words, is as important as model selection, reinforcing that intelligent feature creation remains essential to classification modeling success.
Acadia as well as industry should be cognizant of these modeling complexities and place them in the forefront of future research or application.

4. Future research
Model loss of interpretability is a major disadvantage that prevents many business entities and governmental agencies from implementing ensemble learning methods. The concepts of model interpretability, intuitiveness or comprehensibility are vague and subjective and are certainly available for scholarly research, taxonomy development and policy discussions. One promising research stream that combines the advantages of ensembles with interpretability of forward selection regression is the random generalized linear model (RGLM). The RGLM combines the advantages of higher accuracy and transparent feature selection of the Random Forests™ ensemble approach with the interpretability of the forward selection general linear model. The algorithm is currently available in an R package called randomGLM (Song, L., et al., 2013).

Model parameter optimization is a progressive research stream that could both augment and compete against ensemble learning techniques. Traditional optimization metaheuristics such as grid search, greedy search, and evolutionary search have long been “constrained” by computing resources to relatively small sets of parameter combinations. Although almost a cliché, advanced computing power is now becoming available to researchers in the form of 64-Bit operating systems, distributed and cloud computing, and the abundance of inexpensive RAM. Data mining platforms such as RapidMiner and WEKA now provide several operators that perform parameter optimization.

The concepts of GLOW and SMOKE scores can provide several opportunities for future research projects. One idea that may be the most applicable to service management is to explore how to partition an overall GLOW or SMOKE score into a more granular metric reflecting the different aspects or dimensions of service processes, such as the check-in process, local amenities, and room cleanliness. These new GLOW and SMOKE scores could be easily included in a service related data set as second order features for classification analysis. Lastly, the GLOW and SMOKE score concept could be used to explore the service evaluation at higher-level dimensions such as property groups, city, region, and country.
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