DEVELOPMENT AND TESTING OF THE ICACC INTERSECTION CONTROLLER FOR AUTOMATED VEHICLES

Ismail Hisham Zohdy

Dissertation submitted to the faculty of the
Virginia Polytechnic Institute and State University
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy
in Civil Engineering

Committee members
Hesham A. Rakha, Chair
Kathleen L. Hancock
Zachary R. Doerzaph
Bryan J. Katz
Ihab E. El-Shawarby

September 26th, 2013
Blacksburg, VA

Copyright © 2013, Ismail Zohdy
DEVELOPMENT AND TESTING OF THE iCACC INTERSECTION CONTROLLER FOR AUTOMATED VEHICLES

Ismail Hisham Zohdy

ABSTRACT

Assuming that vehicle connectivity technology matures and connected vehicles hit the market, many of the running vehicles will be equipped with highly sophisticated sensors and communication hardware. Along with the goal of eliminating human distracted driving and increasing vehicle automation, it is necessary to develop novel intersection control strategies. Accordingly, the research presented in this dissertation develops an innovative system that controls the movement of vehicles using cooperative cruise control system (CACC) capabilities entitled: iCACC (intersection management using CACC).

In the iCACC system, the main assumption is that the intersection controller receives vehicle requests from vehicles and advises each vehicle on the optimum course of action by ensuring no crashes occur while at the same time minimizing the intersection delay. In addition, an innovative framework has been developed (APP framework) using the iCACC platform to prioritize the movements of vehicles based on the number of passengers in the vehicle. Using CACC and vehicle-to-infrastructure connectivity, the system was also applied to a single-lane roundabout. In general terms, this application is considered quite similar to the concept of metering single-lane entrance ramps.

The proposed iCACC system was tested and compared to three other intersection control strategies, namely: traffic signal control, an all-way stop control (AWSC), and a roundabout, considering different traffic demand levels ranging from low to high levels of congestion (volume-to-capacity ration from 0.2 to 0.9). The simulated results showed savings in delay and fuel consumption in the order of 90 to 45 %, respectively compared to AWSC and traffic signal control. Delays for the roundabout and the iCACC controller were comparable. The simulation results showed that fuel consumption for the iCACC controller was, on average, 33%, 45% and 11% lower than the fuel consumption for the traffic signal, AWSC and roundabout control strategies, respectively.
In summary, the developed iCACC system is an innovative system because of its ability to optimize/model different levels of vehicle automation market penetrations, weather conditions, vehicle classes/models, shared movements, roundabouts, and passenger priority. In addition, the iCACC is capable of capturing the heterogeneity of roadway users (cyclists, pedestrians, etc.) using a video detection technique developed in this dissertation effort. It is anticipated that the research findings will contribute to the application of automated systems, connected vehicle technology, and the future of driverless vehicle management.

Finally, the public acceptability of the new advanced in-vehicle technologies is a challenging task and this research will provide valuable feedback for researchers, automobile manufacturers, and decision makers in making the case to introduce such systems.
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CHAPTER 1 INTRODUCTION

1.1 INTRODUCTION

Every year in the United States, approximately six million traffic accidents occur on US roads [1]. While different factors contribute to vehicle crashes, such as vehicle mechanical problems and bad weather, driver behavior is considered to be the leading cause of more than 90 percent of all accidents. These accidents are attributed to human distraction and/or misjudgment [1]. Consequently, the idea of an automated driving environment has been studied for decades in an attempt to reduce the number of crashes and enhance system mobility. The introduction of cooperative systems will lead to an automation of the driving task and will help to prevent human oversight while enhancing traffic performance.

As one of the early trials for automation, the United States Department of Transportation (USDOT) established the Automated Highway System (AHS) program for the purpose of increasing the efficiency (e.g., reducing delay and enhancing safety) of the traffic network by using automated vehicle control. The main concept of the AHS was to use vehicle and highway control technologies that shift driving functions from the driver to the vehicle. While the AHS program did not continue, it is considered to be the basis of many current driver assistance systems; for example, cruise control, forward collision avoidance, and lane departure keeping systems. Thereafter, many initiatives have been presented by the USDOT, including VII (Vehicle Infrastructure Initiative), IntelliDrive, and CV (Connected Vehicles), for enhancing safety and mobility[2]. The basic assumption of these initiatives (especially CV) is that vehicles are able to communicate with each other (V2V) or with infrastructure (V2I) to provide custom messages to the driver for crash prevention and decision-making. These messages could be transferred using many forms of communication; however, the most efficient and applicable form would be Dedicated Short Range Communication (DSRC) protocols. The word ‘dedicated’ in DSRC refers to the fact that the US Federal Communications Commission has allocated 75 MHz of licensed spectrum in the 5.9 GHz band for DSRC [2]. While the communication between DSRC devices must follow carefully designed interoperability standards, automobile manufacturers determine the internal threat computation and warning system employed by a
vehicle. In general, the message/feedback to the driver can be conveyed audibly, visually (e.g., heads-up-display, dashboard screen, mirror signal), and haptically (e.g., shaking seat or steering wheel), varying in automation control.

With in-vehicle automation and vehicle connectivity gaining momentum, Cooperative Adaptive Cruise Control (CACC) systems are expected to enter the market as an application for in-vehicle speed adaptation. The CACC is considered to be the latest generation of the traditional cruise control systems and the following generation for the adaptive cruise control (ACC). In such a system, vehicles can communicate with other vehicles (V2V) and with infrastructure (V2I) within a communication range using CV technologies. After coordinating all information, “vehicles” make decisions regarding acceleration, deceleration, or maintaining the current speed. This system allows the driver to take an action (i.e., accelerate/decelerate) in case of an emergency or a desire to change speed. However, for most of the cases, the CACC governs the speed of the vehicle as long as the system is activated based on the information exchanged with the surrounding environment (vehicles and infrastructure). The CACC system was mainly introduced for use on highways to reduce the gaps between vehicles, and the majority of studies used simulation to validate the system.

Assuming that the technology matures and the CVs hit the market, many of the vehicles will be equipped with highly sophisticated sensors and communication hardware and there will certainly be a need for innovative algorithms for controlling these vehicles. Very few research efforts have studied the impact of advanced cruise control and automated vehicle systems on intersection performance, as compared to the many highway studies that have been conducted. As a result, the main goal of the research effort presented in this dissertation is to develop a system for intersection control that communicates with equipped vehicles to adjust their trajectories within what is termed the intersection zone (IZ).

1.2 Problem Statement

Many of the technical challenges to highway automation have been addressed in a significant number of research efforts. Generally, the literature available on automated vehicles and advanced cruise control systems (ACC or CACC) is limited to studies on the development and
feasibility of this technology, and mostly for highway environments. However, none of these approaches considered an explicit optimization objective of reducing delay or minimizing travel time at intersections. The goal of reducing delay, in all of these cases, is transformed to simpler functions of acceleration/deceleration rates, or the duration of these events, or even the time of arrival at the intersection. Previous research has made simplifying assumptions and has failed to capture the impact of various aspects of advanced cruise controls systems and vehicle automation at intersections, as evidenced by the following:

1. All previous simulation tools manage the movement of automated vehicles without optimizing the global benefit (i.e., total intersection delay). Some algorithms only optimize conflicting vehicle trajectories, not the entire intersection operation, and others simply apply the FIFO (First In First Out) rule for managing the intersection;
2. All current algorithms do not account for weather condition impacts on roadway friction and how this impacts the system performance;
3. Most of the simulators/algorithms do not use vehicle physical characteristics (e.g. vehicle power, mass and engine capacity) in the simulation of vehicle acceleration and deceleration behavior; instead, these are assumed to be constant;
4. None of the previous research efforts studied the impact of different vehicle classes/types on the intersection operation;
5. All previous studies ignored the level of penetration (mixed automation environment), uncertainty, and the percentage of error in developing their proposed algorithms. The algorithms have no moving horizon optimization;
6. In a number of studies, the functionality, architecture, or design of the CACC systems were not described;
7. Most of the literature studied the impact of CACC using a case study consisting of a single lane approach, which is quite similar to the FIFO concept given that overtaking is not possible. Very few references considered multi-lane approaches with different vehicle movements.
8. Finally, it could be stated that none of the previous research efforts used an explicit optimization algorithm to reduce the total delay at roundabouts via connected vehicle applications.
1.3 Research Objective

As stated in the discussion above, the research effort presented in this dissertation attempts to develop an optimization framework for controlling the movement of automated vehicles (equipped with CACC systems) at intersections. The research assumes that some vehicles have some form of communication with the intersection controller that replaces traditional traffic control systems at intersections (e.g., traffic signals, stop signs, yield signs, etc.). For non-equipped vehicles, it is assumed that they would come to a stop/yield before proceeding through the intersection and they are detected/tracked using computer vision tools. No explicit modeling of the communication system is considered in this effort; instead the focus is on designing a controller that can compute local optimum solutions for the minimization of the intersection delay.

1.4 Research Methodology

In order to fulfill this objective, the research was conducted in multiple stages, as summarized in Figure 1. First, the research began with a literature review in order to identify the current state-of-the-art in modeling advanced/automated vehicles at intersections and identifying the needs for further research. At the second stage, the study started with a heuristic optimization algorithm for controlling vehicle movements of vehicles equipped with CACC systems at uncontrolled intersections using "Game Theory Decision" field theory. The vehicles are modeled as agents interacting with the intersection controller (manager agent) and obeying the optimum decision made by the intersection controller. In other words, the vehicles collaborate in a form of a "Cooperative Game" with the controller installed at the intersection. The main principle of this research is to employ communication technologies with advanced vehicle capabilities to replace the usual state-of-the-practice control systems at intersections (e.g., stop signs, yield signs, etc.). However, this part of the research only considered through movements at intersections; thus, to overcome this limitation, a third stage was needed.

In the third stage, extensive research was conducted to study driver behavior at intersections for non-automated vehicles. This research quantified the impact of a number of variables on left-turn gap acceptance behavior of drivers at signalized intersections. The variables included the gap
duration accepted/rejected by drivers, the travel time needed to cross the intersection, and the impact of the corresponding weather conditions on driver behavior. For this research, a data set was gathered over 6 months at a signalized intersection in Christiansburg, VA. The data was divided into six weather categories for different combinations of precipitation and roadway surface conditions. Subsequently, logistic regression models were calibrated to the data and compared to identify the best model for capturing driver behavior at intersections. Hence, at this stage, a simulation/optimization tool for mixed-automation level could be built and that led to the fourth stage.

In this fourth stage, a new user-friendly tool entitled “iCACC” (intersection management for CACC-equipped vehicles) was presented in order to develop an optimal control strategy. Each vehicle is modeled as a unique entity with its own goals and behavioral characteristics. The tool uses a moving horizon optimization framework to compute the optimal control strategy that ensures no collisions occur while at the same time minimizing the total intersection delay. The iCACC tool has the capability to let the user enter the traffic volumes, intersection characteristics, weather conditions, and the percentage of automation in the system. Consequently, the iCACC is able to model the change of automation level at the intersection based on the level of penetration of the system of the vehicles crossing the intersections. Subsequently, the proposed tool was compared to different intersection controls (all-way stop control [AWSC], signal and roundabout) at the following stage.

In the fifth stage, four intersection control scenarios were analyzed, namely: a traffic signal, an AWSC, a roundabout, and the iCACC controller, considering different traffic demand levels ranging from a volume-to-capacity ratio of 0.27 to 0.91. Two measures of effectiveness (MOEs) were considered: average vehicle delay and fuel consumption level. The simulated results showed savings in delay and fuel consumption of the order of 90 and 45 percent, respectively, compared to AWSC and traffic signal control. Delays for the roundabout and the iCACC controller were comparable. The simulation results showed that fuel consumption for the iCACC controller was, on average, 33%, 45%, and 11% lower than the fuel consumption for the traffic signal control, AWSC, and roundabout scenarios, respectively. In addition, a sensitivity analysis was conducted to quantify the impact of weather condition and different levels of market
penetration/automation on the iCACC tool’s performance. During the comparison of the proposed tool to the roundabout control, it was found that the simulation results were analogous to the extent that further investigation is needed as a separate stage of research. Also, it could be stated that none of the previous research considered the CV application at the roundabout. Within the same stage, an innovative framework entitled APP (Agent-based Passenger Priority) was developed as an attempt to provide priority to specific vehicles/movements based on the number of passengers.

In the sixth stage, this research effort investigated the potential benefits of optimizing vehicle trajectories approaching a single-lane roundabout using CACC systems and V2I connectivity. The optimization ensures that vehicles can enter the roundabout when gaps in the circulating roadway are available. In general terms, the proposed idea is quite similar to the concept of metering single-lane entrance ramps. The system was simulated on a single-lane roundabout for different traffic demand and CACC market penetration levels. The study demonstrated that CACC systems could produce savings of up to 80 and 40 percent in total delay and fuel consumption levels, respectively, relative to traditional roundabout control. Further benefits are also achievable if one considers the potential for reducing the time headway between CACC-equipped vehicles, thus increasing the lane capacity. By reaching this stage of research, a field testing of the proposed tool is needed to address some of the unanswered questions raised by many researchers as they solicit driver acceptance of automation systems at intersections. Consequently, two further stages are proposed to accomplish the research objectives.

In the seventh stage, the issues associated with having mixed automation levels and the heterogeneity of users at urban roundabouts are covered using a real-time video detection/tracking system. The determination of the trajectory of vehicles for road intersections has been always a vital theme for traffic management. Therefore, a proposed detection/tracking system is introduced for roundabouts; that can also be used for the control of any type of intersection. Vehicles are detected and tracked within a range of the detection zone, and then speeds are calculated using vehicle spatial and temporal signatures. The same concept is used for pedestrians and bicycles in the vicinity of roundabouts. The main purpose of this stage is to detect/track the different roadway users for use in the optimization process for the iCACC
It should be noted that this detection/tracking system is by no means complete but does highlight some of the issues associated with the tracking of non-automated vehicles.

Figure 1: The research methodology

1.5 RESEARCH CONTRIBUTION

By accomplishing the research objectives, this research will provide many benefits. This research will be unique given that none of the previous research efforts developed an optimization tool that is calibrated using field results in a CV environment, especially at roundabouts. Also, it could be stated that the proposed tool is the first of its kind regarding simulating/optimizing the advanced vehicles’ speed profile, and taking into consideration weather conditions, vehicle
dynamics, and shared-lanes movements. In addition, the iCACC has the ability to prioritize movements at intersections based on the number of passengers per vehicle. In other words, the tool would not only reduce fuel consumption, but also reduce the delay in a passenger basis.

In general, the public acceptability of the new advanced in-vehicle technologies is a challenging task and these experiments will provide valuable feedback for researchers, automobile manufacturers, and decision makers. It is anticipated that the research findings will contribute to the future of automation systems and connected vehicles technology.

1.6 DISSERTATION LAYOUT

This dissertation is organized into ten chapters and the description of each chapter is given below:

**Chapter 1**: The first chapter describes the problem statement, research objectives, research methodology, and research contributions.

**Chapter 2**: The second chapter presents the necessary definitions and summarizes the basic findings of the current state-of-the-art procedures in agent-based modeling and vehicle automation on highways and intersections.

**Chapter 3**: The third chapter presents a heuristic optimization algorithm for controlling vehicle movements of vehicles equipped with CACC systems at uncontrolled intersections using "Game Theory Decision" field theory. The vehicles collaborate in a form of a "Cooperative Game" with the controller installed at the intersection.

**Chapter 4**: The fourth chapter studies the driver behavior at intersections for non-automated vehicles. This research quantified the impact of a number of variables on left-turn gap acceptance behavior of drivers at signalized intersections.

**Chapter 5**: The fifth chapter presents the detailed description of the proposed “iCACC” tool. It shows the different capabilities of the tool and how it is able to accommodate different traffic volumes, intersection characteristics, weather conditions, and the percentage of automation in the system.
Chapter 6: The sixth chapter compares the iCACC tool to different intersection controls (AWSC, signal, and roundabout) using two MOEs: average delay and fuel consumption. Also, it shows the sensitivity of the tool to different weather conditions and levels of penetration.

Chapter 7: The seventh chapter shows the APP framework algorithm using the iCACC platform and its capability of reducing the passenger delay vs. vehicle delay.

Chapter 8: The eighth chapter studies the application of the iCACC concept on roundabouts. It demonstrates how savings of up to 80 and 40 percent could be reached in delay and fuel consumption, respectively, by applying CV algorithms.

Chapter 9: The ninth chapter addresses the issues of having mixed-automation levels at intersections by applying computer vision techniques. It proposes the Foreground/Background detection method using a mixture of Gaussians, which is the method accommodated by the MATLAB tool box for computer vision.

Chapter 10: The tenth chapter presents the research conclusion, anticipated future work, and the timeline for the dissertation research.

Chapter 11: The eleventh chapter shows the references of the research.

Noteworthy is the fact that the research effort of this dissertation has resulted in the submission and publication of a number of journal and refereed conference publications.
CHAPTER 2 RESEARCH BACKGROUND

As mentioned in Chapter 1, this dissertation attempts to optimize the movement of vehicles equipped by advanced cruise control systems (CACC) at intersections using a centralized approach. Each vehicle is modeled as a unique entity (agent) with its own goals and behavioral characteristics. Accordingly, this chapter sheds light on the relevant literature concerned with agent-based modeling and advanced cruise control systems in general. The connectivity between vehicles could include precise speed information, acceleration, fault warnings, warnings of forward hazards, and braking capability. With information of this type, the CACC controller can better anticipate problems, enabling the vehicle to be safer, smoother, and faster in response. The idea of an automated driving environment has been studied for decades as an attempt to enhance mobility and safety (e.g., Stanley [3] and the Google car [4]). The literature shows that there has been research related to algorithms for CACC applications at intersections. However, none of these approaches used an explicit optimization objective of reducing delay or minimizing travel time. It could be stated that previous research has made simplifying assumptions and failed to capture the impact of various aspects in studying the CACC at intersections; e.g., impact of weather, different classes of vehicles, etc.

2.1 INTRODUCTION

First, this chapter starts with the different agent definitions and structures. It then moves to the different classifications and the transportation-related applications. Thereafter, the second half of this chapter shows the literature review of the advanced cruise control systems on highways and intersections.

2.2 AGENT-BASED MODELING OVERVIEW

The use of “agents” in a variety of fields of artificial intelligence is increasing rapidly due to their flexibility in application. Agent-based modeling (or multi-agent modeling) has emerged as an algorithm for modeling complex systems composed of interacting and autonomous units (i.e. agents). Agents have behaviors—often described by simple rules—to interact with other agents and the surrounding environment. A multi-agent system is considered as an intelligent system in
which every agent always has a certain level of intelligence. The level of an agent’s intelligence could vary from having pre-determined roles and responsibilities to a learning entity.

Each agent has its own plan and goal and it can use its sensed attributes in achieving them. In the same context, a vehicle with its driver can also be treated as an agent because it is a part of an environment (i.e., surrounding traffic), and it can sense the environment by communicating to other vehicles on the road. Consequently, intelligent agents can be used to simulate the driving behavior of individual drivers where each vehicle agent’s general goal is to reach its destination safely in the fastest possible way. Each agent can be equipped with specific settings to simulate personalized driving behavior in order to simulate vehicles in a real manner.

The goal of agent-based modeling is to identify the consequences, the dynamics of each agent behavior, and the interactions between agents at a microscopic level. In other words, the agent-based modeling is considered as a synonym for microscopic modeling (in opposition to macroscopic modeling).

2.2.1 Agent Definition and Structure

In the literature related to agent modeling, the definition of "an agent" varies among the research. Hence, it could be stated that there is no universal agreement in the literature on the precise definition of an agent beyond the essential characteristic of "autonomy" (to act on its own without external directions in response to situations it encounters) [5, 6].

As an example, Selker [7] views agents as “computer programs that simulate a human relationship by doing something that another person could do for you.” Luck and D’Inverno [5] simply defined an agent as an object with goals. For the autonomous agent, Luck and D’Inverno defined it as self-motivated agents in the sense that they pursue their own “agendas” as opposed to functioning under the control of another agent. In transportation applications, each entity is defined as an agent; these include: vehicles, signal controllers, advisory signs, and sometimes the traffic management systems. However, some of the literature just simply avoided the issue completely and left the interpretation of their agents to the reader [8].

Macal and North [6] presented the structure of a typical agent-based model and limited the elements of a typical model into: (1) A set of agents, their attributes and behaviors, (2) A set of
agent relationships and methods of interacting, and (3) The agents’ environment: Agents interact with their environment in addition to other agents (as shown in Figure 2).

![Agents Interacting in Agent Space (Grid Topology)](image)

**Figure 2: The structure of a typical agent-based model (source [6])**

In traffic and transportation systems, a few research studies address the system architecture of the proposed agent-based system. In general, Chen and Cheng [9] classified transportation systems into hierarchical, heterarchical, and hybrid [9]. The hierarchical approach decomposes the overall system into small subsystems that have weak interaction with each other. On the other hand, the heterarchical approach is a completely decentralized approach in which agents communicate with each other to make independent decisions. Since the distributed agents only have a local view, it becomes difficult to predict the network state from a global perspective. Last, the hybrid approach combines the features of hierarchical and heterarchical approaches. The level of aggregation of the agent-based modeling (single agents, sub-group agents, etc.) could be changed, the heterogeneity between agents could be captured, and the adaptation and learning of agents could be permitted. Consequently, the agent-based architecture is based on the purpose, protocol, communication facility, learning capability, computational algorithm, and the application.

In summary, one of the weaknesses of agent-based modeling is that the term “agent” is now used so frequently that there is no commonly accepted notion of what it is that constitutes an agent [5]. Because there is no complete agreement on what makes an “agent,” many researchers provide their own definition (e.g., could be human interactions, vehicles, robots, etc.). Some of
the literature used the definition of an agent based on the proposed list of agents’ characteristics as will be described in the following section.

2.2.2 Agent Classifications

Franklin and Graesser [8] proposed to use the following characteristics to classify the agents used in the modeling process: reactive, autonomous, goal-oriented, communicative, learning, mobile, and flexible (as described in Table 1); e.g., an agent could be a mobile agent or a non-mobile (stationary) agent.

<table>
<thead>
<tr>
<th>Property</th>
<th>Other Names</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>reactive</td>
<td>(sensing and acting)</td>
<td>responds in a timely fashion to changes in the environment</td>
</tr>
<tr>
<td>autonomous</td>
<td></td>
<td>exercises control over its own actions</td>
</tr>
<tr>
<td>goal-oriented</td>
<td>pro-active purposeful</td>
<td>does not simply act in response to the environment</td>
</tr>
<tr>
<td>temporally continuous</td>
<td></td>
<td>is a continuously running process</td>
</tr>
<tr>
<td>communicative</td>
<td>socially able</td>
<td>communicates with other agents, perhaps including people</td>
</tr>
<tr>
<td>learning</td>
<td>adaptive</td>
<td>changes its behavior based on its previous experience</td>
</tr>
<tr>
<td>mobile</td>
<td></td>
<td>able to transport itself from one machine to another</td>
</tr>
<tr>
<td>flexible</td>
<td></td>
<td>actions are not scripted</td>
</tr>
<tr>
<td>character</td>
<td></td>
<td>believable &quot;personality&quot; and emotional state</td>
</tr>
</tbody>
</table>

Some literature classified the agents from a planning standpoint, such as Brustoloni [10], who classified the agents into three types. (1) Regulation agents: agents do not do planning (such as a thermostat for temperature regulation); (2) Planning agents: they can do the job of regulation agent plus planning; and (3) Adaptive agents: react to the updated environment situation.

Ultimately, the agents’ classifications, used during the process of agent-based (or multi-agent) modeling, mainly depend upon the purpose or the assigned tasks for agents during simulation. The agent-based modeling architecture differs from one research to another based on the agents’ characteristics and the proposed protocols.
2.2.3 Agent-Based Modeling Applications

Transportation systems are considered to be the interaction of many complex entities which are communicating with each other, such as drivers/vehicles, signal lights, and advisory signs. Multi-agent systems have been used in many transportation applications: network management [11], traffic control systems interaction [12], modeling driver route-choice decisions [13], and real-time traffic management [14]. For the case of managing vehicles (especially autonomous vehicles) at intersections, agent-based modeling is one of the methods used to present the interaction of autonomous entities, as was suggested in much of the literature (e.g., [15-21]).

Dresner and Stone [19] proposed the reservation-based system in the multi-agent approach at intersections for autonomous agents (vehicles). In this study, it is assumed that vehicles must traverse intersections according to a set of parameters agreed upon by the vehicle and the intersection manager similar to the concept of obeying the signal lights (red and green). However, agents are free to decide for themselves how to drive without the centralized decision maker surrendering any control. The proposed system consists of two types of agents: (1) Intersection managers: responsible for directing the vehicles through the intersection, and (2) Driver agents: responsible for controlling the vehicles to which they are assigned. Each agent sends a "request" to the manager for reserving a certain spot at a certain time in the intersection area, and the manager should reply back with a "confirmation" or a "rejection."

Zou and Levinson [20] presented a framework for the impact of microscopic adaptive control on traffic delay and collisions at intersections using multi-agent systems and ad-hoc network communications. Respective agents represented both the vehicles and the management. Figure 3 shows an example of how changing the scenario of intersection control impacts the delay value (presented by the authors [20]).
Bazzan [12] proposed a multi-agent system for interacting with the signal controllers in the arterial networks using a game theory algorithm. The system is a two-player game, each agent plays the game against each member of its neighborhood of the agents (signal controllers) in the Network. The decision of the signal agents concerns whether to change phases or not for the synchronization of the traffic signals along an arterial for the green light wave.

For different roadway users’ environments, Kukla et al. [22] described the development of a microscopic simulation tool for modeling pedestrian flow using autonomous agents to optimize the design of public areas with regard to their efficiency and attractiveness. Each pedestrian, represented by an autonomous agent, can occupy a space in an orthogonal grid. The agent would react to other agents and features of the environment such as curbs, edges, and obstructions.

A number of studies proposing the implementation of different agent-based architectures for modeling driver route-choice decisions are also present in the literature. Dia and Purchase [13] and Dia [23] proposed the use of a cognitive agent architecture composed of beliefs, capabilities, commitments, and behavioral rules to model individual drivers based on behavioral surveys. Rossetti et al. [24] proposed the implementation of similar techniques within the DRACULA traffic simulation model. Wahle et al. [25] proposed a two-layer agent architecture for modeling individual driver behavior. The first layer (tactical) describes the perception and reaction of the
driver-vehicle entity on a short time scale. The second strategic layer, however, extends the basic layer and is responsible for information assimilation and the decision-making process.

For providing traffic information systems to drivers, Hernandez et al. [14] described the development of a knowledge-based agent architecture for real-time traffic management at a strategic level in urban, interurban, or mixed areas. The traffic network is divided into several sections called problem areas. Moreover, Dia [16] demonstrated the feasibility of using autonomous agents for modeling dynamic driver behavior and analyzing the effect of ATIS “Advance Traveler Information Systems” on the performance of a congested commuting corridor in Australia. This research was based on a behavioral survey of congestion in a real-world traffic-commuting corridor. In another application, Jin et al. [26] proposed an agent-based hybrid model for traffic information intelligent control simulation that performs the basic interface, planning, and support services for managing different types of DRT (Demand Response Transport) services.

Ehlert et al. [21] described a model of a reactive agent that is used to control a simulated vehicle. The agent was designed to perform tactical-level driving and to decide in real time what maneuvers to perform in every situation at intersections. Tactical-level driving consisted of all driving maneuvers that were selected to achieve short-term objectives. Based on the current situation and certain pre-determined goals, the agent continuously makes control decisions in order to keep its vehicle on the road and reach its desired destination safely. The results showed that the proposed agent-based system is capable of modeling different driving styles (aggressiveness) using a series of stored realistic behaviors such as collision detection and emergency braking, and obeying traffic lights and any general traffic rules.

2.2.4 Agent-based Modeling Conclusions

In summary, the agents’ definition and classification, used during the process of agent-based (or multi-agent) modeling, mainly depend on the purpose or the assigned tasks for agents during simulation. The agents are autonomous if they are not dependent on the goals of others and possess goals that are generated within rather than adopted from other agents. Also, the level of aggregation of the agent-based modeling could be changed, the intra- and inter-variability between agents could be captured, and learning of agents could be permitted. In general, any
computational algorithm could be used for modeling agents: case-based reasoning, cellular automata, multi-nominal logit, rule-based engine, etc. Subsequently, the agent-based model could be applied in all transportation aspects: intersection management, traffic control, route choice, traffic information systems, etc.

Most reported agent-based applications in traffic and transportation systems focus on developing multi-agent systems that consist of multiple distributed stationary agents [27]. After reviewing the literature for multi-agent intersection management, it could be concluded that the effects of many essential factors for modeling agents (vehicles) are either completely neglected or only qualitatively described. For example, the simulators used for modeling agents at intersections do not take into consideration the impact on the total delay value. Also, the FCFS (First Come, First Served) concept—presented in many research papers—gives the advantage to vehicles with shorter times to intersection regardless of the types of vehicles, transit priority, and total delay for the network. The physical characteristics’ variability for each vehicle (i.e., agent) is not captured in many of the previous models in the literature, nor is the impact of weather conditions on roadway surfaces on agents’ movements. Last, many of challenges in managing vehicles (agents) at intersections need more investigation, especially the type of communication protocol that could allow efficient, safe, and optimum systems. At the end, the agent-based modeling concept has been well used in many different transportation applications; however, its use for advanced cruise control system applications is very limited.

2.3 ADVANCED CRUISE CONTROL SYSTEMS OVERVIEW

Many of the technical barriers to highway automation have been addressed successfully in many research studies. However, the transition from today’s manually controlled vehicle system to the future system, in which traffic could be fully automated, still needs more investigation.

For the next generation of cruise control systems; the ACC is already available in some of the new car models; however, the CACC—using the connectivity between vehicles and infrastructure—is still under research and is not yet available on the road. Cooperative adaptive cruise control (CACC) is an extension of ACC where it can measure the distance to the vehicle
ahead and can also exchange information with the surrounding vehicles by wireless communication.

Most of the past work has been based on analytical models and simulations since there were no sufficient (C)ACC control systems (i.e., ACC and CACC) in use on the roadway for evaluations at that time. The literature is well supplied with papers attempting to predict the effects of the introduction of (C)ACC vehicles into the traffic stream and its impact (on congestion, safety, emissions, fuel consumption, etc.). However, a few papers do address the consequence of introducing the (C)ACC system controls in the operation of intersections. The following section presents an overview for the past studies related to the (C)ACC control systems and it is divided into two main parts: Advanced Cruise Control Systems on Highways and Advanced Cruise Control Systems at Intersections.

2.3.1 Advanced Cruise Control Systems on Highways

The automation concept was first introduced on highways under different project titles (e.g., AHS) and the (C)ACC is considered one of the main applications of vehicle-highway automation. Much literature covered the impact of (C)ACC on highways with regard to different aspects (traffic flow, safety, driver comfort, etc.). In 1998, Zwaneveld and van Arem [28] presented an intensive literature review for the ACC systems and their impacts on the traffic flow. The authors summarized a variety of papers to synthesize existing predictions of the effects of ACC on traffic and showed its potential for the reduction of congestion and the enhancement of traffic flow stability.

The first report on capacity implications on mixing supported and manually driven vehicles is found in Zhang [29] (1991) and Benz [30] (1992). The traffic simulator AS (Autobahn Simulator) was used to investigate the effect of ACC on traffic. The ACC function investigated, with the use of simulation, was capable of informing/warning the driver instead of controlling the vehicle. In addition, Rothengatter & Heino (1994) conducted a driving simulator experiment with 80 test drivers on a four-lane highway [31]. The systems tested were a Collision Warning System (CWS) —where the gas pedal will be pushed back if a time-to-collision falls below a certain threshold—and an ACC system. The results showed that the time-headway increased in
the case using the CWS system and the time-headway decreased while using the ACC system (with autonomous brake).

To study the presence of ACC lane on the network, Smith & Noel (1995) investigated four situations: an abstract freeway interchange using the simulation system FRESIM and three existing freeway configurations: the Capital Beltway (I-495), the Boston I-93, and the New York Thruway [32]. The existing freeway configurations were investigated with the use of the INTEGRATION microscopic traffic simulation model. Investigated traffic demands were such that no conclusions with respect to capacity gains were stated. Mauro (1993) addressed the basic principles of assessing the efficiency of true autonomous ACC with some first results [33]. Mauro identifies the improved reliability of the traffic flow as the major positive effect. Reliability is defined as the probability of traffic breaking down.

Regarding CACC studies, Arem et al. (2006) had focused on the impact of CACC on traffic-flow characteristics using the traffic-flow simulation model MIXIC that was specially designed to study the impact of intelligent vehicles on traffic flow [34]. The authors studied the impacts of CACC for a highway-merging scenario from four to three lanes. The results showed an improvement of traffic-flow stability and a slight increase in traffic-flow efficiency compared to the scenario without equipped vehicles. In addition, it was proved to be correct that the expectation of a low penetration rate of CACC (< 40%) does not have an effect on traffic flow throughput. However, those results [34] were not consistent with the study of VanderWerf et al. [35] in 2001. VanderWerf et al. investigated the impacts of autonomous ACC (AACC) and cooperative ACC (CACC) on traffic based on their microscopic simulation [35]. They found that AACC has a very small impact on highway capacity. The capacity gain from 0% to 20% AAC penetration is greater than that from 20% to 40% and there is no capacity increase with more AACC penetration [35]. Cooperative ACC, on the other hand, can potentially increase capacity quadratically along with CACC penetration [35].

Another study was made by Bruin et al. (2004) where they proposed a design for the CACC system [36] that uses inter-vehicle communications. The authors showed how the CACC could reduce shock waves, which in turn has a positive effect on traffic flow [36] and this is consistent with Arem et al.’s [34] findings. A reduction in the number of shockwaves could be seen as a
safety improvement; however, that conclusion was not made because lateral vehicle control is also required for safe lane merging, which was not addressed by this study.

The PATH program of the University of California addressed the CACC system in several reports where the impact of the system on traffic flow and drivers' perceptions were investigated [37-39]. In 2001, the PATH report [37] studied the paths that could be taken from today’s driving environment to vehicle-highway automation. The CACC model evaluated in this study is intended to increase highway capacity by minimizing time gaps between vehicles, while maintaining the typical ACC goals of increasing driving comfort and convenience and preserving driving safety. This report showed how the CACC systems have the potential to produce significant highway capacity increases. The research conducted in the PATH study was part of the investigation of VanderWerf et al. research paper [35]. Results have been shown for the validation cases used to test the models individually, for the capacity estimates for the 100% market penetration cases for each of the three modes of operation: manually driven vehicles, AACC, and CACC, and for the capacity impacts of different combinations of market penetrations for AACC and CACC mixed with manually driven vehicles. For the three 100% market penetration cases, nominal capacity estimates for the manual driving, AACC, and CACC cases were, respectively: 2,050, 2,200, and 4,550 vehicles per hour.

In 2009 and 2010 reports of the PATH [38, 39], the authors described the design and implementation of the CACC system on two Infiniti FX-45 test vehicles, as well as the data acquisition system that has been installed to measure how drivers use the system. The results of quantitative performance testing of the CACC on a test track were presented, followed by the experimental protocol used for on-road testing with human subjects.

In the same context, starting from January 2009, the Connect & Drive (C&D) research project was established as an advanced driver assistance system (ADA) [40]. The project is funded by the High Tech Automotive System (HTAS) in the Netherlands and is still under development. This project aims to design and develop new-generation vehicles equipped with ADA systems in order to improve the current traffic congestion, the road capacity, and safety in the Netherlands. The C&D project is expected to develop a complete CACC (or, as it is called in the project:
"Connected Cruise Control" CCC) controller with communications system, and even human-machine interface.

Laumonier et al. (2006) presented a preliminary CACC approach for the design of a multiple-level architecture using reinforcement learning techniques and game theory for multi-agent coordination [41]. Their approach is based on building a world model from the positioning and communication systems followed by building the action choice module to give commands to the vehicle. This article showed promising results for the vehicle-following controller stability; especially for the coordination controller that could allow an efficient lane allocation for vehicles.

2.3.2 Advanced Cruise Control Systems at Intersections

Very few research studies have studied the impact of advanced cruise control systems or, in general terms, autonomous vehicles’ algorithms at intersections compared to highway investigations and reports. For example, Reece and Shafer (1991) [42] developed a driving program called Ulysses. The Ulysses goal is to prevent the simulated robot from having or causing accidents, and from unnecessarily constraining itself to stop.

Moreover, Dresner and Stone [17, 19, 43] proposed an intersection control protocol called Autonomous Intersection Management (AIM) and built their custom simulator using the multi-agent approach. Dresner and Stone showed that with autonomous vehicles it is possible to develop intersection control that is much more efficient than the traditional control mechanisms, such as traffic signals and stop signs. The AIM custom simulator is based on the reservation paradigm, in which vehicles “call ahead” to reserve space-time in the intersection under the FCFS (First Come, First Served) policy [43]. The main concept is that each autonomous vehicle sends a request to the intersection manager and asks permission to pass through the intersection. Thereafter, the intersection manager decides whether to grant or reject requested reservations according to an intersection control policy and FCFS.

Most of the studies directly related to CACC at intersections had focused on fuel consumption and emissions impacts. There has been little research on developing dynamic optimal speed advising algorithms on the vehicle side, based on traffic signal timing information. Rather than modifying the design of the signal timing controller at the traffic signals [44, 45], optimal speed
advice algorithms can be developed. The main purpose of the speed advice algorithm is to assure the arrival of the vehicle at the green light with optimizing certain constraints (the fuel consumption, emissions, delay, etc.). For example, based on the traffic signal information, Mandava et al. (2009) developed arterial velocity planning algorithms that give dynamic speed advice to the driver [46]. The algorithms seek the maximization of having a higher probability of green light when approaching signalized intersections. Using a stochastic simulation technique, the algorithms are used to generate sample vehicle velocity profiles along a 10-intersection signalized corridor. The resulting vehicle fuel consumption and emissions from these velocity profiles were calculated using a modal emissions model, and then compared to those from a typical velocity profile of vehicles without velocity planning. The energy/emission savings for vehicles with velocity planning were found to be 12-14%.

Another example by Rakha and Kamalanathsharma (2011) presented a framework to enhance fuel consumption efficiency "eco-driving" while approaching a signalized intersection. The framework attempts to use the signal phase and timing information that may be available through V2I communication for the optimization process [47]. The results showed how the speed adjustment strategies are vehicle-dependent and how explicitly the fuel consumption models could be introduced in an optimization function.

Regarding research directly related to CACC applications, Malakorn and Park (2010) explored the difference between intelligent traffic signals that cooperated with CACC system and traditional intersection controls [48]. The ultimate goal of this system is to reduce the environmental impacts of driving by minimizing vehicle acceleration depending on the VT micro-model [49]. The traditional scenario was represented by a pre-timed, signalized intersection. The cooperative scenario was represented by an intersection equipped with intelligent traffic signal control and vehicles equipped with CACC for advanced control over acceleration and velocity. The results showed how the system is beneficial to the drivers and the environment (e.g., the amount of CO2 and fuel consumption).

Under the connected vehicles (CV) environment, Lee and Park [50] created a Cooperative Vehicle Intersection Control (CVIC) system that enables cooperation between vehicles and infrastructure for effective intersection operations and management. The CVIC algorithm was
designed to manipulate individual vehicles’ maneuvers so that vehicles can safely cross the intersection without colliding with other vehicles. The proposed algorithm seeks the minimization of the overlapping distance for any two conflicting trajectories. This paper assumed that there is an Intersection Control Agent (ICA) especially designed to gather individual vehicular information and to provide the best maneuvers to the vehicles crossing an intersection. The ICA performs a sequence of optimization processes to obtain acceptable acceleration/deceleration rates. The authors addressed one intersection with four legs (one lane per leg) as an application study. Although this paper did not perform proper case studies for both multi-lane and coordinated intersections, the results showed promising results for air quality and energy savings assuming 100% level of penetration for the system.

In 2011, by expanding the concept presented in [50], Park et al. examined an IntelliDrive-based cooperative vehicle-infrastructure control system as an alternative to current transportation infrastructure. The authors evaluated the system from an environmental perspective using Life Cycle Assessment [51]. However, the studied intersection remained as four legs with one lane per approach; in other words, only through movements were considered in the study. The results showed that the CVIC-based control algorithm under the IntelliDrive environment could improve both the mobility and the environmental performances of the urban corridor.

2.3.3 Advanced Cruise Control Conclusions

From the literature review many conclusions can be drawn. The CACC effect studies that have been performed emphasize that CACC is able to increase the capacity of a highway significantly. Such a Cooperative ACC (CACC) system can be designed to follow the preceding vehicle with significantly higher accuracy and faster response to changes.

Although there is much literature on ACC, the literature related to CACC is limited; especially the studies of CACC capabilities at intersections. The connectivity between vehicles could include precise speed information, acceleration, fault warnings, warnings of forward hazards, and braking capability. With information of this type, the CACC controller can better anticipate problems, enabling the vehicle to be safer, smoother, and faster in response. In general, the CACC has the potential to increase capacity by minimizing time gaps between consecutive vehicles and traffic flow stability. Safety is very challenging to assess using simulation for
typical conditions, and this technology is not widely available for testing on-road; consequently very few studies encountered it. Most of the literature had focused on the traffic flow impact after introducing the (C)ACC systems and ignored some other important aspects. In a number of studies, the functionality, architecture, or design of CACC systems have been described. However, extensive exploration of the CACC’s impact on delay and its possible use as a tool for optimizing the movements of vehicles at intersections has been done by only a few researchers.

The aforementioned literature shows that there has been research in algorithms for CACC applications at intersections. However, none of these approaches used an explicit optimization objective of reducing delay or minimizing travel time. The goal of reducing delay, in all these cases, is transformed to simpler functions of acceleration/deceleration rates, or duration of these events. It could be stated that previous research has made simplifying assumptions and failed to capture the impact of various aspects when studying the CACC at intersections; e.g., impact of weather, different classes of vehicles, etc.

2.4 CHAPTER CONCLUSIONS

Automated vehicles are considered a major part of future intelligent transportation systems. Semi-automated systems in which the speeds are governed by sensors using ACC systems are already available in the market. This chapter presented a review of the literature relevant to the agent-based modeling and advanced cruise control /automation topics. The reviewed literature showed that there are diverse research efforts that address modeling/simulating vehicles equipped by (C)ACC systems. A few attempts have been made in the literature for the use of CACC technology at intersections. Nevertheless, there are still some gaps that have not been thoroughly investigated. Examples of the areas that have these gaps are the inclement weather impact, different vehicles’ class management, and level of penetration of the system effect on the intersection operation. In addition, past research did not explicitly optimize the total delay at the intersection as it focused more on optimizing acceleration/deceleration levels for crash avoidance and/or emissions.

Accordingly, this dissertation attempts to fill some of these gaps for the sake of bettering automated vehicle control at intersections. This research presents an innovative approach for
optimizing the movements of vehicles equipped by Cooperative Adaptive Cruise Control systems at "smart" intersections. This research mainly focused on developing a strategy which yields the most optimal speed profile for a vehicle approaching intersections using V2V and V2I communications for total delay minimization and crash prevention simultaneously. To accomplish all the research objectives mentioned above, an optimization/simulation tool, which can support simulations in microscopic detail is accommodated as will be presented in the following chapters.
CHAPTER 3 GAME THEORY ALGORITHM APPROACH

In this chapter, a heuristic optimization algorithm is developed for automated vehicles (equipped with CACC systems) at uncontrolled intersections using a game theory framework. The proposed system models the automated vehicles as reactive agents interacting and collaborating with the intersection controller (manager agent) to minimize the total delay. However, the system proposed in this chapter is only limited to 100% level of penetration of the CACC system. The system is evaluated using a case study considering two different intersection control scenarios: a four-way stop control and the proposed intersection controller framework. In both scenarios, four automated vehicles (a single vehicle per approach) were simulated using a Monte Carlo simulation that was repeated 1000 times. The results show that the proposed system reduces the total delay relative to a traditional stop control by 35 seconds, on average, which corresponds to an approximately 70-percent reduction in the total delay.

3.1 INTRODUCTION

The idea of an automated driving environment has been studied for decades to reduce the number of crashes and enhance mobility the transportation system mobility. After the development and deployment of the USDOT Connected Vehicle initiative [2], the enhancement of the current driver assistance systems has become an expected step towards achieving better mobility and safety. Consequently, the concept of Cooperative Adaptive Cruise Control (CACC) systems has been introduced as an advanced generation for the traditional cruise control. In such a system, vehicles can not only sense the information from the preceding vehicle, but also communicate with other vehicles through vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication. After fusing all data sources, vehicles make decisions with regards to acceleration, deceleration, or maintaining their current speed. The basic idea of the system is to assist the driver by controlling the speed of the vehicle; however it leaves the maneuver responsibility to the driver.

In general, as mentioned previously, the literature related to CACC is limited; especially the studies of CACC capabilities at intersections. The CACC controller can better foresee problems, enabling the vehicle to be safer and faster in response to various stimuli. However, extensively
exploring the CACC impact on delay and how it could be used as a tool for optimizing the movements of vehicles at intersections is limited to only a few researchers.

Subsequently, this chapter develops a heuristic optimization algorithm for automated vehicles (equipped with cooperative adaptive cruise control CACC systems) at uncontrolled intersections using a game theory framework. The proposed system models the automated vehicles as reactive agents interacting and collaborating with the intersection controller (manager agent) to minimize the total delay. The vehicles are modeled as agents interacting with the intersection controller (manager agent) and obeying the optimum decision made by the intersection controller. In other words, the vehicles collaborate in a form of a "Cooperative Game" with the controller installed at the intersection. The main principle of this research is to employ the communication technologies with advanced vehicle capabilities to replace the usual state-of-the-practice control systems at intersections (e.g. stop sign, yield signs, etc.).

In terms of the chapter layout, initially a description of the proposed multi-agent system is presented. Subsequently, the built-in simulation process using game theory is presented and the testing of the optimization algorithm is then discussed. Finally, the conclusions of the chapter are discussed.

3.2 PROPOSED MULTI-AGENT MODELING LAYOUT

The adaptability and flexibility of an intelligent agent makes it possible to control various types of vehicles with different driving behavior. For the case of automated vehicles, agent-based modeling is most appropriate as was suggested in several literature sources [16, 18]. Here we propose the use of agent-based modeling of CACC-equipped vehicles because the agents have two main features: (1) they are at least to some extent capable of autonomous actions or decisions and (2) they are capable of interacting with other agents through cooperation, coordination and negotiation [9].

The proposed multi-agent system (MAS) consists of two types of agents: reactive agents (vehicles equipped by CACC) and a manager agent (intersection controller). The main idea of the proposed system is that the manager agent communicates with the reactive agents in the intersection study zone (IZ) and determines the optimum movements for each reactive agent
based on a "Game Theory Decision Framework". The IZ is the zone area around the intersection where the reactive agents begin to exchange information with the manager agent. The IZ in this research 200 m upstream of the intersection to ensure that vehicles have sufficient time to receive and respond to the information received.

The proposed layout for the MAS assumes that all agents in the IZ are interacting, communicating and exchanging information for the common benefit using some form of communication (e.g. Dedicated Short Range Communication (DSRC)). The global benefit is defined as reducing the total delay while ensuring no vehicle collisions occur. The reason for modeling the collaboration between agents is to overcome any selfish behavior by any vehicle or in other words to seek the global benefit for all vehicles in the IZ. Therefore, the main task for the manager agent is to determine the optimum speed for each reactive agent at each time step by processing the input data through a real-time simulation. The MAS layout consists of three main components for controlling the movements of reactive agents in the IZ: Input, Data processing and Output. Figure 4 illustrates the layout of the proposed CACC multi-agent system.

**Figure 4: The layout of the proposed MAS for equipped vehicles at uncontrolled intersections**

The input data for the manager agent consists of: intersection characteristics, weather station input and reactive agent input. The intersection characteristics contain the speed limit of the intersection and number of lanes of each approach. The weather station provides the instantaneous weather condition to take into account the roadway surface condition (dry or wet) in simulating the reactive agent movements. At each time step, all reactive agents in the IZ report
their physical characteristics, current speed, location and acceleration to the manager agent. All input information is received by the manager agent then processed and optimized using a game theory decision process. For the purpose of this research, a simulation tool was developed using Matlab.

3.3 **PROPOSED REAL-TIME SIMULATION FOR CACC-EQUIPPED VEHICLES**

This section describes the state-of-art simulation test bed that was developed to model the intersection controller. The research presented here is considered a first step in developing a fully automated intersection vehicle controller. In general, the simulation algorithm computes the optimum location, speed and acceleration of vehicles to ensure that no conflicts occur while at the same time minimizing the total intersection delay each time step (e.g. 0.5 sec). The total delay is defined by the summation of the delay experienced by each vehicle at each time step.

The proposed software is considered as a novel tool for optimizing the movement of automated vehicles at intersections; however, it has some limitations and assumptions. First, we assume a market penetration of 100% of CACC-equipped vehicles. Second, all drivers/vehicles in the IZ are assumed to follow the recommendations made by the intersection controller to achieve the global profit. Last, only one speed profile, i.e. one vehicle (the most critical one), is adjusted (optimized) each time step.

It should be mentioned that the vehicle dynamics (acceleration and deceleration) models are part of the simulation software. The dynamics models take into account the tractive and resistance forces (referred to the literature [52]) acting on vehicles at each time step. Consequently, the simulation process reflects the physical characteristics (power of engine, mass, etc.) and the weather condition (wet or dry) affecting the movements of vehicles.

At each time step of simulation, the existing vehicles in the IZ are determined and thereafter the built-in simulation uses a heuristic optimization process divided into two main stages. The stages are: 1) calculate the Conflict Zone Occupancy Time (CZOT) for each conflict area, 2) conduct a Game Theory Optimization, as will be explained in more detail in the following sub-sections.
3.3.1 Calculate the Conflict Zone Occupancy Time in Conflict Areas

A conflict point in the intersection is a point that can be occupied by two different crossing vehicles during the same time interval. It is introduced the term Conflict Zone Occupancy Time (CZOT) in the optimization process. The CZOT is the time interval where the two intersecting vehicles will be occupying the same conflict area. The simulation software uses the input information to simulate the trajectory of the vehicles; therefore estimates the time needed to enter and leave the conflict zone. The simulation software assumes that all vehicles will accelerate to the maximum speed (if their speed is less than the maximum) as an “initial decision” to reduce the total travel time for each vehicle. If the estimated CZOT value is positive (>0), it is an indication that by accepting the initial decision for both intersecting vehicles, a collision would occur. Alternatively, if CZOT is equal to zero (or less) that means the intersecting vehicles will not be conflicting with each other and it is safe to accept the initial decision.

For illustrating purposes, for a four-legged intersection there would be four conflict zones (assuming on through traffic on each approach), as shown in Figure 5 (a). Consequently, the CZOT value for each conflict area, CZOT1, CZOT2, CZOT3 and CZOT4 can be computed. Thereafter, the CZOT plot is drawn as shown in Figure 5 (b) where each rectangle illustrates the conflict occupancy time for each vehicle. In the example, it is observed that CZOT1, CZOT2 and CZOT4 have positive values (i.e. there is a common time interval between the two intersecting vehicles). Consequently, it is needed adjusting the vehicle trajectories in order to avoid a collision with the intersecting vehicles. On the other hand, the CZOT3 value is equal to zero as the two intersecting vehicles occupy the conflict zone at different time intervals.

As mentioned before, the built-in simulation selects only one vehicle to modify its trajectory each time step (i.e. 0.5 second). Therefore the next step is to select the appropriate vehicle to adjust its trajectory.
Figure 5: Conflict Zone Occupancy Time (CZOT) output example
3.3.2 Game Theory Optimization Process

Various models that incorporate concepts from Game Theory are described in many transportation related literature [41, 53-55]. Interaction and collaboration are essential aspects in the dynamic multi-agent systems (MASs); consequently, game theory provides powerful tools for analyzing those types of transport systems. Multi-agent systems (MASs) are systems composed of multiple agents, which cooperate with each other to reach desired objectives. In general, formulating a problem as a game is meaningful if the solution, such as Nash equilibrium, results in a relatively fair situation for all players.

A game of strategy is defined as the game of two or more players where each player is trying to choose the best strategy to maximize the total benefit (or pay-off) [56]. In cooperative games (one of the types of the strategy games), the pay-off (benefit) for each potential group can be obtained by the coalitional of its members (or players). The challenge of the cooperative game is to allocate the pay-off (benefit) among the players in some fairway. Consequently, collaborating with all CACC-equipped vehicles together with the intersection controller, using communication technology, could be formulated in a cooperative game framework. Defining a game requires identification of the players, their alternative strategies and their objectives as will be described in the following section.

3.4 Elements of the Game (Describing a Game)

Game theory provides a framework for modeling interactions between groups of decision-makers when individual actions jointly determine the outcome [56]. The proposed cooperative game framework in this research is entitled: CACC-CG (Cooperative Adaptive Cruise Control - Cooperative Game). The CACC-CG represents the decision process of the built-in simulation software to optimize the movement of automated vehicles at intersections. The proposed CACC-CG is considered a decision process that is repeated at each time step of the simulation. The CACC-CG cooperative game consists of the following elements: players (s), actions (A), information (I), strategies (S), pay-offs (U), outcomes (O) and equilibrium (π) as summarized in Table 2.
Table 2: The elements of the proposed game CACC-CG

<table>
<thead>
<tr>
<th>Elements</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Players ($s$)</td>
<td>The manager agent (intersection Controller) and the reactive agents (vehicles) existed in the IZ</td>
</tr>
<tr>
<td>Actions ($A$)</td>
<td>The intersection controller: select one vehicle among the conflicting vehicles to change its speed profile</td>
</tr>
<tr>
<td>Information ($I$)</td>
<td>The information is symmetric and certain for all players</td>
</tr>
<tr>
<td>Strategy ($S$)</td>
<td>The decision taken is the one corresponding to the maximum benefit for all players (i.e. Pay-off ($U$))</td>
</tr>
<tr>
<td>Pay-off ($U$)</td>
<td>The summation of the total CZOT (conflict occupancy time) values and the total delay</td>
</tr>
<tr>
<td>Outcome ($O$)</td>
<td>An optimum speed profile for each reactive agent (vehicle)</td>
</tr>
<tr>
<td>Equilibrium ($\pi$)</td>
<td>The action combination which no player would be willing to change it</td>
</tr>
</tbody>
</table>

Players are the individuals who make decisions. Each player’s goal is to maximize his utility by choice of actions. The players in the CACC-CG are the manager agent and all existing reactive agents at each time step. Actions are the choices of each player can make and it could be one or a set of actions for a player to choose between them. For the manager agent, the action could be taken is to select one reactive agent for optimizing its movement per each time step and all other vehicles will keep their initial state. Reactive agents have three possible actions: decelerate, accelerate or maintain the current speed. It is assumed the information set is available for all players during the game decision process. In other words, the information is symmetric and certain for all players using communication technology (DSRC).

The player’s strategy is a rule that tells him/her which action to choose at each instant of the game given his/her information set. It is simply the set of actions that could provide the maximum profit for all agents at the intersections, in other word, the actions corresponding to minimum total delay.

Furthermore, Pay-off is the expected benefit or utility that the player will receive after all players have picked their strategies and the game has been played. In the CACC-CG, the pay-off is determined based on the actions of the players and it is proposed to be formulated as a Utility function. It is assumed in this framework that the optimum decision taken by the players would be the action set that lead to the minimum utility function (conflict zone and delay minimization). Consequently, the players follow the maximin principle (the player chooses the strategy with the least possible utility value). The value of utility function depends on the
distance remaining to the intersection relatively to the needed stopping sight distance for each vehicle. Generally, the utility value is considered as the summation of the total CZOT values and the total delay due to the actions of manager agent \((i)\) and any selected reactive agent \((j)\). However, if the distance remaining for a vehicle to the intersection is less than minimum stopping sight distance, its utility value is set to be an infinity value. In other words, if a vehicle does not have the option other than decelerating to complete stop, this vehicle will not be a part of the optimization process as presented in Equation (1).

\[
U_{i,j} = \begin{cases} 
\sum_{p=1}^{P} CZOT_{i,j} + \sum_{i=1}^{N} D_{i,j} & ; \text{if } X_{j} > SSD_{j} \\
\infty & ; \text{if } X_{j} < SSD_{j}
\end{cases}
\]  

Where, \(i\) is the action taken by the manager agent; \(j\) is the action taken by the reactive agent; \(U_{i,j}\) is the utility value corresponding to the action set \((i, j)\); \(P\) is the total number of conflict points; \(CZOT_{i,j}\) is the conflict zone occupancy time value (explained previously) corresponding to the action set \((i, j)\); \(X_{j}\) is the current distance to the intersection for vehicle \(j\); \(SSD_{j}\) is the minimum stopping sight distance to the intersection for vehicle \(j\); \(N\) is the total number of reactive agents (vehicles) existed in the current time step; and \(D_{i,j}\) is the delay value for each reactive agent also corresponding to the action set \((i, j)\).

The “Outcome” is a set of elements that the modeler picks from the values of actions, pay-offs and other variables after the game is played out. Consequently, the outcome of the proposed game is simply: A speed change (acceleration, deceleration or constant) for a chosen vehicle that would give the least total delay value and eliminate the conflicting maneuvers (CZOT=0).

For the equilibrium, once the players have settled on strategies that neither player has incentive to deviate, this condition is called the Nash equilibrium (named after John Forbes Nash) [56]. Some of the literature simply define the equilibrium as the best decision by the player given that the other player already chose his decision. Consequently, every dominant strategy is Nash equilibrium, but not every Nash equilibrium is a dominant strategy[56]. The Nash equilibrium condition would be the case expressed shown in Equation (2).
\[ U(S_i, S_{-i}) > U(S_j, S_{-i}), \forall S_i \neq S_j \] (2)

Where, \( U \) is the utility value corresponding to a certain action set; \( S \) is the strategy taken by any player; \( i \) and \( j \) are two different players; and \(-i\) indicates all other strategies for every player except player \( i \).

In the general case, the proposed game CACC-CG consists of a sequence of turns that need not be all the same; therefore it could be taken as the type of "Extensive Form" games. This kind of games is best represented by a game tree. A game tree is a connected graph which contains no circuit. In the game theory, the vertices are often referred to as nodes and edges as branches. The game tree form of the CACC-CG is presented in Figure 6(a). One way to solve an extensive game is to convert it to a normal-form game. The normal form is a matrix, each column is defined by a strategy for player 1 and each row of which is labeled with a strategy for player 2 as shown in Figure 6(b).

In summary, the game is simply to form a pay-off table –as Figure 6(b)- for the intersection controller (manager agent) and the vehicles (reactive agents) in the IZ at each time step. The pay-off table shows the utility matrix of each action combination between the manager agent and each reactive agent. The utility value presents the summation of CZOT and total delay. Consequently, the minimum utility value is considered as the best choice for all players: “the maximin principle”. In other words, the equilibrium status could be achieved at each time step by selecting the best action combination between players in the proposed cooperative game CACC-CG. Consequently, the outcome of the optimization process that would be an optimum decision (accelerate, decelerate or constant speed) for a selected vehicle and accordingly the vehicle would follow the optimum decision. The process of the proposed optimization framework is heuristically repeated at each time step till the end of simulation.
In order to test the proposed system, two different intersection control scenarios for a case study intersection are considered. The first scenario uses a four-way stop control system while the second scenario applies the proposed game theory intersection manager. The case study intersection consists of four single lane approaches, as in Figure 5 (a). Standard lane widths of
3.5 meters are considered with approach speed limits of 35 mph (approximately 16 m/s). For illustration purposes, a Toyota Prius 2010 was modeled with an engine power of 134 Horse Power (Hp). This vehicle is similar to the tested vehicle in the Google Driverless experiment [4]. The study considered a single vehicle arrival on each approach considering the proposed intersection manager and an all-way stop controlled intersection. For both scenarios, the entrance time, speed, and acceleration of each vehicle were randomly generated. The system was then modeled considering a time step (Δt) of 0.5 s. The total delay was computed for each run considering the two intersection control scenarios. The total delay was computed for all four automated vehicles. This procedure was repeated 1000 times using a Monte Carlo simulation and the total delay time was recorded for each simulation. Figure 7 shows the total delay variation for the 1000 simulations for both intersection control strategies.

![Figure 7: Total delay comparison between Stop Sign control and proposed optimization control using game theory](image)

The results demonstrate that the proposed framework is giving less total delay time comparing to the stop sign control scenario. The average total delay time for the proposed scenario is approximately 19 seconds and for the stop sign control is 54 seconds. Thus, for the case of only four crossing vehicles, the proposed system reduces the total delay more than the traditional stop
control by 35 seconds on average and obviously the total delay reduction would enlarge by having more vehicles crossing the intersection.

### 3.6 Summary and Conclusions

The approach presented in this chapter developed an innovative heuristic algorithm for optimizing the movement of vehicles at intersections within a CACC framework. The proposed framework uses game theory to ensure that no crashes occur while minimizing the intersection delay. The proposed framework assumes communication between vehicles and the intersection infrastructure to control the movements of the reactive agents approaching the intersection study zone (IZ). A real-time simulation tool is developed that would be loaded onto an intersection controller to govern the vehicle movements. The simulation determines the vehicles currently in the IZ and then estimates their trajectories based on their current state. Thereafter, the optimization process begins by forming a pay-off table for what would be the output in case of any action taken by the controller or the vehicles. Consequently, the intersection controller would advise the vehicle (using communication) to the best action. This process is repeated heuristically at each time step for the duration of the simulation (i.e. all vehicles traverse the intersection).

Thereafter, the system is evaluated using a case study considering two different intersection control scenarios: a four-way stop control and the proposed intersection controller framework. In both scenarios, four automated vehicles (a single vehicle per approach) were simulated using a Monte Carlo simulation that was repeated 1000 times. The results show that the proposed system reduces the total delay relative to a traditional stop control by 35 seconds on average, which corresponds to an approximately 70 percent reduction in the total delay. The proposed work serves as an initial step towards the development of agent-based CACC intersection control systems. The research results demonstrate the promising potential benefits of such a system over conventional state-of-the-practice intersection control systems. However, this part of research only considered through movements at intersection and level of penetration 100%, so to overcome these limitations, further research were done as illustrated in the following chapters.
CHAPTER 4 DRIVER GAP ACCEPTANCE BEHAVIOR FOR NON-AUTOMATED VEHICLES

This chapter presents an extensive research study for studying driver gap acceptance for non-automated vehicles at intersections. An empirical study was conducted to quantify the impact of a number of variables on driver left-turn gap acceptance behavior at signalized intersections. The main purpose of this study is to model non-automated vehicles’ behavior under inclement weather conditions as an essential input in managing mixed automation environment. The variables that are considered include the gap duration, the travel time needed to cross the intersection, and the corresponding weather conditions. The collected data set was divided into six weather categories for different combinations of precipitation and roadway surface conditions. Logistic regression models were calibrated to the data and compared to identify the best model for capturing driver gap acceptance behavior. The models reveal that drivers are more conservative during snow precipitation compared to rain precipitation. In the case of the roadway surface condition, drivers require larger gaps for wet surface conditions compared to snowy and icy surface conditions and, as would be expected, require the smallest gaps for dry roadway conditions. In addition, the models show that the drivers require larger gaps as the distance required to traverse the offered gap increases. It is anticipated that these findings will be used for the future of driver intelligent assistance systems and incorporated in the optimization process for automated vehicles at intersections.

4.1 INTRODUCTION

Congestion mitigation in urban areas is an important issue that needs addressing in our modern society. One of the major factors that affect the capacity and saturation flow rate at signalized and non-signalized intersections is gap acceptance behavior. Gap acceptance is defined as the process that occurs when a traffic stream (known as the opposed flow) has to either, cross or merge with another traffic stream (known as the opposing flow). This chapter focuses on crossing gap acceptance behavior for permissive left turns.
Within the context of crossing gap acceptance, a gap is defined as the elapsed-time interval between arrivals of successive vehicles in the opposing flow at a specified reference point in the intersection area. The minimum gap that a driver is willing to accept is generally called the critical gap. The Highway Capacity Manual (HCM) [57] defines the critical gap as the “minimum time interval between the front bumpers of two successive vehicles in the major traffic stream that will allow the entry of one minor-street vehicle.” When more than one opposed vehicle uses a gap, the time headway between the two opposed vehicles is called the follow-up time.

Weather events are considered one of the factors that affect roadway surface conditions, vehicle performance, driver’s behavior and consequently reduce capacity. Attempts have been made in the literature to quantify the impact of various parameters on gap acceptance. However none of the previous research efforts quantified the impact of adverse weather on gap acceptance behavior; except for a few studies that are described in the following section. In addition, the concept of introducing non-automated vehicles behavior as part of the mixed automation control at intersections –especially under inclement weather conditions– was not covered in the literature.

The basic differences in the various studies of gap acceptance behavior were the underlying assumptions about driver behavior (consistent or inconsistent), the type of the developed gap acceptance model (deterministic versus probabilistic) and the independent variables in the model. This research attempts to quantify the impact of weather precipitation (rain or snow) and roadway surface condition (icy, snowy or wet) on left-turn gap acceptance behavior.

4.2 LITERATURE REVIEW

Adverse weather conditions negatively affect surface transportation and accordingly impact roadway operating conditions, safety and mobility. The adverse weather could be mainly precipitation (rain or snow), surface condition (wet, icy or snowy), strong winds, fog or storms. Most of the literature on the effect of weather have focused on collision risk, traffic volume variations, signal control, travel pattern and traffic flow parameters, where some of them will be presented in the following paragraphs.
Datla and Sharma (2008) [58] characterized highway traffic volume variations with severity of cold, amount of snowfall and various combinations of cold and snowfall intensities. Cools (2008) [59] quantified the impact of weather conditions on traffic intensity and volume variations. The study considered: the daily precipitation, hail, snow and thunderstorm, cloudiness, temperature, wind speed, sunshine and duration of diminished visibility due to fog as potential explanatory variables.

There have been limited studies that directly address how adverse weather affects traffic flow variables, including speed, flow, density, headway and capacity. Brilon and Ponzlet (1996) [60] investigated the impact of various weather conditions on capacity and on other traffic flow parameters on an Autobahn in Germany. Rakha et al. (2008) [61] quantified the impact of inclement weather (precipitation and visibility) on traffic stream behavior and key traffic stream parameters including free-flow speed, speed-at-capacity, capacity, and jam density. Daniel et al. (2009) [62] collected speed, flow and density data under no adverse weather, as well as under rain, snow, darkness and sun glare conditions.

Several studies in the literature have investigated the impact of different factors on driver gap acceptance behavior. These factors include day and nighttime effects [63], the speed of the opposing vehicle [64, 65], the type of intersection control (yield versus stop sign) [66], the driver sight distance [67], the geometry of the intersection, the trip purpose, the expected waiting time [68] and gap acceptance crash patterns at intersections [69]. Zohdy et al. [70] and Rakha et al. (2010) [71] quantified the impact of rain intensity, waiting time and travel time on driver left turn gap acceptance behavior using empirical and stochastic modeling approaches. However, these studies were limited to rain precipitation only.

### 4.3 Study Objectives

The main objectives of the study are to investigate the influence of weather precipitation and roadway surface condition on left-turn gap-acceptance behavior for non-automated vehicles. The weather condition in the study is divided into six categories for different combinations of weather precipitation “rain and snow” and roadway surface conditions “wet, icy and snowy”.
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Logit models are fit to the data to model driver gap acceptance behavior and compute driver-specific critical gap sizes.

In terms of this chapter layout, initially the study site and data acquisition procedures are presented followed by a description of the data analysis procedures and a summary of the preliminary results. A description of the different proposed models is followed along with model calibration results. Subsequently, the predicted critical gap is presented and the impact of various factors on opposed saturation flow rates is analyzed. Finally, the study conclusions are presented.

### 4.4 Study Site Description and Data Acquisition Equipment

The study site that was considered in this study was the signalized intersection of Depot Street and North Franklin Street (Business Route 460) in Christiansburg, Virginia. A schematic of the intersection is shown in Figure 8a. It consists of four approaches at approximately 90° angles. The posted speed limit for the eastbound and northbound approaches was 35 mph and for the westbound and southbound approaches was 25 mph at the time of the study.

The signal phasing of the intersection included three phases, two phases for the Depot street North and South (one phase for each approach) and one phase for the Route 460 (two approaches discharging during the same phase) with a permissive left turn movement. Figure 8a illustrates the movement of vehicles during the green phase of Route 460 and the dashed lines show the left turn vehicle trajectory where drivers are facing a gap acceptance/rejection situation. The dashed line is opposed by the through movements at three conflict points P1, P2 and P3 respectively. Each conflict point presents the location of possible collision with the through opposing movement. The data acquisition hardware of the study site consisted of two components as follows:

(a) Video cameras to collect the visual scene (Figure 8 b). There were four cameras installed at the intersection (one camera for each approach) to provide a video feed of the entire intersection environment at 10 frames per second.

(b) Weather station (Figure 8 c). The weather station provided weather information every minute. The collected weather data included precipitation, wind direction, wind speed, temperature, barometric pressure, and humidity level.
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Figure 8: (a) Layout of study intersection; (b) Video surveillance system; and (c) Weather monitoring system
4.5 Data Analysis Process and Data Reduction Results

The data were collected over a six-month period (the first half of 2010 year). The data output per day consisted of 15 hourly video files and the corresponding weather measurements. The video data were reduced manually by recording the time instant at which a subject vehicle initiated its search to make a left turn maneuver, the time stamp at which the vehicle made its first move to execute its left turn maneuver, and the time the left turning vehicle reached each of the conflict points.

Each rejected or accepted gap was recorded as an observation in the reduced dataset and the corresponding variables for each observation were also recorded. More than 5,000 observations were excluded because they ended with a red light indication (i.e., the gap occurred between a vehicle and no second opposing vehicle due to ending of the green phase). The final dataset that was analyzed consisted of a total of 11,114 gap observations of which 1,176 were accepted and 9,938 were rejected. The reduced variables for each observation were as follows:

- Gap size(s)
- Weather condition
- Weather station measurements (precipitation, pressure, and temperature)
- Day or night
- Lane number of the offered gap
- Travel time to reach the conflict point
- Decision of the driver regarding the offered gap (accept or reject)

The gap size \( g \) is a continuous variable measured in seconds and defined as the time headway difference between the passage of the front bumper of a lead vehicle and the following vehicle at a reference point (P1, P2 or P3) in the opposing direction as presented in Figure 8a. The analysis assumed that left turning vehicles heading for South Depot Street were similar in gap acceptance behavior to left turning vehicles heading for North Depot Street. Only the first vehicle in the queue was considered in studying the gap acceptance/rejection behavior. The dataset was classified into six categories for weather conditions depending on the precipitation type and roadway surface condition as illustrated in Table 3.
### Table 3: Different weather condition categories

<table>
<thead>
<tr>
<th>Weather Category</th>
<th>Weather Condition</th>
<th>Precipitation</th>
<th>Roadway Surface</th>
<th>Dataset (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category 1 (DD)</td>
<td></td>
<td>Dry</td>
<td>Dry</td>
<td>12%</td>
</tr>
<tr>
<td>Category 2 (DW)</td>
<td></td>
<td>Dry</td>
<td>Wet</td>
<td>6%</td>
</tr>
<tr>
<td>Category 3 (DI)</td>
<td></td>
<td>Dry</td>
<td>Icy</td>
<td>10%</td>
</tr>
<tr>
<td>Category 4 (DS)</td>
<td></td>
<td>Dry</td>
<td>Snowy</td>
<td>3%</td>
</tr>
<tr>
<td>Category 5 (RW)</td>
<td></td>
<td>Rain</td>
<td>Wet</td>
<td>42%</td>
</tr>
<tr>
<td>Category 6 (SS)</td>
<td></td>
<td>Snow</td>
<td>Snowy</td>
<td>27%</td>
</tr>
</tbody>
</table>

![Screen shots from the recording videos of the intersection showing the four types of weather surface coverage](image)

Figure 9: Screen shots from the recording videos of the intersection showing the four types of weather surface coverage

For the first four weather categories, Category 1 (DD), Category 2 (DW), Category 3 (DI) and Category 4 (DS), the precipitation condition is dry (i.e. no precipitation) but the roadway surface conditions are dry, wet, icy and snowy, respectively. Figure 9 presents screen
shots from the recorded videos at the studied intersection showing the first four categories. For the last two weather categories, Category 5 (RW) presents the case of rain precipitation and wet surface condition, and the last category (SS) is for the snow precipitation and snowy surface condition.

In summary, the weather condition for the collected dataset could be one of the following: DD, DW, DI, DS, RW or SS. The distribution of accepted gap size for the different weather conditions is shown in Figure 10a and Figure 10b.

The weather station measurements were extracted each minute and synchronized with the gap acceptance/rejection behavior. In the reduced dataset, the rain precipitations ranged from 0.025 cm/hr to 1 cm/hr and the snow precipitations ranged from 0.025 cm/hr to 0.25 cm/hr as presented in Figure 10c and Figure 10d. The average recorded measurements for wind speed, barometric pressure and temperature were 3.45 km/hr, 106 millibar and 3 Celsius respectively. The day or nighttime conditions corresponding to each gap acceptance/rejection were also considered. The day/night is considered as a binary variable (1 for day and 0 for night).
Figure 10: Dataset distributions for different weather conditions

The lane number variable indicates the location of the offered gap with respect to the left turn vehicle. The lane number variable is flagged as 1, 2 or 3 corresponding to the conflict point P1, P2 or P3, respectively. The travel time “τ_i” is a continuous variable measured in seconds and defined as the time required by the left turning vehicle to reach conflict point Pi. The mean and median (50th percentile) values for travel time to reach each conflict point (P1, P2 and P3), respectively are presented in Table 4 for different weather categories.

The Gap decision was recorded as a binary variable (0=rejection and 1=acceptance) and was modeled as the response variable considering different explanatory variables. Logistic models were fit to the data to estimate the probability (p) of accepting a gap as will be described in the following section.
Table 4: Travel time values for different weather categories

<table>
<thead>
<tr>
<th>Weather Category</th>
<th>Travel Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P 1</td>
</tr>
<tr>
<td>Category 1 (DD)</td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>Median</td>
</tr>
<tr>
<td>Category 2 (DW)</td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>Median</td>
</tr>
<tr>
<td>Category 3 (DI)</td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>Median</td>
</tr>
<tr>
<td>Category 4 (DS)</td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>Median</td>
</tr>
<tr>
<td>Category 5 (RW)</td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>Median</td>
</tr>
<tr>
<td>Category 6 (SS)</td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>Median</td>
</tr>
</tbody>
</table>

4.6 Logistic Regression Models

Different model formulations were considered in modeling gap acceptance behavior. Given that the response variable is discrete (0 or 1) while the explanatory variables are continuous, a logistic model was fit to the data to estimate the probability ($p$) of accepting a gap as shown in Equation (1) and (2):

$$p = \frac{e^{U(x)}}{1 + e^{U(x)}} \quad (3)$$

$$U(x) = \logit(p) = \ln \left( \frac{p}{1 - p} \right) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_n x_n \quad (4)$$

Where; $p$ is the probability of accepting a gap; $x_1, x_2, \ldots, x_n$ are the explanatory variables; and $\beta_0, \beta_1, \beta_2, \ldots, \beta_n$ are the estimated regression coefficients.

By applying different statistical approaches for variable elimination, and treating the accepted and rejected decision as a binary choice (0 or 1), and assuming a logit link function for the generalized linear model (GLM), three different models were developed as follows:

**Model 1, (M1)**

$$\logit(p) = \beta_0 + g \times (\beta_1 + \beta_2 DW + \beta_3 DI + \beta_4 DS + \beta_5 RW + \beta_6 SS) + L \times (\beta_7 + \beta_8 RW + \beta_9 SS) \quad (5)$$
Model 2, (M2)

\[
\text{logit}(p) = \beta_0 + \beta_1 \tau + g \times (\beta_2 DD + \beta_3 DW + \beta_4 DI + \beta_5 DS + \beta_6 RW + \beta_7 SS)
\]  

Model 3, (M3)

\[
\text{logit}(p) = \beta_0 + \beta_1 g + (g - \tau) \times (\beta_2 DD + \beta_3 DW + \beta_4 DI + \beta_5 DS + \beta_6 RW + \beta_7 SS)
\]

Where; \(\text{logit}(p) = \ln(p/(1-p))\); \(p\) is probability of accepting a gap; \(g\) is the gap size offered to the subject vehicle (s); \(L\) is the lane indicator variable of the offered gap (1=First lane, 2=Second lane and 3=Third lane); \(\tau\) the corresponding travel time to reach the conflict point where the gap is offered for each individual left turn vehicle. \(DD, DW, DI, DS, RW, SS\) are dummy variables indicating the six different weather categories that were mentioned earlier. Each weather independent variable is a dummy variable (0 or 1) and the existence of one weather category (=1) means that all other weather category variables are eliminated (=0). The contribution of the \(\beta\) for the corresponding weather condition is changed by the switching various dummy variables on or off (from 0 to 1 and vice versa) and thus the predicted value for \(\text{logit}(p)\) depends on the existing weather condition. The estimated parameters for the three proposed models are presented in Table 5.

For model 1 (M1), the independent variables presented are the gap size and lane number that are interacted with the different weather categories. The estimated coefficient of the gap size in M1 is the \(\beta_1\) value in case of category 1 (DD) and this value is increased in case of other weather categories by the value corresponding to \(\beta_i\) of (DW, DI, DS, RW or SS). For the lane number variable (L), the offered gap location is treated as a discrete variable (1, 2 or 3). It is noticeable that effect of “L” on the probability of acceptance (i.e. Logit(p)) is the same for the first four categories (i.e. no precipitation) and is only different for the weather categories (RW and SS).

In the case of the second model (M2), the independent variables include the same interaction terms for the gap size variable that were used earlier in the M1 model. However, this model considers the travel time to the conflict point as a continuous variable as opposed to a discrete variable as was done in model M1. The travel time reflects the time needed for each vehicle to reach the conflict point where the gap is offered. The different travel times (for P1, P2 and P3)
are observed during the maneuver of each vehicle in case of accepting a gap and these values are applied to rejected gaps depending on the location of each offered gap.

For the third model (M3), the independent variables include the gap size and the difference between the gap size and the travel time to the conflict point interacted with different weather categories. The difference between the gap size and the travel time is considered as the buffer of safety in order to avoid a conflict.

It is obvious that some variables were eliminated from the different model formulations and these eliminations were based on the Chi-Square significance test. Specifically, the weather measurements of precipitation, wind speed, barometric pressure, and temperature were not found to be statistically significant. A possible explanation for the insignificance of the precipitation variable can be attributed to the fact that most observations occurred at low precipitation levels. Similarly, the other weather measurements were almost constant with very limited variations during the data collection timeframe. In addition, the day and night variable was found to be insignificant, which is consistent with other findings reported in the literature [63].
Table 5: The estimated parameters for the three proposed models and the statistics tests

<table>
<thead>
<tr>
<th>Term</th>
<th>$\beta_i$</th>
<th>Estimated mean values</th>
<th>Std Error</th>
<th>L-R ChiSquare</th>
<th>Prob&gt;ChiSq (p values)</th>
<th>Lower CL</th>
<th>Upper CL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>$\beta_o$</td>
<td>-4.744</td>
<td>0.161</td>
<td>1293.569</td>
<td>&lt;.0001</td>
<td>-5.060</td>
<td>-4.428</td>
</tr>
<tr>
<td>$g$</td>
<td>$\beta_1$</td>
<td>1.021</td>
<td>0.052</td>
<td>784.843</td>
<td>&lt;.0001</td>
<td>0.931</td>
<td>1.122</td>
</tr>
<tr>
<td>$g*DW$</td>
<td>$\beta_2$</td>
<td>-0.188</td>
<td>0.051</td>
<td>13.351</td>
<td>0.0003</td>
<td>-0.288</td>
<td>-0.087</td>
</tr>
<tr>
<td>$g*DI$</td>
<td>$\beta_3$</td>
<td>-0.126</td>
<td>0.040</td>
<td>9.649</td>
<td>0.0019</td>
<td>-0.206</td>
<td>-0.046</td>
</tr>
<tr>
<td>$g*DS$</td>
<td>$\beta_4$</td>
<td>-0.137</td>
<td>0.055</td>
<td>6.062</td>
<td>0.0138</td>
<td>-0.245</td>
<td>-0.028</td>
</tr>
<tr>
<td>$g*RW$</td>
<td>$\beta_5$</td>
<td>-0.237</td>
<td>0.0571</td>
<td>17.275</td>
<td>&lt;.0001</td>
<td>-0.349</td>
<td>-0.125</td>
</tr>
<tr>
<td>$g*SS$</td>
<td>$\beta_6$</td>
<td>-0.270</td>
<td>0.060</td>
<td>20.421</td>
<td>&lt;.0001</td>
<td>-0.387</td>
<td>-0.153</td>
</tr>
<tr>
<td>$L$</td>
<td>$\beta_7$</td>
<td>-0.898</td>
<td>0.126</td>
<td>50.412</td>
<td>&lt;.0001</td>
<td>-1.167</td>
<td>-0.650</td>
</tr>
<tr>
<td>$LRW$</td>
<td>$\beta_8$</td>
<td>0.357</td>
<td>0.142</td>
<td>6.313</td>
<td>0.0120</td>
<td>0.078</td>
<td>0.635</td>
</tr>
<tr>
<td>$LSS$</td>
<td>$\beta_9$</td>
<td>0.348</td>
<td>0.153</td>
<td>5.126</td>
<td>0.0236</td>
<td>0.047</td>
<td>0.649</td>
</tr>
</tbody>
</table>

Model tests: LogLikelihood= -1531.998, ChiSquare= 4441.727, Prob>ChiSq (p-value) <0.0001

Model 2 (M2)

<table>
<thead>
<tr>
<th>Term</th>
<th>$\beta_i$</th>
<th>Estimated mean values</th>
<th>Std Error</th>
<th>L-R ChiSquare</th>
<th>Prob&gt;ChiSq (p values)</th>
<th>Lower CL</th>
<th>Upper CL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>$\beta_o$</td>
<td>-4.956</td>
<td>0.127</td>
<td>2478.181</td>
<td>&lt;.0001</td>
<td>-5.206</td>
<td>-4.706</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$\beta_1$</td>
<td>-0.297</td>
<td>0.038</td>
<td>82.976</td>
<td>&lt;.0001</td>
<td>-0.373</td>
<td>-0.220</td>
</tr>
<tr>
<td>$g*DD$</td>
<td>$\beta_2$</td>
<td>0.844</td>
<td>0.034</td>
<td>866.951</td>
<td>&lt;.0001</td>
<td>0.776</td>
<td>0.911</td>
</tr>
<tr>
<td>$g*DW$</td>
<td>$\beta_3$</td>
<td>0.729</td>
<td>0.042</td>
<td>376.209</td>
<td>&lt;.0001</td>
<td>0.646</td>
<td>0.811</td>
</tr>
<tr>
<td>$g*DI$</td>
<td>$\beta_4$</td>
<td>0.780</td>
<td>0.029</td>
<td>1252.677</td>
<td>&lt;.0001</td>
<td>0.723</td>
<td>0.836</td>
</tr>
<tr>
<td>$g*DS$</td>
<td>$\beta_5$</td>
<td>0.765</td>
<td>0.046</td>
<td>327.776</td>
<td>&lt;.0001</td>
<td>0.674</td>
<td>0.855</td>
</tr>
<tr>
<td>$g*RW$</td>
<td>$\beta_6$</td>
<td>0.789</td>
<td>0.021</td>
<td>2969.196</td>
<td>&lt;.0001</td>
<td>0.746</td>
<td>0.831</td>
</tr>
<tr>
<td>$g*SS$</td>
<td>$\beta_7$</td>
<td>0.733</td>
<td>0.022</td>
<td>1964.470</td>
<td>&lt;.0001</td>
<td>0.689</td>
<td>0.776</td>
</tr>
</tbody>
</table>

Model tests: LogLikelihood= -1501.048, ChiSquare= 4448.177, Prob>ChiSq (p-value) <0.0001

Model 3 (M3)

<table>
<thead>
<tr>
<th>Term</th>
<th>$\beta_i$</th>
<th>Estimated mean values</th>
<th>Std Error</th>
<th>L-R ChiSquare</th>
<th>Prob&gt;ChiSq (p values)</th>
<th>Lower CL</th>
<th>Upper CL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>$\beta_o$</td>
<td>-5.027</td>
<td>0.128</td>
<td>2541.336</td>
<td>&lt;.0001</td>
<td>-5.277</td>
<td>-4.775</td>
</tr>
<tr>
<td>$g$</td>
<td>$\beta_1$</td>
<td>0.500</td>
<td>0.038</td>
<td>169.706</td>
<td>&lt;.0001</td>
<td>0.425</td>
<td>0.575</td>
</tr>
<tr>
<td>$(g*\tau)^*DD$</td>
<td>$\beta_2$</td>
<td>0.449</td>
<td>0.054</td>
<td>67.738</td>
<td>&lt;.0001</td>
<td>0.342</td>
<td>0.556</td>
</tr>
<tr>
<td>$(g*\tau)^*DW$</td>
<td>$\beta_3$</td>
<td>0.186</td>
<td>0.065</td>
<td>8.018</td>
<td>0.0046</td>
<td>0.057</td>
<td>0.314</td>
</tr>
<tr>
<td>$(g*\tau)^*DI$</td>
<td>$\beta_4$</td>
<td>0.311</td>
<td>0.049</td>
<td>39.307</td>
<td>&lt;.0001</td>
<td>0.213</td>
<td>0.407</td>
</tr>
<tr>
<td>$(g*\tau)^*DS$</td>
<td>$\beta_5$</td>
<td>0.264</td>
<td>0.071</td>
<td>13.732</td>
<td>0.0002</td>
<td>0.124</td>
<td>0.403</td>
</tr>
<tr>
<td>$(g*\tau)^*RW$</td>
<td>$\beta_6$</td>
<td>0.295</td>
<td>0.042</td>
<td>47.552</td>
<td>&lt;.0001</td>
<td>0.220</td>
<td>0.378</td>
</tr>
<tr>
<td>$(g*\tau)^*SS$</td>
<td>$\beta_7$</td>
<td>0.236</td>
<td>0.041</td>
<td>31.849</td>
<td>&lt;.0001</td>
<td>0.153</td>
<td>0.317</td>
</tr>
</tbody>
</table>

Model tests: LogLikelihood= -1498.677, ChiSquare= 4456.928, Prob>ChiSq (p-value) <0.0001
4.6.1 Model Comparison

In comparing the different models (M1, M2 & M3), two criteria were considered, namely: (a) the Success Rate (SR) and (b) the corrected Akaike's Information Criterion (AICc). These criteria are briefly described.

a) The SR is defined as the percentage of observations with acceptance/rejection outcomes from the each model (rounded to 0 or 1) that are identical to field responses. Consequently, the model that has a higher SR, is a better model.

b) The negative log likelihood (or, equivalently, the deviance) can be used as a measure of how well a model fits a data set, with smaller values being indicative of a better fit. However, due to the difference in number of parameters from one model to the other, this criterion will be biased in favor of less parsimonious models. Therefore, the corrected Akaike's Information Criterion (AIC) is used for comparison as was suggested in the literature [72]. AIC is a measure of the goodness of fit of an estimated statistical model and is a tool for model selection that could be employed regardless of sample size. Given a data set, several competing models may be ranked according to their AIC, with the one having the lowest AIC being the best as:

\[
AIC = -2 \times LL + 2 \times N + \frac{2N(N + 1)}{N - p - 1}
\]  

Where; \( LL \) is the posterior expected log likelihood, \( p \) is the number of parameters used in the model, and \( N \) is the number of datum points (number of observations).

By applying the two criteria on the three proposed models (M1, M2, and M3), the SR values were found to be 95.11%, 95.12% and 95.07%, respectively. The AIC measure was 3084, 3074 and 3065 for the M1, M2 and M3 models, respectively.

In the case of the SR criteria, the M1 and M2 offer the highest success rates. Alternatively, in the case of the AIC criterion, the M2 and M3 models are superior to the M1 model. In summary, given the small differences for the three models with respect to the two evaluation criteria, identification of the optimum model is not simple. Each of the three models provides similar inferences concerning the relation between gap acceptance and lane number (or travel time) for different weather categories. Specifically, the models demonstrate that the probability a driver
accepts a gap decreases as the travel time needed to reach the gap increases (i.e., the further the gap is the longer the required gap). The main difference between the proposed models is the definition of the offered gap location. The M1 model can be applied in a simulation environment where the lane width information may not be available. Alternatively the M2 model is more general given that the time to reach the conflict point is a continuous variable. The drawback of the M3 is that the estimated buffer of safety (i.e., the difference between the gap size offered and the required time to reach the offered gap) could be a very large number in the case of large gap sizes but the driver in reality could accept smaller buffers of safety.

In conclusion, the M2 model is considered more general because it explicitly considers the location of the conflict point. The proposed model explicitly captures the vehicle constraints on driving behavior (presented in the travel time value) and the driver’s deliberation in accepting or rejecting a gap in different weather conditions. The model can be generalized to capture different vehicles, roadway, movement, intersection characteristics, and weather effects on driver gap acceptance behavior. Consequently, the remainder of the chapter considers the analysis of the second model “M2”. Figure 11 presents the probability distribution of gap acceptance per lane separately for different weather and roadway surface conditions.

The model demonstrates a larger gap is required for a wet surface (DW) compared to a snowy (DS) and icy surface (DI) followed by a dry surface (DD). The higher gap required for a wet surface could be caused by the fact that drivers are more worried about vehicles skidding when the roadway surface is wet and that the opposing traffic is traveling at a higher speed compared to the snowy and icy roadway conditions. Comparing the accepted gap size value for the same probability between the different precipitation weather categories (Category 5 and 6), snow precipitation (SS) has a higher value than the rain precipitation (RW) followed by dry conditions (DD). These results are consistent with intuition.
Figure 11: The proposed model (M2) probability distribution of gap acceptance per each lane for each weather category

4.7 CRITICAL GAP ESTIMATION BASED ON LOGISTIC REGRESSION

As mentioned before, the critical gap is considered the minimum gap size that a driver is willing to accept in order to make a gap acceptance maneuver. The critical gap value is considered as the gap size used to determine the saturation flow rate and is typically computed as the 50th percentile gap size (probability of acceptance equal to zero). The fundamental assumption is that drivers accept all gaps that are larger than their critical gap and reject all smaller gaps. The critical gap is defined as the gap size that is equally likely to be accepted and rejected; and thus corresponds to the median of the probability of accepted gaps.

For permissive left-turn traffic, HCM [57] estimates the opposed saturation flow rate based on the critical gap and follow-up time. The HCM considers the critical gap accepted by left-turn drivers as a deterministic value equal to 4.5 s at signalized intersections with a permitted left-turn
phase and this value is independent of the number of opposing-through lanes to be crossed and the weather condition.

The American Association of State Highway and Transportation Officials (AASHTO, 2001) [73], classifies the left turning movements from the major road across opposing traffic as Case F. AASHTO recommends that for case F opposed movements, the critical gap for left-turning passenger cars be set equal to 5.5 s (for passenger cars). For left-turning vehicles that cross more than one opposing lane, add an additional 0.5 s for each additional lane of travel.

The critical gap can be computed for the proposed model (M2) by setting the probability of accepting a gap equal to 0.5 which entails setting the Logit function to zero. Consequently the critical gap \( t_c \) for the proposed model (M2) can be computed using Equations (7).

\[
    t_c = \frac{-\beta_0 - \beta_1 \tau}{\beta_2 DD + \beta_3 DW + \beta_4 DI + \beta_5 DS + \beta_6 RW + \beta_7 SS}
\]  

(9)

The critical gap values derived from the proposed models are summarized in Table 6 using the median travel times corresponding to each weather category (see Table 4). Apart from Category 2 all results seem reasonable with an increase in the critical gap size as the roadway surface and weather condition deteriorates. The results of Category 2, however, indicate that a wet roadway surface has in the largest critical gap values compared to other roadway surface conditions. These findings may be attributed to the small number of observations for this category (6% of the total observations) or alternatively could be attributed to the high speeds of the opposing vehicles (given that the visibility is not reduced) which makes drivers more cautious in accepting gaps. Further investigation into these results is required using additional data from other sites in order to validate and identify the cause of this behavior.

The critical gap values that are presented in Table 6 are significantly larger than the HCM [57] recommended value of 4.5 s and slightly larger than the AASHTO recommended value of 5.5 s. One possible explanation for the higher critical gaps is the geometry of the intersection. Specifically, the intersection approaches were slightly curved and thus drivers might have had a difficult time establishing which lane the opposing vehicles were in and which movement they were executing (left, through, or right). An earlier study [67] showed that the opposing vehicles turning left may block a driver’s view of oncoming traffic, which results in larger accepted gap.
sizes. Specifically, the study indicates that in case of no opposing left turn vehicles (no sight blockage) the critical gap is 5.6 s and increases by 2.1 s in the case of sight blockage. Consequently, the results of this study are consistent with what is reported in the literature.

The difference between the critical gap values for different opposing lanes is approximately 0.5 s for all weather and roadway conditions and thus is consistent with the recommended value in the AASHTO 2001 design procedures [73].

Table 6: The different critical gap values per conflict point for different weather categories

<table>
<thead>
<tr>
<th>Weather Category</th>
<th>Percent of Total Observations</th>
<th>((tc)) Critical Gap (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P 1</td>
</tr>
<tr>
<td>Category 1 (DD)</td>
<td>12%</td>
<td>6.19</td>
</tr>
<tr>
<td>Category 2 (DW)</td>
<td>6%</td>
<td>7.25</td>
</tr>
<tr>
<td>Category 3 (DI)</td>
<td>10%</td>
<td>6.93</td>
</tr>
<tr>
<td>Category 4 (DS)</td>
<td>3%</td>
<td>7.09</td>
</tr>
<tr>
<td>Category 5 (RW)</td>
<td>42%</td>
<td>6.88</td>
</tr>
<tr>
<td>Category 6 (SS)</td>
<td>27%</td>
<td>7.41</td>
</tr>
</tbody>
</table>

4.8 SUMMARY AND CONCLUSIONS

The study gathered field data at a signalized intersection (a total of 11,114 observations of which 1,176 were accepted and 9,938 were rejected gaps) over a six-month period in an attempt to characterize driver left-turn gap acceptance behavior under various weather and roadway surface conditions. Logistic regression models were calibrated to the data and compared in order to identify the best model for capturing driver gap acceptance behavior. The models reveal that drivers are more conservative during snow precipitation compared to rain precipitation. In the case of the roadway surface condition, drivers require larger gaps for wet surface conditions compared to snowy and icy surface conditions, and, as would be expected, require smallest gaps for dry roadway conditions. In addition, the models show that the drivers require larger gaps as the distance required to clear the conflict point increases. Using the study findings, the proposed tool for optimizing the movements of vehicles (presented in the following chapter) at intersections could encounter the drivers’ behavior for non-automated vehicles (left-turn) under different weather conditions.
CHAPTER 5 INTRODUCTION TO THE “ICACC” TOOL

This chapter presents the state-of-the-art of a proposed optimization/simulation tool for CACC-equipped vehicles in the vicinity of intersections, entitled: iCACC (Intersection Management using Cooperative Adaptive Cruise Control). The iCACC system optimizes vehicle trajectories to ensure that no collisions occur while at the same time minimizing the intersection delays in real time. Optimizing vehicle trajectories may have an inherent advantage of reducing fuel consumption. It is proposed that the intersection be equipped with a controller that receives requests from vehicles approaching the Intersection Zone (IZ), optimizes the vehicle movements, and sends the optimum movement strategies to the vehicles. In case of non-automated vehicles, it is assumed that the intersection is equipped with roadside sensors or video detection technology to track the movement of these vehicles. These vehicles serve as constraints in the optimization logic. The system is thus able to deal with different levels of automation; i.e., from legacy vehicles (e.g., classic cars with no automation) to fully automated vehicles at intersections, as will be explained in this chapter.

5.1 INTRODUCTION

Since the initialization of research based on VII and the Connected Vehicles Research, communication systems promising Vehicle-Infrastructure and Vehicle-Vehicle information transfer are being developed using DSRC communication and other wireless technologies [5]. These advancements lay foundation for this research in which vehicles that assume automated driving (or enforced driving agents) use Cooperative Adaptive Cruise Control (CACC) to pass through an intersection devoid of signal controllers or stop/yield signs.

Consequently, this chapter presents the state-of-art of a proposed optimization/simulation tool for CACC-equipped vehicles in the vicinity of intersections, entitled: iCACC (Intersection Management using Cooperative Adaptive Cruise Control). The iCACC system optimizes vehicle trajectories to ensure that no collisions occur while at the same time minimizing the intersection delays in real-time. It is proposed that the intersection be equipped with a controller that receives requests from vehicles approaching the Intersection Zone (IZ), optimizes the vehicle movements, and sends the optimum movement strategies to the vehicles. In case of non-automated vehicles, it
is assumed that the intersection is equipped with road-side sensors or video detection technology to track the movement of these vehicles. These vehicles serve as constraints in the optimization logic. The logic uses the lane striping to identify potential vehicle trajectory conflicts. Subsequently, the iCACC system simulates and optimizes the automated vehicle trajectories to ensure that no conflicts result. The system is thus able to deal with different levels of automation, i.e. from legacy vehicles (e.g. classic cars with no automation) to fully automated vehicles at intersections.

As far as the chapter layout is considered, an overview of the tool is firstly described. This is followed by the different modules (input, optimization and output modules) that constitute the proposed tool. At the end, a section on findings and conclusions is presented as well as the future direction of this research.

5.2 iCACC System Overview

This research effort is a modest attempt at not only addressing some of the issues neglected in state-of-the-art research efforts described earlier, but more importantly to develop a real-time simulation/optimization intersection management tool that can operate in a mixed vehicle automation environment. In general, the tool computes and simulates the optimum trajectory of vehicles to ensure no conflicts occur while also minimizing the total intersection delay in real-time. Figure 12 shows a screen shot of the visualization interface for the iCACC simulation/optimization tool.

The tool enhances the intersection mobility by optimizing the arrival time of vehicles at the intersection box. The assumptions used in developing the tool are:

1- All equipped vehicles in the IZ are assumed to follow the iCACC instructions;
2- Wireless communication is secure and supports high speed and low latency communication;
3- The intersection is fully equipped with road-side sensors to track non-automated vehicles; and
4- All equipped vehicles report their destination, location, speed and acceleration to the controller each time step.
The intersection controller is assumed to have full control of the automated vehicles entering the intersection zone (IZ), which is determined by the communication range. A DSRC (Dedicated Short Range Communication) is assumed for V2I/I2V communication as recommended by many literature sources [2, 74, 75]. For high efficiency, the suggested communication range in this research is assumed to be 200 meter in each direction from the center of the intersection; consequently this is considered the IZ for the controller.

To realize the optimum trajectory for vehicles, the tool consists of three main modules: an Input Module, an Optimization/Simulation Module and an Output Module, as will be explained in the following sub-sections. Figure 13 summarizes the different iCACC modules.
5.3 iCACC Input Module

The iCACC input module consists of five main entry categories: weather, intersection, vehicle, simulation/optimization input, and the built-in state-of-art models. Figure 14 shows the GUI (Graphical User Interface) used to input data to the iCACC tool.
The tool capture inclement weather impacts on both driver behavior and vehicle dynamics. The weather input for the current version of iCACC is divided into four weather categories from 1 to 4 for dry, rain, snow and ice, respectively. With regards to the intersection input, the tool requires the intersection geometry, the number of lanes per approach and the speed limit. To account for vehicle differences, the physical characteristics of each vehicle entering the IZ should also be provided. It should be mentioned that this option is first of its kind compared to any similar automated vehicle traffic simulation tools. The fourth entry is limited to the simulation period, number of optimization iterations and the time increment update for the optimization process ($\Delta t$).

Last, the iCACC uses few state-of-the-art models for its optimization and comparison purposes as will be described in the following sub-sections. The model uses the Rakha-Pasumarthy-Adjerid (RPA) car-following model that integrates vehicle dynamics and collision avoidance constraints with the Van Aerde steady-state car-following model [76]. In addition, the tool utilizes the Virginia Tech Comprehensive Power-based Fuel consumption Model (VT-CPFM) to estimate fuel consumption and CO$_2$ emission levels. In addition, as part of modeling various
levels of automation, the gap acceptance modeling is a vital part for the optimization process; especially for non-automated vehicles.

5.3.1 Van Aerde Steady-state Car-following Model

The car following model integrated in iCACC uses the Van Aerde steady-state car-following model [77] with vehicle dynamics and collision avoidance models. The RPA car-following model computes the vehicle speed as the minimum of: the maximum allowed speed based on vehicle dynamics, the steady-state car-following desired speed, and collision avoidance speed as:

\[ u_n(t + \Delta t) = \min \left\{ \frac{u_n(t) + 3.6 \cdot \frac{F_n(t) - R_n(t)}{m} \Delta t}{-c_1 + c_2 u_n + \frac{s_n(t + \Delta t)}{2c_3} - \sqrt{A}} \right\} \]

(10)

\[ A = \left[ c_1 - c_2 u_n - s_n(t + \Delta t) \right]^2 - 4c_3 \left| s_n(t + \Delta t) u_n - c_3 u_n - c_2 \right| \]

(11)

\[ s_n(t + \Delta t) = s_n(t) + \left| u_{n-1}(t) - u_n(t) \right| \Delta t + 0.5a_{n-1}(t) \Delta t^2 \]

(12)

where \( u_n(t) \) is the speed of vehicle \( n \) at time \( t \) (km/h); \( c_1, c_2, \) and \( c_3 \) are steady-state car-following model parameters; \( u_f \) is the free-flow speed (km/h); \( u_c \) is the speed-at-capacity (km/h); \( s_n(t) \) is the spacing at time \( t \); \( F_n(t) \) and \( R_n(t) \) are the resultant forces acting on vehicle \( n \) at time \( t \); \( k_j \) is the jam density (veh/km/lane); \( q_c \) is the capacity (veh/h/lane); \( s_n(t) \) is vehicle spacing between the following vehicle \( n \) and the lead vehicle \( n-1 \) (km) at time \( t \); \( s_n(t + \Delta t) \) is the predicted spacing at time \( t + \Delta t \) considering that vehicle \( n \) continues at its current speed (km); \( a_n(t) \) is the acceleration of vehicle \( n \) at time \( t \); \( d_{max} \) is the maximum acceptable deceleration level the driver is willing to exert (m/s\(^2\)).

As can be seen in the Equations (10) through (13), the car-following model is calibrated by by setting four traffic stream model parameters, the maximum acceptable deceleration level, and vehicle characteristics that govern vehicle acceleration capabilities as will be described shortly.
Changes in roadway surface conditions are reflected in the calibration of the various parameters, as will be described later in the chapter.

5.3.2 Modeling Vehicle Dynamics

The vehicle dynamics model is used to model capture vehicle acceleration constraints. In doing so, the vehicle speed is computed from the resultant forces acting on the vehicle. These forces include the tractive forces given by Equation (14) and the resistive forces given in Equation (15).

\[
F = \min \left( 3600 \eta_d \frac{P}{v}, m_{ta} g \mu \right). \tag{14}
\]

\[
R = \frac{\rho}{25.92} C_d C_h A_f v^2 + mg \left( \frac{c_{r0}}{1000} (c_r v + c_{r2}) + m g G \right). \tag{15}
\]

where \( \eta_d \) is the driveline efficiency (unitless); \( P \) is the vehicle power (kW); \( m_{ta} \) is the mass of the vehicle on the tractive axle (kg); \( v \) is the vehicle speed (km/h); \( g \) is the gravitational acceleration (9.8067 m/s\(^2\)); \( \mu \) is the coefficient of road adhesion (a function of the roadway surface condition) or the coefficient of friction (unitless); \( \rho \) is the air density at sea level and a temperature of 15°C (1.2256 kg/m\(^3\)); \( C_d \) is the vehicle drag coefficient (unitless), typically 0.30; \( C_h \) is the altitude correction factor (unitless); \( A_f \) is the vehicle frontal area (m\(^2\)); \( c_{r0} \) is rolling resistance constant (unitless); \( c_{r1} \) is the rolling resistance constant (h/km); \( c_{r2} \) is the rolling resistance constant (unitless); \( m \) is the total vehicle mass (kg); and \( G \) is the roadway grade at instant \( t \) (unitless).

The vehicle acceleration is calculated as the ratio of the difference in tractive and the resistive forces and the vehicle mass (i.e., \( a = (F-R)/m \)). The vehicle speed at \( (t + \Delta t) \) is then computed by solving the differential equation using a first-order Euler approximation as

\[
v(t + \Delta t) = v(t) + 3.6 \frac{F(t) - R(t)}{m} \Delta t. \tag{16}
\]

5.3.3 Gap Acceptance Model

As explained in the previous chapter, the minimum gap that a driver is willing to accept is generally called the critical gap. The Highway Capacity Manual [78] defines the critical gap as the “minimum time interval between the front bumpers of two successive vehicles in the major
traffic stream that will allow the entry of one minor-street vehicle.” The iCACC tool models the minimum acceptable gap for each driver as a stochastic value based on the vehicle capability, the crossing distance and the weather condition (rain intensity). A gap is defined as the elapsed-time interval between arrivals of successive vehicles in the opposing flow at a specified reference point in the intersection area. The minimum gap that a driver is willing to accept is generally called the critical gap. The iCACC system models the minimum acceptable gap for each driver as a stochastic value based on the vehicle capability, the crossing distance and the weather condition. In the previous chapter, it was demonstrated that the critical gap values corresponding to different weather conditions can be computed using the following equation:

\[ t_c = \frac{-\beta_0 - \beta \tau}{\beta_2 DD + \beta_3 DW + \beta_4 DI + \beta_5 DS + \beta_6 RW + \beta_7 SS} \]  

where; \( t_c \) is the critical gap; \( \tau \) the average travel time to a conflict point; \( DD, DW, DI, DS, RW, SS \) are dummy variables indicating the six different weather categories. Each weather independent variable is a dummy variable (0 or 1) and the existence of one weather category (\( =1 \)) means that all other weather category variables are eliminated (\( =0 \)). and \( \beta_0, \beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_6, \beta_7 \) were estimated to be equal to -4.95, -0.29, 0.84, 0.72, 0.78, 0.76, 0.78 and 0.73, respectively.

### 5.3.4 Fuel Consumption Model (VT-CPF M)

The iCACC tool uses the Virginia Tech Comprehensive Power-based Fuel Model (VT-CPF M-1) due to its simplicity, accuracy, and ease of calibration. The fuel consumption model utilizes instantaneous power as an input variable and can be calibrated using publicly available fuel economy data (i.e., EPA published city and highway mileage). Thus, the calibration of model parameters does not require gathering any vehicle-specific data. This study uses a microscopic model since optimizing speed trajectories requires estimating vehicle fuel consumption based on instantaneous vehicle operational data.

The fuel consumption model is formulated as Equation (18), where \( \alpha_0 \) is the fuel consumption rate (g/s or l/s) for idling conditions and \( P(t) \) is the instantaneous total power in kilowatts (kW). The idling fuel consumption rate is estimated using Equation (10), where \( P_{mfo} \) is idling fuel mean pressure (400,000 Pa), \( \omega_{idle} \) is idling engine speed (rpm), \( d \) is engine displacement (liters), \( Q \) is fuel lower heating value (43,000,000 J/kg for gasoline fuel), and \( N \) is the number of engine
cylinders. Estimation of the model coefficients \((\alpha_1, \alpha_2)\) uses the fuel consumption rates of the standard fuel economy cycles (e.g., EPA-published city and highway mileage).

Here \(F_{city}\) and \(F_{hwy}\) are the total fuel consumed for the EPA city and highway driving cycles, respectively. The value of \(F_{city}\) is adjusted to represent the engine transient operation since the EPA city cycle includes the cold start operation in the Bag 1 of Federal Test Procedure (FTP). \(T_{city}\) and \(T_{hwy}\) are the durations of the city and highway cycles (1875s and 766s). In addition, \(P_{city}\) and \(P_{city}^2\) represent the total power used and total sum of the squared power during the city driving cycle, expressed as \(\sum_{t=0}^{T_{city}} P(t)\) and \(\sum_{t=0}^{T_{city}} P(t)^2\) respectively. Similarly, \(P_{hwy}\) and \(P_{hwy}^2\) are estimated for the highway cycle. Specific model relations can be found in [79].

\[
FC(t) = \frac{\alpha_0 + \alpha_1 P(t) + \alpha_2 P(t)^2}{\alpha_0} \quad \forall P(t) \geq 0 \\
\alpha_0 = \max \left\{ \frac{P_{mfo} \omega_i d_e d}{22164 \timesQN}, \frac{F_{city} - F_{hwy} P_{city}}{P_{city}} - \varepsilon \frac{P_{city}^2 - P_{hwy}^2 P_{hwy}}{P_{hwy}} \right\} \quad (19)
\]

\[
\alpha_1 = \frac{F_{hwy} - T_{hwy} - P_{hwy}^2 \alpha_2}{P_{hwy}} \quad (20)
\]

\[
\alpha_2 = \frac{F_{city} - F_{hwy} P_{city}}{P_{city}} - \left( \frac{T_{city} - T_{hwy} P_{city}}{P_{hwy}} \right) \alpha_0 \quad \geq \varepsilon = 1E-06 \quad (21)
\]

### 5.4 ICACC Simulation/Optimization Module

In this module, three zones are considered in the optimization logic. These zones include Zone I, Zone II and the Intersection Box (IB), as shown in Figure 15(a). The ideal profile entails traveling the entire IZ at the speed limit. Zone I is used so that each vehicle can accelerate to the speed limit and maintain that speed for the remainder of the zone (assumed to be 50 meters long in this research). As a result, the end-point of Zone I is considered as the first fixed speed point.
in iCACC-optimized profile. This fixed speed point is called the Anchor Point. In the absence of conflicting vehicles, a vehicle should be able to cross Zone II and the intersection box (IB) at the same maximum speed. For optimization purposes the speed may be reduced in Zone II in order to avoid conflicts with other vehicles. Zone II was assumed to be 150 meters long in this research. At the end of Zone II all vehicles travel at the movement-specific maximum possible speed while traversing the intersection, as illustrated in Figure 15(a). This ensures that the speed of all vehicles equals the speed limit at the first anchor point and the maximum movement speed at the second anchor point. In other words, the speed at the second anchor point is based on the movement at the intersection, e.g. the left turn movement is assumed to have a lower speed than the through movement. The second anchor point is assumed to be located at the intersection stop-line.

The iCACC system adjusts the vehicle speed profile in Zone II so that all vehicles traverse the intersection box at their respective maximum movement speed without colliding with other vehicles. As an example, Figure 15(b) shows the 16 conflict points in a four-legged three-lane approach intersection. Ideally, if the vehicle does not decelerate and/or stop in Zone II, it will arrive at the stop line at the shortest time possible (i.e. Optimum Time "OT"). However, to avoid conflicts with other vehicles, each vehicle may need to decelerate and in some cases come to a complete stop as is the case with traditional intersection control (traffic signal, stop sign, etc.). The vehicle arrives at the stop line at the Actual Time "AT". By minimizing the summation of the difference between AT and OT for all vehicles the iCACC system minimizes the total intersection delay.
Figure 15: (a) The different zones of the optimization process in the iCACC (b) Vehicle trajectories inside the intersection zone
Consequently, the decision of arrival time for each vehicle is made using an optimization module. In optimizing the vehicle trajectories, the optimization module optimizes the time of arrival of each vehicle at the intersection stop-line at each time step (i.e. optimization loop). The main objective of the optimization problem is to minimize the delay \((D)\) that is added to the \(OT\), needed to avoid conflicts with crossing vehicles. This optimization problem is formulated as:

\[
\text{Min: } \sum_{i=1}^{t} D_i \tag{22}
\]

Subject to:

\[
(OT_i + D_i) - (OT_j + D_j) \geq H_{\text{min}} (l_{im} l_{jm}); \quad i \neq j, \forall i, j \in \Omega, \forall m \in \Psi \tag{23}
\]

\[
(OT_i + D_i + \tau_{mn}) - (OT_k + D_k + \tau_{mn}) \geq \Delta \tau (l_{im} l_{kn} c_{mn}); \quad i \neq k, \forall i, k \in \Omega^1, \forall m, n \in \Psi \tag{24}
\]

\[
(OT_i + D_i + \tau_{mn}) \geq \max \left[ (OT_j + D_j + \tau_{mn}), (OT_p + D_p + \tau_{mn}) \right]; \forall i \in \Omega^1, \forall f, \forall p \in \Omega^0, \forall m, n \in \Psi \tag{25}
\]

\[
D_i \geq 0; \quad \forall i \in \Omega \tag{26}
\]

Where (as illustrated in Figure 15),

\(i,j,f,p\): Vehicle identification number;

\(D_i\): The time difference between the optimum time (\(OT\)) and the actual time (\(AT\)) for vehicle \(i\); for the ideal case \(D_i\) is zero (no deceleration occurs in Zone II);

\(OT_i\): The optimum arrival time of vehicle \(i\) at the PIB (Entrance Point to the IB). \(OT_i\) is estimated assuming that each vehicle accelerates to the maximum speed in Zone I and continues to travel at that maximum speed until PIB.;

\(\Omega^0\): The set of vehicles that entered the IZ the last time step and are still in the IZ in the current time step;

\(\Omega^1\): The set of vehicles that enter the IZ in the current time step;

\(\Omega\): The set of vehicles in IZ in the current time step \((\Omega = \Omega^0 + \Omega^1)\);

\(m,n\): Lane identification number;
\( \Psi \): The set of lanes at the intersection;

\( l_{im} = 1 \) if vehicle \( i \) enters the IB from lane \( m \); and 0 otherwise, with \( \sum_{m \in \Psi} l_{im} = 1 \).

\( c_{mn} = 1 \) if vehicle \( i \) from lane \( m \) has a conflict point with vehicles traveling on lane \( n \); and 0 otherwise, with \( \sum_{m,n \notin \Psi} c_{mn} = 1 \).

\( \tau_{mn} \): Travel time from the point PIB of lane \( m \) entering into IB to the conflict point of lane \( n \).

Distance to each conflict point is based on the intersection geometry. It is assumed that all vehicles will be running at maximum speed in the IB, thus, \( \tau_{mn} \) is fixed for all vehicles from the same lane \( m \) to the same conflict point \( mn \) (to facilitate the optimization process). It should be noted that the maximum speed may be different for different movements.

\( \Delta \tau \): The duration of time that a vehicle occupies the conflict point, in other words, the safety interval between two consecutive vehicles occupying the same conflict point. The duration depends on the vehicle physical characteristics (size, engine power, etc.)

\( H_{\text{min}} \): The minimum headway between vehicles in the same lane.

The objective function (Equation (22)) is to minimize the total delay \( (D_i) \) across all vehicles traversing the intersection. In order to achieve the proposed objective, four constraints are listed. Equation (23) ensures that the first in first out (FIFO) rule is maintained for all vehicles in the same lane. In other words, the arrival of each following vehicle should be after the arrival of the leading vehicle in the same lane by the minimum headway (minimum headway \( H_{\text{min}} \)). Equation (24) ensures that a vehicle does not conflict with another vehicle in the IB, by ensuring that the arrival times of two intersecting vehicles at the same conflict point is separated by a minimum safety interval (\( \Delta \tau \)). For non-automated vehicles, the minimum safety interval is considered the minimum acceptable gap (critical gap) value plus the minimum time needed to clear the conflict point.

At each time step (optimization loop), vehicles in the system are divided into two groups, namely: vehicles that entered in previous time steps and are still in the IZ \( (\Omega^0 ) \) group and vehicles that enter in the current step \( (\Omega^1 ) \) group. For the set of vehicles \( \Omega^0 \), the vehicle entry
times to the IZ were optimized in previous time steps. Re-optimization of entry times can decrease the algorithm’s computational efficiency and increase vehicle fuel consumption by changing vehicle decisions. Hence, only the set of vehicles $\Omega^1$ are optimized each time step. At each time step, the occupied time for each conflict point is stored as a new constraint for the following time step (optimization loop), as demonstrated in Equation (25). The last constraint is the non-negativity constraint for the additional time ($D_i$), in other words, the additional time should be zero (no delay) or greater.

In summary, the iCACC tool uses an algorithm consisting of four main steps to solve the optimization problem. First, based on the entry speed and acceleration of each vehicle to the IZ, the arrival time of each vehicle to the IB is estimated. Second, assuming all vehicles will be running at maximum speed, the occupancy time for each conflict point is calculated. Third, the tool begins to search for unsafe conflict points; in other words, the points where the time difference between two crossing vehicles is less than the minimum safety interval ($\Delta t$). Last, the tool modifies the arrival time of each vehicle (triggered as unsafe arrival time) to the IB and determines the optimum additional time needed ($D$) using Equations (22) to (26). It could be stated that the idea of controlling the arrival time of each vehicle at the IB is quite similar to the concept of metered single-lane entrance ramps. In other words, the iCACC controls the flow of vehicles to the entry of the intersection to ensure that they can cross the intersection safely and smoothly with minimum delays.

This problem is a constrained nonlinear optimization program. Consequently, the optimization module attempts to find the constrained minimum delay of a scalar function (Equation (22)) given an initial estimate of designated variables and subject to constraints (23) through (26). At the start of the optimization process, as an initial estimation, all vehicles are assumed to arrive at the IB at the optimum time ($OT$), implying delay ($D_i$) of zero. In solving the problem, the adopted algorithm for optimization is an “interior-point” algorithm. This algorithm – also referred to as a barrier algorithm – attempts to solve the problem as a sequence of approximate minimization problems where the bounds (constraints) are satisfied at all iterations. Consequently, the algorithm can handle large, sparse problems, as well as small dense problems. The main idea behind the interior point method is fundamentally different from the simplex
linear programming (LP) algorithm. Here, the optimal vertex is approached by moving through the interior of the feasible region whereas the simplex moves along the vertices of the feasible solution. This is done by creating a family of parameterized approximate solutions that asymptotically converge to the exact solution [80].

5.5 iCACC Output Module

After the different input data are provided to the iCACC tool, the optimization process is run and displayed to the output module, as illustrated in Figure 16. The output includes:

- The time space profile for every vehicle at $\Delta t$ increments (e.g. deci-second);
- The average delay for every simulated vehicle (s);
- The average fuel consumption for every simulated vehicle (mL)

![Figure 16: A screen shot for an output example for the iCACC tool](image)

The tool was built in the MATLAB environment; however, the tool can be compiled as a DLL (Dynamic Link Library) and integrated with any traffic micro-simulation software (e.g. VISSIM, Paramics, or TransModeler).
5.6 SUMMARY AND CONCLUSIONS

This chapter gave an overview on the iCACC optimization/simulation tool and presented the state-of-the-art models implemented in the tool. The iCACC tool seeks the minimization of the total delay for the intersection and preventing crashes simultaneously. The objective function of the tool is to minimize the total adding time to the optimum travel time for each crossing vehicles. For the constraints, the tool assures there is no conflict between vehicles at expected conflict points and the minimum headway between vehicles is applied at the same time.

The iCACC contains built-in Van Aerde car following models, vehicle dynamics models and VTCFM fuel consumption models. The presented tool in this chapter is considered as the first version for this optimization/simulation effort. In this version, the required inputs for the tool are: 1) the physical characteristics of all vehicles, 2) entry speed and acceleration of all vehicles, 3) the weather condition and 4) the intersection characteristics 5) the level of penetration/automation for the system. The first version of the tool has some limitations and assumptions: all exchanged information are certain and symmetric, and only one vehicle class type crossing the intersection.

In the following chapters, it is anticipated to overcome some of the limitations of the first version of the iCACC tool. It is planned to model different classes of vehicles, modeling pedestrians’ interaction and uncertainty in exchanged information between V2V and V2I. In addition, it is attempted to have priority index for simulated vehicles based on number of passengers per car. In other words, it is planned to give priority for transit vehicles over passenger vehicles. It is anticipated that this research will contribute in the future of intelligent transportation system (ITS), connected vehicle technology systems, and driverless vehicles applications.
This chapter attempts to validate the proposed simulation/optimization “iCACC” tool. Consequently, four intersection control scenarios were analyzed, namely: a traffic signal, an all-way stop control (AWSC), a roundabout, and the iCACC controller, considering different traffic demand levels ranging from a volume-to-capacity ratio of 0.27 to 0.91. The simulated results showed savings in delay and fuel consumption on the order of 90 and 45 percent, respectively, compared to AWSC and traffic signal control. On the other hand, the delays for the roundabout and the iCACC controller were found to be comparable. The simulation results showed that fuel consumption for the iCACC controller was, on average, 33%, 45% and 11% lower than the fuel consumption for the traffic signal control, AWSC, and roundabout scenarios, respectively. In addition, this research effort investigates the impact of inclement weather on the performance of the futuristic automated vehicle intersection management system iCACC. The system was simulated and evaluated on an intersection for a range of traffic demand levels (volume-to-capacity ratios ranging from 0.2 to 0.8) and system market penetration levels (from 20% to 100%) under different weather conditions (dry, rain and snow). The study demonstrated that the iCACC system can produce savings of up to 55 and 10 percent in total delay and fuel consumption levels, respectively, for a high level of market penetration compared to a low level of market penetration for the different weather conditions.

6.1 INTRODUCTION

In this chapter, the iCACC (intersection management using CACC) is used to manage the vehicles approaching an intersection to control automated vehicles’ speed profile to avoid collisions and minimize delay. Different simulations tests were done to compare conventional traffic control system (signal control roundabouts) with iCACC for two measures of effectiveness - delay and fuel consumption. Savings were found when iCACC was used over conventional intersection control as will be shown in this chapter. As far as the chapter layout is considered, a section on the preliminary simulation analysis and results are presented. This is followed by sensitivity analysis for the weather conditions and level of penetration as well as findings and conclusions of this research.
6.2 **SIMULATION RESULTS**

For validating the proposed iCACC algorithm, four different scenarios for intersection control were tested: traffic signal control, AWSC, roundabout and iCACC control (as shown in Figure 17). The case study intersection consists of 4 approaches and each approach has two lanes with shared movements. Each lane is 3.5m wide with a speed limit of 35 mph (approximately 16 m/s). The maximum desired travel speed and the speed at the anchor points are assumed to be the speed limit. In calibrating the vehicle dynamics and fuel consumption model parameters, the physical and mechanical characteristics of a 2010 Honda Accord was used. The vehicle has an engine power of 177 Horse Power (Hp). The analysis assumes that the vehicle travels on a good flat asphalt surface (grade 0%) and the current weather condition is dry.

The four intersection control scenarios were tested using different random number seeds for 16 different volume combinations resulting in intersection volume-capacity ratios ranging from 0.27 to 0.91. The major street volume ranged between 500 to 2000 veh/h/approach and the minor street volume ranged between 250 to 1000 veh/h/approach. The direction-split for each approach was 0.2:0.6:0.2 for left, through and right turn movements. The micro-simulation software INTEGRATION was used for simulating the three conventional intersection control scenarios, namely, signal control, AWSC and roundabout. The signal timing cycle length and phase splits were optimized using the Synchro 6 software and then modeled in the INTEGRATION software. The iCACC- intersection control was simulated using the INTEGRATION state-of-the-art car-following and vehicle dynamics models. The entrance time of each vehicle to the Intersection Zone (IZ), their initial speed and acceleration were picked using a random number generator.
The iCACC scenario was simulated in MATLAB using the "moving horizon optimization" concept at each time step (i.e. 30 seconds) to speed-up the optimization process. In other words, at each time step, the new entering vehicles to the IZ are optimized with the expected entering vehicles in the following time step. Consequently, by using the moving horizon concept, the optimization process takes shorter time as the preliminary optimization results are used in the following time step as the initial input to the optimization process. Table 7 summarizes the specifications and the parameters used for testing the proposed connected vehicle application.
Table 7: The simulation inputs

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchanged Information Rate</td>
<td>0.1 second</td>
</tr>
<tr>
<td>Number of Optimization Iterations</td>
<td>30 Iterations</td>
</tr>
<tr>
<td>Optimization Horizon</td>
<td>20 seconds</td>
</tr>
<tr>
<td>Power of engine (P)</td>
<td>177 Hp</td>
</tr>
<tr>
<td>Transmission Efficiency (η)</td>
<td>0.92</td>
</tr>
<tr>
<td>Total Weight (W)</td>
<td>1453 Kg</td>
</tr>
<tr>
<td>Mass on Tractive Axle (m_t)</td>
<td>785 Kg</td>
</tr>
<tr>
<td>Air Drag Coefficient (C_d) &amp; Altitude Factor (C_h)</td>
<td>0.3 &amp; 1</td>
</tr>
<tr>
<td>Frontal Area (A)</td>
<td>2.32 m²</td>
</tr>
<tr>
<td>Rolling Coefficient</td>
<td>Cr_0= 1.75</td>
</tr>
<tr>
<td></td>
<td>Cr_1= 0.0328 &amp; Cr_2= 4.575</td>
</tr>
<tr>
<td>EPA Estimates</td>
<td>City/Combined/Highway 21/25/31 MPG</td>
</tr>
</tbody>
</table>

Two measures of effectiveness (MOEs) were computed, namely: the average vehicle delay and the average vehicle fuel consumption level. Table 8 tabulates the different volume cases and the corresponding values of both MOEs for comparison purposes. Delay incurred to a vehicle was computed as the deviation in time to cover the distance under consideration including the IZ at the speed-limit versus its actual travel time. This value was averaged across all vehicles for the four scenarios for the 16 traffic demand cases, as illustrated in Figure 18(a). Fuel consumption estimates were made using the VT-CPFM model calibrated for the test-vehicle. Input for the model were instantaneous speed vectors for vehicles derived from the MATLAB simulation and trajectories extracted from the INTEGRATION software. The average fuel consumed for the vehicles were also computed the same way for all sixteen scenarios as shown in Figure 18(b).
Table 8: Simulation results for average delay and fuel consumed for all scenarios

<table>
<thead>
<tr>
<th>Case #</th>
<th>Major Volume (vph)</th>
<th>Minor Volume (vph)</th>
<th>Traffic Signal</th>
<th>AWSC Intersection</th>
<th>Roundabout</th>
<th>iCACC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Average Vehicle Delay (s)</td>
<td>Average Vehicle Delay (mL)</td>
<td>Average Vehicle Delay (s)</td>
<td>Average Vehicle Delay (mL)</td>
</tr>
<tr>
<td>1</td>
<td>500</td>
<td>250</td>
<td>10.4</td>
<td>25.7</td>
<td>12.8</td>
<td>26.6</td>
</tr>
<tr>
<td>2</td>
<td>600</td>
<td>300</td>
<td>14.4</td>
<td>28.3</td>
<td>13.2</td>
<td>26.7</td>
</tr>
<tr>
<td>3</td>
<td>700</td>
<td>350</td>
<td>15.4</td>
<td>28.6</td>
<td>14.2</td>
<td>27.1</td>
</tr>
<tr>
<td>4</td>
<td>800</td>
<td>400</td>
<td>16.6</td>
<td>28.1</td>
<td>15.4</td>
<td>27.6</td>
</tr>
<tr>
<td>5</td>
<td>900</td>
<td>450</td>
<td>15.7</td>
<td>29.0</td>
<td>19.4</td>
<td>29.5</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>500</td>
<td>15.2</td>
<td>28.3</td>
<td>21.1</td>
<td>30.3</td>
</tr>
<tr>
<td>7</td>
<td>1100</td>
<td>550</td>
<td>16.7</td>
<td>30.8</td>
<td>22.2</td>
<td>30.8</td>
</tr>
<tr>
<td>8</td>
<td>1200</td>
<td>600</td>
<td>22.0</td>
<td>29.9</td>
<td>40.3</td>
<td>39.3</td>
</tr>
<tr>
<td>9</td>
<td>1300</td>
<td>650</td>
<td>19.9</td>
<td>31.0</td>
<td>52.5</td>
<td>45.1</td>
</tr>
<tr>
<td>10</td>
<td>1400</td>
<td>700</td>
<td>18.4</td>
<td>30.3</td>
<td>55.2</td>
<td>46.3</td>
</tr>
<tr>
<td>11</td>
<td>1500</td>
<td>750</td>
<td>18.8</td>
<td>35.4</td>
<td>60.0</td>
<td>48.4</td>
</tr>
<tr>
<td>12</td>
<td>1600</td>
<td>800</td>
<td>19.7</td>
<td>36.9</td>
<td>68.1</td>
<td>52.2</td>
</tr>
<tr>
<td>13</td>
<td>1700</td>
<td>850</td>
<td>23.3</td>
<td>36.3</td>
<td>75.6</td>
<td>55.7</td>
</tr>
<tr>
<td>14</td>
<td>1800</td>
<td>900</td>
<td>31.7</td>
<td>39.7</td>
<td>72.3</td>
<td>54.1</td>
</tr>
<tr>
<td>15</td>
<td>1900</td>
<td>950</td>
<td>34.2</td>
<td>44.5</td>
<td>76.6</td>
<td>56.1</td>
</tr>
<tr>
<td>16</td>
<td>2000</td>
<td>1000</td>
<td>39.5</td>
<td>49.3</td>
<td>76.8</td>
<td>56.1</td>
</tr>
</tbody>
</table>

Highlighted cells indicate the lowest value for the specific case.
Figure 18: Comparison between different scenarios (a) Average delay comparison per vehicle (seconds) (b) Average fuel consumption per vehicle (milliliters)
Figure 18 (a) and (b) compare the benefits of iCACC intersection control over conventional signalized intersection control in terms of delay and fuel consumed on a per-vehicle basis for the different traffic demand scenarios. The intersection and vehicles simulated in all cases were similar in all geometric and physical aspects. The AWSC produced the highest average delay per vehicle followed by the signal control scenario. The roundabout and iCACC scenarios showed the least average delay per vehicle. The average delay value for the roundabout scenario was almost consistent with the iCACC scenario for each of the traffic demand scenarios. Consequently, it appears that by reducing the number of conflict points (i.e. roundabout), the impact on the average delay is nearly the same as managing/optimizing the movement of crossing vehicles considering a larger number of conflict points (i.e. iCACC). In the case of fuel consumption, the iCACC scenario showed higher savings over the conventional scenarios. The simulation results shows that fuel consumption for the iCACC scenario was, on average, 33%, 45% and 11% lower than the fuel consumption for the traffic signal control, AWSC and roundabout scenarios, respectively.

In general, on a vehicle-by-vehicle basis, the iCACC algorithm reduces vehicle delay significantly when compared to conventional intersection control scenarios. In case of high-volume intersections, the iCACC optimization algorithm would compromise the no-stop constraints and thus revert to approach-by-approach control. In other words, by increasing the volume of vehicles at intersections, the iCACC system reverts to a regular signal control because the accumulation of vehicles in the waiting queue entails managing queues. This study demonstrates the promising potential of iCACC intersection control when automated vehicles enter the market because it not only seeks crash avoidance but also reduces the total intersection delay and fuel consumption.

6.3 Sensitivity Analysis

Adverse weather conditions negatively affect surface transportation and accordingly impact roadway operating conditions, safety and mobility. Most of the literature on the effect of weather have focused on collision risk, traffic volume variations, signal control, travel pattern and traffic flow parameters [81, 82]. In addition, there have been limited studies that directly address how
adverse weather affects traffic flow variables, including speed, flow, density, capacity and gap acceptance [60, 61, 83]. However, it is hard to find studies that characterize individual driver behavior for non-equipped vehicles under adverse weather conditions in conjunction with automated vehicles.

The system captures inclement weather impacts on both driver behavior and vehicle dynamics. The iCACC system has the ability to model the driver behavior in non-automated vehicles by adjusting the minimum acceptable gap based on the weather condition and the travel time needed to cross (using the vehicle dynamics model).

The objective of the work documented in this section is to extend the previous analysis and investigate the impact of inclement weather on the intersection performance under different levels of market penetration and congestion. Specifically, this study investigates general approaches to construct simulation models accounting for the impact of rain and snow precipitation by means of calibrating car-following and gap-acceptance models. The adjustment factors corresponding to each weather condition is summarized in Rakha et al. report [84].

The evaluation of the iCACC system is made considering three different volume scenarios for a maximum volume-to-capacity (v/c) ratio of 0.20, 0.5 and 0.80. The simulated level of penetration ranged between 20% to 100%. All input information for the optimization process is summarized in Table 9.
Table 9: The optimization simulation inputs

<table>
<thead>
<tr>
<th>Car-following and Gap Acceptance Parameters</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weather</td>
<td>Weather</td>
<td>Dry, Rain and Snow</td>
</tr>
<tr>
<td>Approach Free-flow Speed $u_f$</td>
<td>$u_f$</td>
<td>38 mph (60 km/h)</td>
</tr>
<tr>
<td>Approach Speed-at-capacity $u_c$</td>
<td>$u_c$</td>
<td>25 mph (38 km/h)</td>
</tr>
<tr>
<td>Approach Jam Density $k_j$</td>
<td>$k_j$</td>
<td>143 veh/km</td>
</tr>
<tr>
<td>Approach Capacity $q_c$</td>
<td>$q_c$</td>
<td>1700 veh/h</td>
</tr>
<tr>
<td>Minimum acceptable gap (critical gap)</td>
<td>Minimum acceptable gap (critical gap) for non-automated vehicles (for dry conditions)</td>
<td>4 seconds</td>
</tr>
<tr>
<td>Minimum acceptable gap for automated vehicles</td>
<td>Minimum acceptable gap for automated vehicles</td>
<td>The estimated travel time needed to reach and clear the conflict point</td>
</tr>
<tr>
<td>Roadway Adhesion ($\mu$)</td>
<td>$\mu$</td>
<td>Dry = 1, Wet= 0.8 &amp; Snow=0.6</td>
</tr>
</tbody>
</table>

A Monte Carlo Simulation was adopted using random seeds to evaluate the different combinations of weather conditions, v/c ratios and levels of market penetration. Two MOEs were calculated to evaluate the optimization/simulation performance: average vehicle delay and the average fuel consumed. These were computed using a deci-second interval for the vehicle trajectories derived from the MATLAB simulation. Table 10 summarizes the average vehicle delay and fuel consumed for different scenarios.

Given that it is not anticipated that the level of market penetration would be high in the near future, the research evaluates the performance of the intersection for various levels of market penetration. Obviously, by increasing the level of penetration (automation), the iCACC is able to reduce the delay and fuel consumption level by controlling the movements of the accessible automated vehicles. Consequently, at 100% LMP, the potential benefits are provided if full deployment of CACC is achieved.
Table 10: Average delay and fuel consumed for all scenarios

<table>
<thead>
<tr>
<th>LMP</th>
<th>MOE</th>
<th>V/C=0.2</th>
<th>V/C=0.5</th>
<th>V/C=0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Dry</td>
<td>Rain</td>
<td>Snow</td>
</tr>
<tr>
<td>20%</td>
<td>Delay (s)</td>
<td>2.54</td>
<td>2.42</td>
<td>7.75</td>
</tr>
<tr>
<td></td>
<td>Fuel (mL)</td>
<td>22.32</td>
<td>22.14</td>
<td>24.16</td>
</tr>
<tr>
<td>40%</td>
<td>Delay (s)</td>
<td>2.70</td>
<td>2.53</td>
<td>6.61</td>
</tr>
<tr>
<td></td>
<td>Fuel (mL)</td>
<td>22.30</td>
<td>22.05</td>
<td>23.97</td>
</tr>
<tr>
<td>60%</td>
<td>Delay (s)</td>
<td>2.14</td>
<td>2.27</td>
<td>5.92</td>
</tr>
<tr>
<td></td>
<td>Fuel (mL)</td>
<td>21.90</td>
<td>21.97</td>
<td>23.59</td>
</tr>
<tr>
<td>80%</td>
<td>Delay (s)</td>
<td>1.88</td>
<td>1.29</td>
<td>2.42</td>
</tr>
<tr>
<td></td>
<td>Fuel (mL)</td>
<td>21.77</td>
<td>21.40</td>
<td>22.13</td>
</tr>
<tr>
<td>100%</td>
<td>Delay (s)</td>
<td>1.29</td>
<td>2.47</td>
<td>4.40</td>
</tr>
<tr>
<td></td>
<td>Fuel (mL)</td>
<td>21.40</td>
<td>21.78</td>
<td>23.10</td>
</tr>
</tbody>
</table>

It is observed that in case of low volumes (v/c=0.2), the impact of introducing the iCACC intersection controller is relatively small compared to more congested conditions. For the high volume case (v/c=0.8), the iCACC is able to reduce the delay and fuel consumption. On the other hand, for dry condition scenarios, the delay and fuel consumption were the least compared to rain and snow conditions. Both plots in Figure 19 illustrate the variation in the average delay and fuel consumption values with the increase in the LMP corresponding to different weather conditions.

The impact of weather condition was captured in various models: vehicle dynamics (coefficient of friction and rolling resistance coefficients), car-following (free-flow speed, speed-at-capacity, and capacity) and the gap acceptance models (critical gap and follow-up time). In other words, the weather condition directly affected the vehicle acceleration capability and the decision of non-autonomous vehicles (gap acceptance/rejection) at the intersection zone (IZ).
Figure 19: The impact of level of penetration, v/c and weather condition on (a) average delay per vehicle (seconds) and (b) average fuel consumption (milliliters) per vehicle
In general, the weather causes a variety of impacts on traffic management during and after weather events. However, the linkages between inclement weather conditions and advanced automated systems remain tenuous. The proposed system demonstrated the ability to deal with different levels of automation, i.e. from legacy vehicles (e.g. classic cars with no automation) to fully automated vehicles at intersections. The primary concern of the analyst is to understand how drivers make their decisions at intersections for various levels of market penetration of the system under different weather conditions. Additionally, this chapter demonstrated how the impact of inclement weather and LMP of automated vehicles could impact the results.

6.4 SUMMARY AND CONCLUSIONS

Automated vehicles are considered a major part of the future intelligent transportation system. This research presents an innovative approach for optimizing the movements of vehicles equipped with CACC systems at "smart" intersections. The research relies on advanced computing at vehicles can communicate with the intersection controller to receive and send messages to CACC-equipped vehicles. The proposed tool (iCACC) was built to overcome some of the drawbacks in simulating automated vehicles, namely capturing the physical capabilities of vehicles in accelerating and decelerating, the different weather conditions (roadway surface) on vehicle behavior, and different shared movements at intersections.

In order to validate the proposed algorithm, four different intersection control scenarios were applied on a typical intersection, including: traffic signal control, AWSC, a roundabout and the proposed iCACC controller. The results demonstrate that the iCACC controller can reduce the average vehicle delay significantly when compared to traditional traffic signal and the AWSC for different volume cases. However, the iCACC controller results in intersection delays similar in magnitude to a roundabout intersection control. Specifically, the simulation results showed that the fuel consumption using the iCACC controller was, on average, 33%, 45% and 11% lower than the fuel consumption for the traffic signal control, AWSC and roundabout control scenarios, respectively. These fuel consumption savings were achieved by successfully reducing the stop-go actions of vehicles while traversing the intersection.
One of the concerns of the analyst was to understand how drivers make their decisions at intersections for various levels of market penetration of the system under different weather conditions. Subsequently, this chapter investigated the impact of inclement weather and LMP of automated vehicles on the optimization results. The impact of weather condition was captured in various models: vehicle dynamics (coefficient of friction and rolling resistance coefficients), car-following (free-flow speed, speed-at-capacity, and capacity) and the gap acceptance models (critical gap and follow-up time). In other words, the weather condition directly affected the vehicle acceleration capability and the decision of non-automated vehicles (gap acceptance/rejection) at the intersection zone (IZ).

At the end, the results from this research warrant studies with regard to incorporating non-CACC vehicles into the system and studies pertaining to tackling unexpected system changes, pedestrian movements etc.
CHAPTER 7 INTERSECTION MANAGEMENT USING AGENT-BASED PASSENGER PRIORITY (APP)

This chapter illustrates the potential benefits of optimizing vehicle trajectories approaching an intersection to minimize the total passenger delay using an agent-based framework entitled: Agent-based Passenger Priority (APP). The proposed framework attempts to manage the movement of automated vehicles equipped with CACC in order to prevent crashes and reduce the total passenger delay, simultaneously. This concept is similar to Transit Signal Priority (TSP); however, the APP concept can accommodate more complex situations, different vehicle maneuvers, various weather conditions, and levels of market penetration of vehicle automation using the iCACC platform. The proposed algorithm was tested on a sample intersection. The test results demonstrate that the basic idea of APP can reduce traveler delay by granting priority to vehicles with higher passenger occupancy (e.g., transit vehicles) in the optimization/simulation process. Furthermore, it is expected that this approach can produce further intersection delay and fuel consumption savings by encouraging carpooling and the use of public transit.

7.1 INTRODUCTION

The concept of vehicle priority has been widely addressed in the literature from a Transit Signal Priority (TSP) standpoint [85-88]. This application provides a mechanism by which transit vehicles equipped with on-board equipment can communicate information such as passenger count data and passenger stop requests to roadside equipment. The basic idea of TSP is to establish priority requirements among transit vehicles based on passenger loads and intersection arrival time via V2I and V2V communications. Although the idea of passenger priority has been widely tested in transit systems, there is still a lack of research for its use in optimizing/managing the movements of automated vehicles at intersections.

The purpose of this study is to develop an agent-based modeling framework for optimizing the movement of automated vehicles at intersections. The proposed framework takes into account the number of passengers for each vehicle, the physical characteristics of each vehicle (size, engine power, etc.) and the level of penetration of the system. It is introduced an innovative
concept for optimizing the movements of vehicles at intersection by exchanging the number of passengers of each vehicle using V2I/I2V communication. This idea attempts to reduce the delay per person instead of delay per vehicle; consequently a transit vehicle will have a priority in the optimization/simulation process. It is expected this kind of approaches will reduce the fuel consumption and delay by encouraging carpooling and the use of public transit. The proposed framework is considered a new level of complexity in the optimization process of the iCACC tool and the new framework is entitled: “Agent-based Passenger Priority (APP)” framework. The description and the validation of the proposed framework are illustrated in the following sections.

In terms of the chapter layout initially an overview of the proposed multi-agent modeling layout is illustrated followed by the optimization process explanation and numerical analysis. Finally, the conclusions of the paper are discussed.

7.2 AGENT-BASED MODELING LAYOUT

Agents are considered interactive units that have their own plans and goals using their sensed attributes in achieving them. A vehicle with its driver can also be viewed as an agent; it can sense the environment by communicating with other vehicles on the road. The adaptability and flexibility of an intelligent agent makes it possible to control various types/classes of vehicles[16, 18]. This section illustrates the proposed multi-agent system “Agent-based Passenger Priority (APP)” concept as integrated part of the iCACC tool. The APP is an innovative framework that consists of two types of agents: “driving-reactive” agents (automated vehicles) and “manager” agent (intersection controller). The proposed reactive-driving agent is considered as a mix between traditional (driving) and reactive methods for decision making.

The main idea of the proposed system is that the manager agent communicates with the driving-reactive agents in the intersection study zone (IZ) and determines the optimum movements for each agent based on an Agent-based Passenger Priority (APP) concept. This concept attempts to manage the movements of vehicles approaching the IZ with the goal of reducing the total delay of intersection weighted by the number of passengers of each vehicle. As previously explained, the IZ is the zone area around the intersection where the reactive agents begin to exchange
information with the manager agent. The IZ in this research 200 m (650 ft) upstream of the intersection to ensure that vehicles have sufficient time to receive and respond to the information received.

The proposed layout for the APP (Figure 20) assumes that all agents in the IZ are interacting, communicating and exchanging information for the common benefit using some form of communication (e.g. DSRC). Using certain input information, the main task for the manager agent is to determine the optimum speed for each driving-reactive agent at each time step using the APP concept. The input data for the manager agent consists of: intersection characteristics, weather station input and driving-reactive agent input. The intersection characteristics contain the speed limit of the intersection and number of lanes of each approach. The weather station provides the instantaneous weather condition to take into account the roadway surface condition in simulating the agent movements.

**Figure 20: The layout of the proposed Multi Agents System (MAS)**
At each time step, every driving-reactive agent in the IZ reports its physical characteristics, the number of passengers in the vehicle, its current speed, location and acceleration to the manager agent. All input information is received by the manager agent then processed and optimized using the APP framework. The main idea of the APP framework is to optimize the trajectory of each vehicle at the intersection zone in order to prevent crashes and minimize the total delay per passenger per vehicle. Figure 21 shows an example for how the APP framework works. In the example, two approaching vehicles (Vehicle 1 and Vehicle 2) are conflicting with each other if they keep the same entering speed to the intersection zone. Each vehicle sends its information (vehicle characteristics, speed, number of passengers, etc.) to the intersection controller using V2I/I2V communication. Thereafter, the controller/manager assigns a priority level for each vehicle based on the number of passengers and sends the optimum trajectory (speed profile) to each vehicle (driver-reactive agent) to prevent crashes and minimize total delay per passenger.
The general assumption of the proposed framework remains the same of iCACC that if all vehicles entering the IZ accelerate to the free-flow speed and maintain it while crossing the intersection box; this would be the "optimum (ideal) case". After entering the IZ, vehicles proceed through three main zones: Zone I, Zone II and the intersection box, as summarized in Figure 15(a). In Zone I, vehicles are assumed to accelerate to the free-flow speed and maintain that speed until the end of Zone I, which is assumed to be 50 m (160 ft) in length in this research effort. As a result, the end of Zone I is considered as the first fixed speed point in the speed
profile of any vehicle in the IZ where all vehicles are running at the free-flow speed. This fixed speed point is called the "Anchor Point".

As mentioned previously, it is assumed that all vehicles will be crossing the intersection box at the maximum turning speed; as a result, the tool would only optimize the arrival time at the entrance point of intersection box (PIB). The main objective of the optimization problem is to minimize the delay ($D$) of each vehicle weighted by the number of passengers, needed to avoid conflicts with crossing vehicles. This optimization problem is formulated as:

$$\text{Min}: \sum_{i=1}^{n} (D_i \times P_i)$$

(27)

Where,

$i$: Vehicle identification number;

$D_i$: The time difference between the optimum time ($OT$) and the actual time ($AT$) for vehicle $i$; for the ideal case $D_i$ is zero (no deceleration occurs in Zone II);

$P_i$: The number of passengers in vehicle $i$;

The objective function (Equation 27) is to minimize the total delay ($D_i$) across all vehicles traversing the intersection by taking into consideration the number of passengers in each vehicle ($P_i$).

### 7.4 Simulation Testing

The proposed framework was tested by simulating a single four-legged intersection with three-lane approaches (similar to Figure 15). Each lane represents one movement, i.e. shared lanes are not considered in this example. The lanes are assumed to be 3.5 m wide with a speed limit of 35 mph on a flat terrain. The intersection is studied for clear weather conditions (rain intensity = 0 cm/h). For calibration purposes it is assumed that each vehicle (driver-reactive agent) is randomly selected from six types of vehicles representing the different vehicles classes (as summarized in Table 11). The level of market penetration (LMP) of automated vehicles is assumed to be 100% in order to test the system at full functionality. Although the system would
be introduced gradually the evaluation presented here provides an estimate of the potential system benefits if the system were to be fully deployed.

Table 11: The physical characteristics and the calibrated values of the input vehicles

<table>
<thead>
<tr>
<th>Vehicle Class</th>
<th>Class 1: Compact Cars</th>
<th>Class 2: Mid-size cars</th>
<th>Class 3: Full-size cars</th>
<th>Class 4: Light Duty Trucks</th>
<th>Class 5: Sport Utility</th>
<th>Class 6: Mini-vans</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Honda Civic</td>
<td>Nissan Altima</td>
<td>Chevrolet Impala</td>
<td>Dodge Ram</td>
<td>Ford Explorer</td>
<td>Nissan Quest</td>
</tr>
<tr>
<td>Length (m)</td>
<td>4.5</td>
<td>4.7</td>
<td>5.1</td>
<td>5.5</td>
<td>5.2</td>
<td>5.2</td>
</tr>
<tr>
<td>Frontal Area (m²)</td>
<td>2.01212</td>
<td>2.1164</td>
<td>2.20863</td>
<td>3.00797</td>
<td>2.86686</td>
<td>2.86368</td>
</tr>
<tr>
<td>Rolling Coefficient</td>
<td>1.75</td>
<td>1.75</td>
<td>1.75</td>
<td>1.75</td>
<td>1.75</td>
<td>1.75</td>
</tr>
<tr>
<td>Rolling Resistance Factor 2</td>
<td>0.0328</td>
<td>0.0328</td>
<td>0.0328</td>
<td>0.0328</td>
<td>0.0328</td>
<td>0.0328</td>
</tr>
<tr>
<td>Drag Coefficient</td>
<td>0.27</td>
<td>0.31</td>
<td>0.33</td>
<td>0.38</td>
<td>0.35</td>
<td>0.32</td>
</tr>
<tr>
<td>Engine Efficiency</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>Percentage Mass on Tractive Axle</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>Mass (kg)</td>
<td>1212</td>
<td>1442</td>
<td>1613</td>
<td>2050</td>
<td>2210</td>
<td>1967</td>
</tr>
<tr>
<td>Power (kW)</td>
<td>104.4</td>
<td>130.5</td>
<td>223.7</td>
<td>160.3</td>
<td>216.2</td>
<td>184.9</td>
</tr>
<tr>
<td>VTCPFM Alpha 0</td>
<td>0.00034133</td>
<td>0.00043211</td>
<td>0.00079341</td>
<td>8.76E-04</td>
<td>6.86E-04</td>
<td>6.88E-04</td>
</tr>
<tr>
<td>VTCPFM Alpha 1</td>
<td>0.000058303</td>
<td>0.000056867</td>
<td>0.00002242</td>
<td>-2.34E-19</td>
<td>3.05E-05</td>
<td>8.66E-19</td>
</tr>
<tr>
<td>VTCPFM Alpha 2</td>
<td>0.000001</td>
<td>0.000001</td>
<td>0.000001</td>
<td>3.04E-06</td>
<td>1.00E-06</td>
<td>2.50E-06</td>
</tr>
</tbody>
</table>

The evaluation of the APP framework is made considering fourteen different volume combinations resulting in intersection volume-capacity ratios ranging from 0.2 to 0.9. The major street volume ranged between 500 to 1800 veh/h/approach (100 veh/h increment) and the minor street volume ranged between 250 to 900 veh/h/approach (50 veh/h increment). The direction-split for the main approach was 0.2:0.6:0.2 for left, through and right turn movements and for the minor approach, it was 0.4:0.2:0.4 for left, through and right turn movements. The entrance time
of each vehicle to the Intersection Zone (IZ), their initial speed and acceleration were picked using a random number generator. For all volume combinations, the total delay for all approaching vehicle is computed and the corresponding total delay for passengers. For comparison purpose, it is assumed 100% level of penetration (all vehicles are automated) and the weather condition is dry. In this simulation testing, two scenarios are compared: 1) Managing the intersection using the traditional iCACC algorithm (optimizing the total vehicle delay) “base case” and 2) Managing the intersection using the APP Framework (optimizing the total vehicle delay) embedded in the iCACC Algorithm.

In order to test the APP framework, a number between 1 and 5, is randomly generated to represent the number of passengers in each vehicle. An example for the APP framework output is illustrated in Figure 22. This example shows the difference between the trajectories of vehicles in two scenarios: Considering the number of passengers and Neglecting the number of passengers per each vehicle. Figure 22 shows an example how the trajectory of vehicles are changed based on the priority (number of passengers) level to prevent crashes at the conflict point and reduce the total passenger delay, simultaneously. In this example, a vehicle with 3 passengers is reducing its speed to give the priority to another vehicle with 5 passengers (i.e. the 5 passengers vehicle passes first).

At the end of the analysis, two measures of effectiveness (MOEs) were computed: average vehicle/passenger delay and the average fuel consumed for each volume scenario. Table 8 shows the summary of the MOEs output for the different number of passengers; in other words, the delay and fuel consumption that will encounter each passenger if s/he was in 1, 2, 3, 4 or 5 passengers vehicle. In this table, it is presented a comparison between two algorithms: 1)Total vehicle delay optimization; regardless the number of passengers in each vehicle (traditional iCACC algorithm) and 2)Total passenger delay optimization (APP algorithm). The simulation results demonstrated that APP framework could reduce the total passenger delay and fuel consumption by giving the priority to vehicles with higher number of passengers. Figure 23 shows how the APP framework (total minimization of passenger delay) could considerably reduce the total delay and fuel consumption by 60% and 10% on average, respectively for the different volume scenarios.
Figure 22: An example for APP optimization output by changing the vehicles’ trajectory between the West Bound Through and South Bound Left Turn Movements.
Table 12: The simulation results for all scenarios: delay (seconds) and fuel consumption

(milliliter)

<table>
<thead>
<tr>
<th>Case #</th>
<th>V major</th>
<th>V minor</th>
<th>Optimization for Total Vehicle Delay (neglecting number of passengers) “base case”</th>
<th>Optimization for Total Passenger Delay “APP Framework”</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Average MOE based on the number of passengers in the vehicle</td>
<td>Total MOE for all passengers</td>
</tr>
<tr>
<td>1</td>
<td>500</td>
<td>250</td>
<td>1.2</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>600</td>
<td>300</td>
<td>2.0</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>700</td>
<td>350</td>
<td>4.6</td>
<td>1.9</td>
</tr>
<tr>
<td>4</td>
<td>800</td>
<td>400</td>
<td>3.1</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>900</td>
<td>450</td>
<td>4.1</td>
<td>2.3</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>500</td>
<td>3.6</td>
<td>1.7</td>
</tr>
<tr>
<td>7</td>
<td>1100</td>
<td>550</td>
<td>5.1</td>
<td>2.3</td>
</tr>
<tr>
<td>8</td>
<td>1200</td>
<td>600</td>
<td>8.7</td>
<td>3.4</td>
</tr>
<tr>
<td>9</td>
<td>1300</td>
<td>650</td>
<td>8.9</td>
<td>4.6</td>
</tr>
<tr>
<td>10</td>
<td>1400</td>
<td>700</td>
<td>8.5</td>
<td>4.4</td>
</tr>
<tr>
<td>11</td>
<td>1500</td>
<td>750</td>
<td>9.4</td>
<td>3.9</td>
</tr>
<tr>
<td>12</td>
<td>1600</td>
<td>800</td>
<td>9.7</td>
<td>6.6</td>
</tr>
<tr>
<td>13</td>
<td>1700</td>
<td>850</td>
<td>10.2</td>
<td>4.9</td>
</tr>
<tr>
<td>14</td>
<td>1800</td>
<td>900</td>
<td>9.6</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Average (s)</td>
<td>6.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>Fuel Consumption (milliliter)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>23.7</td>
</tr>
<tr>
<td>2</td>
<td>600</td>
<td>300</td>
<td>24.8</td>
</tr>
<tr>
<td>3</td>
<td>700</td>
<td>350</td>
<td>25.5</td>
</tr>
<tr>
<td>4</td>
<td>800</td>
<td>400</td>
<td>25.0</td>
</tr>
<tr>
<td>5</td>
<td>900</td>
<td>450</td>
<td>23.2</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>500</td>
<td>25.3</td>
</tr>
<tr>
<td>7</td>
<td>1100</td>
<td>550</td>
<td>28.7</td>
</tr>
<tr>
<td>8</td>
<td>1200</td>
<td>600</td>
<td>29.3</td>
</tr>
<tr>
<td>9</td>
<td>1300</td>
<td>650</td>
<td>29.5</td>
</tr>
<tr>
<td>10</td>
<td>1400</td>
<td>700</td>
<td>25.3</td>
</tr>
<tr>
<td>11</td>
<td>1500</td>
<td>750</td>
<td>28.7</td>
</tr>
<tr>
<td>12</td>
<td>1600</td>
<td>800</td>
<td>29.1</td>
</tr>
<tr>
<td>13</td>
<td>1700</td>
<td>850</td>
<td>29.4</td>
</tr>
<tr>
<td>14</td>
<td>1800</td>
<td>900</td>
<td>29.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Average (s)</td>
</tr>
</tbody>
</table>
Figure 23: Comparison between the total (a) delay and (b) fuel consumption per passenger for each volume scenario
7.5 SUMMARY AND CONCLUSIONS

The basic idea of transit signal priority is to establish right of way requirements among transit vehicles based on passenger loads and intersection arrival times via V2I and V2V communications. Although the idea of passenger priority has been previously tested in transit systems, none of the previous research efforts introduced this concept for automated vehicle management. Consequently, this research presented an innovative agent-based framework for optimizing the movements of automated vehicles at intersections considering the number of passengers per vehicle: Agent-based Passenger Priority (APP). The new concept (APP) mainly depends on vehicle-to-vehicle and vehicle-to-infrastructure communication technology to provide of passenger and vehicle information. The APP framework is an extension of the previously developed tool by the authors “iCACC”. In general, iCACC captures the physical characteristics of vehicle acceleration/deceleration behaviour, the different weather conditions (roadway surface conditions) and different levels-of-market penetration of CACC-equipped vehicles. The proposed concept was tested on a single four-legged intersection with three-lane approaches and the results demonstrated how the APP framework can significantly reduce the total passenger delay and fuel consumption level.

As is the case with any research effort, further improvements can be made. First, the possibility of implementing the APP framework on multi-lane intersections could be addressed in the future. In addition, simulations for different weather conditions require further testing. The results from this research also warrant studies with regard to incorporating different intersection users (cyclists, pedestrians, etc.) into the system. It is clear that the high occupancy vehicles experience less delay and fuel consumption in most of the cases compared to vehicles with low occupancy. At the end, the public acceptability of the increase of vehicle automation is a challenging task and this research will provide valuable feedback for researchers, automobile manufacturers and decision makers.
CHAPTER 8 ROUNDBOUT APPLICATION

Given that the number of roundabouts in the US has increased significantly, this chapter investigates the potential benefits of optimizing vehicle trajectories approaching a single-lane roundabout using CACC systems and V2I/I2V connectivity. The optimization ensures that vehicles can enter the roundabout when gaps in the circulating roadway are available. In general terms, the proposed idea is quite similar to the concept of metering single-lane entrance ramps. The system is simulated on a single-lane roundabout for different traffic demand and CACC market penetration levels. The study demonstrates that CACC systems could produce savings of up to 80 and 40 percent in total delay and fuel consumption levels, respectively, compared to traditional roundabout control.

8.1 INTRODUCTION

Modern roundabouts have been used successfully in many cities throughout the world. In the US, the number of roundabouts has increased significantly in the last decade. Specifically, the number of roundabouts was 2,300 in 2009 compared to only 310 roundabouts in 2003 [89]. Modern roundabouts are simply designed to control traffic flow at intersections without the use of stop signs or traffic signals. Generally, there are two features that characterize most of the modern roundabouts: (1) entering traffic should yield to circulating traffic (i.e. offside-priority rule) and (2) the geometric design limits the speed of the entering/circulating vehicles.

Several studies have shown that modern roundabouts (or simply referred to as roundabouts) can be safe and effective, and they could reduce delays by approximately 70% on average compared to alternative traffic signal controlled intersections [90]. In addition, roundabouts could reduce overall crash rates and particularly injury crash rates compared to all forms of traffic control (except for all-way stop control) [90]. In general, most of the literature divided the roundabouts into three basic categories according to size (the circle diameter) and number of lanes: mini-roundabouts, single-lane roundabouts and multilane roundabouts. Though, this research focuses on studying the single-lane type. Single-lane roundabouts designed for low speed operations are one of the safest treatments available for at-grade intersections [91].
Consequently, this chapter presents a proposed simulation/optimization tool for CACC-equipped vehicles at intersections entitled iCACC. Optimizing vehicle trajectories at intersections may have an inherent advantage of reducing the fuel consumption [6]. It is proposed that the intersection (roundabout) will be equipped by a controller that optimizes the trajectories of vehicles arriving at an intersection (within the intersection zone (IZ)) using the iCACC tool. In the case of non-automated vehicles, it is assumed that the intersection will be equipped with road-side sensors that could detect the precise location and speed of the vehicles. Subsequently, the iCACC has the ability to simulate/optimize all levels of automation, i.e. from legacy vehicles (e.g. standard vehicles with no automation) to fully automated vehicles.

The roundabout is considered one of the a significant intersection type in both urban and rural environments nowadays [92]. This is due to the potential benefits deriving from the reduction in both speed and the number of conflict points compared to traditional crossroad intersections. In the literature, there are several methodologies proposed to evaluate roundabout performance: analytical models (e.g. the Highway Capacity Manual (HCM)), statistical models (e.g. TRRL), etc. [93]. However, the performance of some roundabouts cannot be considered satisfactory, and many of them could be improved [92]. Consequently, many technical reports have been released to enhance “roundabout” design in roadway networks in the United States (e.g. [91, 94]). As an example, the National Cooperative Highway Research Program (NCHRP) [91] have provided planning guidelines and evaluation procedures for designing safe and practical roundabouts.

Initially, modern roundabouts were presented as alternatives to signalized intersections, which tend to control the traffic flow more optimally and in a safer manner. Though, some researchers addressed the combination of signal design control with roundabouts. This type of intersection was named by Webb[95] “SIG-NABOUT” that combines the features of a signalized intersection and a roundabout. The traffic signals are usually installed on the approaches to the roundabout; however, Yang et al. [96] explored the concept of introducing a second stop line to control the left turn traffic. In the same context, Fahmy[97] presented an adaptive traffic signaling method based on fuzzy logic for roundabout signalized control.

Previous models of roundabout operations mostly focused on entry capacity models [98-100] and/or safety performance measurements [101]. Nevertheless, a limited number of publications
addressed the concept of advanced technologies in roundabout operations. For example, Mussone et al. [92] developed a vehicle tracking tool to obtain paths, kinematic variables of vehicles inside the roundabout and the entry/exit demand using video recording. In addition, Chen et al. [102] proposed an optimum control for vehicles movements using the VISSIM test-bed. The general idea of the optimization was to fix the headway between the vehicles and consequently, the authors claimed that their approach would increase the traffic capacity by four folds.

In addition, it could be stated that none of the previous research efforts used an explicit optimization algorithm to reduce the total delay at roundabouts via connected vehicle applications. As far as the chapter layout is considered, a detailed description of the optimization algorithm and assumptions made are given, followed by a brief section on the preliminary simulation analysis and results drawn using different level of penetration. This is followed by a section on findings and conclusions that can be derived as well as the future direction of this research.

8.2 THE SYSTEM OVERVIEW

As mentioned previously, the iCACC tool optimizes the movements of CACC-equipped vehicles traversing a roundabout by avoiding conflicts and minimizing the total intersection delay. The total delay is defined as the summation of all delay times for all vehicles crossing the subject roundabout relative to traveling at free-flow speed.

The general assumption is that if all vehicles entering the IZ accelerate to the free-flow speed and maintain it while crossing the roundabout; this would be the "optimum (ideal) case". After entering the IZ, vehicles proceed through three main zones: Zone I, Zone II and the circulatory roadway of the roundabout, as summarized in Figure 24(a). In Zone I, vehicles are assumed to accelerate to the free-flow speed and maintain that speed until the end of Zone I, which is assumed to be 50 m (160 ft) in length in this research effort. As a result, the end of Zone I is considered as the first fixed speed point in the speed profile of any vehicle in the IZ where all vehicles are running at the free-flow speed. This fixed speed point is called the "Anchor Point".
To facilitate the optimization process speed variations (decelerations and accelerations) occur in Zone II, which is assumed to be 150 m (490 ft) in length. At the end of Zone II, all vehicles are running at the maximum circulating speed (the second anchor point), as demonstrated in Figure 24(b). The second anchor point is considered the entrance point to the roundabout where all vehicles begin to cross the intersection.

As mentioned previously, it is assumed that all vehicles will be crossing the intersection box at the maximum circulating speed; as a result, the tool would only optimize the arrival time at the roundabout entrance point (RE). In other words, the tool adjusts the speed profile of each vehicle in Zone II to ensure that by the arrival at the RE, all vehicles can enter the roundabout and run at the maximum circulating speed without stopping and certainly without conflicting with other vehicles.

Figure 24(b) shows an example for a single-lane roundabout and demonstrates the different conflict points and entrance points to the roundabout. Ideally, if the vehicle does not decelerate and/or stop in Zone II, it will arrive at the RE at the shortest time possible (i.e. optimum time) "OT". However, to avoid conflicts with other intersecting vehicles, vehicles may decelerate or come to a complete stop to arrive at the RE at the Actual Time "AT". Therefore, by minimizing the time difference between AT and OT for all vehicles the total delay can be minimized.
Figure 24: (a) The different zones of the optimization process in the iCACC (b) Vehicle trajectories inside the roundabout
In managing the vehicle movements, at each time step (i.e. optimization loop), an optimization of vehicle to arrivals at RE is implemented. The main idea of the optimization module is to minimize the additional time \( (D) \) to the \( OT \), needed to avoid conflicts with other circulating vehicles in the roundabout. To formulate the simulation/optimization process for the roundabout type of control, the following equations are developed:

\[
\text{Min}: \sum_{i=1}^{\Omega^0} D_i
\]  

Subject to:

\[
(O_T^i + D_i) - (O_T^j + D_j) \geq H_{min}; \quad i \neq j, \forall i, j \in \Omega
\]  

\[
[(O_T^i + D_i + \tau_{mn}^i) - (O_T^k + D_k + \tau_{mn}^k)] \geq \Delta \tau(l_{mn}^i l_{mn}^k); \quad i \neq k, \forall i, k \in \Omega^1, \forall m, p \in \Psi, \forall n \in CP
\]  

\[
(O_T^i + D_i + \tau_{mn}^i) \geq (O_T^f + D_f + \tau_{mn}) \quad \forall i \in \Omega^1, \forall f \in \Omega^0, \forall m \in \Psi, \forall n \in CP
\]  

\[
D_i \geq 0; \quad \forall i \in \Omega
\]

Where (as illustrated in Figure 24),

\( i, j, f, p \): Vehicle identification number;

\( D_i \): The time difference between the optimum time \( (OT) \) and the actual time \( (AT) \) for vehicle \( i \) and ideally it will be equal to zero if there is no deceleration happened in Zone II;

\( O_T^i \): The optimum arrival time for vehicle \( i \) at the RE. \( O_T^i \) is estimated assuming that each vehicle will accelerate to maximum speed in Zone I and ideally will continue with the same speed till RE. The arrival time is calculated based on the dynamic Equations and car following models;

\( \Omega^0 \): The set of vehicles that entered into IZ last time step but still in IZ at current time step;

\( \Omega^1 \): The set of vehicles that enter into IZ at current step;

\( \Omega \): The set of vehicles in IZ at current time step \( (\Omega = \Omega^0 + \Omega^1) \);

\( H_{min} \): The minimum headway between vehicles at the same lane.
$m, p$: Lane identification number;

$n$: Conflict Point identification number;

$\Psi$: the set of lanes at the intersection;

$CP$: the set of conflict points;

$l_{mn} := 1$ if the coming vehicle from lane $m$ passes by conflict point $n$; and 0 otherwise;

$l_{pn} := 1$ if the coming vehicle from lane $p$ passes by conflict point $n$; and 0 otherwise,

$\tau_{mn}$: Travel time from the RE of lane $m$ to the conflict point $n$; given the distance to each conflict point based on the intersection geometry. It is assumed that all vehicles will be running at the maximum circulating speed; hence, $\tau_{mn}$ is fixed for all vehicles from the same lane $m$ to same conflict point $n$ (to facilitate the optimization process).

$\Delta \tau$: Minimum time buffer between vehicles occupying the same conflict point. The $\Delta \tau$ value is function of minimum acceptable gap for each vehicle. Obviously, the value of $\Delta \tau$ changes if the vehicle is equipped with a CACC system (i.e. advanced vehicle) or not (i.e. traditional vehicle) to accommodate the different levels of marked penetration.

The objective function (Equation 28) minimizes the total delay ($D_i$) across all vehicles traversing the intersection. In order to achieve the proposed objective, four constraints are listed. Equation 29 ensures that the first in first out (FIFO) rule is maintained for all vehicles in the same lane. In other words, the arrival of each following vehicle should be after the leading vehicle by a specified interval (minimum headway $H_{\text{min}}$). Equation 30 ensures that a vehicle cannot conflict with another vehicle in the circulating roadway of the roundabout, by ensuring that the arrival of two intersecting vehicles at the same conflict point is separated by a minimum safety buffer ($\Delta \tau$).

Table 13 shows the different values of $l_{mn}$ which presents the relationship between the intersection lanes and the different conflict points, as illustrated in Figure 24(b). If the value of $l_{mn}$ is equal to 1, it implies that the vehicle going from lane $m$ to $p$ will pass by conflict point $n$; in other words, it depends on the destination of the vehicle. It should be stated that in case of non-automated vehicles, the iCACC will not be able to identify the destination of the vehicle so in this case all conflict points are considered in the optimization process.
Table 13: The Lane-conflict relationship ($L_{mn}$)

<table>
<thead>
<tr>
<th>From ($m$)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>To ($p$)</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>A</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>G</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>H</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

At each time step (optimization loop), vehicles in the system are divided into two groups, namely: vehicles that entered in the previous time step and still in the IZ ($\Omega^0$ group) and vehicles that enter in the current step ($\Omega^1$ group). For the set of vehicles $\Omega^0$, the vehicle entry times at the IZ were optimized in the previous step, and each vehicle profile was determined/optimized. Re-optimization of entry times can decrease the algorithm computational efficiency and increase vehicle fuel consumption by changing vehicle movements. Hence, only the set of vehicles $\Omega^1$ are optimized each time step. At each time step, the occupied time for each conflict point is stored as a new constraint for the following time step (optimization loop), as demonstrated in Equation 31. The last constraint is the non-negativity condition for the additional time ($D_i$), in other words, the additional time should be zero (no delay) or greater.

In summary, the iCACC tool uses an algorithm composed of four main steps to solve the optimization problem using Equations 28 through 32. First, based on the entry speed and acceleration for each vehicle in the IZ, the arrival time for each vehicle at the RE is estimated. Second, assuming all vehicles run at the maximum circulating speed, the occupancy time for each conflict point is calculated using the tabular information from Table 13. Third, the tool begins to search for the unsafe conflict points; in other words, the points where the time...
difference between two crossing vehicles is less than the minimum time difference $\Delta t$ (i.e. the minimum acceptable gap). Last, the tool modifies the arrival times of vehicles and determines the optimum additional time needed ($D$).

### 8.3 Numerical Example and Sensitivity Analysis

In validating the proposed iCACC algorithm, a single-lane roundabout (similar to Figure 24(b)) was simulated using different traffic demand combinations. The maximum entry design speed for the tested roundabout was 35 km/h (20 mph) and the central island diameter was 40 m (130 ft) following the recommendations of the Federal Highway Administration (FHWA) (e.g. [90]). In calibrating the vehicle dynamics and fuel consumption model parameters, the physical and mechanical characteristics of a 2010 Honda Accord was used. The vehicle has an engine power of 177 Horse Power (Hp). The analysis assumes that the vehicle travels on a good flat asphalt surface (grade 0%) and the current weather condition is dry. Table 14 summarizes the specifications and the parameters used for testing the proposed connected vehicle application.

The single-lane roundabout was tested using different random number seeds for 5 different volume combinations resulting in volume-to-capacity ratios ranging between 0.2 and 1.0. The entrance time of each vehicle to the IZ, their initial speed and acceleration were picked using a random number generator. The volume-to-capacity ratios were estimated based on the entry and the circulating volumes at the roundabout using the HCM 2000 guidelines [103]. The major street volume ranged between 200 to 1000 veh/h/approach and the minor street volume ranged between 100 to 500 veh/h/approach. The direction-split for the major approach was assumed 0.2:0.6:0.2 and for the minor approach, was 0.4:0.2:0.4 for left, through and right turn movements, respectively.

The iCACC scenario was simulated in MATLAB using the "moving horizon optimization" concept at each time step (i.e. 20 seconds). In other words, at each time step, the new entering vehicles to the IZ were optimized and simultaneously the expected entering vehicles in the following time step were optimized in advance. Consequently, by using the moving horizon concept, the optimization process takes shorter time in the preliminary optimization of entering vehicles. The solution for these vehicles is then used in the following time step as the initial input.
to the optimization algorithm. In order to evaluate the proposed iCACC system, different level-of-market penetrations were modeled.

<table>
<thead>
<tr>
<th>Table 14: The simulation/optimization inputs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td>Exchanged Information Rate</td>
</tr>
<tr>
<td>Number of Optimization Iterations</td>
</tr>
<tr>
<td>Optimization Horizon</td>
</tr>
<tr>
<td>Number of lanes per approach</td>
</tr>
<tr>
<td>Speed Limit for each approach</td>
</tr>
<tr>
<td>Entry Design Speed to Roundabout</td>
</tr>
<tr>
<td>Central Island Diameter</td>
</tr>
<tr>
<td>Approach Free flow speed $u_f$</td>
</tr>
<tr>
<td>Approach Speed at capacity $u_c$</td>
</tr>
<tr>
<td>Approach Jam Density $k_j$</td>
</tr>
<tr>
<td>Approach Capacity $q_c$</td>
</tr>
<tr>
<td>Minimum acceptable gap (critical gap) for non-automated vehicles (i.e. $Δτ$)</td>
</tr>
<tr>
<td>Minimum acceptable gap for automated vehicles (i.e. $Δτ$)</td>
</tr>
<tr>
<td>Power of engine (P)</td>
</tr>
<tr>
<td>Transmission Efficiency (η)</td>
</tr>
<tr>
<td>Total Weight (W)</td>
</tr>
<tr>
<td>Mass on Tractive Axle ($m_t$)</td>
</tr>
<tr>
<td>Roadway Adhesion ($μ$)</td>
</tr>
<tr>
<td>Air Density ($ρ$)</td>
</tr>
<tr>
<td>Air Drag Coefficient ($C_d$)</td>
</tr>
<tr>
<td>Altitude Factor ($C_h$)</td>
</tr>
<tr>
<td>Frontal Area ($A$)</td>
</tr>
<tr>
<td>Rolling Coefficient</td>
</tr>
<tr>
<td>$C_{r1} = 0.0328$ &amp; $C_{r2} = 4.575$</td>
</tr>
<tr>
<td>EPA Estimates</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Two measures of effectiveness (MOEs) were computed, namely: the average vehicle delay (seconds) and the average vehicle fuel consumption (milliliters). Table 8 tabulates the different volume cases and the corresponding values of both MOEs for different levels-of-market penetration levels of CACC systems. The delay values were averaged across all vehicles for the different traffic demand cases, as illustrated in Figure 7(a). The average fuel consumed for the vehicles to pass through the intersection were also computed the same way for all scenarios as shown in Figure 7(b).
Table 15: Simulation results for average delay and fuel consumed for all scenarios

<table>
<thead>
<tr>
<th>Major flow (vph)</th>
<th>Minor flow (vph)</th>
<th>Max v/c ratio</th>
<th>Average Delay (s)</th>
<th>Fuel (mL)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>LMP (%)</td>
<td>LMP (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0% 20% 40% 60% 80% 100%</td>
<td>0% 20% 40% 60% 80% 100%</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>0.2</td>
<td>5.0 4.9 4.5 2.4 1.6 1.0</td>
<td>22.2 22.1 21.9 21.0 20.6 20.5</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>0.4</td>
<td>20.1 9.0 8.9 7.5 3.5 3.8</td>
<td>29.3 23.9 23.8 23.2 21.5 21.6</td>
</tr>
<tr>
<td>600</td>
<td>300</td>
<td>0.6</td>
<td>24.1 14.7 10.9 8.6 5.5 5.4</td>
<td>31.1 26.6 24.9 23.7 22.4 22.3</td>
</tr>
<tr>
<td>800</td>
<td>400</td>
<td>0.8</td>
<td>29.5 27.6 16.6 9.9 7.0 5.8</td>
<td>33.7 32.7 27.6 24.3 23.0 22.5</td>
</tr>
<tr>
<td>1000</td>
<td>500</td>
<td>1.0</td>
<td>39.8 39.2 25.3 19.2 12.9 7.8</td>
<td>38.6 38.3 31.7 28.8 25.8 23.4</td>
</tr>
</tbody>
</table>

Figure 7(a) and (b) show the benefits of iCACC intersection control in terms of delay and fuel consumed on a per-vehicle basis for the different traffic demand scenarios. The traditional single-lane roundabout (base case) is represented by the zero percent level of penetration, i.e., before introducing our proposed system (iCACC) control. Obviously, by increasing the level of penetration (automation) at the roundabout, the iCACC is able to reduce the delay and fuel consumption level by controlling the movements of the accessible automated vehicles. Consequently, at 100% LMP, the potential benefits are provided if full deployment of CACC is achieved.

It is noticeable in case of low volume ($v/c=0.2$), the impact of introducing the iCACC intersection control is relatively small compared to more congested conditions. For the high volume case ($v/c=1.0$), the iCACC is able to dramatically reduce the delay and fuel consumption by 80% and 40%, respectively compared to traditional single-lane roundabout control (0% LMP).
Figure 25: Comparison between different scenarios (a) Average delay comparison per vehicle (s) (b) Average fuel consumption per vehicle (mL)
In general, on a vehicle-by-vehicle basis, the iCACC algorithm reduces vehicle delay significantly when compared to conventional roundabout control. It could be stated that the idea of controlling the arrival time of each vehicle at the RE is quite similar to the concept of metered single-lane entrance ramps. In other words, the iCACC controls the flow of vehicles to the circulatory roadway of the roundabout to ensure that they can enter the roundabout smoothly with minimum delays.

8.4 SUMMARY AND CONCLUSIONS

This research presented a new application for the simulation/optimization tool (iCACC) to optimize the movements of vehicles approaching the roundabout using V2I/I2V communication technology. The proposed concept was tested on a single-lane roundabout considering traffic demand and level-of-market penetration scenarios. The study shows that the introduction of CACC is positive with savings up to 80% and 40% in total delay and fuel consumption levels, respectively. In general, this study demonstrates the promising potential of CACC systems in optimizing the trajectories of vehicles so that they can enter the roundabout efficiently. It should be noted that the study did not consider additional benefits that could arise by having CACC vehicles travel at shorter time headways.

In future research, the possibility of implementing the iCACC concept on multi-lane roundabouts could be addressed. In addition, simulations with dissimilar types of vehicles and different weather conditions require further testing. The results from this research also warrant studies with regard to incorporating different intersection users (cyclists, pedestrians, etc.) into the system and this will lead to the following chapter of introducing the computer vision into analysis.
CHAPTER 9 VEHICLE DETECTION SYSTEM FOR MIXED USERS

This chapter is a first attempt to address some of the issues associated with having mixed automation levels and the heterogeneity of users at urban roundabouts by using a real-time video detection/tracking system. The determination of the trajectory of vehicles for road intersections—especially in the urban areas—has always been a vital theme for traffic management. In general, visual data provided by cameras can efficiently provide traffic information with non-intrusiveness, lower cost, and high efficiency. The proposed detection/tracking system is introduced for roundabouts; however, it may be used for any other type of intersection. It is entitled: RTR-CV (Real-time Tracking at Roundabouts via Connected Vehicles environment). Vehicles are detected and tracked within a range of the detection zone, and then speeds are calculated using vehicle spatial and temporal signatures. The same concept is used for pedestrians and bicycles in the vicinity of the roundabout. The main purpose of the proposed RTR-CV system is to detect/track the different roadway users for use in the optimization process for the iCACC system.

9.1 INTRODUCTION

Modern roundabouts have been used successfully in many cities throughout the US in the last decade. Consequently, introducing the Connected Vehicle (CV) concept at roundabout controlled intersections is expected to be one of the main applications in the future. This is given that automated control can be easily reverted to manual control in the event that communication is lost or the system experiences a malfunction.

Already, today’s literature suggests that cooperative driving is more efficient, provides more safety and improvements of traffic efficiency. In addition, cooperative behavior could provide a possible solution to achieve applications such as collision avoidance or automatic merging of vehicles on highway. In terms of CACC applications at intersections, most of the previous literature focused on studying the impact of introducing the system under the assumption of 100% level of market penetration. In addition, none of the previous research investigated the impact of introducing Connected Vehicle Applications (e.g. CACC) at roundabout controlled intersections. Consequently, this chapter focuses on the concept of “vehicle surrounding
situation awareness” at intersections (roundabouts) and makes it more effective by introducing the computer vision applications to overcome the diversity of roadway users and level of penetration.

9.2 Research Objectives

This research effort is a first attempt to address some of the issues not covered in previous research efforts to develop a real-time simulation/optimization tool for mixed automation control at roundabouts. This research effort focuses on single-lane roundabouts as it is considered a very suitable platform for applying the CACC concept and the roadway speeds are low enough to allow mixed automation. However, it could be stated the proposed concept could be applied at any type of intersections. In order to fulfill the research objective, a research stages is proposed, namely: Video Detection/Tracking System at the Roundabout (RTR-CV).

In this stage, the issues associated with having mixed automation levels and the heterogeneity of users at urban roundabouts are covered by using a real-time video detection/tracking system as will be explained in the following section.

9.3 The General Concept of The Proposed System

The determination of the trajectory of vehicles for road intersections- in the urban zones in general- has been always an vital theme for traffic management[104]. Various kinds of sensors (optical, magnetic, etc.) are used since several decades to detect vehicles. In the last years several applications have been proposed, using the techniques of digital photogrammetry, computer vision and image understanding, for the detection and tracking of roadway users. [105]. Proper classification is therefore necessary to learn traffic scenarios and understand behavior patterns within each road-user class[105]. It could be stated that previous research has failed to study the heterogeneity of intersection users (vehicles, pedestrians and bicycles) in studying Connected Vehicle applications at intersections. As a result, this section presents the framework for detecting different roadway users using vehicle detection techniques and this will be integrated to the tool iCACC.
In general, visual data provided by cameras can efficiently provide traffic information with non-intrusiveness, lower cost and high efficiency. For the sake of this research, the proposed detection/tracking system is introduced for roundabouts; however it may be used for any other type of intersections. The proposed system is entitled: **RTR-CV** (Real-time Tracking at Roundabouts via Connected Vehicles environment). Vehicles are detected and tracked within a range of the detection zone, and then speeds are calculated using vehicle spatial and temporal signatures. The same concept is used for pedestrians and bicycles in the vicinity of the roundabout. The main purpose of the proposed **RTR-CV** system is to detect/track the different roadway users for use in the optimization process for the iCACC system, as shown in Figure 26.

![Figure 26: The framework of the RTR-CV system in connection with the intersection management tool iCACC](image-url)
This challenge must be made in the context of real-time application which runs on common PC and so two constraints are introduced: less computation time (CT) and less memory requirement (MR) as possible. The proposed video analysis system (RTR-CV) integrated with advanced intersection management system (using iCACC tool) has mainly four processing steps at each time instant \((t)\). First, the system would identify the current intersection users (vehicles, pedestrians and bicycles) in the vicinity of the roundabout, track their movements and derive their trajectories using the RTR-CV framework. Secondly, the system would provide/feed the in-site processor equipped by iCACC tool with the location/speed of each element in the vicinity of the roundabout. Third, the system would estimate and send the best/optimum speed for each vehicle equipped with CACC using wireless communication. Thereafter, all previous steps are repeated after \(\Delta t\) to update the system with the information of all types of vehicles (equipped and non-equipped), pedestrians and bicycles located at the roundabout area. It is anticipated the results of this research will be a valuable addition to the proposed simulation/optimization tool. The research findings would capture the heterogeneity of roundabout users to create an innovative/optimum intersection management control. However, this research effort only presents the study for the stage of identifying users (vehicles, pedestrians and bicycles) in the vicinity of the roundabout using computer vision analysis.

### 9.4 The Computer Vision Framework

Computer vision analysis based classification has applications in traffic monitoring and the activity recognition. Many algorithms have been used for moving object detection; however, foreground/background method is often used in different applications to detect the moving objects in the scene like in video surveillance, optical motion capture and multimedia [106]. The basic idea of this method is to compare a color or grayscale video frame to a background model to determine whether individual pixels are part of the background or the foreground. In other words, the concept of detecting moving objects is simply detecting the parts of the video frame that will not show up if the scene (intersection) is clear/empty.

The simplest way to model the background is to acquire a background image/frame which doesn't include any moving object. In some environments, the background isn’t available and can
always be changed under critical situations like illumination changes, objects being introduced or removed from the scene. To take into account these problems of robustness and adaptation, many background modeling methods have been developed. In any background subtraction context, the following steps are taken: background modeling, background initialization, background maintenance, foreground detection, choice of the feature size (pixel, a block or a cluster), choice of the feature type (color features, edge features, stereo features, motion features and texture features)[106].

In the context of a traffic surveillance system, Friedman and Russell[106, 107] proposed to model each background pixel using a mixture of three Gaussians corresponding to road, vehicle and shadows. Then, the Gaussians are manually labeled in a heuristic manner as follows: the darkest component is labeled as shadow; in the remaining two components, the one with the largest variance is labeled as vehicle and the other one as road[108]. For the foreground detection, each pixel is compared with each Gaussian and is classified according to it corresponding Gaussian[106]. Many improvements can be found in the literature for this algorithm and they are classified as intrinsic and extrinsic model improvements. For the purpose of this study, it is used the Foreground/Background detection method using mixture of Gaussians which is the method accommodated by the MATLAB tool box for computer vision.

The proposed Foreground/Background algorithm is summarized in Figure 27. The algorithm first starts with converting each frame from RGB format to intensity format, then a system object for detecting foreground using Gaussian mixture models. Thereafter, a blob analysis system is applied to segment each moving object (vehicle, pedestrian or cyclist) in the video frame/scene. Subsequently for tracking the moving objects, the entering vehicles/pedestrians/cyclists and those already present in the previous frames, should be recognized to determine their trajectories. At the end, the algorithm draws a bounding box around each detected object and records the number of tracking objects.
9.5 **Case Study Application**

In order to test the proposed system, a single-lane roundabout positioned in Virginia Tech campus area has been considered as a case study. The suggested roundabout is located at the intersection of Washington Street and West Campus Drive in Blacksburg, Virginia as shown in Figure 28. One of the main reasons for selecting the single-lane type is the roadway speeds and widths are low enough to allow mixed automation (penetration levels). In addition, a roundabout allows the system to revert to typical control in the event of lost communication between vehicles.
For the purpose of this study, a video camera was mounted at the top of the building (Litton Reaves Hall) facing the roundabout in a position to capture the northern and eastern approaches of the roundabout. Figure 29 shows a screen shot for the recording video with a frequency of 30 frames/second.

Figure 28: The studied roundabout for testing the object detection/tracking concept

Figure 29: A screenshot for the recorded videos at the tested roundabout
A video camera was used to record the activities that occurred over a time period of two days. The length of each recording was 7 hours per day, beginning at 10:00 AM and ending at 4:00PM. By reducing the collected video dataset, it was found that the site has many challenges for applying video detection techniques and some of them could be listed as follows:

1. The roundabout is in front of the Student Recreational Center and this leads to intensive volume for pedestrians and cyclists aside with the vehicles.
2. All vehicle types are passing by this roundabout, e.g. buses (four routes of buses pass by this roundabout), light and heavy trucks (a construction site is just across the roundabout) and passenger cars. Hence, from computer vision standpoint, it is very complicated to train the system for detecting/tracking objects with numerous size and movement characteristics.
3. Due to the small trees in the middle of the roundabout and the vision angle of the camera, the vehicles are partially occluded during their turns at the middle of roundabout. Hence, tracking the vehicles in this part was very challenging task.

The video has been analyzed using Foreground/Background algorithm combined with Gaussian Mixture Models (illustrated in the previous section) and a screen shot for the results is shown in Figure 30. It is noticeable how the proposed algorithm could successfully detect moving objects including vehicles and pedestrians and the output has been recorded and uploaded as presented in the following link: http://www.youtube.com/watch?v=mm-ds2c7u48

It is noteworthy to mention that due the shaking of camera there might be some miss-detected objects; however, these might be easily overcame by setting the detection zone limited to certain regions (the pavement surface, cross walk, etc.).
(a) The Foreground/background stage

(b) The results of detecting/tracking featured objects (vehicles and pedestrians)

Figure 30: The output of the video analysis using the proposed algorithm
9.6 SUMMARY AND CONCLUSIONS

This chapter attempts to overcome one of the most challenging issues in automation/cooperative environment: the heterogeneity of roadway users and the different level of penetrations. The proposed algorithm is considered a vital step in a huge research area about controlling/adjusting the speed of crossing vehicles at intersections to prevent crashes and reduce delay using V2V and V2I communications.

There are several areas of potential improvements of the proposed approach. One advantage of the proposed method is its seamless extension to accommodate other feature selection like spatial locations and speed. Currently, the implementation does not take into account the spatial information of the RUs or information about their size. In addition, this research did not encounter the prediction level of computer vision for better intersection management performance.

A foreground/background methodology has been described, for the vehicles detection in a roundabout and for the determination of their locations/trajectories. The results of a test lead on a real case have been described and showed the capability of the proposed algorithm. Next studies will be addressed to the resolution of the problems to face, with particular regard to the radiometric variations of the background image, to elimination of the shadows from the regions associated to the vehicles. It is anticipated that this research effort will be introduced as an effective solution for having many roadway users and different level of penetration for any cooperative system.
CHAPTER 10 CONCLUSIONS AND RECOMMENDATIONS

This chapter summarizes the main findings of the research presented in the dissertation. In addition, the chapter illustrates the different limitations of the iCACC (Cooperative Adaptive Cruise Control at intersections) system. Finally, recommendations for future work are discussed.

10.1 RESEARCH CONCLUSIONS

The goal of this research initiative is to develop an optimization framework for controlling the movement of vehicles equipped with CACC systems at intersections. Hence, the previous chapters covered six main tasks: (1) Optimize automated vehicle movements using a game theory algorithm, (2) Model driver behavior for non-automated vehicles under different weather conditions; (3) Develop the modeling and GUI for the proposed iCACC tool; (4) Develop the passenger priority concept for automated vehicle control “APP”; (5) Evaluate the tool using a simulation test-bed; and (6) Propose a computer vision algorithm for detecting vehicles, pedestrians, and cyclists at the intersection vicinity.

A review of the literature reveals that the effects of many essential factors for modeling agents (vehicles) are either completely neglected or only qualitatively described. For example, the simulators used for modeling agents at intersections do not take into consideration the impact on the total intersection delay. Furthermore, the FCFS (First Come, First Served) concept—presented in many research papers—gives priority to vehicles with shorter times-to-intersection regardless of the vehicle type, the number of passengers in the vehicle, and/or the total intersection delay. The variability in vehicle physical characteristics (i.e., agent) is not captured in many of the previous models in the literature, nor is the impact of weather conditions on roadway surface conditions and the effect on vehicle performance. Accordingly, the research presented in this dissertation develops an innovative approach for optimizing the movement of vehicles equipped with advanced cruise control systems at "smart" intersections. In addition, this research has successfully addressed some of the gaps identified in the literature on vehicle automation, as will be discussed in the following sections.
10.1.1 Game Theory Algorithm

- Various models that incorporate the concepts of Game Theory are described in much of the transportation-related literature; however, none of these sources attempted to optimize the movement of vehicles through intersections.
- The proposed cooperative game framework in this research: CACC-CG (Cooperative Adaptive Cruise Control–Cooperative Game); successfully demonstrated the promising potential benefits of such a system over conventional state-of-the-practice intersection control systems.
- By comparing the proposed system to a four-way stop control, the results showed that the proposed system reduced the total delay by approximately 70 percent.

10.1.2 Driver Behavior for Non-automated Vehicles at Intersections

- Driver behavior modeling at intersections for non-automated vehicles is a vital stage in modeling the mixed automation environment; i.e., various levels of penetration of the CACC system, especially under inclement weather.
- A logit regression model was proposed to quantify the impact of inclement weather conditions on driver behavior using a collected data set for six weather categories.
- The recommended model explicitly captures the vehicle constraints on driving behavior (presented in the travel time value) and the driver’s deliberation in accepting or rejecting a gap in different weather conditions.
- The model demonstrated that the probability that a driver accepts a gap decreases as the travel time needed to reach the gap increases (i.e., the further the gap is, the longer the required gap).
- The model proved that a larger gap is required for a wet surface compared to a snowy and icy surface followed by a dry surface. The higher gap required for a wet surface could be caused by the fact that drivers are more worried about vehicles skidding when the roadway surface is wet and that the opposing traffic is traveling at a higher speed compared to the snowy and icy roadway conditions.
- The model revealed that drivers are more conservative during snow precipitation as compared to rain precipitation.
• In the case of the roadway surface condition, drivers require larger gaps for wet surface conditions compared to snowy and icy surface conditions and, as would be expected, require the smallest gaps for dry roadway conditions.

• Using this study’s findings, the proposed tool (iCACC) for optimizing the movements of vehicles at intersections could model the drivers’ behavior for non-automated vehicles (left-turn) under different weather conditions.

10.1.3 The iCACC Basic Framework

• The iCACC tool is considered the first of its kind in optimizing and simulating automated vehicles’ movements at intersections.

• The tool has the ability to model different weather impacts, vehicle physical characteristics, shared movement lanes, uncertainty of exchanged information in V2I/I2V, mixed automation environment (different levels of penetration), and roundabout control.

• The tool contains built-in car-following (Van Aerde) models, vehicle dynamics models, and fuel consumption (VTCFM) models.

• The impact of weather conditions was captured in the iCACC tool using various models: vehicle dynamics (coefficient of friction and rolling resistance coefficients), car-following (free-flow speed, speed-at-capacity, and capacity), and the gap acceptance models (critical gap and follow-up time). In other words, the weather conditions directly affected the vehicle acceleration capability and the decision of non-automated vehicles (gap acceptance/rejection) at the intersection zone (IZ).

• Four intersection control scenarios were tested (traffic signal control, AWSC, roundabout, and iCACC control) for intersection volume-capacity ratios ranging from 0.27 to 0.91. The results demonstrated that the iCACC controller could reduce the average vehicle delay by more than 60% when compared to traditional traffic signal and the AWSC for different volume cases.

• On the other hand, the iCACC controller results in intersection delays similar in magnitude to a roundabout intersection control. In other words, for low v/c ratios, the system performance of roundabouts is quite similar to the iCACC controller for four-legged intersections.
Regarding fuel consumption, the simulation results showed that the iCACC controller scenario was, on average, 33%, 45%, and 11% lower than the fuel consumption for the traffic signal control, AWSC, and roundabout control scenarios, respectively. These fuel consumption savings were achieved by successfully reducing the stop-go actions of vehicles while traversing the intersection.

10.1.4 The Agent-based Passenger Priority Framework using the iCACC Platform

- The concept of vehicle priority has been widely addressed in the literature from a Transit Signal Priority (TSP) standpoint; however, none of the previous research addressed this concept in vehicle automation management.
- Consequently, an innovative framework was proposed “Agent-based Passenger Priority (APP)” using the iCACC platform to overcome some of the limitations of past research.
- The proposed framework takes into account the number of passengers for each vehicle, the physical characteristics of each vehicle (size, engine power, etc.), and the level of penetration of the system.
- The main concept of APP is to optimize the movements of vehicles at intersections by exchanging the number of passengers of each vehicle using V2I/I2V communication as an attempt to reduce the delay per person instead of delay per vehicle.
- The proposed concept was tested on a single four-legged intersection with three-lane approaches. The results demonstrated how, on average, the APP framework could significantly reduce the total passenger delay and fuel consumption level by 60% and 10%, respectively, comparing to the basic iCACC tool.
- Using the APP framework, the high occupancy vehicles experienced less delay and fuel consumption similarly to the TSP concept.

10.1.5 The iCACC Application at Roundabouts

- In the US, the number of roundabouts has increased significantly in the last decade; however, none of the previous research related to roundabouts addressed the vehicle connectivity application in the literature.
Consequently, the research presented a new application for the simulation/optimization tool (iCACC) by optimizing the movements of vehicles approaching the roundabout using V2I/I2V communication technology as a first-of-its-kind.

The proposed concept was tested on a single-lane roundabout considering traffic demand and level-of-market penetration scenarios. The study showed that the introduction of CACC is a positive step, with savings up to 80% and 40% in total delay and fuel consumption levels, respectively.

In general, this study demonstrated the promising potential of CACC systems in optimizing the trajectories of vehicles so that they can enter the roundabout efficiently.

A new system has been developed in this dissertation for Video Detection/Tracking at the Roundabout (RTR-CV). The RTR-CV system proved its ability to overcome the previous research limitations, the issues associated with having mixed automation levels, and the heterogeneity of users at urban roundabouts.

### 10.2 Research Assumptions and Limitations

The proposed tool has been successfully tested in a simulation test-bed; however, it should be noted that the study did not consider additional benefits that could arise by having CACC vehicles travel at shorter time headways. In addition, all information is symmetric and exchanged perfectly between vehicles, and the wireless communication is secure and supports high speed and low latency communication. Also, one of the main assumptions of the system is that all equipped vehicles are following the iCACC instructions and report their destination, location, speed, and acceleration to the controller each time step.

However, the implementation of the iCACC tool in a field test will address many assumptions. The field testing of the proposed tool will be able to address some of the unanswered questions raised by many researchers and the current limitations of the iCACC tool, some of which are listed as follows:

1. Solicit driver acceptance of automation systems;
2. Solicit driver interaction to displayed speed advisory and/or self-controlled vehicles;
3. Identify possible demographic characteristic effects (age, gender, etc.) on driver acceptance of in-vehicle technologies;
4. Quantify the error in the information (location, speed, etc.) exchanged between V2V and V2I;
5. The latency and inaccuracy in communications between the intersection controller and different vehicles.

10.3 RECOMMENDATIONS FOR FUTURE RESEARCH

As is the case with any research effort, further improvements can be made and the following areas of research should be pursued to expand the current research work. First, the possibility of implementing the iCACC tool on an arterial corridor needs more investigation. Also, as mentioned previously, none of the past research efforts considered advanced cruise control systems; in other words, speed adaptation concepts at roundabouts. Therefore, it would be a unique addition if the equipped vehicles with advanced technologies could be tested on a roundabout.

Three field testing scenarios are anticipated to extend the iCACC research effort. For each scenario, the driver behavior, fuel consumption, and delay will be recorded for comparison purposes. In scenario 1, there will be no information provided for the driver in the subject vehicle and this will be the base scenario. In scenario 2, the driver would be advised with a certain speed. This scenario aims to study the driver perception/reaction time for this kind of message and how accurate the driver could follow a recommended speed.

In scenario 3, the vehicle will be fully controlled by the RSU using an optimum speed profile. This scenario is expected to consist of four main steps: Input, Processing, Output (tuning), and Validation, as summarized in Figure 31. The input is the entry speed of the vehicle, exact location (using GPS/Radar), and the acceleration. Those inputs will be delivered to an on-site processor using SAE J2735 DSRC. Thereafter, the processor will optimize the vehicle trajectory and send back the optimum desired cruise control to reduce delay and prevent crashes. Subsequently, the subject vehicle would regulate its speed to follow the desired cruise control speed. At the end, the actual speed profile would be stored and compared to the desired profile in
order to validate the simulation/optimization process. The difference between the desired and actual speed profiles will provide a measure of latency and error in the speed regulation. The latency in the experiment is considered the time needed to send the input/output information to/from the processor (round trip exchange of information). Accordingly, the results of this case will be a significant addition to the proposed iCACC tool.

![Diagram showing the experiment structure: Input, Processing, Tuning and Validation]

**Figure 31: The experiment structure: Input, Processing, Tuning and Validation**

In general, for all scenarios, the proposed field tests commonly share some procedures and specifications. In addition, for each scenario there will be one subject vehicle (the equipped vehicle with CACC) surrounded by a platoon of intersecting non-equipped vehicles. This research focuses on DSRC, which is designated to support a variety of applications based on vehicular communication. Thus, it is expected that the subject vehicle is equipped with OBUs (On-board Units) that allow sending and receiving information from the controller. The OBU would consist of several components such as a computer module, display units, GPS, and a DSRC radio. In addition, the roundabout would be equipped with an RSU (Road Side Unit) to
enable an exchange of information. Last, for all cases, it is anticipated that the exchanged messages will be mainly based on three main message formats of SAE J2735: (a) BSM (Basic Safety Message); (b) MAP (Map Data); and (c) ICA (Intersection Collision Avoidance).

It is anticipated that the results of this research will be a valuable addition to the proposed simulation/optimization tool. This research will be unique, given that none of the previous research efforts developed an optimization tool that is calibrated using field results in a CV environment. In addition, the research findings would allow for the characterization of parameters for use in the simulation of potential benefits of such a system.

At the end, the field testing of the proposed tool will be able to address the driver acceptance of automation systems and to quantify the error in the information (location, speed, etc.) exchanged between V2V and V2I. In general, the public acceptability of the new advanced in-vehicle technologies is a challenging task and these experiments will provide valuable feedback for researchers, automobile manufacturers, and decision makers. It is anticipated that the research findings will contribute to the future of automation systems, unmanned applications, and connected vehicles technology.
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