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Modeling of Emerging Infectious Diseases for Public Health Decision
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Emerging infectious diseases (EID) pose a serious threat to global public health.
Computational epidemiology is a nascent subfield of public health that can provide insight
into an outbreak in advance of traditional methodologies. Research in this dissertation will

use fuse nontraditional, publicly available data sources with more traditional
epidemiological data to build and parameterize models of emerging infectious diseases.

These methods will be applied to avian influenza A (H7N9), Middle Eastern Respiratory
Syndrome Coronavirus (MERS-CoV), and Ebola virus disease (EVD) outbreaks. This
effort will provide quantitative, evidenced-based guidance for policymakers and public

health responders to augment public health operations.
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Chapter 1

Introduction

Public health is the cornerstone of modern society. Cities and towns are made possible by
sanitation infrastructure, food quality control, and infectious disease management. Without
sewer systems and waste management services to remove waste before it piles up in the
streets, pests would proliferate and water supplies would be contaminated. Without building
codes and commercial hygiene standards, we would be vulnerable to rodent-borne diseases
like Plague and hantavirus. Without vaccinations and efficient systems to deliver them,
pertussis, mumps, rabies, diphtheria, and more would spread quickly through our densely-
populated communities. Smallpox, polio, and tuberculosis are diseases that contemporary
developed communities hardly recognize. The successful control of those pathogens are
public health achievements that have dramatically improved the foundation on which the
rest of our modern lives are built.

As more of modern society has moved from the physical world to the digital, public health has
adapted. Although infectious diseases cannot spread from computer to computer or phone
to phone, information and strategy can. In the last 20 years, researchers have developed
methods to take advantage of the opportunities that newly-connected world provides. Known
broadly as computational epidemiology, the new discipline uses computer-based methods and
data sources to surveil, detect and respond to events of public health concern [1, 2, 3]. It is
a highly multidisciplinary field that draws from traditional public health, computer science,
network science, data science, and geographic information science.

As the discipline has matured, several subfields have developed. Digital epidemiology uses
data from individuals’ ‘digital footprint’ to track “local and timely health information about
disease and health dynamics in populations around the world” [3]. Sources include data gen-
erated by social networking sites, mobile phones, web search engines, and online news sites.
Digital epidemiology has the advantage of leveraging timely information, like near-real time
tweet streams, for surveillance purposes. Studies have shown that surveillance systems using
these methods can detect outbreaks up to two weeks in advance of their traditional coun-
terparts, which gives public health professionals an opportunity to implement interventions

1
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to limit morbidity and mortality [4, 5]. Examples of digital epidemiology include Google’s
use of trends in search term data to track outbreaks of influenza like illness [6], and using
Twitter data in a similar manner to track ILI outbreaks [4, 5], vaccine sentiments [7] and
risky behaviors associated with the transmission of HIV [8].

Instead of curating ‘digital exhaust’ from individuals, open epidemiology uses population-
level data from public sources, often published online for unrelated purposes. Sometimes
that data is information about an outbreak itself, for example situation reports containing
case counts, or case reports with information about the people infected. Sometimes more
contextual information like population information from a published Census, or geographic
distributions of suspected host animal is employed. These data are aggregated, synthesized,
simulated or re-purposed to give insight into who is getting infected, where, and why, or
they can be used to build and inform models.

As with digital epidemiology, one of the primary objectives of open epidemiology is to close
the gap between when an outbreak is first recognized, and when effective public health
interventions are designed and deployed. Traditional epidemiological methods rely on data
collected through field investigations, surveys, hospital records, etc., which are limited in
scope and timeliness. These data are constrained by the manpower available to do the
collection, and our prior knowledge about what disease to look for and what those diseases
look like. Although still integral to epidemiological investigations and response, manual
data collection is too time consuming to be the sole means for understanding an outbreak.
Using public data available online is much faster than gathering it on the ground, greatly
shortening time to response.

In silico epidemiology, the third nascent subfield of computational epidemiology, combines
the individual-level scale of digital epidemiology with the community-level scale of open
epidemiology. Rather than gathering existing data, in silico epidemiology generates new
data from artificial societies built to approximate the real world. These artificial societies are
known as agent-based models, because every individual in the population, known collectively
as agents, are represented in the model. Agents can transmit infections to one another,
resulting in epidemics that are generated organically in a way that closely approximates the
real transmission dynamics of an infectious disease. The advantage of in silico epidemiology is
that researchers have complete information about the epidemic, which is impossible in a real-
world setting. Every individual’s disease status is known, be it uninfected, asymptomatic,
mildly symptomatic, etc. The transmission path that describes how a person came to be
infected is also known, so network analyses like identifying demographic characteristics of
‘super spreaders’ becomes possible. Because in silico societies so closely approximates real
world dynamics, findings from in silico studies can be easily translated to public health
applications like planning vaccine stockpiles or school closure policies.

The strength of computational epidemiology is that it extends our knowledge of the etiology,
natural history, and dynamics of diseases, people and populations. Traditional epidemiolog-
ical methods rely on data collected through field investigations, surveys, hospital records,



Caitlin M. Rivers 3

etc., and are limited in scope and timeliness.

1.1 Contribution of this work

To date, a majority of efforts in all branches of computational epidemiology have focused on
well-characterized diseases like influenza-like illness [9, 10, 11, 12, 6, 13, 14]. The advantage
of using an established disease are numerous. First, the availability of traditional public
health data, e.g. incidence, is critical for validating the novel and often untrusted methods
developed by computational epidemiologists. Without a benchmark, there is no way to
evaluate the performance of a new method. Second, disease parameters like the incubation
and infectious periods are often necessary for parameterizing models or developing new
surveillance methods. These values are known and widely accepted for well-characterized
diseases. Finally, the impact of diseases like influenza on morbidity and mortality is well
studied, so the need for studying them further is widely understood.

For emerging infectious diseases, the data available to build and refine new models are scarce.
Outbreaks are chaotic and constantly evolving, so data streams are inherently incomplete and
messy. Furthermore, the data are not usually prepared and published online with research
purposes in mind, so documentation is often poor and data formats are usually not machine
readable. For these reasons, most modeling studies are conducted after an outbreak has
completed and a clearer data picture has emerged. Although retrospective modeling studies
are useful for informing future outbreak situations, waiting until the outbreak itself is over
is a missed opportunity in terms of providing support to public health responders while the
crisis is still in progress.

To give an example of the challenges, in the case of the Ebola outbreak in West Africa
there are numerous steps data from each patient must make in order to appear in the
epidemiological database. First, the patient must either seek medical care or be identified
as sick in the community. That patient must then be properly identified as a suspected
Ebola case. This requires that the clinic keep proper records of the number of new cases in
their care. At periodic intervals, every clinic that receives suspected cases must send their
tallies to the outbreak headquarters, who must in turn keep accurate records of the numbers
received. Finally, these compiled numbers must be released to the wider audience. Each
step is an opportunity for error to be introduced. Cases that do not enter the surveillance
system, or are misdiagnosed; clinics that do not report summaries properly; clerical errors
are all potential failings in the system.

Despite these challenges, there is an urgent need to extend computational epidemiology
methods into the realm of emerging infectious diseases. In recent years, a number of new or
re-emerging infectious diseases like Severe Acute Respiratory Syndrome (SARS), influenza
H1N1, influenza H7N9, Middle East Respiratory Syndrome Coronavirus (MERS-CoV) have
threatened public health worldwide. Although the emergence of novel human pathogens is
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itself not new, the strength and speed with which new infections can sweep the globe is only
beginning to be understood. Denser cities, a growing population, extensive global trade,
a changing global climate, and cheap air travel have altered the global infectious disease
dynamics. As the emergence of SARS in 2003 poignantly demonstrated, a brand new disease
in China can spread to Toronto (and potentially a hundred other places, simultaneously) in
a matter of hours [15, 16]. Detecting and understanding these events in a timely manner
is more important now than ever before in the history of public health. The opportunities
that computational epidemiology provides to extend the reach of public health prescience.

This work presents three examples of how computational epidemiology can assist public
health officials with outbreak detection and response. The case studies presented occurred
during the period from 2013-2015: avian influenza A(H7N9), Middle East Respiratory Syn-
drome Coronavirus, and Ebola virus disease. All are emerging zoonoses with some human
to human transmission potential, high case fatality risk, and are serious concerns to regional
or global public health. For each outbreak, a model was constructed entirely from publicly
available data. The models were built while the outbreak was still in progress, and all were
developed with the aim of developing insights useful for outbreak control.

1.2 Overview

1.2.1 Epidemiology modeling

Although computational epidemiology is in its infancy, its close cousin, the modeling of
infectious diseases, is well established as a public health tool. The use of modeling in epi-
demiology dates back to the early 20th century, when Lowell Reed and Wade Hampton
Frost developed a series of ordinary differential equations to represent the dynamics of an
infectious disease in a fully susceptible population. The equations describe how people move
between different states of the disease - susceptible, exposed, infectious, or removed. The
compartmental model, as it is known, has spawned dozens of variations for diseases with
different states, including exposed, hospitalized, vaccinated, and so on.

In a basic compartmental model, susceptible people are uninfected but able to be infected.
Infectious people can pass the disease to others. People in the removed/recovered compart-
ment are no longer infectious, and cannot become reinfected. The equations include a term
for the probability of disease transmission for each unit of contact time for any two individ-
uals in the population. The time it takes to move between compartments varies based on
the natural history of the disease. An incubation period of 10 days means people will move
from the S compartment to the I compartment at a rate of 1

10
.

(1.1)
dS

dt
= −βISI
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(1.2)
dI

dt
= βISI − δI

(1.3)
dR

dt
= δI
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Figure 1.1: Basic SIR curve dynamics.

The states are inextricably interdependent. As infectious people cause new infections, the
S compartment shrinks. Meanwhile as more and more people become infected, the growth
rate of the epidemic accelerates. Eventually the S compartment will become so depleted
that new infections dwindle and stop, as seen in Figure 1.1. The growth rate responds by
slowing and then stopping. Changes in the S compartment appear as an inverse in the R
compartment. Thus the equations describe how people in a population move through each of
those states, and how that looks at the population level. These methods are used to simulate
outbreaks and produce insights into the underlying natural system.

1.2.2 Models to aid in outbreak response

There are numerous ways to use modeling to improve outbreak response. Perhaps the most
straightforward use is to forecast the number of expected new cases of a disease. Models
are parameterized to matching existing data; a good model fit will accurately reproduce the
historical trajectory of the disease. The model can then be used to look into the short term
future to project the number of new cases expected if conditions remain the same. Outbreak
responders can use forecasts to anticipate how many people will be needing medical care,
so facilities, supplies and staff can be arranged accordingly. Forecasts can also be used as a
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baseline to evaluate the current trajectory of the epidemic. Incidences that are significantly
above or below the forecasted values may indicate that epidemic is changing.

In general, forecasts are only reliable in the short-term future. They describe the future
if conditions remain the same, which is unrealistic over months or years. Epidemics are
complex, dynamic processes. Although the biology of the pathogen, the host and the envi-
ronment are fairly constant over the duration of a typical outbreak, human behavior is not.
And it is human behavior that ultimately facilitates the transmission of the disease from
one person to another. Changes in contact patterns, care-seeking behavior, surveillance, and
treatment can all dramatically impact the course of an outbreak. Although changes in those
processes can be represented in the models, it is very difficult to anticipate what exactly
those changes will be, and when they will occur. Thus long-term forecasts have very high
levels of uncertainty, and are generally considered unreliable.

Beyond forecasts, models can be used as platforms for asking what-if questions. For ex-
ample, they can be used to test the effect of hypothetical interventions on the epidemic at
the population level. Intervention assessments using models are extremely valuable, since
experiments on humans are often unfeasible or unethical. Sometimes model experiments are
the only way to explore public health scenarios. It is possible to measure the relative ef-
fects of social distancing compared to increased case-finding, for example, or the compound
effects of implementing both. Models can also assess whether increasing adherence to a
treatment regime would ultimately have upstream effects. Improved treatment adherence
would clearly improve outcomes of the individual, but it may also reduce the number of new
cases by shortening the duration of infection, or moderating the infectivity of an active case.
These insights can help responders to understand where to direct their efforts for maximum
effect given certain constraints.

Another what-if question asks what would happen if entirely new circumstances arise, for
example if an infectious disease is introduced into a new population. Such a threat assessment
would have been useful to anticipate the explosive spread of Ebola in the urban regions of
West Africa. Ebola has previously been identified only in small, rural regions of central
Africa, so its aggressive spread in a new location was unexpected. When it did emerge
in a new place, few recognized how different the epidemiology would be in this new place.
Modeling could have helped to identify that possibility earlier.

Models can also uncover features of a disease or system that are not directly observable,
like detection biases. Age-structured models, for example, can represent the expected age
distribution of a disease. If the observed age distribution deviates significantly from the
expected, there may be either a detection bias in the surveillance system, or a bias in who
gets infected. Both are insights useful for field epidemiologists attempting to control the
disease. Similarly, models can identify steady state conditions where outbreaks can become
endemic. This scenario occurs when the average number of secondary infections per case is
around one. Identifying scenarios with endemic potential can help epidemiologists to take
steps to prevent this from happening.



Caitlin M. Rivers 7

1.3 Bibliography

[1] Christopher L Barrett, Stephen Eubank, and Madhav V Marathe. An Interaction-Based
Approach to Computational Epidemiology. pages 1590–1593, 2008.

[2] Bryan Lewis, Stephen Eubank, Chris Barrett, Madhav Marathe, and Keith Bissett.
Simulation-Assisted Evaluation and Training of Public Health Decision Makers.
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2.1 Forward

Although influenza is often perceived as a mild disease, it is a recurring public health threat.
Most healthy adults experience a moderate disease, necessitating a few days at home to
recover. Symptoms generally include fatigue, fever, body aches, and malaise. But for elderly
populations, young children, pregnant women and immunocompromised people, influenza
can be deadly. Every year, influenza causes an estimated 25 million cases and 35,000 deaths
in the United States [1, 2]. Most of that activity occurs from December to March, which is
peak season in the Northern hemisphere.

Sometimes something much worse than a regular flu season appears. Known as pandemic
influenza, these aggressive strains can have attack rates as high as 20-40% [3]. Unlike sea-
sonal influenza, pandemic influenza can cause severe disease in young and otherwise healthy
people [4]. The 1918 H1N1 pandemic, for example, was one of the deadliest plagues in his-
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tory. It killed an estimated 20-50 million people, more than the world war that was raging
at the time [5, 3]. Pandemic influenza also circulated in 1958, 1968 and 2009, reminders of
the virus’s disastrous potential [6].

In the spring of 2013, a strain of influenza not previously seen in humans was identified in
China. The global public health community was concerned about avian influenza A(H7N9)
from the beginning. Because the pathogen was new to humans, the population was fully
susceptible. H7N9 also had an unusually high case fatality risk; early estimates were around
20-50% [7, 8, 9]. The human to human potential of the disease was initially unknown. These
risk factors for pandemic potential necessitated a swift and agile public health response.

Scientists quickly determined that H7N9 was likely of avian origin [10]. Settings where
humans interacted with birds were likely opportunities for animal to human transmission.
In China, many people do their grocery shopping at outdoor markets where live poultry are
sold, among other things. These live poultry markets (LPM), or wet markets as they are
also known, were identified as potential places of exposure. In April 2013, very soon after
the first cases of H7N9 were diagnosed, Chinese public health officials closed the LPMs to
minimize this exposure risk [11, 8]. The number of new cases quickly declined, providing
support for that hypothesis, which was later confirmed by various studies [8, 12, 13, 14].

Despite this tidy sequence, not all of the pieces fit. A disproportionate number of H7N9 cases
were reported to be occurring in elderly men - not the demographic thought to be frequenting
the grocery markets most often. If live poultry market attendance were the sole risk factor
for contracting H7N9, adult women would have been more heavily affected. We used this
observation to generate the hypothesis that additional risk factors were present. Because
risk factors must be known before effective public health interventions can be designed,
identifying relevant risks was crucial.

In traditional outbreak investigations, the local public health department maintains a line
listing by interviewing each patient. Each record is updated periodically with the patient’s
current status through followup visits or contact with medical care providers. Although this
process is the cornerstone of epidemiology, it is very time consuming and requires significant
manpower. Epidemiologists must spend time traveling to visit the patients, conducting the
interview, and entering, cleaning, and maintaining the data before analyses can be conducted.
For researchers outside the network of the health department, the data do not become
available until much later, if at all.

During the emergence of H7N9, the data pipeline developed differently. It was one of the
first outbreaks for which media reports were timely enough and detailed enough to build
a line listing. Media reports on new cases included information about the patient’s age,
sex, location, dates of onset, and other relevant information. We took advantage of this
development to maintain a comprehensive line listing that included a variety of demographic,
clinical, and epidemiological information. Instead of waiting for data to be collected on the
ground by field investigators, we fused the media-derived line listing with other publicly-
available data sources to learn about the outbreak as it unfolded. We aggregated data
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from the Chinese Census, and time use surveys to estimate the amount of time various
demographic groups spent at markets where live birds were sold.

The line listing analysis and exposure assessment supported the hypothesis that although
men age 65+ were at much higher risk for the disease than other demographic groups, they
spent less time at the live poultry market - women ages 20-35 and 36-55 were primarily
responsible for conducting the familys shopping. This evidence suggests that exposure to
live birds is not the sole determinant in contracting H7N9. There is likely an additional
immunological factor that makes older men more susceptible to the disease.

This work was published on May 9, 2013 in PLoS Currents: Outbreaks, a peer-reviewed
journal for rapid communications relevant to infectious disease outbreaks.

2.2 Abstract

In March 2013 an outbreak of avian influenza A(H7N9) was first recognized in China. To
date there have been 130 cases in human, 47% of which are in men over the age of 55. The
influenza strain is a novel subtype not seen before in humans; little is known about zoonotic
transmission of the virus, but it is hypothesized that contact with poultry in live bird markets
may be a source of exposure. The purpose of this study is to estimate the transmissibility of
the virus from poultry to humans by estimating the amount of time shoppers, farmers, and
live bird market retailers spend exposed to poultry each day. Results suggest that increased
risk among older men is not due to greater exposure time at live bird markets.

2.3 Introduction

On April 1 the first cases of avian influenza A(H7N9) in Chinese patients who became
severely ill with an influenza-like illness were reported to the WHO [15]. Chinese health
officials determined that a novel influenza was the source of the illness. Additional cases
were soon diagnosed in other regions, including Beijing which is geographically distant. To
date there have been 130 cases in eight provinces and two municipalities in China, and new
cases continue to be diagnosed [7]. The novel influenza has not yet been found in any other
countries, with the exception of a case imported to Taiwan from mainland China [16].

Virologists determined that the virus was an avian subtype, and that poultry were a possible
reservoir [17]. Since many of the first human infections were found in people that had
been exposed to poultry, epidemiologists hypothesized that the virus was transmitted to
humans after close contact with birds [16, 9]. On April 5, 2013, Shanghai authorities ordered
the closing of the citys live bird markets, which are food markets where live poultry are
slaughtered and sold [11]. These markets were suspected sources of exposure for the novel
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influenza, and their closing was meant to minimize human exposure to infected birds. The
WHO notes that poultry as a source of exposure is still unconfirmed [15].

Among the 130 confirmed cases, 88 (68%) are men, 37 (28%) are women, and 5 (4%) are
children. The mean age of the infected is 62 for men, and 61 for women; the median ages are
60.5 and 58, respectively. The age distribution of the influenza A(H7N9) trends much older
than previous outbreaks; influenza A(H5N1) affected primarily people ages 20-30, and did
not affect men more than women [15, 18]. Thirty-one (24%) of the infected have died; of the
24 deaths for whom demographic data are available, 18 are men (75%). It is still unknown
why men are more affected than women, but the WHO suggests that patterns of exposure
to live bird market may put certain demographic groups into more contact with the virus.

2.4 Methods

All source data and analyses are available on Figshare [19].

A line listing of the 130 confirmed cases was developed using data from a variety of sources,
including the World Health Organization (WHO), HealthMap, and Flutrackers.com [9, 20,
21]. Data on the patients demographics, course of the disease, and possible exposures were
aggregated from media reports and public health organization updates to form as complete
of a case record as possible. The patients age, sex, and date of illness onset were used as
unique identifiers to prevent duplication and data errors. Only cases with a reported onset
date between March 13, 2013 and April 11, 2013 (7 days after the live bird markets were
closed, assumed to be the incubation period) were used in the analysis. Cases with no
available onset date that were announced before April 22, 2013 were included. Cases found
in provinces other than Shanghai, Anhui, Zhejiang and Jiangsu, where a majority of cases
were found during the analysis period, were also excluded, as were children under the age of
15. The final case count used in analysis is 83.

Data for estimating exposure time to poultry were collected from the National Bureau of
Statistics of China [22]. Where possible, indicators were limited to the four analysis provinces
and municipalities (Shanghai, Anhui, Zhejiang, Jiangsu). The population for each of the four
regions was estimated from a 2005 survey of 1% of Chinese residents, stratified by age group
and sex. An estimate of the number of people who visit a live bird market each day was
derived from a 2008 time use survey of the proportion of the population that participated
in the purchase of goods and services, also stratified by age group and sex [23]. Data were
not available for people over the age of 75, so values from the 65-74 age group were applied.

Population counts and the proportion that shop each day were multiplied to estimate the
number of people who shop daily. Various sources estimate that about 80% of Chinese
residents shop at a market where live poultry are more likely to be present, rather than a
supermarket [24, 25]. The reported analysis uses a uniform distribution of 80% live bird
market attendance.
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The time use survey also provided the number of minutes each day people spend shopping
for goods and services. A native Chinese colleague estimated that a trip to the wet market
takes approximately 15-30 minutes, which is about half what the time use survey estimates
is spent on purchasing goods and services. The time use values were therefore halved to
estimate the number of minutes that are spent specifically at the live bird market, rather
than shopping for other things.

The number of exposure days was determined to be 30, derived from seven days (assumed
to be the incubation period) before the outbreak began to take hold on March 13 until the
markets closed on April 5. The number of people exposed at a live bird market each day was
multiplied by the number of minutes spent shopping and by the number of exposure days in
order to estimate the group exposure hours per day.

A similar procedure was followed to obtain the occupational exposure rate for agriculture
workers and live bird market retailers in each of the four affected regions. The number of
men and women in “farming, forestry, animal husbandry and fishing” and “wholesale and
retail trade” occupations were taken from 2006 labor statistics provided by the National
Bureau of Statistics of China [26]. There are an estimated 9.48 million poultry farming jobs
in China, which is 15% of the number of workers in the occupational category as a whole.
This multiplier was used to narrow down the number of occupational workers exposed to
poultry specifically. Daily exposure minutes were derived from labor statistics on weekly
working hours for both occupations. The estimated population exposed was then multiplied
by the number of exposure minutes per day and the 30 exposure days to derive occupational
group exposure hours.

For each case in the line listing, an exposure category was determined where possible. Seven
cases were determined to be agricultural workers, and another four were retail (including food
preparation) workers. The remaining 72 cases had no information about possible sources of
exposure; these were presumed to be transient exposures, and were therefore categorized as
shoppers. This estimate is supported by a Morbidity and Mortality Weekly Report that
found 77% of confirmed H7N9 cases were exposed to live animals, “primarily chickens (76%)
and ducks (20%)” [7]. An infection rate per hour of contact was estimated by dividing the
number of cases for each demographic and exposure category by the group exposure hours.

The rate of infection per exposure hour for demographic group i is given by the equation:

ratei =
casesi

populationi ∗ proportionwhovisitLBMi ∗ exposuretimei

2.5 Results

Men ages 55+ are disproportionately affected by avian influenza A(H7N9). Despite having a
lower estimated exposure time to live bird markets, older men have a much higher infection
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Figure 2.1: Human infection rate per exposure hour to poultry. Men ages 55+ are
disproportionately affected by avian influenza A(H7N9). Despite having a lower estimated
exposure time to live bird markets, older men have a much higher infection rate per exposure
hour than other demographic groups.

rate per exposure hour than other demographic groups.

Among shoppers, estimated infection rates per hour increase with age, particularly among
men. For example, the infection rate for men ages 65-74 is over five times as high as
it is for women of the same age, and over eighteen times as high as for men ages 25-34
(see figure 1, bottom right panel). Shoppers under the age of 35 have very few infections
(n = 5 adults, n = 4 children), despite having in some cases greater exposure hours than
older demographics. Although the time use survey shows that older people spend more
time shopping than younger people, there are fewer older people in the population overall.
Among both men and women shoppers, the group exposure hours (the population at risk
multiplied by the time spent exposed) are highest for those ages 35-44 (see bottom left panel
of Figure 2.1).

Infection rates among occupationally-exposed people were estimated to be lower than among
shoppers, likely because the amount of time spent in contact with poultry was overestimated.
No data were available to refine these estimations. Nonetheless, the pattern remains the same
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in that occupationally-exposed men have a higher infection rate than occupationally-exposed
women.

A sensitivity analysis shows that these conclusions are quite robust. As noted, an estimated
80% of Chinese residents attend live bird markets [24, 25]. However, attendance rates within
age and sex groups are unknown. To investigate whether it is possible that the lower num-
ber of cases for younger people is due to lower live bird market attendance rather than a
decreased transmission rate for those age groups, we decreased bird market attendance rates
for younger people to the extent possible while maintaining a marginal attendance rate of
80%. Attendance rates under this scenario are shown in the middle panel of Figure 2.3.
Even under these extreme assumptions, the infection rate per exposure hour still strongly
favors older men (see bottom panel of Figure 2.3).

In order for the infection rate for all age and sex groups to have been the same as that of
the highest (assuming 100% live bird market attendance for the highest group), attendance
rates for all other groups would have to be between 2-30%, with an average population-wide
attendance rate of about 18%. This is inconsistent with the 80% figure reported. These
findings are also supported by a study of the annual number of poultry exposures from live
bird market visits and backyard poultry in four areas of China [18]. The poultry exposure
data reported by Cowling et al yield very similar infection rates per exposure hours as is
reported here. That study reported on the number of annual exposures to poultry in live bird
markets and backyards in four regions of China. The survey was conducted in regions not
reported on here, and findings were not stratified by sex. The provinces with the highest and
lowest exposures were chosen to represent upper and lower bounds. Exposure values were
scaled to match the time period of 30 days and applied to both male and female exposure
categories. .

The present methodology can also be used for hypothesis-generating analyses. If we suppose
that the infection rate per exposure hour is in fact uniform across all groups, and that
men ages 75+ (for whom attack rates are the highest) have perfect case detection in which
all infections are identified, we can estimate the percentage of undetected cases in other
demographics. Under those assumptions, women ages 35-44 would have the lowest detection
rate at around 2%, meaning that 98% of cases are not detected (see Figure 2.4). These results
suggest that biases in case detection are not the sole cause of the age and sex distribution
seen in this outbreak.

2.6 Conclusions

We have shown that the infection rates per exposure hour for avian influenza A(H7N9)
are likely much higher among older populations, particularly men. It is implausible that
these discrepancies are due to differences in the rates of market attendance or systematic
under-reporting. These findings suggest that the age distribution of the outbreak is due
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Figure 2.2: Comparison of exposure estimates reported by Cowling et al.

to an as-yet unknown epidemiological or immunological feature, and is not due to greater
exposure to poultry among the older demographics. It should be noted that for many
of the demographic groups, the case counts are quite low, resulting in instability in the
rate calculations. It should also be noted that assumptions about the live bird market
attendance and duration, and the incubation period, may affect results. That said, the overall
conclusions have proven robust to changes in assumptions. Clearly, additional data is needed
to confirm the existence of the striking differences in transmission rate by demographic
group. Even without extensive epidemiological data, this analysis provides timely evidence
that other factors may be contributing to the differential case detection of older men than
simply market exposure, as has been hypothesized by the WHO and others.

2.7 Subsequent literature

Following the publication of this paper, additional research was published that provided
support for our findings. A survey of almost 5,000 Chinese residents published 15 months
after our study found that for some locations like Guangzhou and Shanghai, middle aged
women were more likely to visit live poultry markets than elderly men, the high-risk H7N9
demographic [12]. However, LPM attendance by men and elderly men in particular was
more prevalent across that survey than our preliminary results had suggested. However, the
authors conclude that “our findings suggest that the higher risk for laboratory-confirmed
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Figure 2.3: Sensitivity analysis. The hypothetical number of undetected cases can be
estimated assuming that the infection rate per exposure hour is constant, using men ages
75+ as a reference group.

influenza A(H7N9) virus infection among men during the spring 2013 outbreak in the Yangtze
River Delta might not be explained by sex differences in exposure but rather by increased
susceptibility to serious disease after infection among men.” A case-control study conducted
in the spring of 2013 and published in June 2014 concluded that men were not significantly
more likely to visit an LBM that women, providing further evidence that LBM attendance
was not sufficient to explain the sex differences in infection [14].

A case-control study of risk factors for contracting H7N9 conducted in China identified
chronic medical conditions; direct contact with poultry; and environmental-related expo-
sures as major risk factors for contracting the disease [13]. The authors note that “a high
proportion of elderly patients with severe influenza A(H7N9) virus infection may be due to
decreased immune function caused by underlying chronic disease” rather than exclusively a
function of greater exposure to live poultry. This directly supports our inference that live
poultry market exposure is not the sole risk factor for infection.

Further support comes from research into the host immune response to infection. In a study
comparing human H7N9, with H9N3, H5N1 and duck H7N9, the authors found that human
H7N9 evokes a pro inflammatory cytokine response in healthy adult mice [27]. Additional
work on H7N9 in a mouse model found that hemagglutinin distribution did not vary between
young and middle aged mice, which suggests that viral replication in the host lung tissue
is not responsible for the pulmonary damage suffered by patients with severe H7N9 infec-
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Figure 2.4: Hypothetical detection rate using men ages 75+ as the reference group.
The hypothetical number of undetected cases can be estimated assuming that the infection
rate per exposure hour is constant, using men ages 75+ as a reference group.

tion [28]. These findings suggest that dysregulated proinflammatory immune response is the
underlying driver behind the age distribution of severe and fatal cases. Genetic susceptibility
may provide an alternate, or perhaps contributing, explanation for disparate outcomes. A
study by Wang et al found that rs12252-C genotype was associated with excessive cytokine
response [29].

In addition to various studies that support the findings of our paper, research into the robust-
ness of the methodologies has emerged. Cowling et al compared the line listings maintained
by five different groups, including ours, with the official Chinese CDC line listing [30]. The
study compared age, sex, geographic location, health status on admission, dates of illness
onset, hospital admission, and last known health status (e.g. death or discharge) of the
publicly-sourced line listings with the official list. Overall conclusions from the study were
that line listings from publicly available sources are able to produce “epidemic curves in dif-
ferent regions, estimated onset-to-admission distributions, onset-to-death distributions and
impact of poultry market closure can very closely match the results from official data sources
with little time lag.” However, the authors note that certain information like when a case
has recovered is less interesting for the media to report, and is therefore difficult to track
using this method.

In April 2013, Chinese health officials moved to close live bird markets in order to limit
exposure to H7N9. This intervention is credited with halting the outbreak - closures are
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attributed to a 99% reduction in incident cases [8]. The dwindling of the outbreak and
ultimately limited number of cases curbed the epidemiological analyses that could provide
further insight into the effectiveness of our methodologies. However, the studies reviewed
above provide important evidence suggesting that data fusion and other digital epidemiology
methods may provide valuable clues in the early days of an outbreak, in advance of traditional
field-based approaches.
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3.1 Forward

Middle East Respiratory Syndrome Coronavirus (MERS-CoV, or MERS) was identified in
Saudi Arabia in September 2012. The first case was announced on the PRO-Med mailing
list after a sample isolated from a patient with severe respiratory disease revealed a novel
coronavirus [1]. In a 2012 case report published in the New England Journal of Medicine,
the first clinical description of the new disease, the authors noted the virological and clin-
ical picture of MERS was reminiscent of Severe Acute Respiratory Syndrome Coronavirus
(SARS) [2]. SARS emerged in 2002, alarming the global public health community when a
patient exported the disease from China to Canada by plane very soon after the disease was
first recognized [3]. Although the international spread of infectious disease was hardly new,
the ease and speed at which the novel disease was transported across the globe was alarming.

The similarities between MERS and SARS made MERS a disease to watch. Both SARS
and MERS are coronaviruses of zoonotic origin, and both have a high case fatality risk; the
WHO currently reports nearly 30% [4] of MERS patients die. Both also appear to spread
easily in healthcare settings, putting healthcare workers at risk [3]. The exact mechanism of
human to human transmission remains unknown, though droplet and contact transmission
are suspected [5, 6, 7].
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To date, much is unknown about the animal reservoir and transmission mechanisms for
MERS. Many serological and epidemiological studies identify camels as a likely source of
human infection. Seroprevalence in camels in Saudi Arabia and other Arabian Peninsula
countries ranges from 6%-100% [8, 9, 10, 11, 12, 13]. Evidence of infection in camels in
Saudi Arabia dates back as far as 1992 [13].

Camels outside the Arabian Peninsula may also harbor the virus. A 2013 serosurvey of camels
in Egypt concluded that 94%-98% of the 110 camels tested had antibodies to MERS [14],
though a similar study in Egypt yielded just a 4% positive proportion [15]. Camels in Spain,
Nigeria, Tunisia, Ethiopia and elsewhere have also tested positive for antibody response [12,
16]. Even a serosurvey of camel samples dating back to the early 1980s in Sudan, Somalia and
Egypt found evidence of MERS infection [17]. Serology of other domesticated animals like
sheep, equids, goats, cattle and chickens has uncovered no evidence for infection [8, 12, 9, 18].
Given the long history of MERS presence in camels in regions outside the Arabian Peninsula,
it is unclear why human infection has not occurred or been identified in those regions.

Epidemiological studies support serologic evidence implicating camels. A 2014 study col-
lected viral samples from camels whose owner was infected with MERS-CoV. The viral
genome of the infected camels was identical to that isolated from the human patient, evi-
dence of camel to human transmission [19]. Similar findings were reported in a 2013 study
of a Qatari camel-human cluster [10]. However, not all epidemiological studies have been
conclusive. One study conducted at a healthcare center in Saudi Arabia found that only one
of the 70 patients studied reported camel contact [20]. Another study of 26 index patients
and 280 secondary contacts found that just two had contact with camels [21]. Seven of the
secondary contacts showed evidence of asymptomatic MERS-CoV carriage, so the authors
speculate that the true case burden may be higher than previously thought, and that young
people in particular may have unrecognized illness. A 2015 serosurvey of Saudi Arabian
people routinely exposed to MERS-infected camels found no evidence of camel to human
transmission, leading the authors to conclude that “zoonotic transmission of this virus from
dromedaries is rare” [8].

Data availability for this extended outbreak has been quite poor. A vast majority of recog-
nized cases have occurred in Saudi Arabia, which makes their participation in international
inquiry vital. Details about Saudi Arabia’s surveillance and diagnostic procedures have not
been made publicly available. Despite many pleas, no case control study or other rigorous
epidemiological inquiry has been conducted [22, 23, 24, 25, 26, 27, 28]. From the outside
perspective, it seems as though the Kingdom of Saudi Arabia has been reluctant to engage
in the research needed to better understand the outbreak. The Saudi Arabian Ministry of
Health announced the launch of a case control study in June 2014, but no results or further
information on the project have since been announced [29].

The exception to the slow flow of data is that case reports for Middle East Respiratory
Syndrome were released to the public soon after cases were diagnosed, though they were
made available through the Kingdom of Saudi Arabia’s Ministry of Health and the World
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Health Organization rather than the media. Case reports included demographic information,
location, case status, and dates of onset. This facilitated the curation of a line listing similar
to the one described in Chapter 1. For this research, we collected data on the demographics,
clinical timeline, and exposure source for all available cases. We used this data to construct
and parameterize a compartmental model. A primary objective of this research was to
provide insight into the emergence scenarios and transmission dynamics to aid planning
response and control efforts, should the disease be found outside the Middle East.

The compartmental model is SEIR style, with additional compartments for hospitalized and
deceased patients. There are also two susceptible compartments, high risk and low risk.
Unlike most compartmental models, the MERS model does not assume homogenous mixing
– it has separate sub-models for men and women, and four age groups for each gender.
Each demographic group sub-model interacts with the other groups with varying frequency
to reflect the segregated mixing of socially-conservative Saudi Arabia. This structure was
used to determine the expected age and sex distribution of MERS cases, which served as a
baseline from which to compare the observed distribution.

There were three model parameters for which values could not be determined, but each would
provide insight into the emergence of the outbreak. The parameters are susceptibility in a
high risk group that included agricultural workers, healthcare workers, and people in poor
health; susceptibility in a normal risk group; and frequency of zoonotic introductions. We
used a parameter sweep approach to isolate parameter spaces that would be plausible given
biological priors and fit to observed data. Other model parameters were derived from the
literature and from the line list assembled from publicly available case reports. This approach
incorporates data fusion methods to learn about outbreaks earlier than would otherwise be
possible.

Results suggest that a single spillover event with all subsequent cases being attributed to hu-
man to human transmission could not explain the observed case pattern. Thus we were able
to conclude that ongoing zoonotic introductions into the human population are occurring.
This finding is well supported by studies that indicate the human to human reproduction
number is not high enough to support ongoing transmission [30, 31]. Although we were not
able to put an upper bound on the number of spillover events, we did determine that intro-
ductions likely occur at least daily. Although wild animal exposures cannot be ruled out,
this range indicates that domestic animals are likely a primary source of exposure. Epidemi-
ological field work has not yet confirmed the animal reservoir, but there is strong evidence
that dromedary camels may play a role. Our spillover estimates are compatible with this
hypothesis.

Our analysis suggests that less than 20% of MERS cases are being detected, meaning a vast
majority are going undiagnosed. These infectious people may be accessing the healthcare
system but are not receiving appropriate infection control measures, or they may be circu-
lating in their communities and putting others at risk. Additional findings suggest that a
majority of missed cases are occurring in adult men, particularly those ages 40-64. We hy-
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pothesize that this finding can be attributed to social norms in Saudi Arabia that put men at
higher risk; men in this demographic are more likely to work in agricultural and healthcare
settings than women, and are therefore presumably more likely to be exposed. This fails
to support a previously suggested theory in the research community that posits the reason
there are so few cases in women compared to men is because there exists a significant case
detection bias attributable to the gender-segregation in Saudi Arabian society.

This work demonstrates the utility of combining traditional methods like mathematical mod-
eling with emerging data fusion methodologies. Modeling efforts to do not need to wait for
an outbreak to finish and for ground-truth data to be produced before producing scholarly
insights. We show that rapid modeling efforts using real-time and publicly available data
sources can uncover insights into the outbreak sooner than previously thought. Furthermore,
this study highlights the importance of using computational epidemiology in the early days
of an outbreak, when results can be used to design and target public health interventions
while benefit can still be had.

This manuscript is being prepared for submission.

3.2 Abstract

Background: Middle East Respiratory Syndrome Coronavirus (MERS-CoV) is a novel
human pathogen that emerged in Saudi Arabia in 2012. The disease’s high mortality rate,
propensity to affect healthcare workers, and severe respiratory symptoms have earned it
comparisons to Severe Acute Respiratory Syndrome (SARS), which killed 916 people and
infected thousands in 2002-2003.

Methods: An age and sex structured ordinary differential equation model with non-homogenous
mixing was developed using publicly available data from media reports and the scientific lit-
erature.

Results: Findings suggest that MERS-CoV emerged multiple times in the human popu-
lation, likely from a zoonotic source associated with older men. Between 86% and 96% of
incident cases in the last year have gone undiagnosed, with the strongest detection bias found
in adult and elderly men. Exposure to an animal source, likely a domesticated or agricultural
animal, continues to be a serious risk factor for contracting the disease.

Conclusion: Because MERS-CoV is a brand new human pathogen, little is known about
how it emerged, whether it may become a widespread epidemic, or how many people it could
eventually infect. Insights derived from mathematical models can help provide insight into
the dynamics of the disease to help inform public health efforts.
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3.3 Introduction

As of June 11, 2014, MERS has infected 699 people worldwide, primarily in Saudi Arabia.
The World Health Organization has tallied 209 deaths, bringing the case fatality risk to 30%
[32]. An additional 113 cases and 282 deaths have been announced by the Saudi Arabian
Ministry of Health, but details of those cases have not been released and have not been
included here [33].

We compiled a line list of 707 cases, including 139 deaths, from publicly available data
current as of Jun 4. Our case counts differ from the official tally due to differences in the
way cases and deaths are announced and counted by public health agencies and the World
Health Organization.

In our line list, over half of cases are in men (61%), three quarters of deaths (73%) and 66%
of cases reported as critical are in men, suggesting a significant sex bias. The mean age of
all infected patients is 48 (median = 47), but among patients reported as dead or in critical
condition, the mean age is 56 (median = 56). Patients infected with MERS present with
fever, chills, sore throat, and sometimes gastrointestinal symptoms [5, 6, 34]. Severe cases
progress to respiratory and kidney failure, and ultimately death. The incubation period is
thought to be around 5 days, but may range from 3-21 days [5]. The incubation period
is thought not to be infectious [35]. SARS was able to be controlled, in part, because
infected patients did not begin shedding the virus until symptoms began, making isolation
of infectious patients more feasible and effective [36]. The similarity of disease dynamics
between SARS and MERS suggests that effective control is possible.

Mathematical modeling using systems of ordinary differential equations (ODE) has played
a major role in understanding infectious disease dynamics and the impacts of mitigation
strategies [37, 38]. Previous models have been used to estimate the reproduction number,
or the average number of secondary cases from each infected case, for a variety of diseases
including SARS [39]. Similar approaches have been used to evaluate the effectiveness of
possible interventions, like the use of face masks and school closures during H1N1 [40].

Very limited studies have used mathematical and computational approaches to understand
the dynamics and impact of mitigation strategies. Breban et al. used Bayesian analysis
to estimate the basic reproductive number and evaluate different scenarios to estimate the
risk of a pandemic [30]. However, most of the published work on MERS has focused on
epidemiological, demographic, clinical, and genetic aspects. For example, nascent MERS
literature has identified dromedary camels as possible reservoirs for the virus [12, 10, 9, 8,
14, 13]. Reports from several authors have described a number of clusters in which MERS
has successfully been transmitted from human to human, particularly in healthcare settings,
though the mechanism for transmission has not yet been confirmed [6, 41, 34, 5, 42].

This effort seeks to understand the impact of age and general mixing on disease spread, and
the impact of bias detection on the overall dynamics and spread of MERS.
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3.4 Methods

3.4.1 Data sources

A line listing was collected from publicly available sources, including reports from the me-
dia, the World Health Organization [43], case reports published in the scientific literature,
bulletins from Saudi Arabia’s Ministry of Health [44], and other public line listings [45, 46].
Where possible, data collected include date of disease onset or report; patient age, sex and
health status; country and town of origin; whether the patient has underlying medical con-
ditions or is a healthcare worker; and whether the patient has had contact with another
confirmed case. Cases originating outside of the Kingdom of Saudi Arabia (KSA) were ex-
cluded from the analysis. Selected cases originated in KSA between June 2012 and June 4,
2014, and had both age and sex information available. There were 570 cases that met the
criteria for model building and parameterization.

Several model features such as the population and workforce structure were based on other
sources of existing data. Data on the age and sex for the entire population was obtained from
the 2004 Census in the Kingdom of Saudi Arabia [47]. The age distribution of agricultural
workers was extracted from the 2012 Census in the KSA [48], and the gender distribution
was generated to match overall worker distribution by sex in the country [49]. The demo-
graphic distribution of healthcare workers was estimated from the overall worker distribution
in the country, with the sum total matching real data [50]. No data on the prevalence and
distribution of comorbidities in the country was available, however it was noted that the
number and rate of people with diabetes, cancer, chronic respiratory disease, and cardio-
vascular disease is approximately the same as in the United States [51]. Thus, data on the
demographic distribution of people with comorbidities were generated from U.S. data on
people who self-report being in poor or fair health in the United States National Health
Interview Survey conducted by the Centers for Disease Control and Prevention [52].

Age Sex Code Population High risk pop.
Youth 0-19 M YM 5,263,843 56,729

F YF 5,117,110 51,929
Young adult 20-39 M YAM 3,932,720 395,252

F YAF 2,904,137 207,229
Adult 40-64 M AM 1,757,565 501,636

F AF 1,245,076 249,866
Elderly 65+ M EM 360,838 126,615

F EF 265,592 67,010

Table 3.1: Total population and high risk population of each demographic group.



Caitlin M. Rivers 29

3.4.2 Model description

We developed a mathematical model where the population is stratified by age and gender
to reflect the strong demographic bias of observed cases. The population was divided into
eight groups: four age groups for males and four for females. The age groups are: youth,
ages 0-19 (denoted as YM and YF for youth male and female, respectively); young adults
ages 20-39 (denoted as YAM and YAF); adults ages 40-64 (AM and AF); and elderly ages
65+ (EM and EF). We hypothesize that the strong demographic bias in observed cases is
attributable in part to cultural norms that prohibit homogenous mixing [53]. Thus contact
between age and sex groups was estimated by consulting experts familiar with the Saudi
society, and assumes a strong segregation between males and females. The mixing matrix
representing the probability of demographic group k coming in contact with group j (for
k = j = YM, YF, YAM, YAF, AM, AF, EM, and EF) is shown in Figure 3.1.

Figure 3.1: Mixing matrix: Estimated contact patterns between demographic
group k and group j.

Individuals in the model are assigned to one of two susceptible populations: S1, which repre-
sents the high-risk group and S2, which represents the normal or low risk group.The high risk
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group, S1 includes agricultural workers, who are assumed to be at higher risk of contracting
the disease from a zoonotic source; healthcare workers, who are heavily represented in the
line listing; and people in poor or fair health who we assume to be more susceptible due
to underlying comorbidities. There are a total of 1,656,266 people in the high risk group
in the model. The normal or low risk group, S2, includes all others in the population (n =
19,190,615).

After contact with an infectious person, susceptible individuals move to an exposed com-
partment at rate λ1 or λ2, where they are no longer susceptible, but are not yet infectious.
In this model, λ is a function of the probability of contact with other age and sex groups as
determined by the mixing matrix (α), the transmission probability per contact (β), and the
fraction of contacts that are infected. Thus λ is given by:

λ1,2 =

 Probability of
Contacts per
Unit Time

 Infectivity
of the

Disease

 Fraction of
Contacts that
are Infected


λ1,2 =

∑
k=1

(βkj1 α
kj I

k + qEk + lJK

Nk
) (3.1)

Exposed persons, E, move to an infectious compartment, I, where they are symptomatic and
thus fully infectious. Infectious individuals can then either enter the diagnosed compartment,
J , where their infectiousness is reduced to 1

5
the level of fully infectious people, or they can

Figure 3.2: MERS disease progression model. The schematic shows the epidemiological
progression for high-risk (S1) and non high-risk (S2) individuals. The arrows represent
movement of individuals from one group to an adjacent one.
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recover (R) or die (D). Diagnosed people can also either die or recover.

An additional feature of the model is the continuous introduction of new infectious individ-
uals into the population, which represents zoonotic spillover. We assume that agricultural
workers are at highest risk for contracting the disease from an animal source. Thus zoonotic
introductions in the model are distributed across age and sex demographic groups propor-
tional to the distribution of agricultural workers in Saudi Arabia. The rate at which these
introductions occur is varied across different model scenarios.

Using the disease progression model in Figure 3.2 and Equation 3.4.2, we arrive at the
following system of differential equations:

(3.2)
dSk1
dt

= −(λ1S
k
1 )

(3.3)
dSk2
dt

= −(λ2S
k
2 )

(3.4)
dEk

dt
= λ1S

k
1 + λ2S

k
2 − ωEk

(3.5)
dIk

dt
= ωEk − µIk − γIk − δIk

(3.6)
dJk

dt
= µIk − ρJk − νJk

(3.7)
dDk

dt
= γIk + ρJk

(3.8)
dRk

dt
= δIk + νJk

There are a total of seven differential equations for each age and sex groups, totaling 56
equations. The model is initially seeded with just one infectious person belonging to the
male aged 65+ demographic group, and the disease is simulated for 365 days to represent
long time scale of the observed outbreak.
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Estimation of parameter values

Epidemiological parameters as seen in Table 3.2 were estimated from medical case reports
published in the scientific literature. The incubation period is reported to be between 3 and
21 days, with a mean of around 5 days [5, 31]. The incubation period is deterministic in
the model and was assumed to be ω = 1

5
. Although the infectious period is unknown, case

reports suggest the symptomatic period is between 5 and 27 days [5]. The time from onset
of the infectious or symptomatic period to death in undiagnosed cases is unknown, thus, we
estimate this value to be γ = 1

10
.

One of our goals was to explore the impact of diagnosis bias on the overall dynamics of
MERS. For this purpose, we varied the diagnostic rate, µ, where µ = 0 implies no diagnosis
is occurring and µ = 1 implies everyone is diagnosed. For these scenarios, the rate at which
diagnosed individuals progress from infection to death is given by ρ = 1

12
.

Because the case fatality risk of a MERS infection is high (> 30%), little is known about
individuals who recover from the disease. However, we assume that among diagnosed cases,
those who recover take longer to do so than those who progress from the infectious compart-
ment to death. Thus, the infectious to recovery rate is given by δ = 1

9
, and the diagnosed to

recovery rate is ν = 1
10

. We recognize that mild or asymptomatic cases likely progress at a
different rate than severely infected individuals. However, the disease progression for those
individuals is unknown, so the parameter is fixed.

Scenario choice

There are three parameters for which we have no available data: the probability of dis-
ease transmission given contact between a susceptible and an infectious individual (β), the
variation in this value between high and low susceptible risk groups, and the frequency of
zoonotic seeding that occurs. In order to identify possible ranges for these parameter values,
we conducted a broad parameter sweep testing combinations of these variables. We then
narrowed down the results using the following assumptions:

• We eliminate scenarios where the overall number of cases in the model is less than the
number of observed cases, and greater than 25 times the number of observed cases.

• We eliminate scenarios where the number of cases per age group in the model is less
than truly observed cases per age group.

Filtering model iterations using these assumptions reduces the number of scenarios with no
diagnoses from 5,400 to 52 simulations, thereby isolating the plausible scenario space and
yielding interpretable results.
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3.5 Results

3.5.1 Model results

Figure 3.3: Distribution of simulation results.

Model results suggest total case counts range from 4,087 to 14,085 (µ = 6, 912, ω = 2, 503),
as shown in Figure 3.3. Case counts at the time of this writing are over 700, which suggests
the proportion of cases that have been identified ranges from 4% to 14%.

Analysis of the distribution of cases in the model by demographic group suggests that most
cases are occurring in men, particularly those ages 40-64 and 65+, as shown in Figure 3.4.
Men in these age groups are more likely to work in agriculture and healthcare professions,
and are assumed to have frequent contact with others. The number of observed cases of
MERS in men ages 40-64 is relatively low, which suggests that case detection among this
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group should be improved. Men ages 19-39 are also more heavily affected than current
observed cases suggests, though to a lesser degree than their older counterparts. Men under
the age of 19 experience few cases in the model, which fits with the observed case distribution.
One possible explanation is that young men are not employed in high-risk professions like
healthcare and agriculture sectors and are generally in good health, which reduces their
susceptibility.

Women in general have fewer cases than their male counterparts. The most heavily affected
group is elderly women, who may be at higher risk because they are more likely to be in poor
health, and have frequent contact with other high-risk groups like elderly men. Younger age
groups experience relatively few infections, likely because women in Saudi Arabia generally
do not work outside the home, and are therefore avoiding likely sources of occupational
exposure.

Figure 3.4: Distribution of cases by age groups across 100 simulations.

3.5.2 Spillover events

Among the 52 plausible simulations, the proportion of cases that originate from a zoonotic
source ranges from less than 1% to 37%. We estimate that cases acquired from a zoonotic
source occur at least daily. The frequency of spillover events in the model suggests contact
with domesticated or agricultural animals are a possible infection source; a wild animal host
would likely have a much lower spillover rate. Over half (54%) of cases in Saudi Arabia
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report having contact with animals, which suggests they are zoonotically acquired. Thus
model results indicate that there are a significant number of cases acquired from human to
human contact. If this model-generated hypothesis is supported, it would increase estimates
of the basic reproduction number substantially.

3.5.3 Impact of diagnosis

In order to evaluate the impact of effective case finding on the natural history of the outbreak,
we added a diagnostic compartment to the disease progression model. Diagnosis reduced
infectivity by 80% in the model. The rate at which cases transition from infected to diagnosed
was varied from 0.1 to 1 in 0.1 intervals, and an additional .05 value. Infected cases could
also die or recover without being diagnosed.

Multiple negative binomial regression shows that the diagnostic rate has a significant negative
relationship with the total number of infections over the course of the outbreak. Each two
unit increase in the proportion of cases diagnosed results in 1 fewer cases (p < .01, LCI=.43,
UCI=.47 per unit), as seen in Figure 3.5. For example, a model configured with a β of 0.086
among the high-risk group and four zoonotic seeds each day produced 4,902 cases with 40%
of cases identified, and 8,926 cases with 20% of cases identified. This finding suggests that
effective case finding and isolation practices is critical to controlling the the outbreak.

Sensitivity analysis

In order to evaluate the possibility that the age and sex distribution we observe among
plausible scenarios is not being driven entirely by our constructed mixing matrix, we ran a
set of simulations using a homogenous mixing matrix such that each demographic group has
the same probability of interacting with every other group. When we compared those to
summary statistics from the constructed matrix simulations, we found that the results are
robust to changes in the mixing matrix. Using the above example, with a β of 0.086 and
four zoonotic introductions per day, the homogenous matrix produced slightly more cases
than the constructed matrix (5,957 vs 4,902, respectively) at a 40% detection rate. The age
distribution of cases under the homogenous matrix favors adult men, but to a lesser degree
than the constructed matrix.

The results show that the constructed matrix yields more conservative results than the
homogenous matrix. Even in the homogenous matrix, there is still a strong sex bias in the
case distribution. This is likely because men are more likely belong to high risk groups in
the Saudi Arabian population, and are thus at higher risk in the model.
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Figure 3.5: Cumulative number of infections with variable diagnostic rate Infec-
tions across 5,400 total model scenarios and 52 plausible model scenarios, with variable
transmissibility values (β) and zoonotic seeding frequency. As the diagnostic rate increases,
the cumulative number of infections decreases.

3.5.4 Discussion

Patterns from model scenarios suggest that up to 96% of cases of MERS were undetected
over the last year. Our model shows that a demographic-based detection bias exists; young
men ages 19-39 and adult men ages 40-64 may be experiencing a heavier case burden than is
currently recognized. This bias could be due to care-seeking behaviors of those demographic
groups, or it could be that cases among young, healthy individuals are likely to be mild or
asymptomatic, and thus not warrant care-seeking behavior or testing.

An additional finding is that adult and elderly women may be experiencing a higher propor-
tion of human to human transmission than men, possibly because they are less likely to work
in an agricultural setting with contact exposure to an animal host. Improved surveillance,
particularly a serosurvey, would be useful for understanding the true prevalence if such a
study has not yet been undertaken.

Our results show that the model assumptions are robust to variations, specifically that mixing
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patterns whether segregated or homogeneous show similar disease dynamics.

The finding that human cases from a zoonotic source are happening frequently is consistent
with the current hypothesis that domesticated or agricultural animals are a likely source of
zoonotic exposure. Current evidence points to dromedary camels as a potential source. Even
so, model results suggest that a majority of cases are acquired through human to human
transmission. We found that by detecting and isolating more cases, the number of incident
infections could be significantly reduced.

3.5.5 Conclusion

The research reported in this paper is motivated by concerns about the potential impact of
wide spread of MERS-CoV around the globe. An age-gender structured ordinary differential
equation model was used to understand the potential source of infections and detection bias.
Overall, our model suggests that the proportion of cases that are being detected is likely
less than half. Most of the undetected cases are occurring in men, particularly adult men
ages 40+. Our analysis supports the existing understanding that the disease has spilled over
from animals to humans multiple times, possibly in domesticated or agricultural animals. We
conclude that deterministic epidemic modeling can provide insights into the disease dynamics
and guide mitigation strategies.
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4.1 Forward

In March 2014, the World Health Organization announced what was to become the most
severe outbreak in modern history. A cluster of 49 cases of Ebola virus disease (EVD) was
identified in Guinea, thousands of miles west of where it had ever been seen before [1].
Every known EVD prior occurred in relatively rural, isolated communities in central Africa.
The number of cases was usually limited to a few dozen, or a few hundred at most. For this
reason, the appearance of Ebola in West Africa was largely overlooked as an epidemic threat.
Even when the outbreak moved into Conakry, the capital city of Guinea, few recognized the
danger to come.

The public health infrastructure in the region poorly equipped to handle the immense de-
mands of an out-of-control outbreak. Across Liberia, Guinea and Sierra Leone, healthcare
facilities were overwhelmed by an influx of patients. Severe and persistent shortages of per-
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sonal protective equipment endangered workers. Contact tracing teams were hampered by
poor road conditions and other difficulties. Strikes were implemented periodically by various
critical workers to protest a lack of pay and unsafe working conditions.

By late summer, the outbreak had spread to neighboring Liberia and Sierra Leone, and
case counts were soaring. Capital cities for each of the three affected countries were heavily
affected, with widespread and intense transmission. An Ebola patient flew from Liberia to
Lagos, Nigeria, introducing the disease to the most populated city in Africa. And despite
growing panic, the global public health community was slow to acknowledge the severity of
the situation, and even slower to coordinate a response. For months, the situation became
more and more dire. International aid organizations finally began to deploy a response
around September, but by then many months of exponential growth had yielded an outbreak
out of control.

By October, the trajectory of the epidemic in the three countries began to diverge. Liberia,
which had long had the most explosive growth, seemed to experience a slowing of new
infections. Meanwhile Sierra Leone’s case count continued to grow aggressively, and reports
on the ground were grim. Guinea, always the slower-growing of the three, maintained a
consistent course. It eventually became evident that the downturn in Liberia was real,
although it is not yet known what is driving this turn of events.

Throughout the crisis, modeling has been key to better understanding the course of the
outbreak. The first model published established the reproduction number to be well above
the critical threshold of 1, and as high as 2.53 in Sierra Leone [2]. Numerous subsequent
models agreed with that range (see for example [3, 4, 5, 6, 7]). Reproduction numbers
are useful for understanding the epidemic potential, and were critical to communicating to
policymakers the risk of the outbreak’s growth.

A different use of models attempted to understand the hypothetical impact of various in-
terventions. In addition to our study (the focus of this chapter), one study found that the
number of treatment beds in Montserrado was not sufficient to meet demand[8]. Models were
also developed to help public health officials outside of West Africa understand the risk of
importation. A model published in early September predicted that Ghana, United Kingdom,
Nigeria, Gambia and Ivory Coast were at highest risk of receiving an imported case via air
travel [3]. As of January 2015, the United Kingdom is the only of those listed countries that
has experienced a case (Nigeria had at that point already experienced an importation). A
similar modeling effort by Bogoch et al determined Ghana, Senegal, the UK and France to
be at highest risk. (Senegal did indeed experience an importation prior to the publication of
that study, though not via air traffic) [9]. Other models assessing risk to China and Australia
were also developed, giving guidance to their local governments [10, 6].
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Contribution of this work

This project is interesting for several reasons. First, it is an example of using publicly
available data to build models useful to public health responders. Instead of waiting for
complete and cleaned data to be released after the outbreak ends, our models were built
before much was known about the outbreak. We structured the model using a previously
published Ebola model, and identified parameters from the literature where possible. For
missing parameters, we used computational inference techniques to isolate the plausible
parameter spaces. These decisions allowed us to have a working Ebola model in a matter
of days, instead of weeks or months as might have otherwise been the case. This timeliness
made the model useful while the outbreak was still unfolding.

This work is an example of using modeling capabilities to support decision makers in their
public health response. Our ongoing working relationship with the Defense Threat Reduction
Agency at the Department of Defense meant that our results were disseminated to people
who could use them in hours or days, instead of months as would be the case with the
traditional publication process. Furthermore, that relationship enabled the decision makers
to make specific requests of the modelers, which guided us to questions that were more useful
to operational response.

This research was published in PLoS Currents Outbreaks in October 2014.

4.2 Abstract

Background: An Ebola outbreak of unparalleled size is currently affecting several countries
in West Africa, and international efforts to control the outbreak are underway. However,
the efficacy of these interventions, and their likely impact on an Ebola epidemic of this size,
is unknown. Forecasting and simulation of these interventions may inform public health
efforts.

Methods: We use existing data from Liberia and Sierra Leone to parameterize a mathe-
matical model of Ebola and use this model to forecast the progression of the epidemic, as
well as the efficacy of several interventions, including increased contact tracing, improved
infection control practices, the use of a hypothetical pharmaceutical intervention to improve
survival in hospitalized patients.

Findings: Model forecasts until Dec. 31, 2014 show an increasingly severe epidemic with
no sign of having reached a peak. Modeling results suggest that increased contact tracing,
improved infection control, or a combination of the two can have a substantial impact on the
number of Ebola cases, but these interventions are not sufficient to halt the progress of the
epidemic. The hypothetical pharmaceutical intervention, while impacting mortality, had a
smaller effect on the forecasted trajectory of the epidemic.
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Interpretation: Near-term, practical interventions to address the ongoing Ebola epidemic
may have a beneficial impact on public health, but they will not result in the immediate
halting, or even obvious slowing of the epidemic. A long-term commitment of resources and
support will be necessary to address the outbreak.

4.3 Introduction

West Africa is currently experiencing an unprecedented outbreak of Ebola, a viral hemor-
rhagic fever. On March 23, 2014 the World Health Organization announced through the
Global Alert and Response Network that an outbreak of Ebola virus disease in Guinea was
unfolding [11, 12, 1]. Ebola is generally characterized by sporadic, primarily rural outbreaks,
and has not been seen before in West Africa, or in an outbreak of this size.

As of October 5, 2014, the World Health Organization has reported 8,033 cases of Ebola
virus disease in Sierra Leone, Liberia, Guinea, Nigeria and Senegal, with sporadic cases
occurring outside West Africa [13]. Considerable attention has been focused on preventing
the outbreak from spreading further, either within Africa or intercontinentally. In principle
many of the measures to contain the spread of Ebola, such as intensive tracing of anyone in
contact with an infected individual and the use of personal protective equipment (PPE) for
healthcare personnel treating infected cases, are straightforward [14]. However, implementing
those interventions in a resource poor setting in the midst of an ongoing epidemic is far from
simple, and subject to a great deal of uncertainty.

Mathematical models of disease outbreaks can be helpful under these conditions by pro-
viding forecasts for the development of the epidemic that account for the complex and
non-linear dynamics of infectious diseases and by projecting the likely impact of proposed
interventions before they are implemented. This in turn provides policy makers, the media,
healthcare personnel and the public health community with timely, quantifiable guidance
and support [15, 16, 17, 3].

We use a mathematical model to describe the development of the Ebola outbreak to date,
provide short term projections for its future development, and examine the potential im-
pact of several interventions, namely increased contact tracing, improved access to PPE for
healthcare personnel, and the use of a pharmaceutical intervention to improve survival in
hospitalized patients.
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4.4 Methods

Outbreak data

A time series of reported Ebola cases was collected from public data released by the World
Health Organization, as well as the Ministries of Health of the afflicted countries. These
data sets do not include patient-level information, but rather laboratory confirmed, sus-
pected or probable cases of the disease, which is thought to represent the best available
estimate of the current state of the epidemic. A curated version of this data is available at
https://github.com/cmrivers/ebola.

Figure 4.1: Compartmental flow of a mathematical model of the Ebola Epidemic
in Liberia and Sierra Leone, 2014. The population is divided into six compartments:
Susceptible (S), Exposed (E), Infectious (I), Hospitalized (H), Funeral (F ) indicating
transmission from handling a diseased patients body, and Recovered/Removed (R). Arrows
indicate the possible transitions, and the parameters that govern them. Note that λ is a
composite of all β transmission terms described in Table 4.1

.

A compartmental model was used to describe the natural history and epidemiology of Ebola,
adapted from Legrand et al which was previously used to describe the 1995 Democratic Re-
public of Congo and 2000 Uganda Ebola outbreaks [18]. Briefly, the population is divided
into six compartments, as shown in Figure 4.1. Susceptible individuals (S) may become
Exposed (E) after contact with an infectious individual and transition in turn to the Infec-
tious (I) class after the disease’s incubation period, thereafter capable of infecting others.
A proportion of these individuals may be Hospitalized (H). Both untreated patients in I
and hospitalized patients in H may experience one of two outcomes: patients may die, with
a chance of infecting others during the resulting funeral (F ) before being removed from the
model (R), or they may recover, at which point they are similarly removed. The system of
ordinary differential equations describing this model is below.

(4.1)
dS

dt
= −(

βISI + βHSH + βFSF

N
)
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(4.2)
dE

dt
= (

βISI + βHSH + βFSF

N
) − αE

(4.3)
dI

dt
= αE − [γHθ1 + γI(1 − θ1)(1 − δ1) + γD(1 − θ1)δ1]I

(4.4)
dH

dt
= γHθ1I − [γDHδ2 + γIH(1 − δ2)]H

(4.5)
dF

dt
= γD(1 − θ1)δ1I + γDHδ2H − γFF

(4.6)
dF

dt
= γI(1 − θ1)(1 − δ1)I + γIH(1 − δ2)H + γFF

Table 4.1: Model Parameters and Fitted Values for a Model of an Ebola Epidemic in Liberia
and Sierra Leone, 2014.
Parameter Liberia fitted values Sierra Leone fitted values
Contact rate, community (βI) 0.160 0.128
Contact rate, hospital (βH) 0.062 0.080
Contact rate, funeral (βF ) 0.489 0.111
Incubation period ( 1

α
) 12 days 10 days

Time until hospitalization ( 1
γH

) 3.24 days 4.12 days

Time from hospitalization to death ( 1
γDH

) 10.07 days 6.26 days

Duration of traditional funeral ( 1
γF

) 2.01 days 4.50 days

Duration of infection ( 1
γI

) 15.00 days 20.00 days

Time from infection to death ( 1
γD

) 13.31 days 10.38 days

Time from hospitalization to recovery ( 1
γIH

) 15.88 days 15.88 days

Fraction of infected hospitalized (θ1) 0.197 0.197
Case fatality rate, unhospitalized (δ1) 0.500 0.750
Case fatality rate, hospitalized (δ2) 0.500 0.750

Model Fitting and Validation

A deterministic version of the model was fit and validated to the current outbreak data
using least-squares optimization, with seed values from the Uganda outbreak described in
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Legrand et al [18]. The last 15 days of reported cases were given one-quarter of the weight
in the model to preferentially fit the most recent data. Based on anecdotal reports from the
field (unpublished), candidate optimized fits were accepted such that roughly one-quarter of
infections each came from contacts with hospitalized patients or funereal transmission, with
the balance being from person-to-person spread within the community. The optimizer was
further constrained to plausible parameter values, such as an upper bound of 20 days for
infection duration, and 0 to 1 for probabilities or proportions. This model was fit only for
Sierra Leone and Liberia, as the outbreak in Guinea has a unique epidemic curve which ne-
cessitates an alternative model design beyond the scope of this paper. The fitted parameters
for this model, as well as their descriptions, may be found in Table 4.1.

This validated model provides a mathematical description of the epidemic up to the present.
In order to forecast into the future, a stochastic version of the model was implemented using
Gillespies algorithm with a tau-leaping approximation, which treats individuals as discrete
units and converts the deterministic rates in the calibration model into probabilities, allowing
random chance to come into play [19, 20]. Using the parameters from the calibration model,
as well as the number of individuals in each compartment at the present date, 250 simulations
of this model were run until December 31, 2014, giving a fan of potential epidemic trajectories
that accounts for uncertainty in the forecast due to chance [21]. All models were implemented
in Python 2.7, and the stochastic simulations used the StochPy library [22].

Modeled Interventions

Based on interventions that are technically, but not necessarily socially, feasible in the fore-
seeable future, we model five scenarios to examine their likely impact on the development
of the epidemic. First, we model improved contact tracing by increasing the proportion
of infected cases that are diagnosed and hospitalized from the baseline scenario of 51% in
Liberia and 58% in Sierra Leone to 80%, 90% and 100%, and a concordant decrease in the
time it takes for an infected individual to be hospitalized by 25%. This scenario could also
be considered to represent improved access to healthcare, or improved public support for
the hospitalization of sick individuals. Second, we explore the impact of simultaneously (1)
decreasing the contact rate for hospitalized cases (βH) to represent the increased use of PPE
as supplies and awareness of the outbreak increase as well as (2) eliminating the possibility
of post-mortem infection from hospitalized patients due to inappropriate funereal practices.
Third, we model both a simultaneous (1) decrease in βH (lack of post-mortem infection from
hospitalized cases) and (2) increase in the proportion of hospitalized cases. This models
the effect of a joint, intensified campaign to identify and isolate patients (the conventional
means of containing an Ebola outbreak) with the necessary supplies and infrastructure to
treat these patients using appropriate infection control practices. Finally, we model a phar-
maceutical intervention that increases the survival rate of hospitalized patients by 25%, 50%
and 75%, with a moderately high level of contact tracing (80%).
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4.5 Results

Model fit and prediction

The deterministic model fit well for both Liberia and Sierra Leone, with the predicted curve
of cumulative cases following the reported number of cases in both countries. The end-of-
year forecast shows a range of uncertainty for each country of several thousand cases between
the most optimistic and pessimistic scenarios. However, the number of cumulative cases is
forecast to continue rising extremely rapidly, with the bulk of the epidemic yet to come.
This suggests an extremely poor outlook for the course of the epidemic without intensive
interventions.

In the baseline end-of-year forecasts for both Sierra Leone and Liberia, person-to-person
transmission within the community made up the bulk of transmission events, with a median
(IQR: interquartile range) of 117,877 (115,100 120,585) cases arising from the community in
the Liberia forecast and 30, 611 (29,667 31,857) in the forecast for Sierra Leone. Both had
fewer hospital transmissions 21, 533 (21,025 21,534) in Liberia and 5, 474 (5,306 5,710) in
Sierra Leone, than transmissions arising from funerals 35, 993 (35,163 36,789) in Liberia
and 9, 768 (9,470 10,137) in Sierra Leone. For brevity, only the results of the Liberia model
are reported below, with the results from Sierra Leone in the electronic supplement. The
epidemic trajectories for all modeled interventions may also be found in the Appendix.

Basic Reproduction Number

The basic reproduction number (R0) for the baseline scenario was calculated in the same
manner as in Legrand et al [18]. Briefly, R0 is broken into three components, representing
the respective contributions of community, hospital and funereal transmissions, as well as
an overall R0 reflecting the epidemic potential for the disease. In the baseline scenario, we
estimate an overall R0 of 2.22, made up of an R0 of 1.35 from the community, 0.35 from
hospitals and 0.53 from funerals for Liberia. Sierra Leones R0 was estimated to be 1.78,
made up of an R0 of 1.11 from the community, 0.24 from hospitals and 0.43 from funerals.
These estimates are similar to estimates for the current outbreak reported elsewhere. For
brevity, only the overall R0 estimates will be reported here. The breakdown of R0 by source
can be found in the Appendix.

Intensified Contact Tracing and Infection Control

The forecasted distribution of cases under intensified contact tracing is shown in Figure 4.4.
There is a shift from community transmission toward hospital transmission, though at ex-
tremely high levels of contact tracing and hospitalization, the impact of the intervention on
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Figure 4.2: Fitted Compartmental Model for Ebola Epidemic in Liberia and Sierra
Leone, 2014, with 250 Iterations of a Stochastic Forecast to December 31, 2014.
Red dots depict the reported number of cumulative cases of Ebola in each country, with the
black line indicating the deterministic model fit. Each blue line indicates one of two hundred
and fifty stochastic simulated forecasts of the epidemic, with areas of denser color indicating
larger numbers of forecasts.

the course of the outbreak also results in fewer hospitalized cases. There is a less pronounced
but still substantial downward shift in funeral cases, and a decrease in total cases in Liberia.
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Figure 4.3: Distribution of Forecast Cases of Community, Hospital, Funeral and
Total Cases for Ebola Epidemic, Liberia, 2014, at Baseline, 80%, 90% and 100%
of Patients Traced and Hospitalized. Box plots depict the median, interquartile range
and 1.5 times the interquartile range for each scenario. Each individual simulated forecast
is shown as a single dot, jittered so as to depict the complete distribution of the data.

The improved infection control scenario decreased βH to represent decreased risk of hospi-
tal transmission due to increased PPE, increased number of healthcare workers or greater
awareness of the epidemic resulting in greater care while treating patients with undiagnosed
febrile illness. Additionally, it eliminated the potential for post-mortem transmission during
the funereal process. This combination of interventions resulted in a marked decrease in the
overall number of cases, and a reduction of R0 to 2.13, 2.05 and 1.96 for 25%, 50% and 75%
reductions in the hospital transmission contact rates and improvements in the disposal of
the remains of Ebola victims. This decrease is not sufficient to shift the cumulative case
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curve off its steep upward trajectory, but only lessens its magnitude. The 80%, 90% and
100% of patients traced and hospitalized scenarios resulted in an overall reduction of R0 to
2.11, 2.01 and 1.89 respectively.

Figure 4.4: Distribution of Forecast Cases of Community, Hospital, Funeral and
Total Cases for Ebola Epidemic, Liberia, 2014, at Baseline, 25%, 50% and 75%
Reductions in Hospital Transmission Contact Rates (βH). Box plots depict the
median, interquartile range and 1.5 times the interquartile range for each scenario. Each
individual simulated forecast is shown as a single dot, jittered so as to depict the complete
distribution of the data.

Major reductions in all sources of cases were seen, with the most dramatic drop in the relative
number of cases arising from the reduction of within-hospital transmissions. However, even
with substantially reduced transmission and a decrease in the burden of mortality from the
outbreak, improved infection control was also insufficient to push the epidemic off its steep
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upward trajectory.

Figure 4.5 shows the median decrease in cases as compared to baseline for simulations com-
bining increased contact tracing and a reduction in the risk of hospital transmission from
those who are isolated and treated. The most optimistic of these scenarios, with complete
contact tracing and a 75% reduction in hospital transmission results in more than 165, 000
fewer total cases over the course of the forecasted period, as compared to the baseline scenario
(Figure 4.6). The overall R0 in this scenario is reduced to 1.72. This represents a ten-fold
reduction in the number of cases, and is a major improvement to the epidemic trajectory.
However even under this scenario, the epidemic is slowed and mitigated, rather than fully
stopped, with transmission still occurring after the end of the year.

Increased Availability of Pharmaceutical Interventions

The introduction of a pharmaceutical intervention that dramatically improves the survival
rate of hospitalized patients also leads to a less severe outbreak, shown in Figure 4.7. Com-
pared to contact tracing alone, there is a small reduction in the number of hospitalized cases
(as the scenario implies no change in infection control practices), but a stronger decrease
in the number of community, funeral and overall cases depending on the efficacy of the hy-
pothetical pharmaceutical. An efficacy that reduces the case fatality rate of hospitalized
patients by 25%, 50% or 75% results in a corresponding reduction of R0 to 2.03, 1.94 and
1.85 respectively. As with the other forecasts above, this intervention also fails to halt the
progress of the epidemic, though it does considerably reduce the burden of disease.

4.6 Discussion

The control of Ebola outbreaks in the past has been a straightforward, albeit difficult appli-
cation of infection control and quarantine policies. In principle, these types of interventions
should be applicable to this outbreak as well. However, it remains unclear whether they can
be implemented at the unprecedented scale of the current outbreak. This study attempts
to address whether or not aggressive interventions could arrest, or at least mitigate, the
epidemic.

Our findings suggest that, for at least in the near term, some form of coordinated intervention
is imperative. The forecasts for both Liberia and Sierra Leone in the absence of any major
effort to contain the epidemic paint a bleak picture of its future progress, which suggests
that we are in the opening phase of the epidemic, rather than near its peak. These findings
are in line with predictions from other models which, despite using different methods and
different data sources, have all estimated similar basic reproductive numbers, and forecast
that the epidemic is currently beyond the point where it can be easily controlled [3, 23, 7].
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Figure 4.5: Distribution of Forecasted Cases of Community, Hospital, Funeral and
Total Cases for Ebola Epidemic, Liberia, 2014, at Baseline, 25%, 50% and 75%
Reductions in Hospital Transmission Contact Rates (βH) with 80%, 90% and
100% of Patients Traced and Hospitalized. Each box represents the median result of
250 forecasted epidemics, each with a % of contacts traced and a % decrease in hospital
transmission. Areas of deeper blue indicate progressively greater reductions of the median
number of cases.

Of the modeled interventions applied to the epidemic, the most effective by far is a combined
strategy of intensifying contact tracing to remove infected individuals from the general pop-
ulation and placing them in a setting that can provide both isolation and dedicated care.
This intervention requires that clinics have the necessary supplies, training and personnel
to follow infection control practices. Although both of these interventions in isolation also
have an impact on the epidemic, they are much more effective in parallel. In particular, the
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Figure 4.6: Forecasted Cumulative Cases for Ebola Epidemic, Liberia, 2014 with
75% Reduction in Hospital Transmission Contact Rates (βH) with 100% of Pa-
tients Traced and Hospitalized. The solid black line represents the deterministic model
fit of the epidemic to present, with each grey line representing a single simulated forecast
with no interventions in place, and each blue line representing a single simulated forecast of
the epidemic with 100% of contacts traced, a 75% reduction in hospital transmission (βH)
and no post-mortem infections from hospitalized patients. Areas of darker color indicate
more forecasts with that result.

slight increase in cases in Sierra Leone at the lower end of the modeled contact tracing range,
when unaccompanied by a concordant increase in infection control, highlights the necessity
of these two interventions being implemented side-by-side.

The hypothetical mass application of a novel pharmaceutical like the one administered to two
American aid workers had a much smaller impact on the course of the epidemic itself. While
certainly lessening the burden of mortality of those infected (in the most optimistic scenario
modeled, reducing the case-fatality rate from 50% to 12.5%), the downstream effects of such
an intervention are relatively minor, as there is no suggestion that any candidate treatments
have a substantial impact on transmission. This will impact not only the evaluation of those
treatments, which should thus focus primarily on their patient-level efficacy, but also in
communicating to the media and the public that, despite the use of these drugs, the benefits
that will be seen from them are in decreases to mortality due to infection, not in a halt to
the epidemic itself.

Despite the considerable impact the proposed interventions have on the burden of disease,
none of them are forecast, at least in the short term, to halt the epidemic entirely. It is
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Figure 4.7: Distribution of Forecast Cases of Community, Hospital, Funeral and
Total Cases for Ebola Epidemic, Liberia, 2014, at Baseline, 25%, 50% and 75%
Reductions in Case Fatality Rate Due to a Hypothetical Pharmaceutical Inter-
vention. Box plots depict the median, interquartile range and 1.5 times the interquartile
range for each scenario. Each individual simulated forecast is shown as a single dot, jittered
so as to depict the complete distribution of the data.

possible these interventions will have a longer-term impact on the epidemic, however we
have avoided projecting out further than the end of the year due to the inherent uncertainty
in an emerging epidemic. This in turn suggests another communication challenge for public
health planners. While all of the proposed interventions are worth pursuing, and will have
an impact on the epidemic and public health, the attention of the international community
must be sustained in the long term in order to ensure the necessary supplies and expertise
remain present in the affected areas. Additionally, in light of public resistance to the limited
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types of these interventions already in place, public awareness and acceptance of intensified
interventions must be built, as there will not be an immediate cessation to the epidemic, or
even necessarily a clear sign that the situation is improving.

This study is not without limitations. As with all mathematical models, the results of
the study depend on the assumptions about the natural history of Ebola, its epidemiology,
and the values of the parameters used as well as the quality of the data used to fit the
model. Particularly, this model is validated against data that records cases on their time of
reporting, rather than their time of onset, so the model time series may be shifted by several
days. Because of the relatively small number of historical Ebola outbreaks, the unusual
size of this outbreak, and the difficulty collecting data during an emerging epidemic, the
accuracy of this model and its parameters is difficult to ascertain. It does however represent
our best understanding of the epidemic using available data, and the model has proven
capable of predicting the ongoing development of the epidemic, as well as having been used
to model previous Ebola outbreak. The uncertainty inherent in model prediction has been
addressed with the short forecasting window, and with the use of stochastic simulation to
aid in quantifying uncertainty inherent within the model system.

The ongoing Ebola epidemic in West Africa demands international action, and the results of
this study support that many of the interventions currently being implemented or considered
will have a positive impact on reducing the burden of the epidemic. However, these results
also suggest that the epidemic has progressed beyond the point wherein it will be readily
and swiftly addressed by conventional public health strategies. The halting of this outbreak
will require patient, ongoing efforts in the affected areas and the swift control of any further
outbreaks in neighboring countries.

4.6.1 Technical note

Based on comments from readers of the manuscript, we believe it is valuable to explore
the way multiple competing pathways for an individual within the Legrand model, and by
extension the model used in this paper, are handled. In a generic SEIR model, the system
of differential equations is given by:

(4.7)
dS

dt
= −βISI

(4.8)
dE

dt
= βISI − γE

(4.9)
dI

dt
= γE − δI
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(4.10)
dR

dt
= δI

This can be thought of as a deterministic (or stochastic, when simulated using a stochastic
simulation algorithm) version of a Markov process, moving people from E to I and I to R
with the corresponding probabilities on each step. In this interpretation, the distribution for
residence time in each state is exponential, with means of γ−1 and δ−1 respectively.

Because the model used in this manuscript has multiple potential transitions for two of the
compartments (I and H), it uses a somewhat more complex transition scheme that is not as
intuitive. Rather than the transition between two states being a single process governed by
a single residence time parameter, the people transitioning out of a compartment are split
into the fractions following each potential “path” out of that compartment, each with its
own corresponding residence time. This is shown below in Figure 4.8 with both processes
broken out, and Figure 4.9 with the processes shown together.

Figure 4.8: The fractions of people distributed across different paths through the compart-
ments (top) and their respective transition rates (bottom).

In effect, while technically within the same compartment, patients who will experience differ-
ent outcomes are treated as being on distinct, independent pathways. This is a conceptually
different process than individuals all having the possibility of each outcome, and transitioning
between them based entirely on waiting times. As such, the mean residence times estimated
by the model are not weighted means, but the means for each particular path, where the
“outcome” of that path is already known. The composition of a system of equations that
does provide weighted means is relatively straightforward. However, the authors have elected
to use the same system as Legrand et al. to maintain consistency with much of the existing
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Figure 4.9: Expanded view of the model used in this manuscript, with each path labeled
by its overall probability and the transition rates represented by the mean residence times
associated with each compartment in each path.

Ebola literature.
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Subsequent literature

The forecasts in this work were generated in September; the manuscript was published three
weeks later in PLoS Currents Outbreaks. At the time of the study, the Ebola outbreak in
Sierra Leone and Liberia was still in the initial growth phase, which was approximately
exponential. By mid-October, there were indications that the outbreak was slowing down.
In Liberia in particular, the actual observed number of cases was consistently below the
forecasted projections. By late October, the same trend was seen in Sierra Leone, although
to a lesser degree.

At first it was not clear if the downturn was real, or if the surveillance and reporting capacity
of the affected countries was saturated. Very limited information was available on the setup
of the in-country surveillance systems, and even less was known about the performance of
those systems. To an outside observer, the case counts would behave the same in either
scenario; both would result in either a decline or near complete cessation of new cases
reported. However, as several more weeks passed it became clear that the epidemic really
was slowing.

At the time of this writing, the weekly incidence of cases in Liberia has fallen to less than
100 and has maintained that decline from early September, when peak weekly incidence was
around 350 cases. In Sierra Leone however, progress has been slower. The epidemic curve
appears to still be on the climb as weekly incidence continues to grow. The country has had
between 300-500 cases per week every week since mid-September. Guinea has yet another
pattern, characterized by comparatively few but steady case counts. Weekly incidence is
generally less than 150, but intensity waxes and wanes periodically. Analysis at the district
level indicates that hot spots of active mini-outbreaks are continually flaring up and then
dying down, only to reappear elsewhere in the country.

Given current epidemic conditions, the forecasts generated for publication overestimated the
future number of cases. There are several contributing factors. The interventions modeled
could only capture two to three combinations of interventions at the most. During an
active outbreak, it would be unthinkable to limit the number of interventions applied. In an
epidemic response situation, every intervention available is deployed in combination, making
the downstream effects on incidence potentially much more significant. Second, the impact of
social distancing and adaptive human behavior was not modeled, because it is very difficult
to quantify and represent in the models even under the best of circumstances. There is
some evidence that in Liberia, the country with the most dramatic initial growth and then
subsequent control, changes in human behavior were primarily responsible for the epidemics
downturn[24].

Approximately six weeks after this model was developed, the World Health Organization
Ebola Response team published an analysis of the patient databases from the affected coun-
tries in the New England Journal of Medicine. The manuscript contained the true values
for many epidemiological parameters that we had estimated in our model, among quite a lot
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else. In the absence of the necessary data, we had used an optimization routine, the Nelder-
Mead simplex algorithm implemented using the fmin function in the Python package scipy,
to navigate the parameter space. The optimizer minimized the least squares between cumu-
lative case counts and modeled cumulative counts. A discussion of the technical drawbacks
of this approach can be found in the limitations section of this thesis.

Comparison of the parameters we derived with data from the patient databases revealed our
values to be quite suitable. Other modeling efforts relied on parameter values in previously
published literature, which underestimated the incubation period and duration of infection
by nearly half, as seen in Table 4.2. This comparison suggests that when data from the
field is not available, computer-guided parameterization can produce sufficiently close value
estimates to allow for early modeling.

Table 4.2: Comparison of Ebola model parameters to WHO reported values
Source Incubation Onset to

recovery
Onset to
death

Onset to hos-
pitalization

R0

Liberia WHO 11.7 15.4 7.9 4.9 1.8
Liberia VBI 12.0 15.0 13.3 3.2 2.2
Sierra Leone WHO 10.8 17.2 8.6 4.6 2.2
Sierra Leone VBI 10.0 20.0 10.4 4.1 1.8
Gomes 7.0 10.0 9.6 5.0 1.8
Althaus 5.3 5.6 1.6-2.5
Towers 5, 7, 10 5, 7, 10 1.3-2.1
Meltzer 6 6

4.6.3 Social context of modeling as outbreak response

Despite the accuracy of the early forecasts and their role in identifying and confirming a
change in the dynamics of the epidemic, doubts surfaced. Our group and many others
involved in similar work received questions about why our models failed to produce accurate
long term forecasts, and what their utility could be given their short time horizon. One high
profile piece was published as a news item in Nature by author Declan Butler. Our group,
together with colleagues from around the country, wrote a rebuttal to Butler, and to others
who were unclear on the role of modeling. Our piece was published as Correspondence
in Nature, and is reproduced here in full. A shortened version appeared in print. The
extensive author list can be found online. A piece on the similar topic of why employ
modeling in outbreak scenarios, was published shortly thereafter by lead author Eric Lofgren
in Proceedings of the National Academy of Sciences.

In “Models overestimate Ebola cases”, Declan Butler asserts that models of
the Ebola epidemic have “failed to accurately project the outbreak’s course”.
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This misrepresents the role of epidemic modeling in outbreak response.

Models will never provide perfect forecasts, and do not claim to. They provide
quantitative insight into possible futures of the outbreak under certain con-
ditions. Unlike weather forecasts, where humans cannot change the course of
events, epidemic forecasts stimulate adaptive behaviors that change the out-
breaks course. This is in part why early forecasts sometimes overestimate
the future number of cases. By analogy, stock market forecasting influences
investor behavior and in doing so sets the markets on a new path.

The very models Dr. Butler describes as ‘failed’ helped inspire and inform the
strong international response that may have led to the slowing of the epidemic
seen today. We consider this a success. Later models assessed the potential
impact of various public health interventions and policy decisions. As those
interventions were implemented and as behaviors changed, case counts that
diverged from the modeled baseline were early indicators that the outbreak
response was having an impact.

Without these insights, there is very little to guide decision makers in the midst
of an outbreak other than intuition. Sociobiological processes like epidemics
are affected by countless unobserved variables, and uncertainty is a given.
But without any rigorous attempt to synthesize available information, policy
makers may only rely on their own internal model of how the epidemic will
develop. These “gut instinct” models suffer from the same problems, but
without any of the transparency or clarity of more formal models. Instead of
portraying Ebola models as having ‘missed the mark’, we encourage a closer
inspection of the importance of models beyond providing forecasts.
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Chapter 5

Open epidemiology for outbreak
response

5.1 Background

The first half of this decade has brought many challenges in emerging infectious disease
surveillance and control. Outbreaks of influenza H7N9, chikungunya, Middle East Respira-
tory Syndrome Coronavirus, and Ebola virus disease, among others, have underscored the
need for robust international public health. Detecting and understanding these events in
a timely manner is more important now than ever before in the history of public health.
However, the same interconnectedness that turns a local health event into a global concern,
makes information exchange even faster. These challenges have also brought opportunities.
The same technological developments that make local epidemics global threats also allow an
unprecedented exchange of information. Data can be published to the internet even as it is
being collected. Scientists, public health professionals, clinicians, and local stakeholders can
converse regardless of geographic distance and language barriers.

In the years since the advent of digital epidemiology, methods for conducting this work
have emerged. These methods take advantage of the numerous sharing platforms that allow
researchers to share and discuss their work online in real time. Data are typically aggregated
from online public sources like Census records and outbreak situation reports. These data
are typically in HTML or PDF format, so they must made machine readable either by hand
or using software like Tabula. For data compilations that require some degree of inference
like assembling line listings, researchers often compare data sets to sort out confusion and
minimize uncertainty. It is helpful if researchers then share these machine-readable sets on
services like Github or Figshare, to minimize duplicative efforts. Preliminary results are then
shared through social networking sites like Twitter, or through personal blog posts. Active
sharing of early results is a departure from traditional research procedure, where findings

69
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are generally finalized and published before they are released.

There are several common concerns that arise when discussing open data. Some people
worry that publishing the data will lead to criticism of the public health department, which
could be demoralizing or distracting to those trying to do their jobs. While distracting from
the outbreak response is certainly best avoided, withholding data is not protection against
that outcome. Journalists, third party stakeholders, and local community members are all
just as likely to criticize the outbreak managers as data consumers. And within the bounds
of respectful professionalism, that outside assessment is usually in the best interest of the
outbreak outcome as a whole. Accountability is rarely a mistake.

Another common concern is that preparing the data for publication is time-consuming and
will draw responders away from their other responsibilities. This concern is understandable
- engaging in these activities take time. However, the data are surely already being prepared
for regular analysis internally to guide the response efforts. Second, there are innumerable
groups and individuals who would be willing to aid with the data preparation effort, often
for free. The time-sink component is an obstacle that can be handled. And finally, a shift in
thinking must occur away from data provision as a non-critical activity to one of the central
functions of outbreak responders. Although data publication does not directly impact the
outbreak in the way that e.g. contact tracing does, on a larger scale it almost certainly has
significant downstream effects.

Similarly, some are worried that because the source data are messy, publishing it will mis-
inform onlookers, leading them to draw incorrect conclusions. A similar argument proposes
that data might be used by modelers to build models that draw the wrong conclusions, or
project inaccurate forecasts. On the other hand, publishing no data at all is more likely to
lead to that outcome, as people scramble to piece together whatever scraps of insight they
can uncover. It is widely known that outbreak data is messy; end-users understand that, and
methodologies exist to account for that uncertainty. Furthermore, the more eyes that are on
the data, the more opportunities there are to identify and correct biases or errors. Crowd-
sourcing the data quality improvement is much more efficient than leaving it to people who
have other critical responsibilities, and probably less of the needed skill set.

These concerns highlight the gaps the open epidemiology community need to address in
order to bring open data into the mainstream. Some efforts have been made towards this
end during the course of this dissertation work. The following example is a case study of
the accuracy of Ebola forecasts using publicly available data, compared to private patient
database data.

5.2 Case study: Ebola

Beginning in late summer, Sierra Leone and Liberia published near-daily situation reports
on their website. The ‘sitreps’ contained case counts and deaths by county, and sometimes



Caitlin M. Rivers 71

additional information like the number of contacts under followup, and laboratory reporting
capacity. For the duration of the outbreak I converted those situation reports from their
original PDF format to machine-readable format. I posted them on the internet regularly
so that other researchers involved in the Ebola response could better access the data. As of
this writing, the repository remains the only place on the internet that the digitized data is
available. The repository received two to three thousand views a day at its peak, and has
maintained hundreds of views per day even during relative lulls.

These sitreps were the only information about the outbreak available to people outside the
Ministries of Health of the affected countries and the WHO. It was the primary source of
data used to inform the response operations for every governmental and nongovernmental
organization involved in the outbreak. The digitized copies allowed users to work with the
data directly without having to first convert it by hand. Although this manual conversion
is time intensive, sharing it meant that it only had to be done once, so the work was not
duplicated across every stake holding organization.

The response I received from users of the data I posted underscores the crucial importance of
open data in public health events. Disaster response is not limited to the local organizations
with official responsibility to respond. Many external groups and stakeholders also deploy.
Without open data, they have nothing to guide or inform their actions. And even for the
local clinics and public health departments who do have direct access to the source data,
analytical capacity is usually in short supply, if not non-existent. Providing open data
makes the response more tractable as a whole, and is a critical part of designing effective
interventions.

As the case of the Ebola sitreps demonstrated, publishing the data online is a useful and
necessary, but not sufficient, step. A more useful choice than providing it in PDF is to also
provide a digital copy. The data are not stored at their source in PDF format, so there
is no reason to believe providing a machine-readable version would be additional work for
the groups who own it. Furthermore, as the outbreak progressed, old source data on the
Ministries of Health website was removed, so in many cases my repository is the only record
of that data that exists publicly.

However, the open data is not without limitations. Sitrep data reflects only the report date
of new cases; there is no information available on when those cases fell ill. In some cases, the
onset date for newly reported cases may have been many days or weeks ago. A comparison
of the time series shows that as expected, the time series from the sitrep data lags behind the
patient database, seen in Figure 5.1. Sitrep data represents report date, or the time when
cases were reported to the Ministries of Health. The patient database records onset date of
the disease, which is a more accurate representation of the natural history of the outbreak.

In order to better understand the limitations of making disease forecasts using open source
data, I compared our forecast performace of our previously-described Ebola model in Sierra
Leone using patient database data, and open sitrep data. Model structure and optimization
routines are described in Chapter 4. Parameters describing the clinical course of the disease,
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Figure 5.1: Comparison of cumulative incidence in Sierra Leone. Cumulative inci-
dence of publicly available sitrep data compared to cumulative incidence of onset dates from
the patient database.

like incubation period, were held constant between the models; the only parameter modified
was the optimization routine that identifies the β parameters for each of the three infectious
compartments. Six forecasts were generated, using successively more data. The first forecast
used data up to July 18, shortly after the outbreak was first recognized in Sierra Leone.
Successive forecasts used 21 days more data each. These forecasts were compared to the
‘ground truth’ time series of onset date incidence from the patient database.

Results in Figures 5.2, 5.3 and 5.4 show that sitrep data actually does a better job generating
accurate forecasts in the earliest days of the outbreak; patient database forecasts drastically
underestimated the future number of cases. Although the exact mechanism for surveillance
and reporting in the affected countries is unknown, it’s possible that the sitrep data stream is
more inclusive when counting possible Ebola cases, and therefore early sitrep tallies overesti-
mated the number of Ebola cases in the country. This overestimate may have inadvertently
bolstered the accuracy of the forecasts by indicating exponential growth before that growth
was actually established in the country. The corresponding result is that although sitrep
data did a good job producing forecasts in the short term, long term forecasts overestimated
the expected future number of cases.

As the outbreak progressed and exponential growth ended, the two models performed com-
parably. Both did excellent through the initial growth phase. After exponential growth
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Figure 5.2: Difference of forecasted cases and actual cases in Sierra Leone. Solid
lines represent forecasts derived from the patient database model; dashed lines indicate
forecasts from the sitrep model.

ended, open data models under-predicted later case counts, and patient database models
over-predicted. The relative success of each model at identifying the approximate number
of future cases supports the value of models as tools to help inform decision makers about
the expected course of the outbreak. Furthermore, the performance of the open data model
in particular is testament to the importance and utility of open data to support real-time
outbreak epidemiology.

5.3 Open data resources

It is not enough to consume data as an open epidemiologist. To fully develop the ecosystem,
researchers need to contribute data, tools and resources of their own. As a complement to the
work described in this dissertation, I developed an open source Python package called epipy
that contains tools for open epidemiologists to use for manipulating epidemiology data.
A description of epipy, and in particular a tool I developed to reconstruct and visualize
transmission chains of emerging zoonoses is included below. Epipy is available for download
for free at https://www.cmrivers.github.io/epipy.
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Figure 5.3: Absolute difference of forecasted and actual values from models pa-
rameterized using patient database data.

Abstract

We present case tree plots and checkerboard plots for visualizing contagions. The visualiza-
tions are best suited for diseases like SARS, MERS-CoV and H7N9 for which there are a
limited (less than 200) number of cases, with data available on human to human transmission.
They a) allow for easy estimation of epidemiological parameters like basic reproduction num-
ber b) indicate the frequency of introductory events, e.g. spillovers in the case of zoonoses
c) represent patterns of case attributes like patient sex both by generation and over time.

Introduction

Zoonoses represent an estimated 58% of all human infectious diseases, and 73% of emerging
infectious diseases [1]. Careful tracking of zoonotic disease is a major focus of global public
health protection strategy. Recent examples of zoonotic outbreaks include Severe Acute
Respiratory Syndrome, H1N1, and Middle East Respiratory Syndrome, which have caused
thousands of deaths combined [2, 3, 4]. Early identification of new outbreaks is critical to
successful containment of these diseases.

The current toolkit for visualizing data from these emerging diseases is limited. One popular
option is the epidemic curve, which is a histogram of new cases over time. Epidemic curves
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Figure 5.4: Absolute difference of forecasted and actual values from model pa-
rameterized using publicly available sitrep data.

are limited in that they do not indicate how cases are related to one another, nor can
they represent the presence of an animal source. Network diagrams are a useful though
less popular option. These diagrams can depict individual human clusters, but often do
not have a time component, and cannot represent constellations of unconnected clusters.
Furthermore, network diagrams typically require complete information about the structure
of the transmission tree. Here we introduce case tree plots and checkerboard plots to address
those weaknesses and more clearly represent zoonotic outbreaks.

Description

We present two new visualizations, case tree plots and checkerboard plots, for visualizing
emerging zoonoses. Code for the plots are available in the open source python package
epipy, which is available on github. Epipy relies heavily on the networkx [5] and pandas
[6] packages. In addition to the visualizations introduced here, epipy includes a number
of functions for common epidemiology calculations, like odds ratio and relative risk. A
function that generates realistic example data is also provided. All plots, data and tables in
this manuscript were generated using epipy.
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Case ID Onset date Cluster ID
1 2013-01-20 FamilyA
2 2013-01-29 FamilyA
3 2013-02-10 HighSchool
4 2013-02-12
5 2013-02-08 Family A
6 2013-02-14 HighSchool
7 2013-02-22 High School

Table 5.1: An example line list for case tree plot construction

Case tree plots

Case tree plots depict the emergence and growth of clusters of disease over time. Each case is
represented by a colored node. Nodes that share an epidemiological link are connected by an
edge. The meaning of the color of the node varies based on the node attribute chosen by the
plot creator; in many cases, color simply signifies membership to a human to human cluster.
However, it could also represent health status (e.g. alive, dead), the sex of the patient, or
any other categorical attribute.

Node placement along the x-axis corresponds with the date of illness onset for the case.
When the onset date is not known, diagnosis date may be used instead. The y-axis value
represents the case generation. Nodes at generation zero are human cases acquired from an
animal source. If that infected human passes the disease to two other humans, those two
subsequent cases are plotted at generation one. Cases that do not belong to a cluster are
not represented on the plot.

To generate a case tree plot, users provide a line list with, at minimum: unique case iden-
tifiers, the date of illness onset (or the date the illness was reported, if onset date is not
available), and cluster membership, as seen in table 5.1. Any additional relevant variables
like patient age and sex may also be included.

Users must also provide the mean and standard deviation of the generation time between
cases. Because generation time is not always known in the early days of the outbreak, the
incubation period may be a reasonable proxy. The line listing need not specify the chain of
transmission; the plot generator will estimate the chain of transmission based on the onset
dates. Cases labeled as belonging to the same cluster that have an onset date within one
standard deviation of the mean generation time are assumed to be linked.

Checkerboard plots

We have also developed a second visualization, the checkerboard plot, to complement case
tree plots. Checkerboard plots, seen in figure 5.6, show how cases in human to human clusters
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Figure 5.5: Case tree plot using example outbreak data.

have arisen over time. They can be used in conjunction with case tree plots, or in situations
where representing a hypothetical network structure is inappropriate. Checkerboard plots
have the added benefit of showing the unique identifying number for the first and last cases
in each cluster, to more easily connect the visualization to the line list.

Each colored block represents a case in the cluster; the first and last cases in each cluster are
labeled with their respective case identifiers, so they may more easily be found on the line
list. Like case tree plots, the placement of each colored block along the x-axis corresponds
with the case’s date of illness onset or diagnosis. Cases in the same cluster with onset dates
close to each other may overlap. The plot can be generated using the same line listing as
described for case tree plots.

Also packaged with epipy are functions to analyze the outbreak structure as understood in
case tree plots. Users may generate summary statistics and histograms of case attributes, by
generation. For example, figure 5.7 shows the distribution of patient sex by generation for
the outbreak depicted in figure 5.5. Users may also calculate the reproduction number for
each node in the graph, and produce summary statistics and histograms for the reproduction
number of the outbreak as a whole (excluding cases that are not part of any cluster).
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Figure 5.6: Checkerboard plot using example outbreak data.

Discussion

Case tree and checkerboard plots can assist epidemiologists with visualizing and analyzing
zoonotic diseases with human to human potential. The plots provide valuable insight into
the dynamics of an outbreak not available using current visualization tools.

The basic reproductive number is easily visualized by evaluating the size and shape of each
tree in the case tree plot over time. Functions available in epipy can further assist with
basic reproduction number calculations. Clusters of trees that remain short and thin likely
have poor human to human transmissibility, whereas trees that become progressively taller
and wider as the outbreak progresses may be gaining in transmissibility. Case tree plots
also allow for quick identification of trees with an unusally large number of branches. This
observation is useful for identifying superspreaders, who can play a critical role in accelerating
an outbreak, as was the case in the SARS outbreak [7].

The rate at which new trees emerge is useful for estimating spillover frequency, which in
turn is useful for identifying animal hosts. Numerous trees over a short period of time may
suggest a domesticated or agricultural animal host rather than a wild animal. As case tree
plots become more common, patterns that indicate certain emergence scenarios wil likely
be identified, similar to how the shape of epidemic curves can differentiate a point source
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Figure 5.7: Case counts by generation and patient sex.

outbreak from a continuous source outbreak.

Finally, case tree plots and accompanying analysis functions describe case attributes by
generation and by cluster, which can reveal new insights. For example, a disproportionate
number of male index nodes could suggest that exposure to the disease occurs in a male-
dominated setting like deer hunting. A high case fatality risk among index nodes compared
to non-index nodes suggests that the infection is less virulent when transmitted from person
to person than when acquired from an animal source. Revealing this pattern is useful for
understanding the epidemiology of the disease, and for identifying effective interventions.

Here we introduce two new plots for representing infectious disease outbreaks. Case tree
plots depict spillover events and subsequent transmission of human to human cases of a
zoonotic disease over time. Checkerboard plots also represent case clusters over time, but
do not attempt to construct transmission trees. These plots visually represent important
outbreak dynamics, like the basic reproduction number. They also allow for underutilized
analyses like case fatality risk stratified by generation. These plots provide epidemiologists
with additional means to visualize and understand zoonotic disease.
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5.4 Conclusions

Through open epidemiology, research can be translated into effective interventions in days or
weeks, instead of months or years. Opportunities exist to shorten the interval between out-
break detection and control, even in the most remote parts of the world. The best way to get
ahead of an outbreak is to facilitate that exchange as much as possible. Researchers, public
health professionals, and the public can distribute data, analyses, and recommendations in
an instant. They can also self-organize, so that the major public health organizations are
not solely responsible for outbreak preparedness and response. In order for this end to be
realized, more work is needed to address concerns around data sharing, and digital infras-
tructure needs to be developed further. The coming years will undoubtedly bring changes
in these areas, which I anticipate will benefit global public health immensely.
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Chapter 6

Conclusion

6.1 Summary

Globalization has changed the dynamics of infectious diseases in humans. Highly connected,
affordable airplane travel means that an outbreak anywhere in the world is an immediate
threat to people far away. The tradeoff is that there is more technology available than ever
before to surveil and track those outbreaks. Access to a computer or mobile phone is no
longer the luxury that it once was. This dissemination of technology means that more data
is created and collected than ever before, and that data is routinely published to the internet.
This data deluge is an opportunity for epidemiologists to enhance public health surveillance
and response by shortening the window from outbreak emergence to detection, and detection
to response and control.

Chapter 1 describes how near real time media reports during the emergence of H7N9 contain
enough case information to construct a line listing. We combined the line list we assembled
with other publicly available information like Census records and time use surveys to de-
termine the infection risk per exposure hour for shoppers visiting live bird markets. When
fused, these data revealed that elderly men are at disproportionate risk for contracting H7N9,
suggesting an additional immunological risk factor. This insight was later supported by var-
ious other studies which found that dysfunctional host immune response is responsible for
the pulmonary damage seen in severe H7N9 cases, and that elderly men are at higher risk
for these cytokine storms. This work shows how even simple data fusion efforts can rapidly
yield insights of public health importance.

Chapter 2 discusses how we built and parameterized an ordinary differential equation model
of Middle East Respiratory Syndrome Coronavirus using publicly available data. Although
many of the parameters were missing for that model, by doing parameter sweeps and iden-
tifying plausible scenario outcomes we were able to bound the parameter ranges to better
understand the simulation space. Results show that spillover event frequency ranges are

82
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compatible with a domestic or agricultural animal. This insight was later supported by
other researchers who found that camels are a likely source of human exposure. Our results
also show that men ages 19-44 are likely experiencing many infections that go undetected,
perhaps because they are mild. Epidemiological surveillance for MERS has been underde-
veloped in the affected region, so we await future studies to confirm or refute this finding.

Chapter 3 shows how models of an Ebola virus disease outbreak in West Africa can be built
in near real time using publicly available data and inventive parameterization routines. The
rapid and iterative nature of the modeling effort enables policymakers and public health
professionals to use the models to guide their outbreak response. Our forecasts were used
by the Department of Defense to inform their operations in Liberia and later Sierra Leone.
Although our long term forecasts overestimated the number of future cases, which was a
known and expected outcome, our short term forecasts were consistently in line with the
observed data. We also implemented various interventions in the models to better under-
stand what effect various countermeasures could have on the outbreak’s future. This effort
shows that modelers using agile and iterative modeling techniques can partner with outbreak
responders to answer policy questions and provide evidence-based support for operational
decision making.

The final chapter discusses the merits, limitations, and criticisms of open data; and de-
scribes a Python package I wrote to further develop the open epidemiology infrastructure.
Although there are many obstacles to sharing epidemiology data, including privacy and data
provenance issues, many of these objections can be overcome with appropriate data sharing
agreements and robust data sharing infrastructure. Furthermore, analysis shows that pub-
licly available data can be nearly as reliable as primary data. A comparison of the publicly
available Ebola data with the closed, ‘gold standard’ patient databases shows that models
parameterized using open data perform comparably to identical models parameterized using
the patient database data.

6.2 Lessons learned

The primary lesson learned is that policy makers have an appetite for the work that modelers
and computational epidemiologists conduct. Those policy makers are in charge of making
continuous consequential decisions, often with very little guidance or evidence. Any insights
epidemiologists can provide them improves their understanding of the situation, and aug-
ments understanding of which options would be the most effective. However, in order for
the work of modelers to be relevant to decision makers, several goals must be met.

First, the work must be relevant. Although seemingly obvious, academics are often accus-
tomed to working on problems of theoretical importance. Policymakers often have simple
questions that need answers. To work with them effectively, academics must be prepared
to listen to and meet their needs. Second, the work must be presented in a way that is
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meaningful to the audience. Manuscripts or detailed methodological descriptions are of little
use to someone who only has a few minutes to understand and synthesize the information.
Slideshows that highlight results and recommended courses of action are preferred. Repeat
presentations, for example weekly updates, are most effective if presented in a standardized
format. That way the audience knows exactly what to expect, and can easily refer back to
the information.

Despite these considerations which often fall outside the academic purview, the advantages
of partnering with policymakers are numerous. The outcomes of those partnerships have
direct relevance to the problem at hand. In the case of Ebola, the insights our findings
generated were taken back to the field and used to inform the Ebola response. Government
partners are also often important sources of interesting questions or data. They have a
different perspective on situations, so their angle can open up new lines of thinking.

Another lesson learned is the importance of making data available to the public. None of
the work in this dissertation could have proceeded without open and accessible data. Open
data is critical not just for modelers, but for anyone involved in outbreak surveillance and
response. Although the need for open data is obvious to people who do not otherwise have
access, the primary stewards of the data do not always recognize or agree with its importance.
For the data that is openly available, the formatting is such that it is often unusable in its
published form. Building awareness around the importance of open data is a crucial effort
that all public health professionals should be engaged in. Forging partnerships, pipelines
and standards that facilitate the provision of data would go a long way towards enabling the
kinds of work that can improve epidemiological response.

A third lesson learned is the importance of fluency with computational tools and thinking in
epidemiology. Although most epidemiologists have a thorough understanding of the mathe-
matical and statistical methods needed for their work, they are often not comfortable using
the computational tools that would make implementing those methods easier and more re-
liable. Excel is a popular tool for data analytics, but it is cumbersome, unable to perform
certain key operations like data cleaning, and cannot easily be used to build a pipeline for
repeat analyses. Knowledge of a programming language like Python or R is critical for im-
proving data handling skills, and that knowledge is something every epidemiologist should
gain familiarity with, so epidemiology training should incorporate these skills.

On a broader level, I learned many lessons during the course of this dissertation work in
the realm of technical and computational skills, knowledge domains, building productive
working relationships, writing for a scientific audience, and more. For example, at the start
of this work I had very little familiarity with any tools other than Microsoft Office. My PhD
studies allowed me to learn Python, R, unix, and several other tools that are invaluable. My
knowledge of epidemiology also flourished, from a sketch of what I had read in textbooks to
the intimate knowledge that can only come with analyzing the primary data.
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6.3 Limitations

The old modeling adage is that outputs are only as good as the inputs. Data available
in the midst of an outbreak, as was the case in the studies described here, are subject to
myriad problems and uncertainties. This is especially true in the case of open data. The
data are collected under chaotic circumstances, often in resource-poor settings. They are
usually poorly documented, and subject to revision - sometimes without comment. They
may be incomplete or flat out wrong. Compounding matters, it is often impossible to tell
which of these hazards are present with a particular data set. Any time these data are used
for model building or analyses, the results produced must be treated with the assumption
they are very likely wrong.

A second data limitation separate from the epidemiological data is that there is usually
very little information in the scientific literature about emerging zoonoses. Parameters like
incubation period or serial interval, transmissibility, or clinical course are often unknown.
Sometimes these parameters can be inferred, or optimization routines can be used to narrow
down the plausible parameter space, but primary literature is always preferable.

Although there are clear advantages to using open data to model emerging zoonoses in the
midst of an outbreak, there are significant drawbacks as well. Awareness of the limitations
is critical for properly implementing studies of the kind described in the dissertation, and for
clearly communicating expectations and results. Despite this caveat, the other old modeling
adage, all models are wrong but some are useful, is just as true here as for models built with
gold-standard data. The studies described here provided insight into an emergency situation
when there was previously none. Some of our findings, for example the long term Ebola
forecasts, were wrong - and we knew they were very likely to be wrong when we produced
them, since they did not include any interventions or changes in behavior. But they gave
our policymaker partners an upper bound on what to expect, and for that goal they were
useful. As long as the results are contextualized and the uncertainty is described, even rough
findings can have their place.

6.4 Next steps

Despite the best efforts of public health professionals worldwide, emerging zoonoses are a
phenomenon humanity will continue to contend with. Broadly, the next steps are to continue
to apply modeling and data analytics to new outbreak situations as they arise. Part of the
challenge of emerging zoonoses is that you never know what will be next, and where it will
hit. In the interim, next steps include strengthening partnerships with our non-academic
colleagues and inventing and refining modeling methods and pipelines.

Each of these projects involved collecting a wealth of data about the disease in question.
Because the projects were done while the outbreaks were evolving in order to help inform
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response, analyses were streamlined and did not include much data exploration. If a period
of relative calm from public health threats should ever occur, the data collected for each of
these projects may hold many insights into the nature and dynamics of emerging zoonoses.
A planned next step would be to return to those data to learn more so that we know more
for the next big outbreak. Of particular interest is early identification of human to human
potential by analyzing disease clusters, building off the Python package, epipy, described in
Chapter 4.

6.5 Final thoughts

Although modeling of infectious disease is hardly new, emerging zoonoses are seriously un-
derrepresented in the literature. For those models that do exist, they are usually developed
well after the outbreak has finished. Although this timeline is sensible from an academic
perspective, it is a missed opportunity in terms of improving public health. This dissertation
is an effort to improve on those weaknesses. It highlights the value of using publicly available
open data to build models of emerging zoonoses to support decision makers in their outbreak
response operations.



Appendix - Supplementary material

Supplementary material to Modeling the impact of interventions on an epi-
demic of Ebola in Sierra Leone and Liberia
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Figure A.1: Distribution of Forecasted Cases of Community, Hospital, Funeral and
Total Cases for Ebola Epidemic, Sierra Leone, 2014, at Baseline, 80%, 90% and
100% of Patients Traced and Hospitalized. Box plots depict the median, interquartile
range and 1.5 times the interquartile range for each scenario. Each individual simulated
forecast is shown as a single dot, jittered so as to depict the complete distribution of the
data.
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Figure A.2: Distribution of Forecasted Cases of Community, Hospital, Funeral and
Total Cases for Ebola Epidemic, Sierra Leone, 2014, at Baseline, 25%, 50% and
75% Reductions in Hospital Transmission Contact Rates (βH). Box plots depict
the median, interquartile range and 1.5 times the interquartile range for each scenario. Each
individual simulated forecast is shown as a single dot, jittered so as to depict the complete
distribution of the data.
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Figure A.3: Distribution of forecasted cases of Community, Hospital, Funeral and
Total Cases for Ebola Epidemic, Sierra Leone, 2014, at Baseline, 25%, 50% and
75% Reductions in Hospital Transmission Contact Rates (βH) with 80%, 90%
and 100% of Patients Traced and Hospitalized. Each box represents the median
result of 250 forecasted epidemics, each with a % of contacts traced and a % decrease in
hospital transmission. Areas of deeper blue indicate progressively greater reductions of the
median number of cases.
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Figure A.4: Forecasted Cumulative Cases for Ebola Epidemic, Sierra Leone, 2014
with 75% Reduction in Hospital Transmission Contact Rates (βH) with 100%
of Patients Traced and Hospitalized. The solid black line represents the deterministic
model fit of the epidemic to present, with each grey line representing a single simulated
forecast with no interventions in place, and each blue line representing a single simulated
forecast of the epidemic with 100% of contacts traced, a 75% (reduction in hospital transmis-
sion (βH) and no post-mortem infections from hospitalized patients. Areas of darker color
indicate more forecasts with that result.
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Figure A.5: Distribution of Forecasted Cases of Community, Hospital, Funeral
and Total Cases for Ebola Epidemic, Sierra Leone, 2014, at Baseline, 25%, 50%
and 75% Reductions in Case Fatality Rate Due to a Hypothetical Pharmaceu-
tical Intervention. Box plots depict the median, interquartile range and 1.5 times the
interquartile range for each scenario. Each individual simulated forecast is shown as a single
dot, jittered so as to depict the complete distribution of the data.
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Figure A.6: Forecasted Cumulative Cases for Ebola Epidemic, Liberia, 2014 with
80%, 90% and 100% of Patients Traced and Hospitalized. The solid black line
represents the deterministic model fit of the epidemic to present, with each colored line
representing a single simulated forecast of the epidemic with 80% (blue), 90% (red) or 100%
(green) contacts traced. Areas of darker color indicate more forecasts with that result.
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Figure A.7: Forecasted Cumulative Cases for Ebola Epidemic, Sierra Leone, 2014
with 80%, 90% and 100% of Patients Traced and Hospitalized. The solid black
line represents the deterministic model fit of the epidemic to present, with each colored line
representing a single simulated forecast of the epidemic with 80% (blue), 90% (red) or 100%
(green) contacts traced. Areas of darker color indicate more forecasts with that result.
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Figure A.8: Forecasted Cumulative Cases for Ebola Epidemic, Liberia, 2014 at
Baseline, 25%, 50% and 75% Reductions in Hospital Transmission Contact Rates
(βH). The solid black line represents the deterministic model fit of the epidemic to present,
with each colored line representing a single simulated forecast of the epidemic with 25%
(blue), 50% (red) or 75% (green) reduction in hospital transmission (βH) and no post-
mortem infections from hospitalized patients. Areas of darker color indicate more forecasts
with that result.
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Figure A.9: Forecasted Cumulative Cases for Ebola Epidemic, Sierra Leone, 2014
at Baseline, 25%, 50% and 75% Reductions in Hospital Transmission Contact
Rates (βH). The solid black line represents the deterministic model fit of the epidemic to
present, with each colored line representing a single simulated forecast of the epidemic with
25% (blue), 50% (red) or 75% (green) reduction in hospital transmission (βH) and no post-
mortem infections from hospitalized patients. Areas of darker color indicate more forecasts
with that result.
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Figure A.10: Forecasted Cumulative Cases for Ebola Epidemic, Liberia, 2014 at
Baseline, 25%, 50% and 75% Reductions in Case Fatality Rate Due to a Hypo-
thetical Pharmaceutical Intervention. The solid black line represents the deterministic
model fit of the epidemic to present, with each colored line representing a single simulated
forecast of the epidemic with a hypothetical pharmaceutical intervention that increases hos-
pitalized patient survival by 25% (blue), 50% (red) or 75% (green), along with 80% contact
tracing. Areas of darker color indicate more forecasts with that result.
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Figure A.11: Forecasted Cumulative Cases for Ebola Epidemic, Sierra Leone, 2014
at Baseline, 25%, 50% and 75% Reductions in Case Fatality Rate Due to a Hypo-
thetical Pharmaceutical Intervention. The solid black line represents the deterministic
model fit of the epidemic to present, with each colored line representing a single simulated
forecast of the epidemic with a hypothetical pharmaceutical intervention that increases hos-
pitalized patient survival by 25% (blue), 50% (red) or 75% (green), along with 80% contact
tracing. Areas of darker color indicate more forecasts with that result.


