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CHAPTER I. Introduction

In the winter and spring of 1961 an experiment, concerning corrosion of aluminum by hydrochloric acid in the vapor phase, was executed in the Department of Chemical Engineering. H. H. Forsten conducted the experiments and published the results in his master's thesis. [2] In summary, he stated

Aluminum has high resistance to attack in many environments but corrodes rapidly in most inorganic acids. The purpose of this investigation was to attempt to determine the rates and mechanism of the surface reactions for the corrosion of aluminum in hydrochloric acid vapors as a function of the vapor concentration, vapor composition, and temperature.

Corrosion tests were made by suspending aluminum foil samples, five centimeters by two centimeters, by a glass thread. The samples were located in the vapor over hydrochloric acid solutions. The glass thread with the sample was attached to the center of a glass rod. One end of the rod was fixed; the other was suspended from one end of the arm of an analytical balance, permitting periodic weighings of the corroding samples without removal from the flask.

The tests were conducted above hydrochloric acid solutions whose concentration varied from 2 to 32 weight per cent. Ten temperature levels, from zero to 48°C., were employed so that the vapor pressures of the various acid concentrations overlapped. Weighings were made at 10 minute intervals for 200 minutes. The corrosion products were analyzed by standard x-ray diffraction techniques.
Forsten's analysis of data was a preliminary one only, being based upon sketches and graphs. In the present thesis an attempt has been made to obtain a more detailed statistical analysis of results.

The experiment was designed so as to cover as large a range of temperature and concentration as was experimentally feasible. Combinations were taken in such a way that each test fitted approximately into one of eight levels of hydrochloric acid partial pressure. The resulting design appears in Table I. Forty tests were performed.

The statistical analysis was divided into two main sections: the estimation of specific reaction rates at various temperatures and of the energy of activation; the study of the relative effects of pressure and temperature on the amount corroded and the estimation of these effects.

The first step in the estimation of the specific reaction rates and the energy of activation was to estimate the reaction rate of each test. The data from the straight line portion of each test run were subjected to a linear regression analysis of weight gain on time. The estimated regression coefficients divided by the area of the original aluminum samples were the estimates of rate, since the corrosion reaction rate may be defined as the amount of corrosion product formed per unit time, per unit area of reacting material, [5]. With each of these estimates of rate was
### TABLE I

Experimental Design

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Log p</th>
<th>43</th>
<th>44</th>
<th>41</th>
<th>35</th>
<th>28</th>
<th>17</th>
<th>9</th>
<th>7</th>
<th>2</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.501</td>
<td></td>
<td>28%</td>
<td></td>
<td>30%</td>
<td>32%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.925</td>
<td></td>
<td>24%</td>
<td></td>
<td>26%</td>
<td>28%</td>
<td>30%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(18)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.250</td>
<td></td>
<td>20%</td>
<td></td>
<td>22%</td>
<td>24%</td>
<td>26%</td>
<td>28%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.502</td>
<td></td>
<td>16%</td>
<td></td>
<td>18%</td>
<td>20%</td>
<td>22%</td>
<td></td>
<td>24%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(29)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.125</td>
<td></td>
<td>12%</td>
<td></td>
<td>14%</td>
<td>16%</td>
<td>18%</td>
<td>20%</td>
<td></td>
<td></td>
<td></td>
<td>22%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(28)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.825</td>
<td></td>
<td>8%</td>
<td></td>
<td>10%</td>
<td>12%</td>
<td>14%</td>
<td>16%</td>
<td></td>
<td></td>
<td></td>
<td>18%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(17)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2.520</td>
<td></td>
<td>4%</td>
<td></td>
<td>6%</td>
<td>8%</td>
<td>10%</td>
<td>12%</td>
<td>14%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-3.250</td>
<td></td>
<td>2%</td>
<td></td>
<td>4%</td>
<td>6%</td>
<td>8%</td>
<td>10%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The entries are weight per cent HCl used in order to produce, approximately, the desired vapor pressure, and are of no consequence to the further analysis. (test run number in parentheses).
associated an estimate of variance. The specific rates of reaction for various temperatures were then estimated by weighted linear regression analysis of log rate on log pressure. Actual values of pressure, rather than the approximate levels, were used. Finally, the estimate of the energy of activation was obtained from inspection of a graph of the natural logarithm of specific rate versus the inverse of absolute temperature, based on the Arrhenius equation, [5].

The study of the relative effects of pressure and temperature on corrosion was based on an analysis of variance. The designed experiment was reduced to a general two-way classification. In addition to the pressure and temperature variables, a third variable, time, was introduced as a covariate. Main effects, correction or interaction terms, and the coefficient of the time variable were estimated in accordance with the model

\[ \ln y_{ijk} = \mu + \pi_i + \tau_j + \delta_{ij} + \beta(t_k - \bar{t}) + e_{ijk} \]

where \( \ln y_{ijk} \) = natural logarithm of the observed weight gain under pressure \( i \) and temperature \( j \) at time \( k \)

- \( \mu \) = general effect
- \( \pi_i \) = relative effect of pressure \( i \)
- \( \tau_j \) = relative effect of temperature \( j \)
- \( \delta_{ij} \) = correction term for cell \((i,j)\)
- \( \beta \) = coefficient of regression on the covariate, time
\[ t_k = \text{time } k \]
\[ \bar{t} = \frac{1}{6} \sum_{k} t_k , \text{ since there were six observations} \]
\[ (t_k = 80, 90, \ldots, 130 \text{ minutes}) \text{ in each cell.} \]

The relation of these parameters to chemically interpretable quantities is stated in Chapter III.

The major part of the statistical analysis dealt with the data from the lower pressure levels, i.e., the portion of the experiment in which the corrosion product was aluminum oxide, as observed in an independent x-ray analysis. [2, p. 61] At the higher pressure levels, aluminum chloride was formed, and a completely different reaction mechanism observed. Since, however, only very few experiments had been conducted at these high levels of pressure, no more than tentative suggestions could be made regarding the nature of this mechanism. On the other hand, sufficient data were available to justify useful predictions in the lower pressure range.
CHAPTER II. Specific Rate of Reaction and Energy of Activation

2.1 Estimation of Reaction Rates

It was necessary to establish the rate of reaction for each test run, as a first step toward the estimation of the energy of activation involved in the corrosion of aluminum in hydrochloric acid vapor. Since the rate of reaction is proportional to the slope of the line in the linear portion of a graph of weight gain against time (the proportionality factor being the inverse of the area of reactant), the graphs of each of the test runs were inspected. It was found that some reactions were approximately linear beginning with the first observation at ten minutes; in other runs a linear pattern could be found only after as much as seventy minutes. This behavior should not be surprising, since in most reactions an initial or introductory period precedes the period during which the reaction demonstrates a linear trend.

A simple linear regression analysis of weight gain on time was obtained for the straight line portion of each of the forty test runs by use of the linear regression program (Number 6.2.004.3 V. P. I.) for the I. B. M. 650. The model for a regression is simply

\[ y_i = \alpha + \beta t_i + e_i \]

where \( y_i \) is weight gain in mg. at time \( t_i \).
The output of this program furnished estimates of the regression coefficient \( \hat{\beta} \) and the variance \( \sigma^2_\epsilon \) and MSE respectively, for each test run. \( S_{tt} = \Sigma (t_i - \bar{t})^2 \), was also obtained for each run.

The desired estimates of reaction rate were found by dividing each \( \hat{\beta} \) by twenty, the proportionality constant, since the original aluminum samples had an area of 20 cm\(^2\). The variance of \( \beta \) is equal to \( \frac{\sigma^2_\epsilon}{S_{tt}} \); the estimate of this variance is given by \( \frac{MSE}{S_{tt}} \). Thus it can be shown that since

\[
\hat{\beta} = \frac{1}{20} \beta,
\]

then

\[
\text{var} (\hat{\beta}) = \frac{1}{400} \text{var} (\beta)
\]

\[
= \frac{1}{400} \frac{MSE}{S_{tt}}.
\]

Table II gives the observations used, the estimates of rate and the associated estimates of variance. The table also includes other data which are necessary later in the study. The values of the partial pressures were taken from Perry, Chemical Engineer's Handbook, pp. 166-167. [3] Where necessary, interpolations were made.

2.2 Suggested Mechanism

Graphs of log (rate) versus log (partial pressure of HCl) were drawn. Figure 1 is a graph over all experimental
<table>
<thead>
<tr>
<th>Test weight ature</th>
<th>Time, min.</th>
<th>0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.4</th>
<th>1.6</th>
<th>1.8</th>
<th>2.0</th>
<th>2.2</th>
<th>2.4</th>
<th>2.6</th>
<th>2.8</th>
<th>3.0</th>
<th>3.2</th>
<th>3.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>4</td>
<td>61</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>4</td>
<td>74</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>6</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>7</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>8</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>9</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>10</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
</tbody>
</table>

**TABLE II**

**Correlation Data**

<table>
<thead>
<tr>
<th>Time, min.</th>
<th>0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.4</th>
<th>1.6</th>
<th>1.8</th>
<th>2.0</th>
<th>2.2</th>
<th>2.4</th>
<th>2.6</th>
<th>2.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>20</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>30</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>40</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>50</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>60</td>
<td>28</td>
<td>0.4</td>
<td>1.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
</tbody>
</table>

**Note:**

- The data provided in the table is a correlation data set with various time points and weight measurements. The exact nature of the correlation and the specific units of measurement are not specified in the provided data. The table likely represents a scientific study or experiment, possibly related to weight gain or linear period measurement. The data includes units such as mg, cm, and min, indicating it could be related to weight gain over time in an experimental setting.

---

**Relevant Knowledge:**

Correlation data is used to determine the relationship between two or more variables. In this context, it likely pertains to the relationship between time and weight gain or some other measurement. The data is presented in a tabular format for easy analysis, with columns for different time points and corresponding weight or measurement values.
temperatures; Figures 2, 3, 4, and 5 are similar graphs at constant temperatures. When the graph of all rates (Figure 1) was examined, it became apparent that not one but two reactions were taking place. X-ray analysis of the corrosion products showed that at lower HCl pressure levels the product of the reaction was aluminum oxide, while at higher levels $\text{AlCl}_3\cdot 6\text{H}_2\text{O}$ was formed. After consideration of chemical theory, the following explanation has been suggested by N. F. Murphy and H. H. Forsten: At the lower levels of hydrochloric acid partial pressure, the water vapor is the reactant with aluminum and the acid serves only as a catalyst; at the higher levels hydrochloric acid is the reactant and water is the catalyst. Further, it is proposed* that the rate of reaction is directly proportional to the concentration of catalyst present. This situation, which is somewhat at variance with the theory of catalysis, has also been observed by Berkman, Norrell, and Egloff. They discuss this phenomenon in their book Catalysis. [1] "...in many instances, the velocity coefficient varies in direct proportion to the concentration of the catalyst."

2.3 **Order of Reaction under HCl Catalysis**

The study was, therefore, broken into two parts with $\log \text{(partial pressure of HCl)} = .250$ as the cut-off value. In the following paragraphs the formulae involving the hydrochloric acid vapor pressure will be derived. These are

* In a private conversation with N. F. Murphy.
FIGURE 1. LOG PARTIAL PRESSURE OF HYDROCHLORIC ACID vs. LOG RATE OF WEIGHT GAIN
Figure 2. Log partial pressure of hydrochloric acid vs. log rate of weight gain, 9°C.
FIGURE 3. LOG PARTIAL PRESSURE OF HYDROCHLORIC ACID vs. LOG RATE OF WEIGHT GAIN, 17°C.
FIGURE 4. log partial pressure of hydrochloric acid vs. log rate of weight gain, 28°C.
FIGURE 5. LOG PARTIAL PRESSURE OF HYDROCHLORIC ACID vs. LOG RATE OF WEIGHT GAIN, 35°C.
completely analogous to those for the part of the study where
water vapor is the catalyst.

The rate \( r \) of a reaction is defined as
\[
    r = k (p^*)^a
\]
where \( k \) is the specific rate of reaction, \((\text{min.}^{-1})\)
\( p^* \) is partial pressure of HCl (a measure of concentration),
\[
    \left( \frac{\text{mg.}}{\text{cm.}^2} \right)
\]
\( a \) is the order of the reaction.

Taking logarithms
\[
    \log r_i = \log k + a \log p_i^*
\]
The \( r_i \)'s were estimated in the previous analysis as
\( \hat{r}_i = 1/20 \hat{\beta}_i \). To estimate \( k \) and \( a \) we may use
\[
    \mathcal{E}(\hat{r}_i) = k p_i^{*a} \quad \text{and, thus, approximately (first term}
\]
of the Taylor expansion)
\[
    (1) \quad \mathcal{E}(\log \hat{r}_i) = \log k + a \log p_i^*
\]
This approximation is quite good as long as the errors
around the regression lines are small.
The pressure variable was given in units of mm of mercury, and
the weighted regression analysis was performed using these
values. A simple transformation
\[ [p_i^*, \frac{mg}{cm^2}] = 1359.6 \ [p_i, \ mm \ Hg] \]

was used to bring the results into corresponding units.

Again using the Taylor expansion formula the variance of \( \log r_i \) can be approximated. If the expected value of an arbitrary variable \( x \) is \( \xi \), then
\[
f(x) \approx f(\xi) + (x - \xi)f'(\xi).
\]

By transposing, squaring and taking expected values of both sides, this becomes
\[
E[(f(x) - f(\xi))^2] \approx E[(x - \xi)^2[f'(\xi)]^2]
\]
or
\[
\text{var } [f(x)] \approx \text{var } (x) [f'(\xi)]^2.
\]

Let the variance of \( r_i \) be called \( v_i \). The expected value of \( r_i \) is obviously \( kp_i^*g \). Therefore,
\[
\text{var } [\log r_i] \approx v_i \times \left[ \frac{1}{k(p_i^*)^\alpha} \right]^2
\]
\[
= \text{constant} \times \left[ \frac{v_i}{p_i^{2\alpha}} \right].
\]

There were four temperatures at which there was a sufficient number of test runs for statistical analysis. The data at these levels (35°, 28°, 17°, 9°) were used to find estimates of the specific reaction rate \( k \) at various temperatures. Equation (1) became the regression model. An approximation to the weighted regression in this case (as described in Rao, Advanced Statistical Methods in Biometric Research [4]) makes use of the fact that
\[
\text{var } [\log r_i] \sim \frac{v_i}{p_i^{2\alpha}}
\]
and hence a weighted regression with weights
\[ w_i = \frac{p_i^{2a}}{v_i} \]

was indicated.

However, since the weights depended in part on the regression coefficient \( a \), an iterative procedure was used so as to approximate more closely the slope and intercept of this line. The slopes of the sight lines in Figures 2, 3, 4, and 5 gave first estimates of \( a \) and hence at each temperature

\[ w_{ii} = \frac{p_i^{2\hat{a}_1}}{v_i} . \]

With this set of weights the regression analysis was performed and a new estimate \( \hat{a}_2 \) found. A new set of weights \( w_{2i} \) could then be calculated. This procedure was repeated until the absolute difference between successive values of \( \hat{a} \) was less than .005. An example of these iterations is given in Table III. The results at the four levels were as follows:

At 9° \( \hat{a} = 0.889, \quad C = -1.334 \)
17° \( \hat{a} = 0.623, \quad C = -1.660 \)
28° \( \hat{a} = 0.739, \quad C = -1.408 \)
35° \( \hat{a} = 0.848, \quad C = -1.135 \)

where \( \hat{a} \) is the regression coefficient

\( C \) is the estimate of intercept.
### TABLE III

**Iterations of Weighted Linear Regression (23°C.)**

<table>
<thead>
<tr>
<th>$x = \text{log pressure (HCl)}$</th>
<th>$y = \text{log rate}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3.214</td>
<td>-3.451</td>
</tr>
<tr>
<td>-0.397</td>
<td>-1.569</td>
</tr>
<tr>
<td>-2.68</td>
<td>-1.224</td>
</tr>
<tr>
<td>-2.388</td>
<td>-3.557</td>
</tr>
<tr>
<td>-1.713</td>
<td>-2.661</td>
</tr>
<tr>
<td>-1.055</td>
<td>-2.115</td>
</tr>
</tbody>
</table>

$\hat{a}(j)$    weights(j)    resulting equation

1. $\hat{a} = .75$    weights = .110

\[\log r = -1.408 + .736 \log p\]

2. $\hat{a} = .736$    weights = .135

\[\log r = -1.408 + .743 \log p\]

3. $\hat{a} = .743$    weights = .122

\[\log r = -1.408 + .739 \log p\]

Hence $C = -1.408$

$\hat{a} = .739$
2.4 Specific Rate

To obtain the estimates of log \( k \), the estimate of intercept \( C \) (see above) must be altered slightly because of a difference in units. The pressure variable used in the weighted regressions was entered in units of mm. of mercury. Since the rates were measured in \( \frac{mg}{cm^2 \times min} \) and the specific rate constant in \( min^{-1} \), pressure was converted to units of \( mg/cm^2 \), i.e.,

\[
[p_i^*, \frac{mg}{cm^2}] = 1359.6 [p_i, mm Hg]
\]

The regression equation in corresponding units would be

\[
\log \hat{r}_i = \log \hat{k} + \hat{\alpha} \log (1359.6 p_i)
\]

\[
= \log \hat{k} + \hat{\alpha} \log 1359.6 + \hat{\alpha} \log p_i
\]

Hence the estimate of intercept obtained in the weighted regressions is

\[
C = \log \hat{k} + \hat{\alpha} \log 1359.6
\]

or

\[
\log \hat{k} = C - \hat{\alpha} \log 1359.6.
\]

2.5 Energy of Activation

The energy of activation can be estimated as soon as estimates of the specific rate of reaction are available. The estimation procedure makes use of the Arrhenius equation

\[
k_i = A_i e^{-\frac{E}{RT_i}}
\]
or

\[ \ln k_i = \ln A_i - \frac{E}{R} \left( \frac{1}{T_i} \right) \]

where \( A_i \) is the frequency factor at temperature \( i \)
\( E \) is energy of activation
\( R \) is the gas constant \( (= 1.986) \)
\( T_i \) is absolute temperature

and where \( k \) is defined by the equation

\[ r = k (p^*)^a \]

Hence, from the slope of the sight line obtained by plotting \( \ln k \) against \( 1/T \) (the so-called Arrhenius plot), very simple calculations give the estimate of activation energy.

2.5.1 Order Assumed to Be One

Theoretically, on the basis of a stoichiometric argument, the order of a reaction is a whole number. The estimates of order in Section 2.3 indicate that the formation of aluminum oxide is close to first order. If the order of the reaction were assumed to be one, then

\[ r_i = k p_i^a \]

\[ w_i = \frac{p_i^2}{v_i} \]

and

\[ \log r_i = \log k + \log 1359.6 + \log p_i + e_i \]
In a simple linear regression
\[ \hat{y}_i = C + Dx_1 \]
\[ = \overline{y} + D(x_1 - \overline{x}) . \]

Then the estimate of intercept \( C \) is
\[ \hat{C} = \overline{y} - D\overline{x} . \]

In a weighted regression analysis
\[ \overline{x} = \frac{\sum w_i x_i}{\sum w_i} \]
\[ \overline{y} = \frac{\sum w_i y_i}{\sum w_i} . \]

Hence, in this case where
\[ y_1 = \log r_1 \]
\[ x_1 = \log p_1 \]

and
\[ D = 1 , \]

the estimate of intercept \( C \) is
\[ \hat{C} = \frac{\sum w_i (\log r_i) - \sum w_i (\log p_i)}{\sum w_i} \]
\[ = \frac{\sum w_i (\log r_1 - \log p_1)}{\sum w_i} . \]
\[ \log \hat{k} = \hat{C} - \log 1359.6. \]

The calculations were performed for each of the four temperature levels with the following results:

<table>
<thead>
<tr>
<th>Temperature, °C.</th>
<th>Temperature, °K</th>
<th>( \hat{k} )</th>
<th>( \ln \hat{k} )</th>
<th>( 1/T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>308.16</td>
<td>0.00006709</td>
<td>-9.60933</td>
<td>0.0032451</td>
</tr>
<tr>
<td>28</td>
<td>301.16</td>
<td>0.00002494</td>
<td>-10.60065</td>
<td>0.0033205</td>
</tr>
<tr>
<td>17</td>
<td>290.16</td>
<td>0.00001324</td>
<td>-11.23530</td>
<td>0.0034464</td>
</tr>
<tr>
<td>9</td>
<td>282.16</td>
<td>0.00005379</td>
<td>-9.83024</td>
<td>0.0035441</td>
</tr>
</tbody>
</table>

The natural logarithm of \( k \) (\( \ln k \)) is plotted against \( 1/T \) in Figure 6.

It was apparent both from the numbers in the preceding table and from the graph that the data for 9° must be disregarded. The reaction is so slow at this temperature that results may be of doubtful value. In any event the estimate of specific rate at 9° is higher than those estimates for 17° and 28° whereas both theory and practice confirm that rate decreases in direct proportion to decreasing temperature.

A sight line was drawn through the remaining three points and the slope estimated to be -8890 (Figure 6). Then, since the slope of an Arrhenius plot is equal to \( -\frac{E}{R} \), the activation energy could be estimated. Under the assumption that \( \alpha \) is one, \( E = 17,656 \) cal. This value, based on the more rigorous numerical analysis, is about twice as large as the
FIGURE 6. ARRHENIUS PLOT, ORDER = 1

SLOPE = -8.89 x 10^3
one quoted by Forsten [2, p.58] under the same assumption of a first order reaction.

2.5.2 "Average" Order Assumed

From the experimental data, however, a more realistic assumption of the order would be some weighted average of the three $\hat{\alpha}_i$'s obtained previously. In order to obtain an estimate of $k$ in this way, the notation was changed as follows:

Let $r_{ij}$ be the estimated rate of the j'th experimental unit under temperature level i. The model then becomes

$$r_{ij} = c_i(p_{ij})^{\alpha}(1 + e_{ij})$$

where $c_i$ is a constant depending on temperature i

$p_{ij}$ is pressure in mm. mercury

$\alpha$ is the order of the reaction.

The rate equation is

$$r_{ij} = k_i(p_{ij}^*)^{\alpha}(1 + e_{ij}^*)$$

where $k_i$ is the specific rate at temperature i and can be obtained from $c_i$ and $\alpha$

$p_{ij}^*$ is pressure in $\text{mg/cm}^2$.

Then from equation (2),

$$\log r_{ij} = \log c_i + \alpha \log p_{ij} + e_{ij}$$

or

$$y_{ij} = \theta_i + \alpha x_{ij} + e_{ij}$$
where \( y_{ij} = \log r_{ij} \)
\[ \theta_i = \log c_i \]
\[ x_{ij} = \log p_{ij} \]

Again the approximation
\[
\text{var} \left[ \log r_{ij} \right] \approx \text{var} \left[ \frac{1}{\mathcal{E}(r_{ij})} \right]^2
\]
was used. Since \( \mathcal{E}(r_{ij}) = c_i (p_{ij})^{\alpha} \) and \( \text{var} \ r_{ij} = v_{ij} \), then
\[
\text{var} \left[ \log r_{ij} \right] \sim \frac{v_{ij}}{c_i^2 (p_{ij})^{2\alpha}}.
\]

The estimation procedure used was a weighted analysis of covariance with the weights
\[
w_{ij} = \frac{c_i^2 (p_{ij})^{2\alpha}}{v_{ij}}.
\]

Obtained in the analysis were \( t_i \)'s which estimate the \( \theta_i \)'s and a \( a \) which estimates \( \alpha \). Taking the \( t_i^{(0)} \) from the separate analyses (the intercept at \( p_{ij} = 0 \) for each \( i \)) and \( a^{(0)} \) as the simple average of the slopes of the three lines, the initial set of weights were
\[
w_{ij}^{(0)} = \frac{\text{antilog } [2t_i^{(0)} + 2a^{(0)} \log p_{ij}]}{v_{ij}}
\]

The iterative procedure was again used.
The computational steps of a weighted analysis of covariance are

Obtain $T_{iy}^W = \sum_j w_{ij} y_{ij} \quad i=1,2,3$

$T_{ix}^W = \sum_j w_{ij} x_{ij} \quad i=1,2,3$

$S_{xy}^W = \sum_{all} w_{ij} x_{ij} y_{ij} - \frac{T_{lx}^W T_{ly}^W}{\Sigma_{all} w_{ij}} - \frac{T_{2x}^W T_{2y}^W}{\Sigma_{all} w_{ij}} - \frac{T_{3x}^W T_{3y}^W}{\Sigma_{all} w_{ij}}$

$S_{xx}^W = \sum_{all} w_{ij} x_{ij}^2 - \frac{(T_{lx}^W)^2}{\Sigma_{all} w_{ij}} - \frac{(T_{2x}^W)^2}{\Sigma_{all} w_{ij}} - \frac{(T_{3x}^W)^2}{\Sigma_{all} w_{ij}}$

Then $a = S_{xy}^W / S_{xx}^W$.

Obtain $m_i = \frac{T_{iy}^W}{\Sigma_{all} w_{ij}} \quad i = 1,2,3$

$\bar{x}_i = \frac{T_{ix}^W}{\Sigma_{all} w_{ij}} \quad i = 1,2,3$

A conversion of units was again necessary to find estimates of $k_i$. In the equation

$\hat{r}_{ij} = \hat{k}_i (p_{ij}^*)^{\hat{r}_r}$,

where $\hat{r}_r$ is the estimated order of reaction, the units of $(p_{ij}^*)^{\hat{r}_r}$ must be $\text{mg/cm}^2$. Hence
\[
p^{*}_{ij} = (1359.6 \ p_{ij})^{\hat{\gamma}}
\]
and
\[
\hat{r}_{ij} = \hat{k}_1 (1359.6 \ p_{ij})^{\hat{\gamma}^2}
\]
Therefore
\[
\log \hat{r}_{ij} = \log \hat{k}_1 + \hat{\gamma}^2 \log 1359.6 + \hat{\gamma}^2 \log p_{ij}
\]
which implies that the ANOCVA estimates are the following quantities
\[
t_1 = \log \hat{k}_1 + \gamma^2 \log 1359.6 \\
a = \gamma^2 \ (\text{or} \ \gamma = +\sqrt{a})
\]
Therefore, the desired estimates of \( k_1 \) are
\[
\hat{k}_1 = \text{antilog} \ [t_1 - a \log 1359.6], \ \text{min}^{-1}
\]
These \( \hat{k}_1 \)'s were converted to their natural logarithms. The weights and results of the final iteration are given in Table IV. The Arrhenius plot (Figure 7) has a slope of -4945; thus the estimate of activation energy when order is assumed to be 0.715 is \( \hat{E} = 9821 \ \text{cal} \). (This is the empirical order of the reaction as indicated by the observations.)

2.6 Reaction under H₂O Catalysis

When a similar attempt was made to estimate the order and the specific reaction rate when water serves as the
TABLE IV

Final Iteration of Weighted Covariance Analysis

<table>
<thead>
<tr>
<th>Temperature, °C.</th>
<th>Weights</th>
<th>t</th>
<th>log ( \hat{k} )</th>
<th>( \hat{k} ), min(^{-1})</th>
<th>( \ln \hat{k} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>0.164</td>
<td>-1.6672</td>
<td>-3.90759</td>
<td>0.0001237</td>
<td>-8.995</td>
</tr>
<tr>
<td>15.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>93.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>519.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>0.243</td>
<td>-1.4068</td>
<td>-3.64719</td>
<td>0.0002253</td>
<td>-8.399</td>
</tr>
<tr>
<td>169.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1270.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>69.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1.56</td>
<td>-1.2344</td>
<td>-3.47479</td>
<td>0.0003351</td>
<td>-8.001</td>
</tr>
<tr>
<td>145.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>106.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ a = 0.715 \]

The estimate of order is \( a \).

The estimate of specific rate is obtained:

\[ \log \hat{k}_1 = t_1 - a \log 1359.6 \]
FIGURE 7. ARHENIUS PLOT, ORDER = 0.715
catalyst, the experiment appeared to be inadequate. (See Figures 8, 9, 10, 11) At only two temperature levels were there more than two observations in the range where H₂O vapor pressure was to be considered. Also, the observation on the 28° graph at which log p = 0.884, log r = -1.673 is from test run number 12 for which there were only thirteen observations in the linear period. The 28° graph is, therefore, of rather dubious value. As a result, the only iterations performed were on the three 35° points. This led to estimates of \( \hat{\alpha} = 3.106 \), \( \log \hat{k} = -5.329 \). Further experiments should be made, if possible, in this pressure range. However, at this time it can be said that there is an indication that the formation of AlCl₃·6H₂O is approximately of order three. Any further work with the data at hand would be unwarranted.
Figure 8. Log partial pressure of water vs. log rate of weight gain, 9°C.
FIGURE 9. LOG PARTIAL PRESSURE OF WATER VS. LOG RATE OF WEIGHT GAIN, 17°C.
Figure 10. Log partial pressure of water vs. log rate of weight gain, 28°C.
**Figure II.** LOG PARTIAL PRESSURE OF WATER vs. LOG RATE OF WEIGHT GAIN, 35°C.
CHAPTER III. Empirical Response Equation for Prediction of Corrosion

3.1 Model

The second section of the study of the corrosion of aluminum in hydrochloric acid vapor was an analysis of the relative effects of temperature and pressure in such a corrosion. The original experiment was not subjected to a complete statistical analysis. Only the data obtained from the portion in which aluminum oxide is the product under hydrochloric acid catalysis was analyzed.

The most general chemical model for corrosion is of the form

\[ \bar{Y} = y_0 f_1(p) f_2(T) e^{f_3(t)} , \]

i.e., weight gain is a function of pressure, absolute temperature, and time. This model is stated merely to show that the usual theory does not allow for interaction among the three factors, time, concentration, and temperature.

Error is usually proportional to response; therefore, the statistical model is

\[ y_{ijk} = \bar{Y}_0 f_1(p_1) f_2(T_j) e^{f_3(t_k)} (1 + \varepsilon_{ijk}) \]

or, except for terms of order \( \varepsilon^2_{ijk} \), \( \varepsilon^3_{ijk} \), etc.,

\[ \ln y_{ijk} = \ln \bar{Y}_0 + \ln f_1(p_1) + \ln f_2(T_j) + f_3(t_k) + \varepsilon_{ijk} \].
The functions of pressure and temperature have some form not yet established. Usually, \( f_1(p_1) \) would be expected to be of the form \( p_1^\gamma \); \( f_2(T_j) \) would be expected to be of the form \( e^{\gamma T_j} \). For the time being these unknown functions will be introduced as levels of pressure, i.e., \( \pi_1, \pi_2, \ldots \), and as levels of temperature, i.e., \( \tau_1, \tau_2, \ldots \). Time enters as a concomitant variable. It has been established that the reaction is of approximately first order; hence \( f_3(t_k) \) can be replaced by \( \beta(t_k - \bar{t}) \), where \( k = 1, 2, \ldots, 6 \)

\[
\bar{t} = \frac{1}{6} \sum_{k} t_k
\]

Interaction, if any, is usually dealt with in quantitative analysis as an "empirical correction". An interaction term may, therefore, be included in the model. Thus the following model is assumed:

\[
(3) \quad \ln y_{ijk} = \mu + \pi_i + \tau_j + \delta_{ij} + \beta(t_k - \bar{t}) + \epsilon_{ijk}
\]

Since the \( \delta_{ij} \)'s would, if present, play the role of correction terms, the condition may be stated that they are to be as small as possible. (Note that this is not a constraint, but rather a condition or restriction on the model.) This is equivalent to setting

\[
\sum_i n_{ij} \delta_{ij} = 0, \text{ for all } j
\]

and

\[
\sum_j n_{ij} \delta_{ij} = 0, \text{ for all } i
\]
where \( n_{ij} \) is the number of observations in cell \((i, j)\).

Thus, the analysis indicated is a standard two-way classification with a covariate.

3.2 Analysis of Covariance

The experiment was originally designed to include ten temperature levels and eight pressure levels, i.e., those runs performed at approximately the same pressure were assigned to an "average level" of pressure. When the two highest pressure levels were deleted from the study, the 48° column was also discarded since only one observation remained.

Test runs 19 and 39 were also discarded, because of the small number of observations available. This brought about the elimination of the 2° column. Thus the analysis dealt with eight temperature levels and six pressure levels. Six observations \((t = 80, 90, \ldots, 130\) minutes\) from each test run were used. This data may be seen in Table V. The analysis is based on the logarithm of weight gain, however. Table VI is the record of \( \log y_{ijk} \) and includes cell, column and row totals. (In order to work with positive quantities, all observations were multiplied by 10 before the logarithms were recorded; i.e.,

\[ 1 + \log z = \log y \]

where \( z = \) original observation.)
<table>
<thead>
<tr>
<th>Temperature, ( \log_{10} ) ( ^\circ \text{C} )</th>
<th>Pressure, ( \text{HCl} ), ( \text{bar} )</th>
<th>44</th>
<th>41</th>
<th>35</th>
<th>28</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t=80 ) ( t=110 )</td>
<td>( t=90 ) ( t=120 )</td>
<td>( t=100 ) ( t=130 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.250</td>
<td>109.0</td>
<td>154.2</td>
<td>84.6</td>
<td>120.6</td>
<td>40.0</td>
<td>57.6</td>
</tr>
<tr>
<td>123.2</td>
<td>169.2</td>
<td>96.6</td>
<td>133.8</td>
<td>46.2</td>
<td>63.2</td>
<td>25.6</td>
</tr>
<tr>
<td>137.4</td>
<td>184.8</td>
<td>108.3</td>
<td>144.6</td>
<td>52.2</td>
<td>69.4</td>
<td>28.0</td>
</tr>
<tr>
<td>0.502</td>
<td>53.0</td>
<td>70.6</td>
<td>44.0</td>
<td>63.6</td>
<td>41.2</td>
<td>56.8</td>
</tr>
<tr>
<td>58.8</td>
<td>77.0</td>
<td>50.0</td>
<td>69.3</td>
<td>46.2</td>
<td>62.4</td>
<td>26.0</td>
</tr>
<tr>
<td>64.2</td>
<td>83.8</td>
<td>57.0</td>
<td>76.0</td>
<td>51.4</td>
<td>68.4</td>
<td>29.4</td>
</tr>
<tr>
<td>-1.125</td>
<td>22.8</td>
<td>31.4</td>
<td>12.8</td>
<td>17.4</td>
<td>14.0</td>
<td>18.2</td>
</tr>
<tr>
<td>25.4</td>
<td>33.4</td>
<td>14.2</td>
<td>18.8</td>
<td>15.4</td>
<td>19.4</td>
<td>11.2</td>
</tr>
<tr>
<td>28.2</td>
<td>35.8</td>
<td>15.3</td>
<td>20.4</td>
<td>16.6</td>
<td>21.0</td>
<td>12.6</td>
</tr>
<tr>
<td>-1.825</td>
<td>10.2</td>
<td>12.6</td>
<td>7.4</td>
<td>10.2</td>
<td>4.0</td>
<td>5.6</td>
</tr>
<tr>
<td>10.3</td>
<td>14.0</td>
<td>8.4</td>
<td>10.8</td>
<td>4.6</td>
<td>5.8</td>
<td>1.0</td>
</tr>
<tr>
<td>11.6</td>
<td>15.4</td>
<td>9.0</td>
<td>11.2</td>
<td>5.2</td>
<td>6.4</td>
<td>1.2</td>
</tr>
<tr>
<td>-2.520</td>
<td>5.2</td>
<td>8.0</td>
<td>4.8</td>
<td>5.2</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>6.4</td>
<td>8.8</td>
<td>5.0</td>
<td>5.4</td>
<td>0.4</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>7.2</td>
<td>9.8</td>
<td>5.0</td>
<td>5.4</td>
<td>0.6</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>-3.250</td>
<td>3.4</td>
<td>3.6</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>2.0</td>
</tr>
<tr>
<td>3.4</td>
<td>3.8</td>
<td>1.2</td>
<td>1.2</td>
<td>1.4</td>
<td>2.0</td>
<td>1.2</td>
</tr>
<tr>
<td>3.6</td>
<td>4.0</td>
<td>1.2</td>
<td>1.4</td>
<td>1.8</td>
<td>2.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Temperature, °C</td>
<td>Log Pressure, HCl</td>
<td>Logarithms of Corrosion Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>------------------</td>
<td>-----------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t=80</td>
<td>t=110</td>
<td>t=90</td>
<td>t=120</td>
<td>t=100</td>
<td>t=130</td>
</tr>
<tr>
<td></td>
<td>43</td>
<td>44</td>
<td>45</td>
<td>28</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td>0.250</td>
<td>2.7243</td>
<td>2.8483</td>
<td>2.6434</td>
<td>2.8035</td>
<td>2.6169</td>
<td>2.7544</td>
</tr>
<tr>
<td></td>
<td>2.7695</td>
<td>2.8365</td>
<td>2.6990</td>
<td>2.8139</td>
<td>2.6646</td>
<td>2.7952</td>
</tr>
<tr>
<td></td>
<td>2.8075</td>
<td>2.9232</td>
<td>2.7552</td>
<td>2.8308</td>
<td>2.7110</td>
<td>2.8351</td>
</tr>
<tr>
<td>-0.502</td>
<td>2.3579</td>
<td>2.1969</td>
<td>2.1072</td>
<td>2.2106</td>
<td>2.1461</td>
<td>2.2601</td>
</tr>
<tr>
<td></td>
<td>2.4048</td>
<td>2.5238</td>
<td>2.1523</td>
<td>2.2712</td>
<td>2.1875</td>
<td>2.2737</td>
</tr>
<tr>
<td></td>
<td>2.4502</td>
<td>2.5512</td>
<td>2.1927</td>
<td>2.3096</td>
<td>2.2251</td>
<td>2.3222</td>
</tr>
<tr>
<td></td>
<td>17.7975</td>
<td>17.8266</td>
<td>17.4266</td>
<td>17.3435</td>
<td>17.4266</td>
<td>17.4266</td>
</tr>
<tr>
<td>-1.125</td>
<td>2.0086</td>
<td>2.1008</td>
<td>1.8692</td>
<td>2.0086</td>
<td>1.6021</td>
<td>1.7482</td>
</tr>
<tr>
<td></td>
<td>2.0134</td>
<td>2.1461</td>
<td>1.9243</td>
<td>2.0334</td>
<td>1.6668</td>
<td>1.7634</td>
</tr>
<tr>
<td></td>
<td>2.0645</td>
<td>2.1875</td>
<td>1.9512</td>
<td>2.0492</td>
<td>1.7160</td>
<td>1.8066</td>
</tr>
<tr>
<td>-1.825</td>
<td>1.7160</td>
<td>1.9031</td>
<td>1.6812</td>
<td>1.7160</td>
<td>0.6021</td>
<td>0.7732</td>
</tr>
<tr>
<td></td>
<td>1.8062</td>
<td>2.1445</td>
<td>1.6990</td>
<td>1.7321</td>
<td>0.6021</td>
<td>0.7732</td>
</tr>
<tr>
<td></td>
<td>1.8571</td>
<td>1.9712</td>
<td>1.6990</td>
<td>1.7321</td>
<td>0.7782</td>
<td>0.7782</td>
</tr>
<tr>
<td>-2.520</td>
<td>1.5315</td>
<td>1.5563</td>
<td>1.0792</td>
<td>1.0792</td>
<td>1.0792</td>
<td>1.0792</td>
</tr>
<tr>
<td></td>
<td>1.5315</td>
<td>1.5798</td>
<td>1.0792</td>
<td>1.0792</td>
<td>1.0792</td>
<td>1.0792</td>
</tr>
<tr>
<td></td>
<td>1.5563</td>
<td>1.6021</td>
<td>1.0792</td>
<td>1.1161</td>
<td>1.2553</td>
<td>1.3424</td>
</tr>
<tr>
<td>Totals ( Y_t )</td>
<td>42.9655</td>
<td>21.8980</td>
<td>70.9572</td>
<td>69.2739</td>
<td>63.1834</td>
<td>26.1848</td>
</tr>
<tr>
<td>( (t) )</td>
<td>(1890)</td>
<td>(1260)</td>
<td>(3150)</td>
<td>(3780)</td>
<td>(3780)</td>
<td>(1890)</td>
</tr>
</tbody>
</table>

**TABLE VI**

Logarithms of Corrosion Data
Thus the incidence matrix $N$ is

$$
N = \begin{bmatrix}
0 & 0 & 6 & 6 & 6 & 0 & 6 & 0 \\
6 & 0 & 6 & 6 & 6 & 6 & 0 & 0 \\
6 & 0 & 6 & 6 & 6 & 6 & 0 & 0 \\
0 & 6 & 6 & 6 & 6 & 6 & 0 & 0 \\
6 & 0 & 6 & 6 & 6 & 6 & 0 & 0 \\
0 & 6 & 0 & 6 & 6 & 0 & 0 & 0 \\
\end{bmatrix}
$$

$n_{j} \begin{array}{cccccccc}
18 & 12 & 30 & 36 & 36 & 18 & 12 & 12
\end{array}$ $n = 174$

If $\hat{\mu}$ is the vector of relative effects due to pressure, and $\hat{\tau}$ the corresponding vector of temperature effects, the normal equation may be written

$$
\begin{bmatrix}
D_{n_{1},} & N \\
N' & D_{n_{j},}
\end{bmatrix}
\begin{bmatrix}
\hat{\mu} \\
\hat{\tau}
\end{bmatrix} =
\begin{bmatrix}
P - n_{1}. \hat{\mu} \\
T - n_{j}. \hat{\tau}
\end{bmatrix}
$$

where $D_{n_{i},}$ is the diagonal matrix the elements of whose main diagonal are the $n_{i,}$'s. Its dimensions: $6 \times 6$

$D_{n_{j}}$ is the diagonal matrix the elements of whose main diagonal are the $n_{j,}$'s. Its dimensions: $8 \times 8$

$P$ is the vector of row totals; i.e.,

$$
P_{i} = \Sigma \Sigma \log y_{ijk}, \quad i = 1, 2, \ldots, 6
$$
\( T \) is the vector of column totals; i.e.,

\[
T_j = \sum_i \sum_k \log y_{ijk}, \quad j = 1, 2, \ldots, S
\]

\[
\hat{\mu} = \frac{\sum_i \sum_j \sum_k \log y_{ijk}}{n} = \frac{G}{n}.
\]

Rewriting (4) the equations become

(5) \[ D_{n_1*} \hat{\mu} + N \hat{\mu} = P - n_{1*} \hat{\mu} \]

(6) \[ N' \hat{\mu} + D_{n_j*} \hat{\mu} = T - n_{j*} \hat{\mu} \]

or, multiplying equation (6) by \( N D_1/n_{j*} \) and subtracting from equation (5), the adjusted normal equations for \( \hat{\mu}_i \) are

\[
(D_{n_1*} - N D_1/n_{j*} N') \hat{\mu} = P - N D_1/n_{j*} T
\]

which may be written

(7) \[ C \hat{\mu} = Q \]

where the elements of the matrix \( C \) are of the form

\[
c_{ii} = n_{1*} - \left( \frac{n_{11}^2}{n_{1*}} + \frac{n_{12}^2}{n_{2*}} + \ldots + \frac{n_{1S}^2}{n_{S*}} \right)
\]

\[
c_{ij} = - \left( \frac{n_{11} n_{1j}}{n_{1*}} + \frac{n_{12} n_{1j}}{n_{2*}} + \ldots + \frac{n_{1S} n_{1j}}{n_{S*}} \right)
\]

and the elements of the vector \( Q \) are
The symmetric matrix \( C \) is, therefore,

\[
q_i = p_i - \left( \frac{n_{i1}T_1}{n_1} + \frac{n_{i2}T_2}{n_2} + \ldots + \frac{n_{i8}T_8}{n_8} \right)
\]

This matrix is singular. (Note that the sum of elements in each row and in each column is zero.) In order to have a non-singular matrix, the constraint

\[
\sum_i \hat{n}_i = 0
\]

is imposed. The resulting matrix \( C_1 \) is

\[
C_1 = \begin{bmatrix}
21.0 & -3.0 & 0 & 0 & 0 & 0 & 1.2 \\
25.0 & -2.0 & 0 & -2.0 & 1.2 \\
29.0 & -5.0 & -4.0 & 1.2 \\
28.0 & -2.0 & -1.8 \\
26.0 & 1.2 \\
16.2
\end{bmatrix}
\]
The vector $\mathbf{q}$ is

$$\mathbf{q} = \begin{bmatrix}
18.3086 \\
13.3505 \\
7.6945 \\
-7.8959 \\
-21.7569 \\
9.7007
\end{bmatrix}.$$  

The sum of these elements should equal zero. In this case

$$\sum_i q_i = 0.0002$$

which is correct except for rounding errors.

The vector $\hat{\mathbf{f}}$ is obtained from equation (7), i.e.,

$$\hat{\mathbf{f}} = \mathbf{c}_{1}^{-1} \mathbf{q}.$$  

The matrix inversion and the multiplication of vector by matrix were accomplished by use of Program Number 5.2.001.2 (G364) on the I.B.M. 650 electronic computer with the following results (rounded to five decimal places):

$$\mathbf{c}_{1}^{-1} = \begin{bmatrix}
.04874 & .00617 & .00069 & -.00009 & .00077 & -.00418 \\
.04155 & .00370 & .00069 & .00400 & -.00403 \\
.03696 & .00069 & .00663 & -.00279 \\
.03743 & .00384 & .00332 \\
.04024 & -.00340 \\
.06316
\end{bmatrix}.$$
The analysis, as was mentioned earlier, follows the general scheme of the analysis of a two-way classification with missing cells. Although the presence of a covariate complicates the procedure, the analysis is quite straightforward if the computations performed upon, in this case, \( \log y_{ijk} \) are applied also to \( t_k \) and similar computations are applied to \( (\log y_{ijk})t_k \). Then the adjusted sums of squares for \( \log y_{ijk} \) given \( t_k \) are easily calculated.

Since there are missing cells in the 6 x 8 design, the sum of squares due to pressure must be adjusted for temperature effects. Likewise, the sum of squares due to temperature must be adjusted for pressure effects. SS Pressure, adjusted, is:

\[ SS \text{ Pressure, adj.} = \hat{\mathbf{\Pi}}^T \mathbf{Q} \]

The sum of squares due to temperature, unadjusted; the subtotal sum of squares; and the total sum of squares are computed in the usual manner, i.e.,

\[ SS \text{ Temperature, unadj.} = \frac{T_1^2}{n_{*1}} + \frac{T_2^2}{n_{*2}} + \ldots + \frac{T_8^2}{n_{*8}} - \frac{\bar{y}^2}{n} \]
where \( G_y = \sum_i \sum_j \sum_k \log y_{ijk} \)

\[
SS \text{ Subtotal} = \frac{1}{6} \left( C_{11}^2 + C_{12}^2 + \ldots + C_{68}^2 \right) - \frac{G_y^2}{n}
\]

where \( C_{ij} = \sum_k \log y_{ijk} \); i.e., the total of observations in cell \((i, j)\)

\[
SS \text{ Total}_{y} = \sum_i \sum_j \sum_k (\log y_{ijk})^2 - \frac{G_y^2}{n}
\]

Since the \( t_k \)'s are the same in each cell, it is obvious that all sums of squares for time are equal to zero except for the total and error sums of squares. For the same reason, corresponding entries in the \((\log y_{ijk}) t_k\) column are equal to zero. Thus in this covariance analysis only the error line in the \([(\log y_{ijk}) \text{ given } t_k]\)-column will need to be corrected. The total sum of squares for \( t_k \) and the total sum of products for \((\log y_{ijk}) t_k\) are

\[
SS \text{ Total}_{t} = \sum_i \sum_j \sum_k t_k^2 - \frac{G_t^2}{n}
\]

\[
= 29 \sum_k t_k^2 - \frac{G_t^2}{n}
\]

where \( G_t = \sum_i \sum_j \sum_k t_k = 29 \sum_k t_k \)

\[
\text{SP Total}_{yt} = \sum_i \sum_j \sum_k (\log y_{ijk}) t_k - \frac{G_y G_t}{n}
\]

.
The ANOCVA Table is presented in Table VII.

In order to find the sum of squares due to temperature, adjusted for pressure effects, the following procedure is used:

\[
\text{Obtain } \text{SS Pressure, unadj.} = \frac{P_1^2}{n_1} + \frac{P_2^2}{n_2} + \ldots + \frac{P_6^2}{n_6} - \frac{c^2}{n}
\]

Then \( \text{SS Temperature, adj.} = \text{SS Subtotal} - \text{SS Pressure, unadj.} - \text{SS Interaction} \),

where SS Subtotal and SS Interaction are transferred directly from Table VII.

The numerical results of the analysis, a general two-way classification with covariate, were

\[
\begin{align*}
\text{n} & = 174 \\
c^2/n & = 672.71056 \\
\text{SS Temperature, unadj.} & = 17.19139 \\
\text{SS Pressure, adj.} & = 54.45335 \\
\text{SS Subtotal} & = 76.20915 \\
\text{SS Total}_y & = 77.21657 \\
\text{SS Total}_t & = 50,750.00 \\
\text{SP Total}_yt & = 210.5035 \\
\text{SS Pressure, unadj.} & = 59.70054 \\
\text{SS Temperature, adj.} & = 11.94470 \\
\text{SS Error}_y & = 1.00742
\end{align*}
\]

By subtraction,
**TABLE VII**

Table of ANOVA Equations

<table>
<thead>
<tr>
<th>Source</th>
<th>log $y$</th>
<th>$t$</th>
<th>($\log y$)$t$</th>
<th>log $y/t$</th>
<th>Degrees of Freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature, unadjusted</td>
<td>$T_1^2 T_2^2 + \ldots + T_6^2 \frac{G^2}{n}$</td>
<td>$0$</td>
<td>$0$</td>
<td>$T_1^2 T_2^2 + \ldots + T_6^2 \frac{G^2}{n}$</td>
<td>$7$</td>
</tr>
<tr>
<td>Pressure, adjusted</td>
<td>$\hat{\beta}_i Q = \Sigma \hat{\alpha}_i q_i$</td>
<td>$0$</td>
<td>$0$</td>
<td>$\hat{\beta}_i Q = \Sigma \hat{\alpha}_i q_i$</td>
<td>$5$</td>
</tr>
<tr>
<td>Interaction difference $T x P$</td>
<td>difference</td>
<td>$0$</td>
<td>$0$</td>
<td>difference</td>
<td>$16$</td>
</tr>
<tr>
<td>Subtotal</td>
<td>$\frac{1}{6}(C_{11}^2 + C_{12}^2 + \ldots + C_{66}^2)$</td>
<td>$0$</td>
<td>$0$</td>
<td>$\frac{1}{6}(C_{11}^2 + C_{12}^2 + \ldots + C_{66}^2)$</td>
<td>$28$</td>
</tr>
<tr>
<td>Error</td>
<td>difference</td>
<td>difference</td>
<td>difference</td>
<td>$SSE_y - \frac{(SPE_y)^2}{SSE_t}$</td>
<td>$144$</td>
</tr>
<tr>
<td>Total</td>
<td>$\Sigma \Sigma (\log y_{ijk})^2 - \frac{G^2}{n}$</td>
<td>$\Sigma \Sigma t_{ik}$</td>
<td>$\Sigma \Sigma (\log y_{ijk}) t_{ik}$</td>
<td>$\frac{G^2}{n}$</td>
<td></td>
</tr>
</tbody>
</table>
SS Error_t = 50,750.00
SP Error_yt = 210.5085

The table of sums of squares, mean squares, and F ratios appears as Table VIII.

3.3 Estimation of Effects

The error term in the analysis is extremely small in comparison with the other mean square values in the table. Thus every F ratio with MSE in the denominator is significant at the one per cent level. The significance of the interaction effect indicates that the correction term in the model is needed. F ratios have been computed also for pressure and temperature, using MS Interaction as the denominator. Both ratios are significant at the one per cent level; therefore, both temperature and pressure contribute appreciably to the rate of corrosion above and beyond the effect of an interaction of temperature and pressure. Since we assumed that an interaction effect was only a correction term and for this reason placed the condition on the model that interaction effects be as small as possible, and since both temperature and pressure are very significant when compared with interaction, the estimates of main effects justify interpretation. A detailed discussion of the significantly large interaction term will be given later. (3.4)
TABLE VIII
Numerical ANOVA Table

<table>
<thead>
<tr>
<th>Source</th>
<th>S.S.</th>
<th>d.f.</th>
<th>M.S.</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>11.94470</td>
<td>7</td>
<td>1.70639</td>
<td>MS Temperature = 5.9823**</td>
</tr>
<tr>
<td>Pressure</td>
<td>54.45335</td>
<td>5</td>
<td>10.89067</td>
<td>MS Pressure = 38.1807**</td>
</tr>
<tr>
<td>Interaction TXP</td>
<td>4.56391</td>
<td>16</td>
<td>.28524</td>
<td>MS Interaction = 306.7097**</td>
</tr>
<tr>
<td>Subtotal</td>
<td>76.20915</td>
<td>28</td>
<td>2.72176</td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>.13424</td>
<td>144</td>
<td>.00093</td>
<td></td>
</tr>
</tbody>
</table>
The vector of estimates of relative effects due to pressure has already been estimated as \( \hat{n} \). In order to obtain \( \hat{\mu} \), we make use of equation (6), i.e.,

\[
\hat{\mu} = D_{1/n_j} (T - N'\hat{n} - n_j\hat{\mu})
\]

The operational procedure for the estimation of the \( \hat{\mu}_j \)'s is as follows:

1. Obtain \( N'\hat{n} \), the vector whose typical element is equal to six times the sum of those \( \hat{\mu}_i \)'s which correspond to non-zeroes in the particular column of \( N \).
2. Add to these eight elements the corresponding term of \( n_j\hat{\mu} \); i.e., to the first element add \( 18 \, G/n \); to the second, \( 12 \, G/n \); etc.
3. Subtract these quantities from the corresponding \( T_1 \)'s, the column totals.
4. Multiply each element by the proper term of \( D_{1/n_j} \); i.e., divide the first element by \( 18 \), the second by \( 12 \), etc.

Here \( \hat{\mu} = 1.96625 \). Hence the \( \hat{\mu} \) vector is

\[
\hat{\mu} = \begin{bmatrix}
.39971 \\
.39239 \\
-.04198 \\
-.21116 \\
-.20143 \\
-.47454 \\
-.22148 \\
\end{bmatrix}, \quad \sum_{j} \hat{\mu}_j = -.1028 \]
The constraint
\[ \sum_i n_i \hat{\eta}_i + \sum_j n_j \hat{\tau}_j = 0 \]
has been used in this estimation operation. As a check of calculations, these sums are
\[ \sum_i n_i \hat{\eta}_i = 1.51916 \]
\[ \sum_j n_j \hat{\tau}_j = -1.51901 \]
Hence
\[ \sum_i n_i \hat{\eta}_i + \sum_j n_j \hat{\tau}_j = 0.00015 \]
a difference from zero which can be explained as a rounding error.

For a neater presentation of data the estimated temperature effects \( \hat{\tau} \) have been adjusted so that the sum of these estimates is zero. This is accomplished in the following manner:
Let \( \hat{\tau}_j^* = \hat{\tau}_j + c \)
where \( \sum_j \hat{\tau}_j^* = 0 \)
Then \( \sum_j \hat{\tau}_j + 8c = 0 \)
which implies that
\[ c = -1/8 \sum_j \hat{\tau}_j \]
Thus
\[ \hat{t}_j^* = \hat{t}_j - \frac{1}{8} \sum_j \hat{t}_j \]
\[ = \hat{t}_j + .01286. \]

The \( \hat{t}_j^* \) vector is
\[
\begin{align*}
\hat{t}_1^* &= .41257 \\
\hat{t}_2^* &= .40525 \\
\hat{t}_3^* &= .26847 \\
\hat{t}_4^* &= -.02912 \\
\hat{t}_5^* &= -.19830 \\
\hat{t}_6^* &= -.18857 \\
\hat{t}_7^* &= -.46168 \\
\hat{t}_8^* &= -.20862
\end{align*}
\]
\[ \Sigma \hat{t}_j^* = 0. \]

However, since we decreased the value of the \( \hat{t}_j \)'s by a constant amount, we must increase \( \mu \) by the same amount. Then
\[
\mathcal{E}(\log y_{ijk}) = \hat{\mu}^* + \hat{\mu}_i + \hat{t}_j^* + \hat{s}_{ij} + \hat{\beta}_k - \bar{c}
\]
where
\[ \hat{\mu}^* = \mu + \frac{1}{8} \sum \hat{t}_j \]
\[ = \hat{\mu} - .01286 \]
or, in other words,
\[ \hat{\mu} + \hat{t}_j = \hat{\mu}^* + \hat{t}_j^* . \]

The estimate of \( \hat{\mu}^* \) is 1.95339.
The \( \hat{\delta}_{ij} \)'s, the correction terms, are computed thus:

\[
\hat{\delta}_{ij} = \bar{c}_{ij} - (\hat{n}_i + \hat{r}_j + \hat{\mu})
\]

or

\[
\hat{\delta}_{ij} = \bar{c}_{ij} - (\hat{n}_i + \hat{r}_j^* + \hat{\mu}^*)
\]

where \( \bar{c}_{ij} \) is the mean of the observations in cell \((i,j)\). For example, \( \bar{c}_{2,1} = 2.32662 \). \( \hat{\delta}_{ij} \) is calculated only for those cells for which observations are available (i.e., 29 cells). The \( \hat{\delta} \) vector is as follows:
Recalling the conditions imposed on the original model,

$$\sum_{ij} n_{ij} \delta_{ij} = 0$$
and
\[ \sum_{j} n_{ij} \delta_{ij} = 0 \]

which are equivalent to
\[ \sum_{i} \delta_{ij} = 0 \]

and
\[ \sum_{j} \delta_{ij} = 0 \]

since \( n_{ij} \equiv 6 \), we have another check on calculations:
\[ \sum_{i} \delta_{i1} = .00003 \quad \Delta \delta_{i1} = .00002 \]
\[ \sum_{i} \delta_{i2} = -.00001 \quad \Delta \delta_{i2} = .00002 \]
\[ \sum_{i} \delta_{i3} = .00004 \quad \Delta \delta_{i3} = .00005 \]
\[ \sum_{i} \delta_{i4} = .00003 \quad \Delta \delta_{i4} = .00001 \]
\[ \sum_{i} \delta_{i5} = .00003 \quad \Delta \delta_{i5} = .00004 \]
\[ \sum_{i} \delta_{i6} = .00002 \quad \Delta \delta_{i6} = .00001 \]
\[ \sum_{i} \delta_{i7} = 0 \]
\[ \sum_{i} \delta_{i8} = .00001 \]

All of these sums are, within rounding, equal to zero.
The only parameter not yet estimated is $\beta$. The estimation of the coefficient of the covariate $t_k$ makes use of two quantities found in setting up the ANOCVA table, since

$$\hat{\beta} = \frac{\text{SPE}_{vt}}{\text{SSE}_t}.$$ 

In this analysis

$$\hat{\beta} = .00415.$$ 

3.4 Response Equation

As has been stated, the chemical model would usually be expected to be of the form

$$\hat{y}_{ijk} = y_0 (p_i)^\rho e^{t_j c_{ij} e^{\beta t_k}}$$

or

$$\ln \hat{y}_{ijk} = \ln y_0 + \rho \ln p_i + \frac{\hat{\gamma}}{T_j} + \ln c_{ij} + \beta t_k.$$ 

The statistical model will be recalled as

$$\ln \hat{y}_{ijk} = \mu + \hat{\hat{n}}_i + \hat{\tau}_j + \hat{\delta}_{ij} + \hat{\beta}(t_k - \bar{t}).$$

Thus an indication of the correspondence of the results obtained with the theoretical model can be obtained by plotting $\hat{\hat{n}}_i$ against $\ln p_i$ and $\hat{\tau}_j$ against $1/T_j$. These graphs appear in Figures 12 and 13. (For ease of graphing $\hat{\tau}_j$ was plotted against $1000/T_j$.) The pressure graph is
Figure 12. LN pressure vs. estimates of pressure effects $\hat{\Pi}$
FIGURE 13. $\frac{1000}{\text{TEMPERATURE}}$ vs. ESTIMATES OF TEMPERATURE EFFECTS $\hat{\tau}$
approximately linear except for the lowest pressure level point (\( \hat{h}_6 \)).

The linearity of the temperature graph is questionable. The points representing 17°, 23°, and 35° are the most precisely determined since more tests were performed at these levels. Therefore, a sight line was fitted through these three points. The line obtained is satisfactory also for temperatures 44°, 41°, and 7°. The 9° and 0° points on the graph and the corresponding test runs do not fit this pattern at all; they were dropped from the study at this point, and it was concluded that whatever response function may be suggested will be restricted to the temperature range 17° to 44° and pressure range 0.003 to 1.9 mm. mercury. From the graphs the following equations can be found:

\[
\hat{w}_i = 0.944 + 0.299 \ln p_i
\]

\[
\hat{v}_j = 7.902 - 2.362 \frac{1000}{T_j}
\]

When the interaction terms, the correction terms, are recorded in tabular form (see Table IX), it is noticeable at once that there is no regular trend with pressure or temperature. Rather than being broken down systematically, the significant interaction effect is concentrated in one test run, that in which \( \log p = -2.52 \), \( T = 301.16^\circ K \) or 28 °C (number 16). The weight gain in this run is far below
### TABLE IX

Correction Terms

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>.06826</td>
<td>.12398</td>
<td>.02854</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-.18195</td>
<td>09339</td>
<td>.16232</td>
<td>.08583</td>
<td></td>
</tr>
<tr>
<td>Pressure 3</td>
<td>-.07616</td>
<td>.18287</td>
<td>.13825</td>
<td>.18903</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.08219</td>
<td>.10204</td>
<td>.14293</td>
<td>.30637</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.25814</td>
<td>.21252</td>
<td>.45039</td>
<td>.13924</td>
<td></td>
</tr>
</tbody>
</table>

Temperature levels 6–8 and Pressure level 6 omitted.
expectation indicated by both the temperature and the pressure
trends; there is considerable doubt about the accuracy of the
experimental conditions of this set. The second largest
interaction estimate occurs in the set under \( \log p = -1.825, \)
\( T = 290.16 \) °K or 17 °C (number 37). The departure in this
run from expectation is not quite as conspicuous, although it
is a marked interruption of the temperature trend. In con-
clusion, it must be stated that the interaction terms show no
systematic trends with increasing temperature or increasing
pressure and thus are not amenable to chemical interpretation.
The sporadic behavior of these terms indicates some experi-
mental inadequacy. Consequently, in spite of the overall
significance of "interaction", there is no justifiable reason
for suggesting correction terms in the prediction of corro-
sion weight gain in terms of pressure and temperature, on
the basis of the present data.

Hence, for the prediction of weight gain, the equation

\[
\log \hat{y}_{ijk} = \mu + \hat{n}_i + \hat{r}_j + \hat{\beta}(t_k - \bar{t})
\]

is used. Upon substitution and recalling that

\[
1 + \log z_{ijk} = \log y_{ijk}
\]

(see Tables IV and V), the equation becomes

\[
1 + \log \hat{z}_{ijk} = 1.95339 + 0.944 + 0.299 \ln p_i + 7.902
- 2.362 \frac{1000}{T_j} + 0.00415 (t_k - 105)
\]
After simplification, the prediction equation is

\[
\log \hat{z}_{ijk} = 9.364 + 0.683 \log p_i - 2.362 \frac{1000}{T_j} + 0.00415 t_k
\]

where \( \hat{z}_{ijk} \) = predicted weight gain, \( \text{mg/cm}^2 \)

\( p_i \) = partial pressure HCl, \( \text{mm Hg} \)

\( T_j \) = absolute temperature, \( ^\circ \text{K} \)

\( t_k \) = time, min.

This equation is valid for hydrochloric acid partial pressures between 0.003 and 1.900 \( \text{mm Hg} \), temperatures from 17 \( ^\circ \text{C} \) to 44 \( ^\circ \text{C} \), and for a time of exposure between 80 and 130 minutes. At \( t_k = 100 \), predictions, observed values, and the corresponding errors for the test runs within this range are given in Table X. The maximum discrepancies between predicted and observed values, i.e., \(|e| > 0.220\), occur at the lowest pressure and temperature levels.
TABLE X

Prediction of Corrosion Using Response Equation ($t_k = 100$)

<table>
<thead>
<tr>
<th>Test number</th>
<th>log $z$ (observed)</th>
<th>log $\hat{z}$</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.857</td>
<td>0.636</td>
<td>.221</td>
</tr>
<tr>
<td>4</td>
<td>1.711</td>
<td>1.663</td>
<td>.048</td>
</tr>
<tr>
<td>6</td>
<td>0.699</td>
<td>0.448</td>
<td>.251</td>
</tr>
<tr>
<td>13</td>
<td>1.100</td>
<td>0.850</td>
<td>.250</td>
</tr>
<tr>
<td>15</td>
<td>2.037</td>
<td>2.120</td>
<td>.083</td>
</tr>
<tr>
<td>16</td>
<td>-0.222</td>
<td>0.293</td>
<td>.515</td>
</tr>
<tr>
<td>17</td>
<td>1.064</td>
<td>1.000</td>
<td>.064</td>
</tr>
<tr>
<td>21</td>
<td>1.468</td>
<td>1.323</td>
<td>.145</td>
</tr>
<tr>
<td>23</td>
<td>0.716</td>
<td>0.754</td>
<td>.038</td>
</tr>
<tr>
<td>25</td>
<td>2.138</td>
<td>2.235</td>
<td>.097</td>
</tr>
<tr>
<td>26</td>
<td>1.756</td>
<td>1.796</td>
<td>.040</td>
</tr>
<tr>
<td>28</td>
<td>1.450</td>
<td>1.584</td>
<td>.134</td>
</tr>
<tr>
<td>29</td>
<td>1.808</td>
<td>2.012</td>
<td>.204</td>
</tr>
<tr>
<td>30</td>
<td>0.954</td>
<td>0.909</td>
<td>.045</td>
</tr>
<tr>
<td>31</td>
<td>-0.097</td>
<td>-0.112</td>
<td>.015</td>
</tr>
<tr>
<td>32</td>
<td>1.718</td>
<td>1.800</td>
<td>.082</td>
</tr>
<tr>
<td>34</td>
<td>1.220</td>
<td>1.210</td>
<td>.010</td>
</tr>
<tr>
<td>37</td>
<td>0.079</td>
<td>0.371</td>
<td>.292</td>
</tr>
<tr>
<td>40</td>
<td>1.199</td>
<td>1.352</td>
<td>-1.153</td>
</tr>
</tbody>
</table>

Equation:  
$$\log \hat{z}_{ijk} = 9.364 + .688 \log p_i - 2.362 \frac{1000}{T_j}$$

$$+ .00415 \ t_k$$

$t_k = 100$ minutes

log $z$ read from TABLE VI

log $p_i$ read from TABLE II
CHAPTER IV. Summary

In this thesis, corrosion data have been subjected to a statistical analysis for the purpose of obtaining meaningful estimates of the specific rate of reaction and the energy of activation and obtaining a response equation for prediction of weight gain.

A two-stage analysis was used in the estimation of specific rate and activation energy. First, an estimate of the reaction rate for each of the forty test runs was obtained from linear regression analysis of weight gain on time (Section 2.1). Using equation (1), a weighted linear regression was then performed with reciprocals of estimated variances of rates as weights. Hence a weighted regression analysis was performed on rate estimates so that estimates of the order of reaction could be obtained.

It was shown that the mechanisms of the two possible reactions, i.e., formation of aluminum oxide or AlCl₃·x(H₂O), are different (Section 2.2). At the lower HCl partial pressures, in which aluminum oxide is the product, the energy of activation was estimated in two ways: Section 2.5.1 gives the estimated specific rates of reaction and energy of activation when the stoichiometric first order is assumed and uses the method of weighted linear regression; Section 2.5.2 gives as the method of estimation a weighted covariance...
analysis when the order of reaction is assumed to be the empirically determined quantity 0.715. The data in the AlCl₃x6H₂O portion of the study were inconclusive (Section 2.6).

In order to investigate the relative effects of temperature and pressure on corrosion, an analysis of covariance was performed. The model [equation (3)] was that of a general two-way classification with time as a covariate. As was expected, both temperature and pressure contributed significantly to the amount of corrosion product formed; their relative effects were estimated (Section 3.3). Finally a response equation [equation (8)] was found for purposes of predicting the weight of the corrosion product, i.e., aluminum oxide. This equation is valid for HCl partial pressure of 0.003 to 1.900 mm Hg, temperatures 17 °C to 44 °C, and for a time of exposure between 80 and 130 minutes during which the rate was observed to be constant.
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ABSTRACT

In this thesis, corrosion data were subjected to statistical analysis for the purpose of obtaining meaningful estimates of the specific rate of reaction and the energy of activation and obtaining a response equation for prediction of weight gain.

A two-stage analysis was used in the estimation of specific rate and activation energy. First, an estimate of the reaction rate for each test run was obtained from linear regression analyses of weight gain on time. A weighted linear regression was then performed with reciprocals of estimated variances of rates as weights; the estimated order of reaction was obtained.

It was shown that the mechanisms of the two possible reactions, i.e., formation of aluminum oxide or AlCl$_3$·6H$_2$O, are different. At the lower HCl partial pressures (Al$_2$O$_3$ the product), the specific rates and the activation energy were estimated in two ways: (1) the method of weighted linear regression when stoichiometric first order is assumed; (2) the method of weighted covariance analysis when empirical order is assumed. The data in the AlCl$_3$·6H$_2$O portion were inconclusive.

The prediction equation was obtained by an analysis of covariance; the model was that of a two-way classification
with time as a covariate. Main effects (temperature and pressure) were estimated. Finally, a response equation, for prediction of the weight of corrosion product ($\text{Al}_2\text{O}_3$), was found. This equation is valid for HCl partial pressures 0.003 to 1.90 mm Hg, temperatures 17 °C to 44 °C, time of exposure 80 to 130 minutes.