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The development of the general flux formulation for heat conduction based on the modified Fourier’s law is presented. This new formulation produces a hyperbolic vector equation in heat flux which is more convenient to use for analysis in situations involving specified flux conditions than the standard temperature formulation. The recovery of the temperature distribution is obtained through integration of the energy conservation law with respect to time. The Green’s function approach is utilized to develop a general solution for hyperbolic heat conduction in a finite medium. The utility of the flux formulation and the unusual nature of heat conduction based on the hyperbolic formulation are demonstrated by developing analytical expressions for the heat flux and temperature distributions in a finite slab exposed to a pulsed surface heat flux.

I. INTRODUCTION

In classical heat conduction theory, the constitutive equation governing heat flow is given by Fourier’s law

\[ q = -k \frac{dT}{dx}, \tag{1} \]

which states that the heat flux is proportional to the temperature gradient. This law originated from experimental observation. When the constitutive relation, as expressed in Eq. (1), is incorporated into the First Law of Thermodynamics, a parabolic partial differential equation is obtained. Controversy arises using such a description for linear models in that it predicts that any thermal disturbance on a body is instantaneously felt throughout the body, that is, heat propagates at an infinite speed. Since thermal energy is carried by molecular motion which propagates at a finite speed, one generally concludes that Fourier’s law is a low order approximation to a more exact constitutive equation.\(^1\)–\(^3\) Despite this apparent paradox, Fourier’s law is quite accurate for most common engineering situations. However, for situations involving very short times, extreme thermal gradients, or temperatures near absolute zero, Fourier’s law becomes invalid.

It was originally proposed by Maxwell\(^4\) via kinetic considerations and later by Vernotte,\(^5\)\(^,\)\(^6\)\(^,\)\(^7\) Cattanea,\(^8\) and Morse and Feshbach\(^9\) on a heuristic basis that the particular law for heat conduction should account for thermal relaxation or the finite buildup time for the onset of heat to flow. The proposed modified Fourier law is

\[ \tau \frac{dq}{dt} + q = -k \frac{dT}{dx}, \tag{2} \]

where \(\tau\) is the thermal relaxation time, and \(k\) is the thermal conductivity.

Since the arguments were originally qualitative, many different approaches have been proposed to quantify Eq. (2). Weymann\(^10\) and Taitel\(^1\) obtained Eq. (2) through a random walk argument. Kaliski\(^11\) modified thermodynamics for an irreversible process. Gurtin and Pipkin\(^12\) also developed a general theory based on thermodynamics with memory, where an integro-differential equation is derived. Kinetic considerations have been incorporated by Bubnov,\(^13\) and Berkovskv and Bashtovoi.\(^14\) Since Fourier’s law is inconsistent with special relativity, relativistic models have been proposed by Van Kampen\(^15\) and Kelly\(^16\) for heat transport.

Chester\(^1\) states that Fourier’s law is simply an approximation to the modified law. Simons’ points out, based on the Boltzmann equation, that a hierarchy of increasing complexity exists in describing the “true” heat conduction equation. He concludes that for the nonrelativistic regime, Eq. (2) has been generally agreed upon as the next approximation.

The nature of heat propagation resulting from Eq. (2) has been studied by many investigators.\(^17\)–\(^29\) In all these studies, the temperature distribution was obtained through the temperature field equation. The objective of this exposition is to give an alternative formulation based on heat flux. First, a general three dimensional constant property heat flux formulation with an arbitrary volumetric heat source is developed. Then the utility of such a formulation and the peculiar nature of the hyperbolic theory are illustrated with a specific example involving a finite slab subjected to a pulsed heat flux at one of its surfaces.

II. GENERAL HEAT FLUX FORMULATION

The governing heat flux vector equation is now derived for any orthogonal coordinate system. Performing an energy balance over a control volume,\(^30\)\(^,\)\(^31\) we arrive at

\[ \int_V \left( -\nabla q(r,t) + u(r,t) \cdot \frac{\partial}{\partial t}(r,t) \right) dV = 0, \tag{3} \]

where \(u\) represents a volumetric energy source, \(e\) is the internal energy, \(\rho\) is the density, \(t\) is the temporal variable, and \(r\) is the space vector. For the integral in Eq. (3) to vanish over an arbitrary region, the integrand must be identically zero. Therefore, we arrive at the usual result
$$- \nabla q(r,t) + u(r,t) = \rho C_p \frac{\partial T}{\partial t}(r,t),$$  \hspace{1cm} (4)$$
which incorporates the assumption that the internal energy is only a function of temperature for an incompressible substance. In general vector notation, the modified Fourier law becomes

$$\tau \frac{\partial q(r,t)}{\partial t} + q(r,t) = - k \nabla T.$$  \hspace{1cm} (5)$$
Eliminating the temperature \( T(r,t) \) between Eqs. (4) and (5), with the assumption of constant properties, gives the following heat flux vector equation:

$$\nabla [\nabla q(r,t)] - \nabla u(r,t) = \frac{1}{\alpha} \left( \tau \frac{\partial^2 q(r,t)}{\partial t^2} + \frac{\partial q(r,t)}{\partial t} \right),$$  \hspace{1cm} (6)$$
where \( \alpha = k / \rho C_p \) is the thermal diffusivity. For the three-dimensional case, Eq. (6) represents three simultaneous hyperbolic scalar equations for the heat flux components. Note that in this formulation only the gradient of the volumetric heat source is involved in Eq. (6), whereas Vick and Özisik\textsuperscript{17,18} have shown when considering the temperature field formulation that the volumetric source and its time derivative appear in the equation.

Finally, given the heat flux, the temperature distribution is recovered by integrating the general energy balance relation of Eq. (4) over time

$$T(r,t) = T(r,0) + \int_{t'=0}^{t} (1/\rho C_p) \left[ - \nabla q(r,t') + u(r,t') \right] dt',$$

$$T \in V, \ t \geq 0.$$  \hspace{1cm} (7)$$
To complete the mathematical formulation, boundary and initial conditions must be specified. Although any arbitrary boundary conditions may be specified, the advantages of the heat flux formulation become most apparent for situations involving specified heat fluxes at the boundaries. Equilibrium initial conditions can be readily established as

$$q(r,0) = 0,$$

$$\frac{\partial q(r,0)}{\partial t} = 0, \ T \in V.$$  \hspace{1cm} (8)$$
\hspace{1cm} (9)$$

We shall now develop the general solution to a one-dimensional slab problem with the aid of Green’s functions. This problem will display the utility and merits of such an alternative formulation in terms of heat flux.

### III. ANALYSIS: ONE-DIMENSIONAL SLAB

Consider a slab initially at the equilibrium temperature \( T_0 \). At time \( t = 0 \), both external surfaces are suddenly exposed to arbitrary time-dependent heat fluxes while the entire slab is in the presence of a general volumetric heat source. In this situation, the general three dimensional flux formulation developed previously reduces to the following one-dimensional equation for the heat flux distribution

$$\frac{\partial^2 q(x,t)}{\partial x^2} - \frac{\partial u(x,t)}{\partial x} = \frac{1}{\alpha} \left( \tau \frac{\partial^2 q(x,t)}{\partial t^2} + \frac{\partial q(x,t)}{\partial t} \right),$$

$$x \in [0, L], \ t > 0.$$  \hspace{1cm} (10)$$
The boundary and initial conditions may be expressed as

$$q(0,t) = q_0(t),$$  \hspace{1cm} (11a)$$
q(L,t) = q_l(t), \ t > 0$$  \hspace{1cm} (11b)$$
and

$$q(x,0) = 0,$$

$$\frac{\partial q(x,0)}{\partial t} = 0, \ x \in [0, L].$$  \hspace{1cm} (12a)$$
\hspace{1cm} (12b)$$

Formally, as \( \tau \to 0 \), Eq. (10) reduces to the classical parabolic heat flux formulation. The convenience of the flux formulation for a problem involving specified heat flux boundary conditions now become apparent. That is, a simple boundary condition such as Eq. (11a) replaces a more involved boundary condition

$$- k \frac{\partial T}{\partial x}(0,t) = \tau \frac{\partial q_0(t)}{\partial t} + q_0(t)$$  \hspace{1cm} (13)$$
that would be needed when considering the temperature field equation.

For convenience in the subsequent analysis, we introduce the following nondimensional quantities

$$\eta = c x / 2 \alpha, \ \eta_l = c l / 2 \alpha,$$  \hspace{1cm} (14a)$$
where \( c^2 = \alpha / \tau \) and

$$\xi = c t / 2 \alpha,$$  \hspace{1cm} (14b)$$
\theta(\eta, \xi) = \frac{T(x,t) - T_0}{T_{ref}},$$  \hspace{1cm} (14c)$$
\Psi(\eta, \xi) = \frac{q(x,t)}{T_{ref} k c^2 / 4 \alpha^2},$$  \hspace{1cm} (14d)$$
and

$$S(\eta, \xi) = \frac{u(x,t)}{T_{ref} k c^2 / 4 \alpha^2},$$  \hspace{1cm} (14e)$$
where \( T_{ref} \) is a reference temperature chosen for convenience.

Introducing the dimensionless quantities, as defined in Eqs. (14a)–(14e) into Eqs. (10)–(12), we obtain the following system of equations governing the dimensionless heat flux distribution:

$$\frac{\partial^2 \Psi}{\partial \xi^2}(\eta, \xi) + 2 \frac{\partial \Psi}{\partial \eta}(\eta, \xi)$$

$$= \frac{\partial^2 \Psi}{\partial \eta^2}(\eta, \xi) - \frac{1}{2} S(\eta, \xi), \ \eta \in (0, \eta_l)$$

$$\xi > 0,$$  \hspace{1cm} (15)$$
$$Q(0, \eta) = Q_0(\eta),$$  \hspace{1cm} (16a)$$
$$Q(\eta, \eta_l) = Q_l(\eta),$$  \hspace{1cm} (16b)$$
and

$$Q(0, \eta) = 0,$$  \hspace{1cm} (17a)$$
$$\left( \frac{\partial Q}{\partial \eta} \right)(\eta, \eta_l) = 0, \ \eta \in (0, \eta_l].$$  \hspace{1cm} (17b)$$
The dimensionless energy balance expressed by Eq. (4) for the one-dimensional case becomes

$$\left( \frac{\partial Q}{\partial \eta} \right)(\eta, \xi) + \frac{1}{2} S(\eta, \xi) = \left( \frac{\partial \Psi}{\partial \xi} \right)(\eta, \xi),$$  \hspace{1cm} (18)$$
which can be integrated to give the temperature distribution as
Next we develop the general solution to the system of Eqs. (15)-(17) and apply the results for a pulsed surface heat flux.

A. Solution in terms of a Green’s function

The formal starting point in the development of the Green’s function method is the application of Green’s second formula over the domain of interest:

\[
\lim_{\varepsilon \to 0} \int_{\xi_0}^{\xi_0} \int_{\eta_0}^{\eta_0} G(\eta, \xi | \eta_0, \xi_0) L_0 [Q(\eta_0, \xi_0)] d\eta d\xi = \lim_{\varepsilon \to 0} \int_{\xi_0}^{\xi_0} \int_{\eta_0}^{\eta_0} \left[ (BC + IC) + \int_{\xi_0}^{\xi_0} \int_{\eta_0}^{\eta_0} Q(\eta_0, \xi_0) \right] \times L_0 \left[ G(\eta, \xi | \eta_0, \xi_0) \right] d\eta d\xi.
\]

(20)

Here \(G(\eta, \xi | \eta_0, \xi_0)\) is the appropriate Green’s function where the arguments are written to represent the “effect/cause” relationship. We introduce \(\varepsilon > 0\) in order to invoke causality at a later time in the analysis.

For any given linear operator \(L_0\), the contribution of the boundary and initial conditions are represented symbolically by \(BC\) and \(IC\), respectively. Also, \(L_0^*\) is the formal adjoint operator of the operator \(L_0\).

The operator \(L_0\) is chosen as the modified heat flux linear operator:

\[
L_0 = \frac{\partial^2}{\partial \eta^2} - \frac{\partial^2}{\partial \xi^2} - 2 \frac{\partial}{\partial \xi},
\]

(21)

since we are interested in the solution to Eq. (15) which can be expressed as

\[
L_0 [Q(\eta, \xi)] = 1/2 \frac{\partial S}{\partial \eta}(\eta, \xi), \quad \eta \in (0, \eta_1), \quad \xi > 0.
\]

Integrating the left-hand side of Eq. (20) by parts, and using the linear operator given by Eq. (21) with the understanding that \(L_0\) represents differentiation with respect to the cause variables \(\eta_0\) and \(\xi_0\), we obtain the following explicit expression:

\[
\begin{align*}
\lim_{\varepsilon \to 0} \int_{\xi_0}^{\xi_0} \int_{\eta_0}^{\eta_0} & G(\eta, \xi | \eta_0, \xi_0) L_0 [Q(\eta_0, \xi_0)] d\eta d\xi \\
= & \lim_{\varepsilon \to 0} \int_{\xi_0}^{\xi_0} \int_{\eta_0}^{\eta_0} \left[ (BC + IC) + \int_{\xi_0}^{\xi_0} \int_{\eta_0}^{\eta_0} Q(\eta_0, \xi_0) \right] \times L_0 \left[ G(\eta, \xi | \eta_0, \xi_0) \right] d\eta d\xi \\
& \times \left[ G(\eta, \xi | \eta_0, \xi_0) \right] d\eta d\xi.
\end{align*}
\]

(23)

where the integration shows that the formal adjoint operator of \(L_0\) is

\[
L_0^* = \frac{\partial^2}{\partial \eta^2} - \frac{\partial^2}{\partial \xi^2} + 2 \frac{\partial}{\partial \xi}.
\]

(24)

We observe that \(L_0^* \neq L_0\), that is, the operator \(L_0\) is not formally self-adjoint.

The Green’s function is chosen such that

\[
L_0 \left[ G(\eta, \xi | \eta_0, \xi_0) \right] = \delta(\eta - \eta_0) \delta(\xi - \xi_0),
\]

subject to homogeneous boundary conditions

\[
G(\eta, \xi | 0, \xi_0) = 0,
\]

and

\[
G(\eta, \xi | \eta_1, \xi_0) = 0,
\]

with the additional requirement that

\[
G(\eta, \xi | \eta_0, \xi_0) = 0, \quad \xi < \xi_0,
\]

(27a)

and

\[
\frac{\partial G}{\partial \xi}(\eta, \xi | \eta_0, \xi_0) = 0, \quad \xi < \xi_0.
\]

(27b)

Conditions (27a) and (27b) represent the causality principle, which is merely a statement that no effect can be experienced prior to a cause. Using the Green’s function as governed by Eqs. (25)-(27) and taking the limit as \(\varepsilon \to 0\) in Eq. (23), gives the general representation of the heat flux distribution \(Q(\eta, \xi)\) as

\[
Q(\eta, \xi) = 1/2 \int_{\xi_0}^{\xi_0} \int_{\eta_0}^{\eta_0} G(\eta, \xi | \eta_0, \xi_0) \frac{\partial S}{\partial \eta}(\eta, \xi) d\eta d\xi + \int_{\xi_0}^{\xi_0} \left[ \frac{\partial G}{\partial \eta}(\eta, \xi | \eta_0, \xi_0) \right] \frac{\partial S}{\partial \eta}(\eta, \xi) d\eta d\xi + \int_{\eta_0}^{\eta_0} \left[ -G(\eta, \xi | \eta_0, \xi_0) \frac{\partial Q}{\partial \xi}(\eta, \xi) \right] d\eta + \int_{\xi_0}^{\xi_0} \left[ -G(\eta, \xi | \eta_0, \xi_0) \right] d\xi.
\]

(28)

The only remaining ingredient needed for a complete specification of the function \(Q\) is the determination of the Green’s function itself, which will be resolved by the finite integral transform technique.

B. Determination of the Green’s function

The finite integral transform technique is now utilized to determine the Green’s function. The appropriate eigenvalue problem obtained from the associated homogeneous version of the system of Eqs. (25), (26), and (27), is given by

\[
\frac{d^2}{d\eta^2} \psi_m(\lambda_m, \eta_0) + \lambda_m^2 \psi_m(\lambda_m, \eta_0) = 0,
\]

subject to

\[
\psi_m(\lambda_m, 0) = 0,
\]

and

\[
\psi_m(\lambda_m, \eta_1) = 0.
\]

(30a)

The solution is of this problem gives the eigenfunctions

\[
\psi_m(\lambda_m, \eta_0) = \sin \lambda_m \eta_0.
\]

(31)
where the eigenvalues are defined as
\[ \lambda_m = (m\pi/\eta), \quad m = 1, 2, 3, \ldots \]  
(32)
The orthogonality relation is written in terms of the inner product as
\[ \langle \psi_m(\lambda_m, \eta_0), \psi_n(\lambda_n, \eta_0) \rangle = \int_0^\pi \psi_m(\lambda_m, \eta_0) \psi_n(\lambda_n, \eta_0) d\eta_0 \]
(33a)
where \( N(\lambda_m) \) is the normalization integral given by
\[ N(\lambda_m) = \eta / 2. \]  
(33b)
With the aid of this orthogonality relation, we can now define the finite integral transform pair as follows.

1. Inversion formula
\[ G(\eta, \xi | \eta_0, \xi_0) = \int_{\eta_0}^{\eta_0} \psi_m(\lambda_m, \eta_0) G_m(\lambda_m, \xi_0) \frac{N(\lambda_m)}{\eta / 2}; \]  
(34)

2. Integral transform
\[ G_m(\lambda_m, \xi_0) = \int_{\eta_0}^{\eta_0} \psi_m(\lambda_m, \eta_0) G(\eta, \xi | \eta_0, \xi_0) d\eta_0. \]  
(35)

where the eigenfunctions \( \psi_m(\lambda_m, \eta) \), \( \psi_n(\lambda_n, \eta_0) \) are defined by Eq. (31), the eigenvalues are expressed by Eq. (32).

Since the Green's function is now known, the heat flux distribution \( Q(\eta, \xi) \) for any arbitrary volumetric heat source and boundary conditions as expressed as Eq. (16) can be obtained from Eq. (28). The dimensionless temperature distribution can be determined by using Eq. (19). A specific example is investigated to display the utility of this heat flux formulation in bringing forth some unique features of heat conduction based on the hyperbolic formulation.

C. Pulsed surface heat flux

Here we consider a flat plate of thickness \( l \), subject to a pulsed heat flux at the surface \( x = 0 \) which has an intensity \( q_0 \) for a duration of \( \Delta t \) seconds. The surface at \( x = l \) is insulated for all time \( t > 0 \). Since a linear model is considered, the effect of a thermal disturbance at \( x = l \) would merely be superimposed with the effect due to the disturbance at \( x = 0 \).

The body is initially in equilibrium at the uniform temperature \( T_0 \) and contains no volumetric heat source. Previous investigations of the hyperbolic surface heat flux problem, based on the temperature formulation, have not considered the heat flux distribution in any manner. Boundary conditions involving heat flux have been incorrectly formulated by using Fourier's law at the boundaries in conjunction with the hyperbolic model inside the region, resulting in an inconsistent formulation leading to questionable results.

In order to determine the transform, \( \tilde{G}_m(\lambda_m, \xi_0) \), we operate on Eq. (25) with
\[ \int_{\eta_0}^{\eta_0} \psi_m(\lambda_m, \eta_0) d\eta_0, \]  
(36)
and incorporate the homogeneous boundary conditions of Eqs. (26) and (30) in order to obtain the following ordinary differential equation for \( G_m(\lambda_m, \xi_0) \)
\[ \frac{d^2 G_m(\lambda_m, \xi_0)}{d\xi_0^2} - \lambda_m^2 G_m(\lambda_m, \xi_0) = -\delta(\xi_0 - \xi) \psi_m(\lambda_m, \eta), \]  
(37)
supplemented with the effect due to the disturbance at \( x = 0 \). Since \( \psi_m(\lambda_m, \eta_0) \) is correctly defined, \( \delta(\xi_0 - \xi) \) would merely be superimposed with the effect due to \( \psi_m(\lambda_m, \eta_0) \) at \( x = 0 \). The solution to Eqs. (37) and (38) can be expressed as
\[ -\frac{\psi_m(\lambda_m, \eta)e^{-\xi - \xi_0}}{\sqrt{\lambda_m^2 - 1}} \times \sin \sqrt{\lambda_m^2 - 1(\xi - \xi_0)}, \quad \xi > \xi_0, \]  
(39)
Substituting Eq. (39) into the inversion formula [Eq. (34)], we obtain the Green's function as
\[ G(\eta, \xi | \eta_0, \xi_0) = \sum_{m=1}^{\infty} \frac{\psi_m(\lambda_m, \eta) \psi_m(\lambda_m, \eta_0) e^{-\xi - \xi_0} \sin \sqrt{\lambda_m^2 - 1(\xi - \xi_0)}}{N(\lambda_m)\sqrt{\lambda_m^2 - 1}}, \quad \xi > \xi_0, \quad \eta \in [0, \eta_1], \]  
(40)
where the eigenvalues of \( \psi_m(\lambda_m, \eta) \) are expressed by Eq. (32).

For this specific case, a convenient reference temperature is chosen as
\[ T_{ref} = \frac{q_0}{ck}, \]  
(41)
The dimensionless heat flux field equation [Eq. (15)] reduces to
\[ \frac{\partial^2 Q}{\partial \xi^2}(\eta, \xi) = \frac{\partial^2 Q}{\partial \xi^2}(\eta, \xi) + 2\frac{\partial Q}{\partial \xi}(\eta, \xi), \quad \eta \in [0, \eta_1], \quad \xi > 0. \]  
(42)
The boundary conditions are expressed as
\[ q(t, 0) = q_0[H(t) - H(t - \Delta t)], \]  
(43a)
\[ q(t, l) = 0, \quad t > 0, \]  
(43b)
or in dimensionless form as
\[ Q(0, \xi) = H(\xi) - H(\xi - \Delta \xi), \]  
(44a)
and
\[ Q(\eta, \xi_0) = 0, \quad \xi > 0, \]  
(44b)
where \( H \) represents the Heavyside step function. It is interesting to note that the proper boundary condition, corresponding to Eq. (43a), in the temperature formulation would be
\[ \frac{\partial T}{\partial x}(0, t) = -\frac{q_0}{K}[H(t) - H(t - \Delta t)] \]  
(45)
The solution to the pulsed heat flux problem is now obtained from the general formula solution Eq. (28), by using the Green's function, Eq. (40), the boundary and initial conditions given by Eqs. (44) and (17), respectively, and a zero source. Performing the indicated operations and after a lengthy but straightforward set of manipulations, the heat flux distribution becomes

\[ Q(\eta, \xi) = \left(1 - \frac{\eta^2}{\eta_t^2} \right) [H(\xi) - H(\xi - \Delta \xi)] - \frac{2}{\eta_t} \sum_{m=1}^{\infty} \frac{\sin \lambda_m \eta}{\lambda_m} e^{-\xi} \left( \frac{\sin \lambda_m^2 - \xi}{\sqrt{\lambda_m^2 - 1}} + \cos \lambda_m^2 \right) H(\xi) \]

\[ + \frac{2}{\eta_t} \sum_{m=1}^{\infty} \frac{\sin \lambda_m \eta}{\lambda_m} e^{-(\xi - \Delta \xi)} \left( \frac{\sin \lambda_m^2 - (\xi - \Delta \xi)}{\sqrt{\lambda_m^2 - 1}} + \cos \lambda_m^2 \right) H(\xi - \Delta \xi), \quad \eta \in [0, \eta_t], \quad \xi > 0. \]

(46)

The dimensionless temperature distribution is now obtained by substituting Eq. (46) into Eq. (19), with no source term, and again performing the indicated operations to arrive at

\[ \theta(\eta, \xi) = \left(\frac{\xi}{\eta_t} + \eta^2 - 2\eta + \frac{2\eta_t^2}{3}\right) H(\xi) - H(\xi - \Delta \xi) - \frac{4}{\eta_t} \sum_{m=1}^{\infty} \frac{e^{-\xi} \cos \lambda_m \eta}{\lambda_m^2} \sin \frac{\lambda_m^2}{2\sqrt{\lambda_m^2 - 1}} \xi \]

\[ + \cos \lambda_m^2 \left[H(\xi) + \frac{\Delta \xi}{\eta_t} H(\xi - \Delta \xi) + \frac{4}{\eta_t} \sum_{m=1}^{\infty} \frac{e^{-(\xi - \Delta \xi)} \cos \lambda_m \eta}{\lambda_m^2} \sin \frac{(2 - \lambda_m^2)}{2\sqrt{\lambda_m^2 - 1}} \right] H(\xi - \Delta \xi), \quad \eta \in [0, \eta_t], \quad \xi > 0. \]

(47)

The heat flux and temperature distributions, as predicted by the hyperbolic and parabolic heat conduction equations, are now numerically examined for the surface pulsed heat flux problem.

IV. RESULTS

Numerical results displaying the development of the heat flux and temperature distributions arising from a pulsed surface heat flux of duration \( \Delta \xi = 0.2 \) on a slab of thickness \( \eta_t = 1 \) are now presented. The hyperbolic and parabolic solutions are then compared showing the distinct differences in the two heat conduction approximations.

An interesting comparison can be made between linear parabolic and hyperbolic heat conduction concerning the rate of convergence of their respective infinite series solutions. In parabolic heat conduction, the bilinear series solutions converge very rapidly. This rapid convergence rate is attributed to the decaying exponential term which contains the eigenvalues. However, in hyperbolic heat conduction no such term exists as demonstrated in Eqs. (46) and (47) displaying the heat flux and temperature, respectively. These bilinear forms require hundreds of terms to obtain three significant figures of accuracy. However, techniques such as the Kummer transform may be incorporated to accelerate the rate of convergence of these series solutions.

Figure 1 displays the heat flux distribution for both the hyperbolic and parabolic cases at various times \( \xi \). The hyperbolic solution shows that for \( \xi < \eta_t = 1 \), an undisturbed region exists ahead of the wave front. Since no molecular communication has occurred ahead of the front, the behavior of the heat flux is the same as would exist in the half-space problem. Certainly a finite speed of propagation is now associated with the rate of heat flow in the medium. As the wave propagates forward, energy is deposited in the wake by diffusion. The absolute magnitude of the wave front decreases exponentially with increasing time due to the dissipation of energy by diffusion. On the other hand, the parabolic solution predicts that heat will propagate with an infinite speed and will be felt instantaneously throughout the medium after a thermal disturbance has been introduced.

When the wave front impacts the insulated surface at \( \xi = \eta_t = 1 \), the energy will reflect back toward the origin at
The temperature distribution is obtained by integrating the energy conservation law over time.

The Green's function method, as developed from Green's second formula, has been applied to determine the heat flux distribution in a finite slab. A general expression for the heat flux distribution subject to any volumetric energy source and boundary conditions of the first kind (in flux) has been established. The determination of the Green's function has been obtained by the finite integral transform technique in the cause variable without introducing the standard reciprocity relation. Certainly, the development of the Green's function in this manner is more natural from the mathematical point of view.

The wave feature of the hyperbolic heat conduction approximation has been demonstrated in the finite thickness slab subject to a pulsed surface heat flux. The realization of a finite speed of propagation of the thermal waves has been confirmed through this example. This, of course, is in contrast to the linear parabolic approximation which predicts an infinite speed of heat propagation.
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