Active control of far-field sound radiated by a rectangular panel—A general analysis
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In this paper a general analysis is presented for the active control of the far-field harmonic sound radiated by a rectangular panel that is built into an infinite baffle. In this analysis, the panel vibration may be generated by either airborne sound (incident sound field) or by structure borne vibrations. The far-field radiated sound is controlled either by acoustical sources or vibration sources. Minimization of both the local sound pressure and the total power output is considered. Analytical results for the particular case involving minimization of the sound pressure at a single point are compared with experimental data. The physical mechanisms involved for different control sources (vibration or acoustic) are demonstrated analytically. For the case of vibration control sources, the panel modal velocity components are adjusted to produce far-field sound control. This can be done either by decreasing their amplitudes, and/or by changing the temporal phases of the panel modes. However, for acoustic control sources, the far-field sound is minimized by alteration of the radiation impedance seen by the vibrating panel and the control sources.

PACS numbers: 43.50.Ki, 43.50.Gf, 43.40.Vn

INTRODUCTION

While the use of active noise control in ducts has met with considerable success, its application to three-dimensional sound fields (as opposed to one-dimensional plane waves) has not. Recent work has demonstrated that the acoustic control mechanism in a duct is the change in the radiation impedance of the noise source, caused by the introduction of a secondary disturbance, thereby decreasing the acoustic power flow under controlled conditions. Other analytical work has demonstrated these concepts for monopole sources radiating into free space.

Many of the low-frequency noise problems targeted as possible recipients of active control involve the radiation of sound from vibrating surfaces. This can either be radiation into free space, as with a transformer, or transmission into a coupled structural/acoustic system, as with an aircraft fuselage or automobile interior. The main body of work has centered around the use of acoustic sources for control. It has been found that the use of a single acoustic source produces a small "quiet zone," at the expense of increased sound levels elsewhere. Surrounding the vibrating surface with acoustic sources can, however, result in global attenuation of the sound levels.

Applying the understanding of the mechanism of active noise control from the one-dimensional case of a duct to three-dimensional systems, it can be surmised that for global sound attenuation to be achieved, the total sound power radiated by the noise source must be reduced. If acoustic sources are to be successful in controlling sound radiation from a vibrating surface, they must be able to significantly alter the radiation impedance "seen" by the source. Alternatively, vibration actuators such as electrodynamic shakers or piezoelectric ceramics may also be used successfully as control sources on a vibrating surface if they can decrease the panel surface velocity and/or alter the relative temporal phases of the structural modes, and hence change the overall phase between the surface velocity and pressure. This has been demonstrated experimentally for sound radiation into free space, and theoretically for sound transmission into a rectangular enclosure.

Previous theoretical investigations of the active control of sound radiation from a panel into free space have considered the use of either acoustic control sources vibration (point force) control sources. The following is a general analysis of the use of control forces or acoustic sources to control harmonic sound radiation from a simply supported baffled panel. The purpose of the analysis is to be able to predict the maximum radiated sound power reduction, which would be achievable using an ideal controller and a particular control source arrangement. Experimental data are provided to verify the theory. Although the following analysis applies to a panel excited by an incident acoustic field or by point forces, for the sake of brevity, experimental results are only provided for point force excitation.

I. PANEL RESPONSE

Figure 1 shows the coordinates of a simply supported rectangular panel in an infinite baffle. A vibration field on...
the panel can be generated either by an incident sound field or by a vibration force acting on the panel surface. This distributed panel velocity results in a sound field radiated into the upper semi-infinite space.

If the panel is thin and isotropic, its displacement response to a total distributed sound pressure $p_{\text{total}}$ on both panel surfaces can be described by

$$\rho h \frac{\partial^2 w}{\partial t^2} + \frac{Eh^3}{12(1-\mu^2)} \nabla^4 W = p_{\text{total}},$$

where $\rho$, $h$, $E$, and $\mu$ are the density, thickness, Young's modulus, and Poisson's ratio of the panel, respectively. Here $p_{\text{total}}$ is made up of primary and control pressures that result from either sound fields or point forces.

The panel velocity amplitude $\tilde{v}(\sigma)$ at location $\sigma$ can be expressed by normal mode expansion. For the simply supported rectangular panel,

$$\tilde{v}(\sigma) \exp(\omega t) = \frac{dW}{dt} = \sum_{m,n} \bar{v}_{m,n} S_{m,n}(\sigma) \exp(\omega t),$$

where $m$ is the mode order in the $X$ direction and $n$ is the mode order in the $Y$ direction. Here, $\bar{v}_{m,n}$ is the modal velocity component of $(m,n)$ mode. With the origin of the coordinate system in the center of the panel, the normal mode shape function $S_{m,n}(\sigma)$ is

$$S_{m,n}(\sigma) = \sin\left(\frac{m\pi x}{L_x} + \frac{m\pi}{2}\right) \sin\left(\frac{n\pi y}{L_y} + \frac{n\pi}{2}\right).$$

Substituting Eq. (2) into Eq. (1), introducing the panel modal damping, and using the orthogonality property of the functions $S_{m,n}(\sigma)$, the panel modal velocity component matrix $[\bar{v}_{m,n}](M \times 1)$ can be expressed by

$$[\bar{v}_{m,n}] = [Y^T] [P^m_{m,n}],$$

where $M$ is the total number of panel modes considered. The panel modal input admittance matrix $[Y^T]$ is an $M \times M$ diagonal matrix with its diagonal element as

$$Y^T_{m,n} = \frac{\omega^2}{M^p_{m,n} (\omega^2 + jn_{m,n} \omega^2_{m,n} - \omega^2)},$$

where $M^p_{m,n} = \rho h \Lambda_{m,n}$ is the panel modal mass and $A_f$ is the panel surface area. The normalizing factor $\Lambda_{m,n}$ is defined as

$$\Lambda_{m,n} = \frac{1}{A_f} \int_{A_f} S_{m,n}(\sigma) S_{m,n}(\sigma) d\sigma.$$  

Here, $n_{m,n}$ is the loss factor of the $(m,n)$ panel mode and it is related to the 60-dB modal decay time $T_{m,n}$ by $n_{m,n} = 4.4 / T_{m,n} W_{m,n}$.

Here $[P^m_{m,n}]$ is an $(M \times 1)$ matrix and its $i$th element is the product of the total pressure $p_{\text{total}}$ and the shape function of the $i$th panel mode at the point of application of the force, integrated over the panel surface. Here $[P^m_{m,n}]$ is represented as follows:

$$[P^m_{m,n}] = [P^i_1 \cdots P^i_M]^T,$$

where the $i$th element (corresponding to the $(m,n)$ mode) is

$$P^i_1 = \frac{1}{A_f} \int_{A_f} S_{m,n}(\sigma) p_{\text{total}}(\sigma) d\sigma.$$  

II. SOUND PRESSURE ON THE PANEL SURFACES

The total sound pressure $p_{\text{total}}$ distributed on both panel surfaces can be expressed as

$$p_{\text{total}} = p_{\text{pri}}^o - p_{\text{con}}^o - p_{\text{rad}},$$

where $p_{\text{pri}}^o$ is the pressure due to the primary force, $p_{\text{con}}^o$ is the pressure due to the control forces, and $p_{\text{rad}}$ is the radiation loading pressure. The sound pressure $p_{\text{rad}}$ is the distributed sound pressure evaluated on the panel surfaces due to all radiation loading terms. These loading terms are the sound pressure loading on the panel surface by the acoustic control sources and the loading due to panel radiation into the positive and negative $Z$ spaces. In this model, all the loading terms are assumed to be a second-order effect on the panel velocity distribution, and are ignored; thus $p_{\text{rad}} = 0$.

For a plane wave incident from any arbitrary direction, the sound pressure distribution on the back surface of the panel $p_{\text{pri}}^o$ can be approximated by the superposition of the incident and reflected sound pressure:

$$p_{\text{pri}}^o = 2p_{\text{pri}}^i.$$  

The incident sound pressure can be written as

$$p_{\text{pri}} = p_{\text{ini}} \exp(\omega t - jk \sigma),$$

where $k$ is a wave number vector of the incident wave and $\sigma$ is the location vector of the observation point on the panel surface. Here, $p_{\text{ini}}$ is a complex amplitude.

For a primary vibration force input only, such as a mechanical shaker or electromagnetic driver at $\sigma_0$, the effective pressure induced on the panel at location $\sigma$ can be written as

$$p_{\text{pri}}(\sigma) = f^m_0 \delta(\sigma - \sigma_0) \exp(\omega t),$$

where $f^m_0 = f^m_0 \exp(jd^m_0)$ is the complex force at position $\sigma_0$ on the panel surface and $\delta(\sigma - \sigma_0)$ is a Dirac delta function.

If the primary input forces are discrete point forces, which can be produced by $M$ drivers, the quantity $p_{\text{pri}}^o$ due to these forces is the superposition of all the resultant pressures; that is,

$$p_{\text{pri}}^o = \sum_{i=1}^{M} f^m_i \delta(\sigma - \sigma_i) \exp(\omega t).$$
For the control point force contributions, the pressure 
\[ p_{\text{con}}(r, \omega) \] generated at the panel back surface has a similar form to
that for the input primary vibration drivers. If \( M_2 \) control actuators located at \( \sigma_i \), \( i = 1, \ldots, M_2 \) are used, the pressure distribution on the panel surface is
\[ p_{\text{con}}(r, \omega) = \sum_{i=1}^{M_2} f_{\text{con}}(\sigma - \sigma_i) \exp(\iota \omega t). \] (14)

III. FAR-FIELD SOUND PRESSURE

A. Vibration control sources only

With vibration control sources only, the far-field sound pressure is generated entirely by the vibration response of the panel, and may be described using the Rayleigh integral. That is, the radiated sound pressure at angular frequency \( \omega \) and location \( r \) is given by
\[ p_x(r, \omega) = \frac{jkp_0c_0}{2\pi} \int_{A_r} \frac{\bar{u}(\sigma) \exp(i(\omega t - kr))}{R} dA, \] (15)
where \( k \) is the wave number of the radiated acoustic field, \( \omega \) is the angular frequency of the excitation, \( p_0 \) is the density of air, \( c_0 \) is the speed of sound in free space, \( \bar{u}(\sigma) \) is the velocity amplitude at point \( \sigma \), and \( R \) is the distance from the element \( dA \) to the observation point (see Fig. 1). For the far-field condition \( |r| \geq \max[L_x, L_y] \), \( R \) in the denominator (amplitude part of the radiated pressure) can be approximated by
\[ R \approx |r| - |\sigma| \cos(\sigma r), \] (16)
where \( \cos(\sigma r) \) is the cosine of the angle between vectors \( \sigma \) and \( r \) and
\[ \cos(\sigma r) = \frac{(\sigma r)}{|\sigma||r|} = \cos \phi \sin \theta \cos \phi, \]
\[ + \sin \phi \sin \theta \sin \phi. \] (17)
Therefore Eq. (16) becomes
\[ R \approx |r| - \frac{1}{k} \left[ \left( \frac{\alpha x}{L_x} \right) + \left( \frac{\beta y}{L_y} \right) \right], \] (18)
where
\[ \alpha = kL_x \sin \theta \cos \phi, \]
\[ \beta = kL_y \sin \theta \sin \phi, \] (20)
and \( L_x, L_y \) are the panel dimensions. As shown in Fig. 1, \( \theta \) and \( \phi \) are the elevation and azimuth angles of vector \( r \), while \( \phi \) is the azimuthal angle of the vector \( \sigma \) from the positive \( X \) axis.

Using Eqs. (2) and (15), the sound pressure at the far-field observation point \( r \) due to the panel vibration response can be expressed in matrix form as
\[ p_x(r, \omega) = [Z_{\text{rad}}]^{\top} \bar{u}_{m,n}, \] (21)
where \( [Z_{\text{rad}}] \) is the modal radiation transfer function matrix \((M \times 1)\), and its \( i \)th element, corresponding to the \( i \)th mode of the \((m,n)\)th mode, gives the following for the relationship between the velocity distribution for that mode and the radiated sound pressure due to that mode,
\[ Z_{i_2} = \frac{jkp_0c_0 \exp[j(\omega t - k_i r)]}{2\pi|r|} \]
\[ \times \int_{A_r} S_{m,n}(\sigma) \exp[j(\frac{\alpha x}{L_x}) + j(\frac{\beta y}{L_y})] dA, \] (22)
where \( S_{m,n}(\sigma) \) is the mode shape of the \((m,n)\)th mode evaluated at \( \sigma \). After the transformation of \( (x = x' - L_x/2; y = y' - L_y/2) \), Wallace's result\(^5\) can be used for this integration. Equation (22) can be rewritten as
\[ Z_{i_2}^{\text{rad}} = \frac{jkp_0c_0 \exp[j(\omega t - k_i r_i)]}{2\pi|r|} \frac{A_i}{\cos^2 \frac{\alpha}{2} - \left( \frac{\alpha}{2} \right)^2} \exp\left[ -\left( \frac{\alpha}{2} \right) \right] \] (23)

In Eq. (21), the panel modal velocity matrix \( [\bar{u}_{m,n}] \) and thus the total far-field sound pressure \( p_x(r, \omega) \) includes both the contribution from the primary source and that from the control sources. Note that the modal radiation transfer function matrix \([Z_{\text{rad}}]\) is independent of the effect of control sources. Thus minimization of the sound field by use of vibration control sources is achieved by modification of the panel modal velocities \([\bar{u}_{m,n}]\). This can be done in either one or both of two ways; the control forces can either minimize the modal amplitudes of all modes contributing significantly to the far-field sound pressure or they can adjust the amplitudes and the phases of each component in \([\bar{u}_{m,n}]\) so that the superimposed total sound field is minimized. Note that in this case, the overall rms panel velocity levels are not necessarily reduced.

B. Acoustical control sources only

If \( N \) monopole sound sources are used as active control sources, the far-field sound radiated by each monopole can be determined by considering the Green's functions of the source and its mirror image
\[ p_x(r, \omega) = \left( \frac{jkp_0c_0 u_i / 4\pi r_i^3}{4\pi r_i} \right) \exp\left[ j(\omega t - kr_i^+) \right] \]
\[ + \left( \frac{jkp_0c_0 u_i / 4\pi r_i^3}{4\pi r_i} \right) \exp\left[ j(\omega t - kr_i^-) \right], \] (24)
where \( u_i \) is the volume velocity of the \( i \)th monopole, and \( r_i^+ \) and \( r_i^- \) are the distances from the source and its image to the observation point, respectively. If the monopole sources are close to the panel compared with the far-field observation point, then \( r_i^+ \) and \( r_i^- \) in the denominator (the amplitude part) can be approximated by \( r \).

The superposition of the sound pressures in the far field from the \( N \) secondary acoustic sources can be written as
\[ p_x(r, \omega) = [Z_{\text{mono}}]^{\top} [u], \] (25)
where \([Z_{\text{mono}}]\) is the radiation transfer function matrix \((N \times 1)\), and its \( i \)th element, corresponding to the \( i \)th acoustic source for the far-field case, is
\[ Z_{i_2}^{\text{mono}} = \left( \frac{jkp_0c_0 / 4\pi r} {4\pi r} \right) \exp\left[ jkr_i^- \right] + \exp( - jkr_i^+) \] (26)
\([u]\) is the \((N \times 1)\) volume velocity matrix for the \( N \) monopoles; its \( i \)th element is the volume velocity of the \( i \)th monopole.
opposing the control source so that it has the same volume
pressed in terms of the complex control forces for vibration
or the vibration source(s) has a negligible internal imped-
ance (constant volume velocity source(s)), assuming that the acoustic control source(s) has an infinite
internal impedance [constant force source(s)], Eq. (29) can be reexpressed as a quadratic function of the control force input:

\[ p(r,\omega) = p_{m}^{\ast}(r,\omega) + p_{s}^{\ast}(r,\omega), \]

where \( p_{m}(r,\omega) \) is defined by Eq. (21) with the contribution
due to the vibration control sources excluded.

In this case, where only acoustic control sources are used, neither the panel velocity field \( [\mathbf{v}_{m,n}] \) nor the volume velocities \( [u] \) of the acoustic control sources can be signifi-
cantly altered when the far-field sound pressure is mini-
\[ \text{mized. This is because the sound induced forces on them are} \]
\[ \text{second order in magnitude compared with the internal driv-
\[ \text{ing forces of the acoustic and panel radiation sources. There-
\[ \text{fore, the modal velocity adjustment control mechanism in-
\[ \text{volved when vibration control sources are used cannot be the} \]
\[ \text{mechanism involved here.} \]

The mechanism involved here may be the mutual ad-
justment of the sound pressure field in front of the primary
and control sources. Optimal control can be achieved by ad-
justing the magnitude and phase of the sound pressure in
front of each source, such that the product of the source
velocity and the pressure (or sound intensity) at each source
has minimum or negative real components. This effectively
results in an alteration of the radiation transfer functions
\( [Z_{rad}] \) and \( [Z_{mono}] \). This mechanism can be demonstrated by placing a point acoustic control source close to a mono-
pole acoustic source in a free field. It can be shown that the
total radiated far-field sound pressure can be reduced by ad-
justing the control source so that it has the same volume
velocity magnitude and opposite phase. The resultant sound
field will be characteristic of a dipole source, which effecti-
\[ \text{vely has a smaller radiation impedance. The volume velocity} \]
\[ \text{can be adjusted further by using an optimization method, so} \]
\[ \text{that the control source becomes a sound absorber; }^{16} \text{in this} \]
\[ \text{case, the far-field sound pressure can be reduced even more.} \]

### IV. MINIMIZATION OF SOUND PRESSURE AT A

The total sound pressure level at any point in the far
field of the panel, \( p(r,\omega) \), is equal to the sum of the pressures
of the primary noise source and the control source(s):

\[ p(r,\omega) = p^{\ast}(r,\omega) + p_{s}^{\ast}(r,\omega). \]

Thus, the pressure amplitude squared is

\[ |p(r,\omega)|^2 = p^{\ast}(r,\omega)p^{\ast}(r,\omega) + p^{\ast}(r,\omega)p^{\ast}(r,\omega) \]
\[ + p^{\ast}(r,\omega)p^{\ast}(r,\omega) + p^{\ast}(r,\omega)p^{\ast}(r,\omega), \]

where the asterisk denotes the complex conjugate.

It can be deduced from Eq. (29) that the total sound
pressure squared at any point in the far field is a quadratic
function of the pressure produced by the control source(s).
Assuming that the acoustic control source(s) has an infinite
internal impedance [constant volume velocity source(s)],
or the vibration source(s) has a negligible internal imped-
ance [constant force source(s)], Eq. (29) can be reex-
pressed in terms of the complex control forces for vibration
control sources, or in terms of the complex source volume

\[ p^{\ast}(r,\omega) = [Z_{rad}]^T [Y^p] [P^s], \]

where \( [P^s] \) is specified in the same form as \( [P_{m,n}] \) of Eqs.
(7) and (8), except that \( p_{total} \) is replaced by \( p_{total}^{o} \).

It should be noted that in practice, when designing an
active noise control system, the panel velocity distribution
under operating conditions can be evaluated in situ by modal
decomposition. The resulting sound pressure distribution in
the far field due to the primary source cannot then be estimated
using Eq. (21), as the panel modal radiation transfer function
matrix \( [Z_{rad}] \) is independent of the mechanical forcing
functions acting upon the panel. Therefore, \( p^{\ast}(r,\omega) \) can be
estimated directly from the panel velocity distribution, with-
out knowing the details of the excitation forces.

### A. Vibration control sources

Consider now the use of vibration secondary sources.
Using Eqs. (4), (7), (8), (14), and (21), the total pressure
level in the far field resulting from the control sources oper-
ating alone is

\[ p^{\ast}(r,\omega) = [Z_{rad}]^T [Y^p] [P^s] \]
\[ = [Z_{rad}]^T [Y^p] [S_{con}] [f^{con}], \]

where

\[ [f^{con}] = (1/A_j) [f_{1}^{con} \ldots f_{M}^{con}]^T \]

\[ [S_{con}] = \begin{pmatrix} S_1(\sigma_1) & \cdots & S_1(\sigma_{M}) \\ \vdots & \ddots & \vdots \\ S_M(\sigma_1) & \cdots & S_M(\sigma_{M}) \end{pmatrix}, \]

where \( S_i(\sigma_j) \) is the value of the mode shape function for the
ith mode at the location of the jth control source.

Using Eqs. (30) and (31), Eq. (29) can be reex-
pressed as a quadratic function of the control force input:

\[ |p(r,\omega)|^2 = [f^{con}]^H [a] [f^{con}] + [f^{con}]^H [b] \]
\[ + [b]^H [f^{con}] + [c], \]

where \( [b]^H = [1]^T \) (the complex conjugate and transpose of a matrix),

\[ [a] = [S_{con}]^H [A] [S_{con}], \]
\[ [A] = [Y^p]^H [Z_{rad}]^* [Z_{rad}] [Y^p], \]
\[ [b] = [S_{con}]^H [A] [P^s], \]
\[ [c] = [P^s]^H [A] [P^s]. \]

This quadratic function has a unique (global) minimum
corresponding to the optimum control force. This optimum value is
\[ f_{\text{opt}}^{\text{con}} = - [a]^{-1} [b] . \] (39)

The resulting minimum sound pressure is
\[ |p(r,\omega)|_{\text{min}}^2 = [c] - [b]^H [a]^{-1} [b] . \] (40)

It should be noted that Eqs. (39) and (40) are standard solutions to quadratic equations of the form of Eq. (34).

### B. Acoustic control sources

A similar solution can be found for the use of acoustic control sources. The sound pressure at some point in the far field due to the acoustic control source(s) is given in Eq. (25). Using Eqs. (25) and (30), Eq. (29) can be rewritten as a quadratic function of the control source volume velocities
\[ |p(r,\omega)|^2 = [u]^H [a] [u] + [u]^H [b] \]
\[ + [b]^H [u] + [c] , \] (41)

where
\[ [a] = [Z_{\text{mono}}]^* [Z_{\text{mono}}]^T , \] (42)
\[ [b] = [Z_{\text{mono}}]^* [Z_{\text{rad}}]^T [Y^P]^T [P^f] , \] (43)
\[ [c] = [P^f]^H [Y^P]^H [Z_{\text{rad}}]^* [Z_{\text{mono}}]^T [Y^P]^T [P^f] . \] (44)

As stated previously, the modification of the panel velocity distribution by the inclusion of the acoustic control source(s) has been neglected as a second-order effect. If it does require consideration, an additional term can be included in \([Z_{\text{mono}}]^*\].

Similar to the previous case of vibration control sources [see Eq. (39)], the optimum control source volume velocity matrix is
\[ [u_{\text{opt}}] = - [a]^{-1} [b] \] (45)
and the resulting minimum sound pressure at the error microphone is
\[ |p(r,\omega)|_{\text{min}}^2 = [c] - [b]^H [a]^{-1} [b] . \] (46)

Once the optimum complex control forces or volume velocities for a particular control source/error microphone arrangement have been calculated, the resulting residual sound pressure level at any point can be found by using Eq. (29) with these control forces or volume velocities.

In a practical active noise control system, error sensors (usually microphones) sense the sound pressure level at a point or points and the inputs to the control actuators are adjusted by the controller to minimize this sensed "error signal." Normally, at least as many error sensors as control sources are required for there to be a unique combination of control source forces (or volume velocities) that will minimize the total squared sound pressure. For a noise source having some nonuniform directivity pattern, the placement of the "error microphone(s)" will have a significant effect upon the global attenuation achieved under optimum controlled conditions. Optimal controlled conditions refer to the control force amplitudes and phases necessary to minimize the sound pressure amplitudes of the error sensors. The total power optimization is usually limited at the computer simulation stage, because of the large number of sensors required. Therefore, when designing a system to actively control sound radiation from a structure, the contributions to the sound pressure level at the error sensing location(s) from the various system components can be determined by the theory outlined in the previous sections. The sound pressure level at this point(s) can then be minimized, and the resulting residual radiation calculated. From this residual radiation, the total power radiated can be calculated and this power will be a function of the sensor location. The optimal location(s) of error sensor(s) for a particular control source arrangement can be determined by comparing the achieved total power reduction level (obtained by minimizing the far-field sound pressure) with that calculated by minimizing the total acoustic power. The calculation of the maximum achievable reduction of radiated sound power for a specified control source arrangement is discussed in the next section.

### V. MINIMIZATION OF TOTAL RADIATED SOUND POWER

The maximum global noise attenuation possible for a given control source arrangement is found by minimizing the total system sound power output, which is given by:
\[ W_{\text{total}} = \int_0^{2\pi} \int_0^{\pi/2} \frac{|p(r,\omega)|^2}{2\rho_0 c_0} r^2 \sin \theta \, d\theta \, d\phi . \] (47)

As in the previous section, the total acoustic power output can be expressed as a quadratic function of complex force inputs, for vibration control sources, or complex volume velocities, for acoustic control sources, if it is assumed that the acoustic control sources have infinite input impedances, and that the vibrational control sources have zero input impedances.

#### A. Vibration control sources

For the case of vibration control sources, the total acoustic power output can be expressed using the same series of operations as in the previous section:
\[ W_{\text{total}} = \left[ f_{\text{con}}^\text{con} \right]^H [\tilde{a}] [f_{\text{con}}^\text{con}] 
\[ + [f_{\text{con}}^\text{con}]^H [\vec{b}] + [\vec{b}]^H [f_{\text{con}}^\text{con}] + [\vec{c}] , \] (48)
where
\[ [\tilde{a}] = \int_0^{2\pi} \int_0^{\pi/2} \frac{[a]}{2\rho_0 c_0} r^2 \sin \theta \, d\theta \, d\phi . \] (49)

The same relationships exist between \([\vec{b}], [c] \) and \([\vec{b}], [\vec{c}]\). From Eq. (48), the optimum control force that minimizes the total sound power is
\[ f_{\text{opt}}^\text{con} = - [\vec{c}]^{-1} [\vec{b}] . \] (50)
The resulting minimum achievable sound power output for the particular control source arrangement is
\[ W_{\text{total}}|_{\text{min}} = [\vec{c}] - [\vec{b}]^H [\vec{a}]^{-1} [\vec{b}] . \] (51)

#### B. Acoustic control sources

Similarly, for the case of acoustic control sources, the total sound power can be expressed in terms of control source volume velocities:
\[ W_{\text{total}} = [u]^H [\bar{a}_A] [u] + [u]^H [\bar{b}_A] + [\bar{c}_A]^H [u] + [\bar{c}_A], \] (52)

where

\[ [\bar{a}_A] = \int_0^{2\pi} \int_0^{\pi/2} \frac{[a_A]}{2\rho_0 c_0} r^2 \sin \theta \, d\theta \, d\phi. \] (53)

The same relationships exist between \([\bar{b}_A], [\bar{c}_A]\) and \([\bar{b}_A], [\bar{c}_A]\). Hence, the optimum volume velocities are

\[ [\bar{u}_{\text{opt}}] = -[\bar{a}_A]^{-1} [\bar{b}_A], \] (54)

for a particular control source configuration.

VI. EXPERIMENTAL VERIFICATION

A. Experimental arrangement

Experiments were conducted to verify the theory outlined in the preceding sections for the case of sound pressure minimization at a single point in the far field of the noise source using both acoustic and vibration control sources. The tests were undertaken in an anechoic chamber using a rectangular steel panel of \((x,y)\) dimensions 380 mm \(\times\) 300 mm \(\times\) 2 mm thick mounted in a heavy steel frame. The steel panel was placed in the center of a large, rigid wooden baffle of dimensions 4.8 m \(\times\) 2.4 m \(\times\) 19 mm thick, as shown in Fig. 2. Simply supported boundary conditions were implemented by using thin shim spring steel strips. One edge of each strip was attached to an edge of the panel by glue and small set screws while the other edge was bolted to the heavy steel frame. This approach gives a good approximation to the simply supported boundary condition as the shim is stiff for in-plane motion but flexible for rotation.\(^7\)

The panel was excited by a noncontacting electromagnetic exciter (primary source) located 3 mm from the plane of the panel, adjacent to the panel center at the rear. This driver consisted of a copper coil wound around an iron core (connected to the driving amplifier) surrounded by a permanent magnet. When a vibration secondary source was used, the control force was applied using an electromagnetic shaker connected to the panel just below the electromagnetic exciter with a 6-mm-diam by 250-mm-long aluminum rod, as shown in Fig. 3 (one attachment point was at \(x = 0\) mm, \(y = -70\) mm measured from the panel's center and the other was at \(x = -150\) mm, \(y = 0\) mm). When acoustic control was used, each secondary source consisted of a horn driver attached to a 30-mm-diam tube with a 90° bend and a flare to 50 mm at the open end, as shown in Fig. 2. This allowed the sound delivery to be positioned 20 mm away from the face of the panel with the minimum possible interference to the acoustic field.

The panel response was measured by using 17 accelerometers placed in two lines along the panel. Modal decomposition of the panel response was conducted by fitting the simply supported mode shape functions to the data, in a method similar to that described in Ref. 8. The radiated sound field was measured using a Bruel and Kjaer 1-in. microphone mounted on an arm attached to a turntable. This rotated through 180° (from \(-90°\) to \(+90°\)), such that the microphone traversed a horizontal arc of 1.8-m radius around the panel center, in a plane perpendicular to the plane of the panel, allowing the panel sound radiation directivity to be measured in one horizontal plane with a single microphone. The measurements were recorded as a polar plot using a Bruel and Kjaer level recorder.

The electromagnetic exciter was driven by a pure tone signal.
primary force. This accounts for the 2-3-dB error in the greater than that predicted theoretically. Despite this slight radiation plot of Fig. 6, where the measured residual field is as much as predicted, owing to the distributed nature of the seen that experimentally the (1,1) mode has not decreased responding experimental data are shown in Fig. 5. It can be calculated using the equations outlined in this paper. The electromagnetic actuator was modeled as a point force input at the panel center. This introduced some error into the results, as the forcing function contains a permanent distributed magnetic force component, as will be described later in this paper. For the particular control source arrangement, the sound pressure level at the error microphone position was minimized using the procedure outlined in Sec. IV. The residual sound field was then calculated at the radius of interest. The modal loss factors of the panel were determined by examination of the resonance peaks (as the resonances are well spaced and the panel is lightly damped) on a spectrum analyzer. For convenience, the average value of \( \eta_{m,n} = 0.0039 \) so determined was used for all panel modes, as the values did not vary much between modes and because the final noise reduction predictions were not very sensitive to the loss factor.

For ease of comparison, the theoretical results were normalized to best fit the experimental data. This was done by matching the experimental and primary sound pressure fields by adding or subtracting the same constant value from each of the theoretically calculated data points. This same value was then added or subtracted from the theoretical controlled levels, allowing a direct assessment of the ability of the theoretical model to predict the residual controlled sound field. Further, for the theoretical results presented, the sound pressure reduction at the error microphone was limited to a value comparable to that achieved experimentally, and not reduced to the maximum level theoretically possible, to better simulate the practical system.

### B. Comparison of results: Vibration control sources

The modal amplitudes resulting from the application of vibration control at \((x = 0, y = -70)\) mm with the sound pressure minimized at \((r, \phi, \theta) = (1.8, 0.0^\circ, 0.0^\circ)\) are shown in Fig. 4. For this test, the excitation frequency was 338 Hz, slightly below the (2,2) and (3,1) mode resonances, approximately 351 and 359 Hz, respectively. [Note that the (1,1) mode is the fundamental mode.] In viewing the modal data it is clear that the principal mechanism here is one of modal amplitude control, where the amplitudes of the primary offending panel modes are significantly reduced. Corresponding experimental data are shown in Fig. 5. It can be seen that experimentally the (1,1) mode has not decreased as much as predicted, owing to the distributed nature of the primary force. This accounts for the 2-3-dB error in the radiation plot of Fig. 6, where the measured residual field is greater than that predicted theoretically. Despite this slight error, the agreement is good. The radiated sound fields, both controlled and uncontrolled and both predicted and measured, are shown in Fig. 6 for the cases corresponding to the modal distribution shown in Figs. 4 and 5, respectively.

In viewing Fig. 6, it can be seen that the general agreement between theory and experiment is good. There are two main sources of experimental error, however. The first is the mass loading effect caused by the asymmetric placement of the accelerometers. This has the effect of slightly skewing the radiation plot. The second source of error is the distributed nature of the primary forcing function, which has the effect of slightly reducing the levels of attenuation achieved. This is because the action of the permanent magnetic force increases the input impedance for modes not having a nodal line across its center. The effect is worst for the (1,1) mode, which has no nodal lines, and this makes it more resistant to change as a result of applying the vibration control force. Thus, if the amplitude of the mode should go up, it will go up

---

**FIG. 4.** Theoretical modal amplitudes and phases, vibration control at \((0, -70)\) mm, error sensor at \((1.8, 0.0^\circ, 0.0^\circ)\) \(\bullet\) primary \(\bullet\) controlled. Excitation frequency = 338 Hz.

**FIG. 5.** Measured modal amplitudes, vibration control at \((0, -70)\) mm, error sensor at \((1.8, 0.0^\circ, 0.0^\circ)\) \(\bullet\) primary \(\bullet\) controlled. Excitation frequency = 338 Hz.
Note that the overall sound power level reduction corresponding to Fig. 6 is only 10.5 dB, which is much smaller than might be expected by inspection of the sound pressure level reductions in the plane shown in the figure. This is because the below center location of the control source has excited the (1,2) mode (see Fig. 4), which will contribute significantly to out of plane sound pressure levels.

Consider now the effect upon the modal amplitudes of applying vibration control at \((x = -150, y = 0)\) mm, and minimizing the sound pressure at \((1.8,0',0')\) (corresponding to the radiation plot of Fig. 9), shown in Fig. 7. Corresponding experimental data are shown in Fig. 8. In comparing Figs. 7 and 8, it can be seen that theoretically, the amplitude of the (3,1) mode should be reduced, but that the amplitude of the (1,1) mode should be increased. Here it is the mechanism of rearrangement of the amplitudes and phases of the panel modes that is providing sound control. Comparing this to the associated experimental result of Fig. 8, it can be seen that while the mechanism is still mainly one of modal amplitude and phase rearrangement, the predicted increase in the amplitude of the (1,1) mode did not eventuate. This is again due to the influence of the distributed nature of the primary source, and accounts for the \(2-3\) dB error in the experimental radiation plots of Figs. 9 and 10, where the measured sound pressure level is less than that theoretically predicted. Despite this, the principal theoretical features can be seen clearly in the experimental data. In viewing Figs. 7 and 8, it can be seen that there is good agreement between measurement and prediction and the amplitudes of the panel modes have not been reduced markedly. This latter statement is especially true of the (1,1) mode, which is one of the dominant radiators. To give an indication of the relative importance of the other modes, their radiation efficiencies are listed in Table I. It can be seen from Table I and Fig. 7 that the only important modes in terms of sound radiation are the (1,1) and (3,1) modes. However, one needs to take care in using this information. Although the overall sound pressure at a point can be observed by adding the contributions due to...
each mode, the sound power cannot be obtained by adding together the individual power attributable to each mode, as pressure squared quantities that ignore relative phases cannot be combined in this way. To achieve the levels of radiated sound pressure (hence power) attenuation seen in Fig. 9, rearrangement of the modal amplitudes and phases must be the mechanism at work. The difference in primary field modal distributions for the two different control source locations shown in Figs. 6 and 9 is due to loading of the panel by the control shaker that was attached, but not operational.

Plots of the theoretical and measured primary radiated and residual controlled sound fields corresponding to the modal plots of Figs. 7 and 8 are given in Fig. 9. The effect of moving the error sensor to (1.8,0°,50°) is shown in Fig. 10. In viewing these, it is again clear that the agreement between theory and experiment is good. However, a notable feature of both plots is that there is a 2–3-dB difference between the theoretical and measured residual sound fields, with the amplitudes of the measured residual sound fields being less than those predicted theoretically. This error is due predominantly to the distributed nature of the primary forcing function, as was discussed previously.

It is clear from viewing Figs. 6, 9, and 10 that significant levels of reduction in the total radiated sound power have been achieved, with the vibration control source at two different locations. As mentioned earlier, there are two possible mechanisms of control when vibration sources are used:

TABLE I. Modal radiation efficiencies at 338 Hz.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,1</td>
<td>0.397</td>
</tr>
<tr>
<td>2,1</td>
<td>0.046</td>
</tr>
<tr>
<td>1,2</td>
<td>0.029</td>
</tr>
<tr>
<td>2,2</td>
<td>0.0020</td>
</tr>
<tr>
<td>3,1</td>
<td>0.032</td>
</tr>
<tr>
<td>3,2</td>
<td>0.0027</td>
</tr>
<tr>
<td>1,3</td>
<td>0.036</td>
</tr>
<tr>
<td>4,1</td>
<td>0.010</td>
</tr>
<tr>
<td>2,3</td>
<td>0.0045</td>
</tr>
<tr>
<td>4,2</td>
<td>0.0005</td>
</tr>
</tbody>
</table>

In contrast to Fig. 6, the sound power reduction of 12.8 dB corresponding to Fig. 9 is in general agreement with the sound pressure level reductions shown. This is because in this case, the (1,2) mode has not been significantly excited, as the control source is at $y = 0$ (a nodal line for this mode). Similar comments can be made about the sound field shown in Fig. 10 and the corresponding sound power reduction of 8.5 dB.

To better understand how the modal amplitude and phase rearrangement mechanism provides global farfield sound attenuation, it is useful to consider the theoretical primary and controlled surface velocity amplitudes and phases.

![Fig. 11. Theoretical mean square velocity levels (dB), $f=338$ Hz. (a) Primary, (b) controlled.](image-url)
associated with the modal plot of Fig. 7. These amplitudes and phases are shown in Figs 11 and 12. Comparing the primary and controlled velocity distribution plots of Fig. 12(a) and (b), it can be seen that the surface velocity does decrease under the action of active vibration control, but only by approximately 2 dB. This is not, however, enough to account for the large reduction in the radiated sound pressure.

When this result is viewed in light of the change in the phasing of the surface velocity, found by comparing the primary phasing of Fig. 12(a) with the controlled phasing of Fig. 12(b), the total effect can be deduced. Under the action of vibration control the "high velocity" center region of the panel, which is approximately 180° out of phase with each side, has increased in size relative to the two edge regions. Thus the center region has become more of an acoustic sink, reducing the overall radiation efficiency of the panel.

C. Comparison of results: Acoustic control sources

The use of acoustic control sources was examined next. A single horn driver (the center one in Fig. 2), discharging at the panel center, was used to control the acoustic pressure radiated from the 2-mm-thick panel vibrating at 338 Hz. The comparison between theory and experiment for the cases of minimizing the sound pressure at an angular location of 90° and 40° is shown in Figs. 13 and 14, respectively. In viewing these it can be seen that the general agreement between theory and experiment is good, although diffraction around the horn driver has slightly altered the acoustic field, introducing an interference pattern into the result. Using three rather than one horn drivers resulted in a more pronounced interference pattern due to diffraction around the additional drivers and slightly better noise reduction results were obtained, as might be expected.

The total reductions in sound power levels of 10.7 and 15.0 dB are in general agreement with the average in-plane sound pressure levels shown in Figs. 13 and 14, respectively, suggesting that the acoustic control source does not excite any additional out of plane plate modes.
VII. CONCLUSIONS

A theoretical model for predicting the reduction in sound power radiated by a harmonically vibrating simply supported panel, by application of either vibration or acoustic control sources has been verified experimentally. The model shows that active noise control can produce global sound attenuation by decreasing the acoustic power flow from the offending primary noise source, and when the primary source approximates a baffled, simply supported panel, either acoustic or vibration control sources are effective. Acoustic control sources affect the in-phase component of the surface pressure, thereby effectively modifying the total radiation impedance seen by the panel. Vibration control sources modify the panel velocity distribution by either increasing the input impedance of the offending modes, hence decreasing their amplitude, and/or changing the temporal phases of the panel modes, hence effectively changing the total radiated power of the panel.

The results presented here show that, for a given panel and primary exciting force, the employment of these two mechanisms can be combined in varying degrees at any given vibration control application point. Also, a single vibration control source can utilize effectively either or both of these mechanisms in some instances.

It is interesting to consider that a single vibration control source can reduce the amplitudes of a number of structural modes simultaneously, without causing an increase in the amplitudes of other structural modes. This can be explained by considering that for a lightly damped, mechanically excited panel there will be regions where the majority of the primary radiating structural modes will be in phase. In these regions, a single vibration source can effectively control all of the in-phase modes simultaneously to some degree, dependent upon the relative vibration amplitudes of the modes. Conversely, it is the use of a control source at locations on the panel where the primary structural modes are out of phase, which results in the structural modal rearrangement control mechanism being important in providing sound attenuation.
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