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Regression analysis is used to examine feedforward active noise control from a statistical point of view. Since numerical techniques for simulating feedforward active noise control in the frequency domain are mathematically similar to linear least-squares regression, two regression-based numerical methods can be applied to control problems. The first uses regression diagnostics such as the F-test, the t-test, and confidence intervals to model the effects of error sensor measurement noise. The second uses collinearity diagnostics to address a form of numerical ill conditioning that can corrupt the results. The regression diagnostics allow realistic modeling of random measurement error; the collinearity diagnostics help avoid numerical difficulties that might otherwise go unnoticed. Together, these numerical methods provide a unified numerical approach for simulating active control systems.

Consider a single-input, single-output (SISO) feedforward active control system. A primary or disturbance input \( S \) injects vibrational or acoustic energy, while one or more actuators (secondary or control inputs) are used to influence system response. The disturbance propagates through the primary path \( A \) to form the disturbance response (primary response) \( P_p \). The controller operates on a detection sensor signal to produce the control input \( b \), which propagates through the secondary path \( X \) to form the control response \( P_c \). The total response \( P_p + P_c \) is measured by the error sensor subject to measurement noise \( \epsilon \), and the error sensor output is used in determining the controller gain. Frequency-domain investigations of this type of system have been reported in a variety of contexts.

The need for regression diagnostics stems from two facts. First, error sensor outputs in a real control system are contaminated with measurement noise whose properties are known only in a statistical sense. Second, in a MIMO system the error is known only at a finite number of locations (the error sensors) rather than as a continuous function in space. For these two reasons among others, numerical or analytical simulations are usually too optimistic in their predictions of system performance. To make simulations more realistic, regression diagnostics can be used to characterize the effects of measurement noise. This implicit stochastic modeling of measurement noise differentiates the statistical methods outlined below from previous works, which consider the problem from a purely deterministic viewpoint. In keeping with the tutorial nature of the discussion, we discuss only the three most basic regression diagnostics: the F-test, the t-test, and confidence limits on the "estimated model" (a term to be defined below.) Some of the techniques developed here have analogous developments in system identification literature.

We include them here to provide an expanded, unified development and to emphasize that regression diagnostics are among the many statistical techniques that can be applied to the feedforward active control problem.

The link between regression and feedforward control was first noted by Snyder and Hansen, who simulated a feedforward control problem using commercial regression software. Since commercial regression packages operate only on real-valued data, Snyder and Hansen partitioned their problem into separate real and imaginary parts. The present work uses a more general formulation that expresses the regression in the complex domain. The complex formulation allows the use of regression diagnostics and collinearity diagnostics, which were not discussed by Snyder and Hansen. Much of the theoretical development for least-

INTRODUCTION

This article examines feedforward active noise control from a statistical viewpoint using tools developed for linear least-squares regression. The procedure for simulating feedforward active control using, for example, a finite-element model of the plant, can be conveniently simulated in the frequency domain using a formulation that is essentially identical to regression; the main difference is that the regression variables are complex-valued transfer functions rather than real-valued collections of data observations. Regression diagnostics can be used to assess the effects of error sensor measurement noise, which is analogous to observation error in a regression. Collinearity diagnostics can be used to detect and analyze ill-conditioning problems that might otherwise go unnoticed. Together, these numerical methods provide a unified numerical approach for simulating active control systems.
The other major topic of this paper is collinearity, a type of numerical ill conditioning that can corrupt the results of the control simulation. Given that feedforward control in the frequency domain is similar to regression, one might logically assume that numerical difficulties commonly experienced by regressions also appear in feedforward control simulations. This is true of collinearity, the ill conditioning that occurs when one or more transfer functions are not orthogonal. Collinearity is always present to some degree; in fact, control simulations are perhaps more prone to collinearity than other regressions. To simulate a feedforward controller without checking for collinearity is to risk producing meaningless results. The objective is to detect whether the collinearity has serious consequences, and to learn which actuators are causing collinearity problems.

Rosenthal notes that redundancies between the sensors in an active noise filtering system can produce numerical problems limiting the number of sensors that can be used. The issue is also discussed by Nelson and Elliott in the context of iterative gradient descent solution methods. Two references that provide a comprehensive discussion of collinearity diagnostics for real-valued regressions are Belsley et al. and Belsley. All of the concepts discussed in this paper are based on the techniques in Ref. 14. The extensions to complex-valued regressions are straightforward, and are based on the work of Miller. The present paper describes how collinearity enters an active control system and how it can affect a feedforward control simulation. Also given is a basic diagnostic procedure for detecting and analyzing collinearity. It is shown that when the sole purpose of the diagnostic is to detect rather than analyze collinearity, the collinearity diagnostic consists of simply examining the condition number of a special scaled design matrix.

While most of the concepts discussed here apply to any feedforward control system, for purposes of illustration we focus on active structural-acoustic control (ASAC). ASAC involves controlling the acoustic response of a fluid-structure system by applying vibrational inputs directly to the structure. Recent theoretical and experimental studies use ASAC to control radiation from one-dimensional and two-dimensional structures including beams, plates, and submerged plates; similar techniques are used to control noise transmitted through flat plates or into infinite cylindrical shells.

The example structure used for numerical results (Fig. 1) is a finite-length, fluid-loaded cylindrical shell with clamped, rigid, flat end caps. The entire investigation is conducted in the frequency domain, i.e., using a time-harmonic disturbance whose time dependence $e^{i\omega t}$ is omitted for simplicity of notation. Note that although an axisymmetric example is used here, regression analysis can be applied to three-dimensional problems as well. A three-dimensional case is treated in Ref. 25 by superposing the axisymmetric solutions for a spherical shell to obtain a radiated field with a plane of symmetry. Similar techniques may be used with the procedures outlined here.

I. REGRESSION AND FEEDFORWARD CONTROL

First we review the fundamentals of multiple linear regression as used in general statistics applications. We then discuss how a feedforward active control problem can be expressed as a complex-valued multiple linear regression, paying special attention to the effects of measurement noise. Finally, we discuss the relation between the weighting function and the physical significance of the cost function, and examine some numerical results for the cylindrical shell example problem. Much of the following discussion may be found in textbooks and articles on linear algebra or least-squares approximation; see, for example, Refs. 26–29. The discussion is included here to explicitly define the somewhat confusing nomenclature, and to help illustrate the links between feedforward control and regression.

A. Fundamentals of multiple linear regression

In regression one seeks a model $\hat{Y}(\beta, X)$, the true model, to approximate a set of measured data $Y$, also called the dependent variable. The true model is a function of $\beta$ (the true regression coefficients) and a collection of predictor variables $X$, also called independent variables. The data and predictor variables contain $M$ observations, $j = 1, 2, ..., M$, and are written in vector form as $Y = [y_1, ..., y_M]^T$ and $X = [X_{11}, ..., X_{M1}]^T$.

Suppose that each observed value $y_j$ contains a small amount of Gaussian measurement noise $\epsilon_j$. (Note the use of the term “noise” rather than “error.”) In statistical texts, measurement noise is referred to as “measurement error” or “observation error,” whereas in active control literature the term “error” refers to the residual signal that remains after cancellation. To avoid confusion, the term “measurement noise” will refer only to the random component of the measured data $y_j$.) Assume also that model we seek (the true model) gives a good approximation of the data:

$$y_j = \hat{Y}_j + \epsilon_j,$$

where the expected value of the noise is $E[\epsilon_j] = 0$. Because we only assume the validity of Eq. (1), we must later test whether the data cause us to reject the assumption.

To use regression diagnostics, we must make some assumptions about the measurement noise. These assumptions are not needed to perform the regression; we can always use regression to find a set of regression coefficients. However, sometimes we wish to go beyond merely computing the regression coefficients, estimated model, and residuals. The assumptions concern $V(\hat{Y}_i)$, the variance of the $i$th data measurement. A general form for the variance is

$$V(y_i) = \sigma^2 + g^2(\hat{y}_i, w_i),$$

FIG. 1. Geometry of clamped cylindrical shell and typical control inputs.
where $\sigma_y^2$ is a variance coefficient and $g^2(\hat{y}_i, w_i)$ is a variance function. By including $\hat{y}_i$ in the variance function $g^2(\hat{y}_i, w_i)$, we allow the possibility that measurement noise may depend on the magnitude of the quantity being measured. The weighting coefficients $w_i$ allow us to weight some observations more heavily than others, for example, placing more emphasis on those observations known to be most reliable. Assume that the $e_i$ are normally distributed and pair-wise uncorrelated; that is, $e_i$ and $e_j$ are uncorrelated when $i \neq j$. Next we make a simplifying assumption to be scrutinized later: we assume that $V(y_i)$ is independent of $\hat{y}_i$. This can be written

$$V(y_i) = \frac{\sigma_y^2}{w_i},$$

or, equivalently, $V(Y) = \sigma_y^2 W^{-1}$, (3)

where we have defined a weighting matrix $W = \text{diag}(w_1, w_2, \ldots, w_N)$.

Specifying $\sigma_y^2$ is critical. Ideally, $\sigma_y^2$ should come from some a priori knowledge of the physical measurement system to be used. For example, we could estimate $\sigma_y^2$ by repeatedly measuring a calibration signal and computing the sample variance of the measurements. In a preliminary installation such as the present work, however, we might not know $\sigma_y^2$. Lacking a measured value of $\sigma_y^2$, the data itself can be used to estimate $\sigma_y^2$; this approach is used in the present work. The estimated residual variance $s_y^2 = \hat{\sigma}_y^2$ [Eq. (23)] is taken as an approximation of $\sigma_y^2$.

Let us now assume a linear regression model of the form

$$\hat{Y} = \sum_{i=1}^{M} \beta_i X_i.$$ (4)

Because we do not know the true model $\hat{Y}$, we cannot directly find the true regression coefficients $\beta_i$. But we can use $X_i$ to compute an estimated model $\hat{Y}$ with estimated regression coefficients $b_i$:

$$\hat{Y} = \sum_{i=1}^{M} b_i X_i.$$ (5)

The objectives are twofold. First, find predictor variables $X_i$ such that the true model $\hat{Y}$ closely approximates the measured data $Y$. Second, find estimated regression coefficients $b_i$ such that the estimated model $\hat{Y}$ closely approximates the true model $\hat{Y}$. The $F$ test and $t$ test, reviewed in the next section, measure how well we have achieved these objectives.

To simplify notation, we write the estimated regression coefficients in vector form $B = \{b_1, b_2, \ldots, b_M\}^T$. Defining a design matrix $X = \{X_1, X_2, \ldots, X_M\}$, we can express the estimated model as

$$\hat{Y} = X B.$$ (6)

We seek a weighted least-squares solution that minimizes the weighted cost function

$$\chi^2 = \sum_{i=1}^{M} w_i |y_i - \hat{y}_i|^2,$$ (7)

where $y_i - \hat{y}_i$ is the residual. By requiring the derivatives $\partial(\chi^2)/\partial b_i$ to vanish, we obtain the weighted normal equation

$$X^T W X B = X^T W Y,$$ (8)

whose solution is the required vector of estimated regression coefficients $B$.

### B. Formulating feedforward active control as a complex-valued regression

First, define the primary response $P_p$ as the vector of error sensor outputs due to the disturbance input. Similarly, define a transfer function $X$ as the vector of error sensor outputs that would result from a single actuator of unit strength acting alone. Finally, define the secondary response $\hat{P}$ as the vector of error sensor outputs that would result from all the actuators acting together but without the disturbance.

To formulate the problem as a multiple linear regression, we must have a linear system as defined by three conditions. The response due to a single actuator alone must equal its transfer function multiplied by its complex strength. The secondary response must be a linear sum of all the actuator transfer functions multiplied by their respective complex strengths. Finally, the total or residual response must equal the sum of the primary response plus the secondary response.

Now we can list one by one the elements of the feedforward control problem and their counterparts in the regression problem, which are listed in Table I. The transfer functions are analogous to the predictor variables. The control forces are analogous to the estimated regression coefficients $b_i$. The secondary response $\hat{P}$ is analogous to the estimated model $\hat{Y}$. Last, $P = -P_p$ (the additive inverse of the primary response) is analogous to the measured data $Y$. By choosing control forces such that $\hat{P}$ approximates $P$, we cause the secondary response to "cancel" the primary response, so that the residual response $P + \hat{P} = -P_p + \hat{P}$ is approximately zero.

Recalling that our variables are complex valued, we rewrite the cost function of Eq. (7) as

$$\chi^2 = \sum_{i=1}^{M} w_i (p_i + \hat{p}_i) \cdot (p_i + \hat{p}_i).$$ (9)

After algebra, we can show that the weighted normal equation takes the form

$$X^T W X B = X^T W Y,$$ (10)
where the superscript $H$ indicates the Hermitian conjugate. Similarly, we must modify how the error sensor measurement noise is characterized. If $\tilde{P}$ is the true model approximated by $\hat{P}$, we now assume that

$$ p_i = \tilde{p}_i + \varepsilon, \quad E(p_i) = \tilde{p}_i, \quad V(|\varepsilon_i|) = \sigma_p^2. \quad (11) $$

In other words, we characterize only the variance of the noise magnitude $|\varepsilon|$, we do not specify separate variances for the magnitude and phase. Implications of this relationship are discussed later in the paper.

**C. Physical significance of the cost function**

Often, the cost function approximates a physical quantity. The cost function's physical significance depends on the sensors (predictor variables) and the weighting coefficients. For the example problem in this article, the $M$ sensors are far-field pressure sensors and the predictor variables are vectors of pressure per unit force. The $N$ predictor variables are nothing more than transfer functions between unit actuator forces on the structure and the resulting far-field pressures $P_j(\theta_i)$, $i=1,2,\ldots,M$, $j=1,2,\ldots,N$. Consider the following expressions for the radiated power:

$$ \Pi = \int_{S'} \frac{\pi r^2}{pc} |P + \tilde{P}|^2 dS' = \sum_{i=1}^{M} \frac{\pi r^2 a_i}{pc} |p_i + \tilde{p}_i|^2, \quad (12) $$

where $S'$ is a spherical surface of far-field radius $r$ with the origin at its center, and $a_i$ is the area on the surface $S'$ associated with the $i$th far-field location. If $a_{\text{max}}$ is the largest value of $a_i$, we can rewrite the estimated radiated power as

$$ \hat{\Pi} = \frac{\pi r^2 a_{\text{max}}}{pc} \sum_{i=1}^{M} \frac{a_i}{a_{\text{max}}} |p_i + \tilde{p}_i|^2. \quad (13) $$

By comparison with Eq. (7), the cost function will be proportional to the radiated power if we specify weighting coefficients of the following form:

$$ w_i = a_i / a_{\text{max}}. \quad (14) $$

If there are enough error sensors to completely characterize the radiated field, then the cost function $\chi^2$ is proportional to the radiated power $\Pi$; minimizing one minimizes the other. To obtain the radiated power from the cost function, we must use

$$ \hat{\Pi} = (\pi r^2 a_{\text{max}} / pc) \chi^2. \quad (15) $$

For the remainder of this text, all references to the total radiated power refer to the estimated radiated power in Eq. (15).

The formulation above places no restrictions on the physical configuration of the control system. The present text discusses an axisymmetric problem for simplicity of notation, since far-field locations may be specified by only one angle rather than two, but the method is not limited to axisymmetric cases. The transfer functions can contain pressures from any number of sensors in any physical locations desired. Assuming the number of sensors is sufficient, and the sensor locations and weighting coefficients are appropriate, the cost function can approximate the radiated power.

**D. Assumptions regarding variance of measurement noise**

The previous section made some simplifying assumptions about the variance of the measurement noise in a general regression problem; see Eq. (3). Here we examine those assumptions in the context of the ASAC problem to determine whether they represent the type of sensor measurement noise expected in a real control system. Recall that the regression itself does not depend on the distribution of measurement noise, which plays a part only in the regression diagnostics. As discussed below, Eq. (3) may not be entirely appropriate for some types of sensors likely to be used in active noise control systems.

Suppose the error sensors will be hydrophones. Suppose we repeatedly measure a calibration signal $P_{\text{true}}$ and find that the measurements, when expressed in decibels, exhibit Gaussian measurement noise with a sample standard deviation of, say, $s_p = 0.1$ dB. For real hydrophones, this form of approximation may be reasonable. But what if the measurement noise is Gaussian only when expressed in decibels, while we have defined the regression in linear units of pressure? Consider Fig. 2, which shows a hypothetical set of hydrophone measurements of a "known" pressure $P_{\text{true}}$ over a range of pressure levels. The measurement noise is the difference in magnitudes between $P_{\text{true}}$ and the measured value. When the measurement noise is expressed decibels, as in the left plot, the noise variance appears to be constant with respect to the magnitude of $P_{\text{true}}$. But when the same data are plotted in units of pressure instead of decibels, the noise is larger at high pressures than at low pressures. In other words, the measurement noise has a nonconstant variance. To describe the variance properly we must use Eq. (2) rather than using the simplified Eq. (3).
Because the primary response varies in space, our supposed hydrophone error sensors will measure different pressure magnitudes depending on their locations. A sensor measuring a large pressure will thus have a larger noise component (in linear units of pressure) than a sensor measuring a small pressure. This highlights an important point: the assumptions used to derive Eq. (3) might not provide an accurate representation of the noise present with real sensors. Perhaps the variance should instead be proportional to the signal magnitude as in Eq. (2). For simplicity in the remainder of this paper, we shall assume Gaussian measurement noise with a constant variance as in Eq. (3). The point of the above discussion is that one must carefully evaluate the mathematical form of measurement noise based on the specific sensors being used, and then formulate the regression diagnostics appropriately.

More sophisticated treatments of variance are available, but they are beyond the scope of the present analysis. Most involve performing a transformation and then using some form of generalized least squares; see Ref. 29. For example, it may be necessary to convert the transfer functions and error sensor measurements to decibels before using them in a regression. In many cases it will likely be seen that the use of standard constant-variance techniques is well justified, and that more complicated techniques may be of limited benefit.

E. The squared multiple correlation coefficient $R^2$

The squared multiple correlation coefficient $R^2$, commonly used to measure the quality of a regression, has a corresponding role in an active control simulation. For a regression that does not include a constant term as one of the predictor variables, $R^2$ may be written

$$R^2 = \frac{\sum_{j=1}^{M} |p_j|^2}{\sum_{j=1}^{M} |p|^2} = 1 - \frac{\sum_{j=1}^{M} |p_j - \hat{p}_j|^2}{\sum_{j=1}^{M} |p_j|^2},$$

as described in, for example, Appendix II of Ref. 6. A value of $R^2$ near unity indicates that the estimated model closely fits the measured data. Since $p$ is the open-loop response and $\hat{p} - p$ is the closed-loop response, the controller reduces the open-loop response by an amount expressed in decibels as

$$\Delta_{dB} = -10 \log(1 - R^2).$$

F. The role of regression diagnostics

The previous sections describe how a regression predicts control system performance, but do not explicitly consider measurement noise. The regression diagnostics described in this section, which require us to assume a value for the measurement noise variance, provide a more complete picture.

1. Testing the regression for lack of fit: The $F$-test

The "$F$-test" measures confidence in the regression as a whole. The other regression diagnostics which follow all assume that the estimated model closely approximates the true model, a condition that cannot be directly verified because we cannot know the true model. However, if we can show via statistical inference that the variance of the estimated model is not drastically different from the variance of the true model, e.g., that there is no statistically significant lack of fit, then we can proceed with reasonable confidence. The $F$-test verifies whether this condition is true.

The residual signal sensed by the error sensor contains one or more of the following three components: measurement noise, model error, and uncertainty. Measurement noise is always present because the error sensors are imperfect. Model error is present if the disturbance response contains dynamics that are not contained in the control response, i.e., unmodeled dynamics. Uncertainty is present even when there is no model error, because the control forces (regression parameters) cannot be estimated perfectly in the presence of measurement noise. If the model is nearly perfect, that is, if all modes in the disturbance response are adequately represented in the control response, then the residual contains only measurement noise and uncertainty. There is no lack of fit, and the residual is the smallest residual that can be expected based on the amount of measurement noise introduced by the sensors. On the other hand, if there are significant unmodeled dynamics, there is a lack of fit and the residual will be larger than the minimum possible residual. The $F$-test gives a statistical measure, based on the data, of whether there is a statistically significant lack of fit.

Begin by assuming that there is no lack of fit, and thus the control response $\hat{P}$ is close to the true model $P$. One way of verifying $H_0: \hat{P} = \hat{P}$ is to show that $\hat{P}$ and $\hat{P}$ have the same variance:

$$V(\hat{P} - \hat{P}) \approx V(\hat{P} - \hat{P}),$$

where $\hat{P}$ is the estimated mean of the disturbance response. Since we cannot know $P$ directly, we use a relation from regression theory: 20

$$V(\hat{P} - \hat{P}) = V(P - \hat{P}) + V(\hat{P} - \hat{P}).$$

Loosely speaking, Eq. (19) states that the variance of the true model about $\hat{P}$ equals the residual variance plus the variance due to the regression. We can rearrange Eq. (19) as

$$V(\hat{P} - \hat{P}) = V(\hat{P} - \hat{P}) \left(1 + \frac{1}{F}\right),$$

where $F = \frac{V(\hat{P} - \hat{P})}{V(P - \hat{P})}$

and $F$ is the so-called variance ratio. To satisfy Eq. (18) as closely as possible we must have $F > 1$, in which case we do not reject $H_0: \hat{P} = \hat{P}$. The $F$-test is not violated, and there is no significant lack of fit.

To determine whether $F$ is large enough, we compare $F$ to a predetermined value. Let $Q(F,v_1,v_2)$ be the $F$-distribution probability function with $v_1$ degrees of freedom in the numerator and $v_2$ degrees of freedom in the numerator. Then, given $X$, $P$, $M$, and $N$ for the specific problem at hand, $Q(F,v_1,v_2)$ is the probability of a statistically significant lack of fit, that is, the probability that $F$ could be as large as it is by chance alone rather than because of the regression. When $Q(F,v_1,v_2)$ exceeds some specified risk level, we must reject $H_0: \hat{P} = \hat{P}$. In the present context with $N$ actuators and $M$ sensors, we have

$$v_1 = N \quad \text{and} \quad v_2 = M - N - 1.$$

C. E. Ruckman and C. R. Fuller: Regression approach
Values for $Q(F, \nu_1, \nu_2)$ are easily generated by computer or read from tables. The variance ratio can be approximated by the ratio of standard deviations

$$F = \frac{s^2_{p,\hat{p}}}{s^2_{\hat{p},\hat{p}}},$$

(22)

where

$$s^2_{p,\hat{p}} = \frac{1}{\nu_1} \sum_{i=1}^{M} w_i | \hat{p}_i - \hat{p} |^2$$

and

$$s^2_{\hat{p},\hat{p}} = \frac{1}{\nu_2} \sum_{i=1}^{M} w_i | \hat{p} - \hat{p} |^2.$$

(23)

If $F$ is large enough, that is, if $Q(F, \nu_1, \nu_2)$ does not exceed the specified acceptable risk level, then there is no lack of fit and we can proceed with testing the individual regression coefficients as described in the next section. If $F$ is too small, then it is too likely that we could have chosen regression coefficients at random and still achieved the same fit to the data.

When a regression fails the $F$-test, it generally means this: Given $X, P, M,$ and $N$, there is too much variance in the measured data $P$ for us to confidently say that we have modeled the data. In terms of an ASAC problem, one or more of the following conditions exists:

1. There are too few sensors to confidently say that the response has been adequately modeled, i.e., the data and predictor variables are undersampled. Adding more sensors will provide better estimates of the variances, and may increase $F$ unless other problems are present.

2. The actuators are decoupled from one or more modes that are present in the disturbance response, i.e., the disturbance response contains unmodeled dynamics that cannot be reproduced by the actuators. Adding more actuators or using different actuators that couple into different modes will improve controllability.

3. The amount of measurement noise present is much greater than originally thought. Even if the actuators couple into the same modes that appear in the disturbance response, severe measurement noise can have the same effect as unmodeled dynamics.

Generally speaking, a regression will only fail the $F$ test when the control differs substantially from the disturbance response. Any sound cancellation is coincidental and occurs only in localized areas rather than globally.

### 2. The $t$-test and confidence limits for individual regression coefficients

The $t$-test, which examines the individual regression coefficients corresponding to the control inputs in the active control problem, allows us to detect whether any actuators are completely uncoupled from the cost function. If a given actuator has no beneficial effect on the regression, then its regression coefficient vanishes and we could obtain a more reliable regression by reformulating the problem without that actuator. However, determining whether a given coefficient is zero can be difficult because problem scaling may yield arbitrarily small coefficients. To decide whether a coefficient should be removed, we can define a statistical "confidence interval" for the magnitude of that coefficient, and then check whether the confidence interval contains zero.

Assuming Gaussian measurement noise, the magnitude variance of the $i$th control force is

$$\sigma_{b_i} = \sqrt{e_i},$$

(24)

where $e_i$ is the $i$th diagonal of the variance–covariance matrix

$$V(b) = \sigma_b^2 (X^H W X)^{-1}$$

(25)

and $\sigma_b$ is the variance of the measurement noise. Since the true error variance $\sigma_b$ is usually not known, we can use the estimated variance $s_b$ in its place to obtain an estimated variance $s_{b_i}$.

If an estimated noise variance is available for a specific type of error sensor, that variance may be used in performing a simulation. If no such estimate is available, the residual variance $s_{\hat{p},\hat{p}}$ may be used instead. Because the present work emphasizes numerical methods rather than results for specific types of hardware, all numerical results in this paper use error variances that are estimated from the data. The reader is reminded that a specific value of the error variance is required only for regression diagnostics, not for the regression itself.

Next we decide on a level of statistical significance $\alpha$, say 90%, and compute a quantity known as Student’s $t$, the value of the Student’s probability distribution for the chosen level of significance $\alpha$, and $\nu$ degrees of freedom, where $\nu = M - N - 1$. We can then state that given the data, the probability of $|b_i - \beta| < t s_{b_i}$ is $\alpha_i$. In other words, there is a 90% probability that the magnitude of the error between the true control input and that computed by the regression is smaller than $t s_{b_i}$. The confidence interval provides a circular confidence region on $b_i$ in the real–imaginary plane (Fig. 3) such that

$$|b_i| - t s_{b_i} \leq |\beta| \leq |b_i| + t s_{b_i}.$$

(26)

The largest magnitude inside the confidence region, which represents the largest likely control input magnitude, is $|b_i| + t s_{b_i}$. As noted in Ref. 7, we could also consider the
real and imaginary parts of the problem separately to produce an elliptical confidence region.

A related statistical test is the so-called "t-test," which measures whether a given control input is significantly different from zero. If the range \(|b_i| - ts_{bi}, |b_i| + ts_{bi}\) contains zero at the specified level of significance, then we cannot conclude that \(b_i\) is significantly different from zero. Said another way, if an actuator "fails the t-test," we have no statistically significant indication that control input has non-zero magnitude. Adding sensors for a given number of actuators has the effect of decreasing \(t\), and thus producing tighter confidence intervals and a more reliable model. In terms of the ASAC problem, a control input will only be set equal to zero if the actuator is completely uncoupled from the disturbance response. Therefore any actuator that fails the \(t\) test should be removed from the problem.

3. Prediction intervals

The confidence intervals for all the actuators may be condensed into a single quantity, the prediction interval, which provides a confidence interval on the magnitude of the control response \(\hat{P}\). The regression provides an estimated residual \(\hat{P} + \hat{P}\) corresponding to the pressure when the control actuators are operating. The control response \(\hat{P}\) is based on error sensor outputs that contain measurement noise, and its reliability is therefore related to the accuracy of the error sensors. By applying the appropriate regression diagnostics, we can estimate confidence intervals on \(\hat{P}\) and provide a single quantity that reflects the sensitivity to measurement noise for the regression as a whole.

At a given sensor location, the control response is a linear sum:

\[
\hat{P}_j = \sum_{i=1}^{n} b_i X_{ij},
\]

where the control inputs \(b_i\) have variances as expressed as in the previous section, and the transfer functions \(X_{ij}\) are considered constant and completely accurate for the present purposes. If we define the vector \(X_{i,1:N} = [X_{i,1}, X_{i,2}, \ldots, X_{i,N}]\) as the \(i\)th row of the design matrix \(X\), it can be shown that the variance of the estimated model at the location of the \(j\)th sensor is

\[
V(\hat{P}_j) = \sigma_p^2 X_{i,1:N}(X^H W X)^{-1} X_{i,1:N}^H.
\]

This is also equal to the \(j\)th diagonal of the variance-covariance matrix

\[
V(\hat{P}) = \sigma_p^2 X(X^H W X)^{-1} X^H.
\]

Using Student's \(t\) for a chosen level of significance, the prediction interval for the estimated model at the \(j\)th sensor location is defined by the standard error

\[
\pm t \sigma_{\hat{P}_j} \sqrt{V(\hat{P}_j)}.
\]

The prediction interval summarizes the sensitivity to measurement noise for the entire regression, whereas the confidence intervals address individual actuators. Prediction intervals can be used to determine whether a given combina-

![Radiated power versus frequency.](image)

FIG. 4. Radiated power versus frequency. Radiated power without control actuators shown as solid line; with control actuators shown as broken line.

G. Numerical results and discussion

The example structure used for numerical results is a finite-length, fluid-loaded cylindrical shell with rigid, flat end caps (Fig. 1). The points at which the cylinder intersects the end closures are constrained both in translation and in rotation, i.e., the cylindrical section is clamped. The shell length \(L\) is \(10\times\) the shell radius \(a\), and the ratio of wall thickness to shell radius is 0.005. The global \(z\) axis is the shell symmetry axis, with the right-hand end cap intersecting the positive \(z\) axis. Far-field locations are described by the global spherical coordinates \((R, \theta, \phi)\) with origin at the midlength of the shell, where the far-field location \(\theta=0\) corresponds to the positive \(z\) axis. Surface locations are described by a normalized distance coordinate \(\delta=z/L\). We examine frequencies as high as \(k_0 a=0.95\). Material properties are chosen to resemble an undamped steel shell submerged in water: the shell material has Young's modulus of \(1.85\times10^{11}\) Pa, Poisson's ratio of 0.3, and density of 7670 kg/m\(^3\). The density and acoustic velocity of the surrounding fluid are 1000 kg/m\(^3\) and 1460 m/s, respectively. All far-field quantities are normalized to a distance of 1.0 m. Numerical solutions for structural-acoustic dynamic response are found using the combined finite-element/boundary-element computer program NASHUA.31

The cylinder is disturbed by a unit-magnitude axisymmetric ring force \(b_1\) placed near the right-hand end closure at \(\delta=0.96\). The two actuators \((M=2)\) are axisymmetric ring force \(b_1\) and \(b_2\) placed at \(\delta=0.25\) and \(\delta=0.50\). The 25 error sensors \((N=25)\) are pressure sensors located at \(7.5\)° intervals from 0° to 180° in the far field. The control objective is to minimize the radiated power cost function \(\Pi\), where \(\Pi\) is the weighted sum of squared pressure magnitudes at the 25 error sensors.

Figure 4 shows the radiated power cost function \(\Pi\) versus nondimensional frequency \(k_0 a\) for the frequency range 0.2<\(k_0 a<1.0\). The upper curve represents the open-loop case. The lower curve represents the closed-loop case, and the difference between the two is the reduction in the radiated power cost function. The actuator magnitudes and
phases have been optimized separately at each frequency in the region, since each regression uses data for a single frequency. The actuators reduce the radiated power cost function by as much as 14 dB depending on the frequency. Dephases have been optimized separately at each frequency in the given data, there is only a 0.00016% probability of a statistically significant lack of fit. We therefore feel confident that, given the data and our estimate of the error variance, both control inputs are significantly different from zero. The upper plot in Fig. 5 shows the magnitude of the control response and the disturbance response. Significant cancellation occurs by chance in a localized area near $\theta=90^\circ$, but in general the two curves have very different characteristics.

Figure 6 explores the relationship between the $F$-test results and controller performance. Each data point represents a regression at a different frequency. The quantity $Q(F, \nu_1, \nu_2)$ is shown on the vertical axis, where $Q(F, \nu_1, \nu_2)$ is the probability that there is a significant lack of fit. Wherever the radiated power cost function is reduced by roughly 2 dB or more, $Q(F, \nu_1, \nu_2)$ is less than 1% and there is no lack of fit. Only when the radiated power cost function is reduced by less than 2 dB does $Q(F, \nu_1, \nu_2)$ rise to appreciable levels. This result is consistent with other force configurations investigated but not shown here. Failing the $F$-test is always accompanied by poor controller performance, meaning that any sound cancellation is coincidental and probably localized. Likewise, excellent controller performance always signals that the regression has passed the $F$-test. In the present example, a threshold of roughly 2 dB corresponds to passing or failing the $F$-test. However, it is
difficult to make a priori assumptions about F-test results: the threshold is problem specific and can only be found by examining F-test results for a number of different frequencies. Other cases not shown here achieved reductions of 4–5 dB but still failed the F-test.

Figure 7 shows the magnitudes and magnitude confidence intervals of the two control forces as a function of frequency. The solid curves represent the control force magnitudes, with the upper and lower 90% confidence limits displayed as broken curves. The upper and lower plots represent $b_1$ and $b_2$, respectively. There are several frequency ranges in which one of the control forces fails the t-test, meaning that one of the confidence intervals contains zero. For example, the confidence interval for $b_2$ contains zero near $k_\alpha=0.50$, $k_\alpha=0.69$, and $k_\alpha=0.91$. When a confidence interval contains zero, the associated control force does not contribute significantly to the regression at that frequency and could probably be removed without significantly affecting the results.

II. COLLINEARITY AND COLLINEARITY DIAGNOSTICS

The previous section describes regression and regression diagnostics, and outlines their relationship to simulating a feedforward control system. The topic of this section is collinearity, a type of numerical ill conditioning that can affect the simulation results. Included is a brief example to show how collinearity can affect the results of a numerical controller simulation.

A. How collinearity occurs in active noise control

Imagine an ASAC problem with two control forces applied at exactly the same location on the structure. In the nomenclature of the previous section, the two transfer functions are identical, the normal equations are singular, and there is no unique solution for the control force magnitudes. Now suppose the two control forces are close together, but not quite collocated. The two transfer functions are not identical, but very similar; the normal equations are not singular, but may be ill conditioned. In fact, the possibility for such near dependencies to cause ill conditioning exists whenever the transfer functions are not all mutually orthogonal.

Suppose we plunge ahead and solve the normal equation; what sort of solution can we expect? Often the adjacent (and partially redundant) control forces have opposite phases and very large magnitudes. In some circumstances such results are purely a numerical artifact, the result of ill conditioning of the normal equation. In other circumstances the results could be interpreted as a force couple approximating a concentrated moment, with no indication of whether the solution was genuine or spurious. This disturbing ambiguity motivates the use of collinearity diagnostics.

Note that control forces need not be located next to each other to produce collinearity. If the modal density is low and the structure is very lightly damped, there may be several locations at which applied forces would produce nearly the same response. Control forces applied at two or more such locations would produce collinearity even though they were distant from each other. Another source of collinearity arises when one control force can be replaced by a linear combination of other control forces in the system.

B. An example showing the effects of collinearity

An example shows how collinearity can affect even a relatively simple control simulation. Consider the clamped cylinder of Fig. 1 with a disturbance force $b_d$ acting at a frequency of $k_d=0.95$. Choose three control actuators $b_1$, $b_2$, and $b_3$, whose locations we shall discuss after performing a brief numerical experiment. The regression predicts controller performance of 23 dB. Since the F-test and t-test results (not shown) appear reasonable, we accept as significant the following complex control inputs:

$$b_1=(−18.1,−0.8), \quad b_2=(−21.3,−2.2),$$

$$b_3=(131.9,11.4), \quad (31)$$

where, for example, $\text{Re}(b_1)=−18.1$ and $\text{Im}(b_1)=−0.8$.

A simple numerical experiment can show how measurement noise in the sensor data $Y=[y_1,y_2,\ldots,y_M]$ affects the regression results. We simulate measurement noise by artificially injecting random components into $Y$, recomputing the regression, and examining the control input magnitudes. The results are summarized in Table II. The first pair of columns, labeled “No simulated noise,” contains the original regression results given in Eq. (31). Next, each error sensor output $y_i$ is perturbed with 0.5% simulated measurement noise, that is, a noise component with random phase and with random magnitude up to 0.5% of the maximum value in $Y$, and the regression is recomputed using the perturbed $Y$. As shown in the second pair of columns in Table II, simulated measure-
predicted control inputs. If we increase the simulated measurement noise to 5% and recompute the regression. As shown in the third pair of columns in Table II, the control input magnitudes are changed by less than 2%. In fact, we can increase the simulated measurement noise to 25% or more before the control inputs change substantially. The regression is relatively insensitive to measurement noise. 

Now suppose that we add a fourth control input \( b_4 \) in an attempt to improve system performance. (For the sake of illustration we choose a particularly bad location for \( b_4 \).) For the new configuration with no simulated measurement noise, we predict that the control inputs reduce the radiated power by 29 dB, an improvement of 6 dB over the previous case. Again the F-test and t-test results appear reasonable, so we accept as significant the control inputs shown in the first pair of columns in Table III. But now, simulated measurement noise of only 0.5% produces changes of up to 5% in the predicted control inputs. If we increase the simulated measurement noise to 5%, the control inputs are completely changed. Still, the F-test and t-test show no signs of trouble, and the subroutine used to solve the normal equation gives no warning or error messages. Why is the solution so sensitive to measurement noise? The reason, of course, is collinearity between the particular control forces we chose.

Examining the locations of the control inputs, shown in Fig. 8, we can clearly explain the numerical difficulties. The first two inputs \( b_1 \) and \( b_2 \) are axisymmetric ring forces and \( b_3 \) is a distributed axisymmetric ring force. But the control input used in the second example, \( b_4 \), is an axisymmetric ring moment applied exactly between \( b_1 \) and \( b_2 \). The two ring forces, when combined with opposite phases, produce a force couple that has nearly the same effect as the ring moment. The ring moment is redundant, and in this simple example is easily seen as the cause of the numerical problems. The collinearity diagnostics presented in the next section provide a general method that could be used to detect and analyze collinearities in more complicated systems where relations between actuators might not be so clear.

### C. A collinearity diagnostic

Rather than trying to present a comprehensive review of collinearity diagnostics and their possible applications in studying feedforward control, this section presents one diagnostic method with some basic example results. For more detail the reader is referred to Belsley.\(^{14}\)

Recall the normal equation for a feedforward control system with \( M \) sensors and \( N \) actuators,

\[
(X^H W X) \mathbf{B} = X^H W \mathbf{P}.
\]

As the reader might expect, most collinearity diagnostics involve the condition number of \( X^H W X \). Clearly a large condition number announces the presence of ill conditioning, but simply examining the condition number leaves three questions unanswered. First, how can we detect whether more than one near dependency is present? Second, how large a condition number can we tolerate and still have confidence in the regression results? And third, how can we determine which actuators are involved in near dependencies? We will briefly discuss these three questions before presenting the diagnostic method.

The first question, regarding the number of near dependencies present, is answered by examining not just the condition number of \( X^H W X \) but the singular values of \( X^H W X \). A zero singular value indicates a perfect linear dependency in \( W^{1/2}X \); a "small" singular value indicates a near dependency that may cause conditioning problems. In fact, the number of small singular values indicates the number of near dependencies present in the problem.

The second question is, how do we make quantitative comparisons to determine whether the condition number is "large," or equivalently, whether a given singular value is small? The answer is that we must scale the columns of \( W^{1/2}X \) before computing the singular values. Column scaling, described in the next section, permits such quantitative comparisons.

To answer the third question of determining which variables are involved in near dependencies, we turn to a result from the least-squares regression. One of the effects of collinearity is variance inflation: when two or more actuators are involved in a near dependency, their variances become large. We can express the variances in terms of the singular values.
values of $W^{1/2}X$. When we find two or more actuators whose variances are primarily associated with a small singular value, then those actuators are involved in a near dependency.

We now describe the diagnostic method in somewhat of a cookbook fashion. The intent is not to present a detailed derivation, but rather to outline the method and show a simple numerical example related to feedback control. We modify the technique slightly to account for complex-valued variables and weighted least squares, which are not included in the discussion of Ref. 14.

1. **Determine $W^{1/2}X$**

Each column of $W^{1/2}X$ represents a transfer function between a given control input and the error sensor array. These may be obtained via analytical approximations, numerical calculations, or any other means available. For $N$ actuators and $M$ sensors, $X$ has the form $X = \{X_1 \ X_2 \ldots \ X_M\}$, where each $X_j$ is a complex vector of length $M$ containing the transfer function for the $j$th actuator. In our example the columns of $X$ are transfer functions between four control inputs ($N=4$) and 25 sensor locations ($M=25$). We obtain the transfer functions by numerical modeling of the structure using a finite-element/boundary-element approach.

2. **Apply column equilibration to $W^{1/2}X$**

The purpose of column equilibration is to produce a set of singular values that do not depend on the units of the problem. We scale each column in $W^{1/2}X$ to have unit vector length after scaling. This produces a new matrix $Z$, the scaled weighted design matrix:

$$Z = \Omega^{-1/2}W^{1/2}X,$$

where $\Omega^{-1/2}$ is a diagonal matrix whose diagonals are $\Omega^{-1/2} = \{X_j^HWX_j\}^{-1/2}$. The relation between $Z$ and the original problem may be seen from

$$X^HWX = Z^H\Omega Z.$$  

(34)

3. **Obtain scaled condition indexes and variance-decomposition proportions**

First we generate the singular-value decomposition of $Z$,

$$Z = UDV^H,$$

(35)

where $U$ is column orthogonal, $V$ is column orthogonal and row orthogonal, and $D$ is nonnegative and diagonal. (Note the distinction between the matrix $V$ and the variance $V$). The elements of $D$ are the singular values $\mu_k$, $k = 1, 2, \ldots, N$, which are real and non-negative since $Z$ is Hermitian. The scaled condition indexes are then defined as

$$\hat{\eta}_k = \mu_{\text{max}}/\mu_k, \quad k = 1, 2, \ldots, N.$$  

(36)

If we express the elements of the matrix $V$ as $v_{kj}$, we can write the variances of the regression coefficients in the following useful form:

$$V(b_k) = \sigma_p^2 \sum_{j=1}^{N} \frac{v_{kj}^2}{\mu_j^2}.$$  

(37)

The utility of Eq. (37) lies in the fact that each term in the summation is associated with only one scaled condition index $\eta_k$. By noting which of the large scaled condition indexes affect which variances, we can pick out near dependencies among the columns of $W^{1/2}X$. To this end, let us define variance-decomposition proportions,

$$\pi_{jk} = \frac{\gamma_{kj}}{\gamma_k}, \quad k = 1, \ldots, N,$$

where

$$\gamma_{kj} = \frac{v_{kj}^2}{\mu_j^2} \quad \text{and} \quad \gamma_k = \sum_{j=1}^{N} \gamma_{kj}, \quad k = 1, \ldots, N.$$  

(38)

The variance-decomposition proportions are interpreted as follows: $\pi_{jk}$ is the portion of the variance for the $k$th regression coefficient that is associated with the $j$th scaled condition index.

Table IV contains the scaled condition indexes and variance-decomposition proportions for the example problem of Fig. 8. The second column contains the scaled condition indexes ranked by size, with the largest shown in the last row. The remaining four columns contain the variance-decomposition proportions for each of the control forces $b_1$, $b_2$, $b_3$, and $b_4$. The next sections explain how to interpret Table IV.

4. **Determine the number of near dependencies**

The method for counting the number of near dependencies involves choosing a threshold $\hat{\eta^*}$ such that when $\hat{\eta}_{\text{max}} < \hat{\eta^*}$, the columns of $W^{1/2}X$ may be said to be free of collinearity. The value suggested by Belsley is $\hat{\eta^*} = 30$, although slightly larger or smaller values could also be argued for. This is the value used for all numerical results in this dissertation. Having chosen a threshold value for $\hat{\eta^*}$, we now have the most basic collinearity diagnostic: whenever $\hat{\eta}_{\text{max}} < \hat{\eta^*}$, at least one near dependency is present and the regression should not be used without further examination of its collinearity properties. Thus $\hat{\eta}_{\text{max}}$ should be computed as a routine part of every regression, and displayed along with the $F$-test and $t$-test results.

If more than one scaled condition index exceeds the threshold $\hat{\eta^*}$, then multiple near dependencies are present. The number of near dependencies is determined according to the so-called "progression of 10/30:" the first near dependency corresponds to the first $\hat{\eta} > 30$, the second near depen-

---

**Table IV. Variance decomposition proportions for example problem.**

<table>
<thead>
<tr>
<th>$j$</th>
<th>$\pi_{1j}$</th>
<th>$\pi_{2j}$</th>
<th>$\pi_{3j}$</th>
<th>$\pi_{4j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>1.1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>6.3</td>
<td>0.000</td>
<td>0.000</td>
<td>0.871</td>
</tr>
<tr>
<td>4</td>
<td>11.502.1</td>
<td>0.999</td>
<td>0.999</td>
<td>0.129</td>
</tr>
</tbody>
</table>
Collinearity problems can produce numerical ill conditioning. Without proper collinearity diagnostics, numerical problems can go undetected and produce results that are very sensitive to measurement noise in the error sensors. Collinearity diagnostics can detect and analyze numerical ill conditioning. Collinearity diagnostics for complex-valued regressions follow directly from their real-valued counterparts, which are developed in considerable detail in the statistics literature. The primary collinearity diagnostic is the scaled condition number. Even when no other collinearity diagnostics are performed, the analyst may compute the scaled condition number for each regression and compare it to the threshold value in a somewhat mechanical fashion. If the scaled condition number exceeds the threshold, the regression should be discarded because of collinearity. More detailed diagnostics are also available for determining the number of near dependencies and which control forces are involved.

III. SUMMARY

Multiple linear least-squares regression provides a numerical approach for simulating feedback active control in the frequency domain. Solving the regression for a given frequency provides the complex control inputs and the amount by which the cost function is reduced. The squared multiple correlation coefficient $R^2$ provides the amount of attenuation possible in the absence of measurement noise. In some cases, particularly where the effects of error sensor measurement noise are a concern, these quantities alone do not adequately characterize the regression. To help model the effects of measurement noise, one may consider the F-test, the t-test, and prediction intervals. The F-test measures the integrity of one regression as a whole. When the regression fails the F-test, as in the example problem whenever the controller performance falls below 2 dB, other regression diagnostics may not be used for that particular frequency. The t-test measures the reliability of the estimated control input magnitudes. Prediction intervals combine the information from all the actuators to help describe the sensitivity to noise for the regression as a whole.

Before using regression diagnostics, it is important to carefully examine the statistical properties of the measurement noise present in the proposed error sensors. Strictly speaking, the noise must be normally distributed for the F-test, t-test, and prediction intervals to be valid. Furthermore, the noise should have constant variance. For some types of sensors, measurement noise may be neither normally distributed nor independent of signal magnitude.
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