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(ABSTRACT)

An important issue in the design and operation of assembly systems is the coordination of part deliveries and processing operations. These decisions can have a significant impact on inventory cost and customer service. The problem is especially complex when actual delivery and processing times are stochastic in nature, as is the case in small lot manufacturing.

In this research a new methodology is developed for determining optimal part delivery dates in stochastic small lot assembly systems. This methodology is based on the descriptive model that comprises of taking the maximum of several random variables. The part arrival and processing times are assumed to follow various known probability distributions. The model includes consideration of limited buffers between stations. The overall objective is to minimize the expected total of part and subassembly inventory cost, makespan cost and tardiness cost.

An approach based on the optimization of individual stations in isolation is used to obtain the part delivery dates at each station. Comparison of the approach with the nonlinear programming based approach to the problem indicates that it generates almost as good solutions in a fraction of the computation time. This approach is then used to study system behavior under various operating conditions. Results indicate
that the lognormal and gamma distributions result in higher total costs than the normal distribution. However, the normal distribution can be used to determine part delivery dates even if the actual distribution is lognormal or gamma, with relatively small errors compared to the solutions obtained using the correct distribution. Variability is the most important factor in the design of the system, and affects the determination of due dates, buffer capacity requirements, choice of distribution, and estimates of system performance. The role of buffer capacities, however, is not very critical in the design of small lot unbalanced lines.
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1.0 Introduction

1.1 Introduction to Assembly Systems

Assembly systems are used to transform parts and subassemblies into finished products. They are composed of a series of operations performed in accordance with the product structure. These tasks are arranged in workstations made up of machines, equipment and workers. Depending on the nature, volume, and complexity of the product, assembly systems can range from single station configurations to long assembly lines dedicated to a particular product.

Assembly is the final stage of value addition in production, and parts used have generally undergone other manufacturing processes beforehand. Value added due to labor and material is at its highest at this stage. Assembly may also require specialized equipment, which involves significant capital investment. It is therefore an important production stage, and has a major impact on the overall cost of finished products (Blumenfeld, 1987).

Design of assembly systems includes the planning of material flow to the system, job flow through the facility, and finished product flow to the customer. The parts required for the assembly are delivered at the necessary station to be assembled on to the mainframe. These parts may be produced in-house or may be procured directly.
from vendors. Each of these parts may in turn be the output of a branch line. An im-
portant issue in designing the material flow is the coordination of deliveries of the
parts to stations and determining the timing of various operations along the line.

1.2 Production Planning in Small Lot Assembly Systems

Traditionally, design of assembly systems has focussed on high-volume, stand-
ardized production to stock. Such systems are characterized by fixed automation and
relatively invariant production schedules over a period of time. Jobs to be assembled
flow through the system at a constant rate, and are processed at each station for a
fixed time. Since processing times are fixed and constant across workstations, de-
liveries to stations and transfers between stations are synchronized. In such situ-
atations, the main objective is to streamline the flow of the assembly line and minimize
the avoidable idleness. This is achieved by allocating the operations to workstations,
subject to precedence restrictions, in order to balance the line.

Competitive forces and increasing customer requirements have increased the
number of product variations, while reducing the run sizes of individual products.
Thus manufacturers of such products do not have the luxury of dedicating facilities
and making long runs. Mixed model assembly line balancing techniques have been
developed to manage the flow of work along the line in case there is multiplicity of
products, but that still assumes steady production to stock. In many fields, such as
heavy equipment and weapon systems made to specific requirements, job production
and small lots have always been the mode of operation. One of the major priorities
in the design and operation of manufacturing systems is the development of technologies and management techniques for such small lot systems.

At the level of part production, a number of technological developments over the last few years have improved the capabilities of coping with small lot production. These include Cellular Manufacturing, Flexible Manufacturing Systems, and Robotics. Appropriate tools and techniques for managing and coordinating these systems as part of the whole system are constantly being developed. However, the focus of these systems is on discrete parts manufacturing, predominantly in the metal-working environment. Almost all part manufacturing systems eventually feed assembly systems where the final product is put together. Assembly systems have seen relatively less attention, both in the development of new technologies and management techniques.

Assembly of small lots of large products is a complex, slow moving process. Low volumes and inventory costs coupled with high variations between stations and jobs make balancing of the line inappropriate. Moreover, because of the variability inherent in any new job, there is considerable random variation as well in delivery and processing times. This causes queues to develop and enforces waiting times for parts, subassemblies, and stations. This results in inventory costs and underutilization of facilities. Scheduling such systems must include coordination of the manufacturing tasks and part deliveries to ensure that customer requirements are met in the most cost effective manner. Analysis based on deterministic estimates would not provide realistic predictions of system performance. A model to study such a system must incorporate the stochastic nature of the variables to be able to measure the effects of uncertainty and evaluate the design of the line.
Material Requirements Planning Systems (MRP) is one of the methods that have been developed to manage production of assembled items. These items may be produced on a job basis, or as a batch of jobs processed through the manufacturing facility. The MRP approach relies on exploding the Master Production Schedule of end item requirements, using the Bill of Materials (BOM), to generate the time phased part requirements at different levels of the product structure. These requirements are offset by the planned lead times to determine due dates and the appropriate times for initiation of procurement and manufacturing action.

One of the most important inputs to the MRP system is the estimated lead time for procurement and manufacturing of different parts. Planned lead times and due dates play an important role in MRP systems (Orlicky, 1975). Their structure and level can impact every aspect of the performance of the system (Kanet, 1982). These due date estimates are used as a monitoring tool as well for coordinating the different sub-systems. Poor estimates of lead time allowances can negate all the advantages expected from the system. In multi-stage systems, this problem can get compounded even further, resulting in poor customer response, excessive inventories, and frequent rescheduling (Kanet and Christy, 1984). MRP systems do not inherently possess the optimization capability to be able to select the best values of planned lead times.
1.3 Determining Lead Times and Due Dates

The task of determining reasonable planned lead times and due dates is not easy due to the dynamic and variable nature of the procurement and manufacturing process. Variability in part delivery and processing can arise due to a number of reasons. The most significant causes of delays and variability are queueing times at work stations, transportation delays, and setups required due to the non-repetitive nature of the jobs.

Coping with uncertainty in such systems can take a number of forms. First, efforts need to be made to reduce variability in the system by adding on appropriate control systems and managing the lead times through human intervention. Cost-benefit analysis therefore needs to be done on the reduction of variability compared to the errors arising out of it. Second, efforts can be made to improve the reliability of lead time estimates. This may be done by adjusting the Master Production Schedule to reflect the actual capacity, or by tracking lead time errors and updating the estimates constantly.

Finally, the remaining uncertainty has to be dealt with. One way of providing for it is to construct lead times that result in an appropriate probability of delivery, by adding on an allowance that is some multiple of the standard error. This method is also referred to as the safety buffer rule (Wilhelm, 1982). Such allowances are a more effective way of dealing with uncertainty than buffer stock (Whybark and Williams, 1976). In job-lot manufacturing, safety stocks may not be an option in any case due to risks of obsolescence.
A more complete method of providing for uncertainty is to determine the values of planned lead times that yield the best overall expected costs of inventory and tardiness. This method of dealing with uncertainty is the focus of this research. This method may be used to determine the cost of variability and provide a means of coping with it. The end result of the research will be the mean due dates for each part and operation, representing the net effect of lead times and allowances for uncertainty. The research is not confined to MRP systems, but encompasses any production planning system for assembly network type structures.

1.4 Descriptive vs. Prescriptive Methods

Due to the complexity of small lot manufacturing systems, it is useful to have models to aid in their design and operation. Suri (1985) classifies modelling approaches in two main categories. Descriptive or evaluative models evaluate a given set of decisions based on certain performance criteria, while prescriptive or generative models are used to find decisions. Some features of these types of models are discussed below.

Descriptive or evaluative models are tools to help the decision maker develop an understanding of the behavior of the system. They help provide insight rather than decisions, and are useful for sharpening intuition. They also enable the designer to experiment with candidate decisions, although it may take a long time to arrive at a good decision. In problems with a large candidate solution space, it is difficult to be certain of finding even a reasonably good solution. Queueing networks and simu-
lation are among the commonly used evaluative methods for analysis of stochastic systems.

The complexity of many systems prohibits the development of prescriptive models. However, it may be possible to develop analytical models of system performance, which may be used to generate and understand system behavior and thus to guide the design. Simulation models are frequently used for analysis of complex systems, especially when special purpose packages and languages can be applied to ease the tedium of model building. However, in the case of simulation, it is necessary to choose appropriate factor levels and conduct experiments to determine the best combination. The validation of simulation models is another issue that must be addressed by the designer.

Response Surface Methodology is one of the methods that is used in conjunction with simulation to determine preferred factor combinations in stochastic problems. However, there is no guarantee of finding the optimal solution, and a large number of simulation runs may be required (Law and Kelton, 1982). Perturbation Analysis (Ho, 1984, Ho et al., 1985) is a relatively new approach that uses the results of a simulation run for a set of decision parameters to predict system behavior if these decisions are changed. However, this technique can currently be used only for small changes in decisions (Suri, 1985).

Prescriptive or generative models are used to find good decisions that achieve some pre-specified criterion, such as minimizing cost or maximizing performance. If such a model can be constructed, it can provide solutions to the problem faster and with greater likelihood than descriptive models. However, such a model may be extremely difficult to develop. It may also be difficult to modify decisions, or to examine
the sensitivity of the solution, since such a model functions as a 'black box'. Frequently, when optimal decisions are difficult or expensive to determine, it may be necessary to resort to heuristic methods which try to achieve a balance between computational effort and the quality of the solution.

Of course, it is possible to combine features of the two types of models. The feedback from an evaluative model can be used to modify the decisions and even the logic of a prescriptive model. Likewise, a prescriptive model can be used in conjunction with an evaluative model to generate insights into optimal policy behavior under different conditions. Also, one can build user options and evaluative modules into the prescriptive models. In this research, the focus will be on the development of a prescriptive model for determining 'optimal' due dates, although attempts will be made to incorporate evaluative features and generation of insights into system behavior.

1.5 Nature and Limitations of Previous Research

One of the methods reported to provide for uncertainty in delivery and processing times is to add on a safety time to the mean lead time for each stage. This safety time is some multiple of the standard deviation of the lead time for that stage (Wilhelm and Ahmadi-Marandi, 1982, Walker and Wysk, 1983, Melnyk and Piper, 1985). The multiplier is a management decision variable that provides for an appropriate probability of the job completion at a stage within the total time provided. The effect of this kind of allowance is that safety times are built in at every stage. For long lines, these ac-
cumulated allowances can be substantial. This piecemeal approach may result in higher inventory levels than if a global solution method was used that minimized the overall cost, rather than provide a high probability of job completion at each stage.

Moreover, such safety allowances are a function of the relative magnitudes of costs and variabilities at the neighboring stages. It is unrealistic to expect the same pattern of costs to prevail all through the network. Therefore a fixed, across the board, safety factor for all stages may cause some errors as well.

The majority of published research in this area focuses on evaluative models. The analytical descriptive models of Wilhelm and his co-workers are useful in terms of the understanding they give of the small lot manufacturing process. None of them have attempted to optimize system performance. They do, however, provide the structure to be used for prescriptive studies as well. The simulation-based models in MRP related literature (St.John, 1985, Walker and Wysk, 1983, Grasso and Taylor, 1984, Melnyk and Piper, 1985) are primarily investigative in nature, although attempts have been made to use them to determine the decisions required. However, the quality of the decisions is not guaranteed, since only a restricted range of alternatives can be experimented with.

The prescriptive models developed by Yano (1987a,b) are restricted to simple structures such as serial and two-level networks. The serial line model can be extended to a multi-stage serial line but without part input. The two level network studied is the largest merging tree type problem that can be handled by the approach, and is confined to lot-for-lot procurement and assembly. Although detailed analysis has been done on convexity, the models are extremely difficult to extend to larger or more general assembly networks.
The models of Sarin and Das (1987) and Das and Sarin (1988) are for assembly systems with one part input at each stage, and use the normal distribution for delivery times, while processing times are assumed to be deterministic. In the multiple job problem they assume unlimited buffers between assembly stations. The Dynamic Programming methodology developed is dependent upon the normal distribution to derive closed form solutions for the optimal stage return, and to develop approximations for the transferred return. Extension to the random processing time case will require further approximation. In small lot assembly, the use of the normal distribution could cause some errors due to the significant probability of a negative tail for high coefficients of variation, and the fact that real life distributions tend to be skewed to the right. If non-normal distributions are considered, closed form solutions even for single stage optimization may not be possible to obtain, so the methodology may be difficult to extend. In view of the difficulty of extending the DP methodology to the multiple job problem, only heuristic solution can be attempted.

The nature of previous research and some of its limitations are summarized below.

1. The safety buffer rule adds on a multiplier of the standard deviation to the mean lead time to provide for an appropriate probability of completion of each stage. It does not distinguish between changes in costs and variances at different stages and cannot be optimal in all situations.

2. The analytical models of Wilhelm and his co-workers are evaluative in nature. While they may be used to generate an understanding of the process, they have not attempted to optimize system performance.
3. The simulation models in MRP literature are also evaluative in nature. They have been used in investigative studies to guide decision making, but such decisions cannot be claimed to be optimal in view of the limited choices that can be experimented with.

4. The models of Yano (1987a, b) are for simple situations such as serial and two-level systems with lot-for-lot manufacturing. They are extremely difficult to extend to multi-level systems with multiple jobs and part input at each stage.

5. The models of Sarin and Das (1987, 1988) are developed for the scenario of normally distributed part delivery times, deterministic processing times, and unlimited buffers between stations. They are difficult to generalize to non-normal distributions and random processing times. Also, limited buffers need to be considered in the multiple job problem.

The aim of this research is to redress some of these limitations in developing a prescriptive model for the determination of optimal mean part delivery dates. Distributions other than normal will be considered, and descriptive models for the other distributions will be developed if necessary. It will be attempted to develop a model and solution methodology that is general enough to incorporate different distributions. Random delivery times as well as processing times will be incorporated. In the multiple job problem, attempts will be made to achieve optimal solutions and to incorporate limited buffers between stations. A detailed description of the problem considered is given in the next section.
1.6 **Description of the Problem and Objectives**

The assembly system being modelled operates according to the scenario described below. In the description, the term assembly job refers to a particular job produced by the system, while the term subassembly refers to the incomplete product as it progresses through the assembly stations. A schematic diagram of the system is shown in Figure 1. The statement of the problem considered follows the description of the operating conditions of the system.

1. J end products of the same type are to be produced.
2. After being launched into production, each assembly job progresses sequentially through a series of N workstations.
3. At each workstation a different part is assembled on to the subassembly. Upon completion of processing at a station, the resulting subassembly can be transferred with no delay to the next station.
4. Parts are supplied by external vendors or may be supplied in-house by branch lines. The parts are delivered separately for each job and each station, and their delivery times are independent random variables with known probability distributions.
5. Each station is a single server queue with queueing space for parts and subassemblies. Each assembly operation time is an independent random variable with a known probability distribution.
6. If the station is busy, the subassembly waits in the buffer ahead of the station. The buffer may be of limited capacity, in which case the subassembly may be blocked at the previous station if the buffer is full.
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7. Each part and subassembly stage have associated inventory costs. Due to randomness, parts and subassemblies may be early or late.

8. The completed assemblies are transferred to finished product storage, and are delivered to the customer as a batch. The finished products incur inventory cost while waiting for the batch to be completed.

9. There is a customer specified due date by which the batch must be completed. The batch incurs inventory cost if completed ahead of the due date, and tardiness penalty if completed beyond the due date.

If the delivery of parts and assembly operation times can be assumed to be completely reliable or deterministic, the required part delivery dates can be trivially obtained. However, in the case of small lot manufacturing these times cannot be assumed to be deterministic, and hence they cause random queueing delays and idle times for parts, subassemblies and finished products. The problem considered in this dissertation explicitly considers the trade-offs between these factors, and is stated as follows:

'Given the stochastic nature of the arrival of parts at each station of an assembly line, the problem is to determine the mean planned delivery dates for the parts required at each station for each assembly job, in order to minimize the expected total of part and subassembly inventory cost, makespan cost, finished inventory cost and tardiness cost.'

The general scheme of the model can be adapted to fit a variety of scenarios such as flow shops with multiple parts, robotic workcells, component accumulation in kits, etc. Also, the structure can incorporate multiple part input at a station. It is assumed
that there are no lot-sizing issues involved and that capacities for part production are sufficient to meet the due dates determined by the model.

The objectives of this research are as follows:

1. Development of a solution methodology for determining the optimal part delivery dates when the actual delivery and processing times follow a known distribution. This will be done separately for the lot-for-lot or single job case and for the multiple job case.

2. Incorporation of different system configurations and additional features such as limited buffers in the descriptive and prescriptive methodologies.

3. Computer implementation of the solution methodology, and assessment of its performance compared to previously reported results and practice.

4. Investigation of the sensitivity of system behavior and optimal policies to changes in distributions, configurations and system parameters, in order to generate insights into system behavior that may be used to guide system design.

This dissertation falls in an important area facing researchers in Industrial Engineering and Operations Research - that of finding effective ways of managing operations in small lot manufacturing. It seeks to determine an optimal balance between work-in-process inventory, customer service, and utilization of facilities. It provides a means of effectively coordinating the procurement and manufacturing of assembled products. It will develop a methodology for the general problem that has not been developed so far. It additionally has extrinsic value due to its applicability to PERT networks, to optimize the costs based on the completion times of individual activities in addition to the aggregate project completion times.
This research represents an attempt to integrate different aspects of manufacturing systems analysis and design. It considers the product structure and processing requirements, and their effect on manufacturing and assembly requirements. It considers explicitly the uncertainties of small lot manufacturing and provides a means of dealing with the uncertainty. Finally, it attempts to combine descriptive modelling with optimization techniques to facilitate better managerial decision making.

1.7 Organization of the Dissertation

The first chapter of this dissertation introduces the nature and relevance of small lot assembly manufacturing. The issues pertinent to the problem of determining lead times allowed for procurement and manufacturing are examined. An overview of the nature of previous research and its limitations is presented. The system being modelled is described and the problem being addressed is defined. The objectives of the research and its relevance are outlined.

Chapter 2 presents a review of the literature relevant to the problem area. This review is organized according to the nature of the studies and the approach followed. The major categories are: Descriptive Models of stochastic assembly systems, Simulation Based Models for investigation and determination of lead times, and Prescriptive Models for the determination of the due dates of parts to achieve some specified criteria. Related literature in the areas of Multi-stage Flow Shops with Limited Storage, PERT networks, and Assembly Shop Scheduling is also reviewed.
In Chapter 3 the basic model for determining the measures of system performance and deriving total costs is developed. The use of different distributions for part delivery and processing times is also examined. The relationships regarding the moments of a distribution that is the maximum of random variables pertaining to the normal and lognormal distributions are described, while similar relations for the gamma distribution are derived.

Chapter 4 describes the methodology that is used for the solution of the single job or lot-for-lot problem. The nature of the objective function is examined, and the motivation behind the solution methodology is explained. The implementation of the solution methodology is described along with its comparison with previously reported research and other methods.

Chapter 5 describes the generalization of the solution methodology to the case of procurement and assembly of multiple jobs of the same type through the same assembly facility. Extensions of the problem to incorporate other features are also described.

Chapter 6 describes the results from the application of the solution methodology to a variety of problem scenarios. The insights gained from the experimentation as to the behavior of the system under different operating conditions are presented.

Chapter 7 summarizes the results and achievements of this dissertation. The insights gained into the problem during the course of the research are summarized. Avenues for future research in this area are also identified.

Introduction
2.0 Literature Review

2.1 Introduction

This chapter presents a review of the literature pertinent to the assembly systems design problem of setting part delivery dates. Although a number of papers have been published that develop models to describe the characteristics of an assembly network system, most of the papers pertaining to the setting of part delivery dates in such systems are simulation based. Only a few papers address the problem in the form of analytical prescriptive models. The literature review is organized in accordance with: descriptive models of stochastic assembly systems with part input, simulation based models and prescriptive models for setting part delivery dates in assembly systems. Related literature in the areas of multi-stage flow lines with limited buffers, PERT networks, and assembly shop scheduling is also reviewed.
2.2 Descriptive Models of Stochastic Assembly Systems with Part Input

A relationship that is basic to describe the assembly of parts to a subassembly involves the maximum of two random variables, pertaining specifically to the arrival of the subassembly and the part to the station. It is therefore essential to compute the moments of the maximum of two random variables in order to develop a descriptive model of the assembly of parts to a subassembly. Some work presented in the literature in this regard is described first.

Clarke (1961) derived relations for the exact moments of the maximum of two normally distributed random variables with non-identical moments. He presented a recursive method for approximating the moments of the maximum of several normally distributed random variables by repetitive application of the equations, invoking the assumption that the maximum of two variables is approximately normally distributed. Although the distribution of the maximum is not normal, rather it is positively skewed as shown by Tippett (1925), Clarke showed that the error is small, but accumulates as the number of variables increases. These relations are discussed further in the next chapter.

Considering the positive skewness of the distribution of the maximum, Wilhelm (1986c) presented an application of the lognormal distribution as a model of ready times. The lognormal distribution is a transformation of the normal distribution, and incorporates finite lower support and positive skewness. The moments of the maximum of two lognormal variables were derived analytically for the special case of
common location parameter. Procedures for determining the appropriate correlations were also developed. An approximation procedure was described to handle the case of unequal location parameters. The model was tested for the component accumulation problem and for modelling a flexible manufacturing system. It was found that the lognormal model gives fairly accurate approximations for the maximum, especially for large coefficients of variation.

As another approximation, Wilhelm (1986d) has presented consideration of the $S_\alpha$ distribution, which is also based on a transformation of the normal distribution. Analytical relations for the moments of the maximum of $S_\alpha$ random variables for the two parameter and restricted four parameter distributions were derived. Relations for calculating the resulting correlations were also developed. An example application was also described of the component accumulation process in small lot assembly. The results showed that the resulting distribution of the maximum can be reasonably approximated by another $S_\alpha$ distribution with the computed parameters.

Rao (1975a) considered the problem of determining the mean production rate of a two-stage tandem production line with no intermediate storage, which is again a problem of determining the mean of the maximum of two random variables. Analytical expressions were derived for normal and Erlang distributions of processing times. Some special cases were worked out for different combinations of distributions and parameters. For the Erlang distribution, which is a special case of the gamma distribution, this requires evaluation of a finite Hypergeometric series. For the general gamma case, the Hypergeometric series is infinite but converges to a limit and can therefore be computed to the desired accuracy. However, the relations are limited to the first moment, and need to be extended to higher moments to enable use in the
problem at hand. Also, it must be confirmed if the maximum of two gamma variables can be approximated as another gamma variable.

In light of the fact that the distribution of the maximum of two random variables is not of the same form as the constituent variables, Sculli and Wong (1985) described a study to explore the errors involved in approximating the maximum and the sum of two independent Beta random variables as Beta variables for the analysis of PERT networks. Since closed form relations are not available, a numerical approach was used for evaluation of the moments, which can be matched to derive the parameters of the resulting distribution. The Kolmogorov-Smirnov test was used to test the accuracy of the approximation, by treating the values obtained from the approximating distribution as random samples from an unknown distribution. It was seen that the sum of two Beta variables can be approximated by another Beta variable with small and almost constant error. The actual distribution of the maximum, however, is skewed to the right, but the approximation is reasonable if one of the distributions dominates or when the variances do not differ considerably. The approach presented in this paper will be used later in the study of similar approximation errors for the distributions being considered in this research.

Sculli (1983) used Clarke's method to approximate the moments of PERT networks with independent, normally distributed activity durations. Additionally, the different paths were assumed to be independent, and the distribution of the maximum of two normal random variables was approximated by another normal with the computed parameters. The approximation was numerically shown to yield better estimates than the PERT approach based on the critical path alone.
Considering now the development of the descriptive models, Wilhelm and Ahmadi-Marandi (1982) first developed a model to describe the operating characteristics of small lot assembly systems, using Clarke's relations to determine the moments of operation start times. The assembly system that they considered consists of a set of stations through which each mainframe progresses, a different part being added on to the mainframe at each station and the resulting subassembly transferred to the next station with no delay. Unlimited queueing space was assumed to be available for parts and subassemblies. The model was based on the fundamental relation that the start time for a job at a station is the maximum of the finish time of the preceding job at that station, the preceding operation for that job, and the arrival of the requisite part. Relations were developed for earliness and tardiness of jobs. The concept of metering stations was introduced to identify the relative bottleneck operations that control the flow of work along the line. Different launching intervals for the mainframe were examined in the deterministic case with respect to different performance criteria. In the stochastic case, delivery times were assumed to be normally distributed and a management decision factor, in number of standard deviations, was used to provide safety buffer time beyond the mean lead time. A seven-step procedure was described to enable recursive computation of the correlation coefficients required to implement Clarke's method.

Wilhelm et al. (1986) extended the model of Wilhelm and Ahmadi-Marandi (1982) to incorporate more features and enable application to more general situations. They included the cases of random processing times, correlated component ready times, parallel machines at a station, and consequent redefinition of the metering station concept. The approach developed in the above papers was generalized by Saboo and Wilhelm (1986) to the study of transient performance in multi-level assembly
networks, where the input of parts to an assembly station may itself be the output of a branch line. Performance times were again assumed to be normally distributed, and Clarke's method was used for determining the moments of finish times. Computational procedures were developed for estimating the correlations between operation finish times. Some properties of these correlations were identified to develop bounds for expected start times.

The descriptive methodology used for assembly systems can also be adapted to model the operating characteristics in other manufacturing scenarios such as flowshops and robotized work cells. Wilhelm (1986a) described an adaptation of the descriptive model to approximate transient performance of the flowshop where operation start and finish times are related by the multivariate normal distribution. Fundamental relationships among the correlations of various start and finish times were derived to yield bounds and estimates of operation start times. Wilhelm (1986b) presented an approach for analysis of transient material flow in robotized manufacturing cells, where various operation times are normally distributed random variables, and all parts are available for processing at time zero. The analysis included two machines and a robot for part handling from and within the cell. Although the availability of a machine for processing is determined by the minimum of the current processing times, the analysis was based on selecting the machine with a greater probability of earlier completion. Procedures were developed for computing the necessary correlations. Modifications to adapt the approach to incorporate other features, such as more than two machines, alternate cell configurations, layout, robot design etc., were also discussed.
Wilhelm and Wang (1986) presented a model for managing the component accumulation process in small lot assembly systems. Accumulation time was defined by the maximum of all part ready times, and relations were derived as before for estimating its moments using Clarke's method. Analytical relations were derived for the various measures of performance of the accumulation process such as component waiting times, kit earliness and kit tardiness. The model was used for sensitivity analysis of system performance to different parameters. A safety factor, in terms of number of standard deviations of the lead time, was used to determine the lead time allowance for the best trade-off between earliness and lateness costs.

Harrison (1973) described a queueing theoretic model of an assembly operation, consisting of a multi-input process of assembly parts and a single server performing the assembly operation. Part arrival times and processing times were general independent random variables. This scenario is similar to the model of Wilhelm and Wang (1986) in that all accumulation is assumed to take place before assembly starts. Limit theorems were derived for appropriately normalized versions of the waiting time process under various load conditions. The approach is restricted to one station assembly, and extension to the multi-station case would be an elaborate exercise in queueing network theory.

The models that have been discussed in this section are descriptive in nature. They enable analytical description of the process of small lot assembly, and allow the determination of the measures of system performance for a given set of decisions. As such, they do not directly yield decisions and fall into the general category of evaluative models (Suri, 1985). However, the models of Wilhelm and his co-workers do provide the framework necessary to develop prescriptive models.
2.3 Simulation Based Models for Planned Lead Times in Assembly Systems

The determination of mean delivery dates for parts at necessary stations along the assembly line is equivalent to the problem of determining planned lead times for procurement and assembly. The planned lead time is the total of the mean lead time and an appropriate safety time, and is one of the most important inputs to MRP systems. It determines the appropriate times for initiation of necessary procurement or processing, and affects the overall inventory cost and delivery performance. The models in the literature for study of planned lead times in stochastic MRP systems are generally simulation based, and investigative rather than prescriptive in their focus. These models are discussed in this section.

The effect of inflated planned lead times on overall costs in MRP systems was studied by St. John (1985) using a simulation model. The study assumed normally distributed demand, constant purchased part lead times, and that processing times follow the triangular distribution. The planned lead time values tested ranged from zero slack to 95% slack time. The resulting response was analyzed by regression analysis. The costs were seen to increase rapidly with increase in allowed slack time, with exponential increases beyond the 80-90% level.

Grasso and Taylor (1984) used a simulation model to investigate the effect of variability in the timings of deliveries on the performance of MRP systems. The experiments were conducted using a five level product structure with different levels of lead time variability, buffering alternatives, lot size rules, and holding and penalty
costs. System performance was found to be significantly affected by the amount of safety lead time. The amount of variability in lead times also affected the choice of lot sizing rule. The lead times therefore need to be managed effectively to reduce variability and to prevent increases in cost. The lot-for-lot rule was found to be the preferred lot sizing method, especially when lead times were highly variable. Changes in holding and penalty costs also affected the choice of buffering alternative, so efforts must be made to assign realistic values to the costs.

Melnyk and Piper (1985) studied the interaction between lead time decisions and lot-sizing decisions, and obtained measures for the lead time error effects of five lot-sizing rules. The study was conducted using a SLAM simulation model to study the effect of lot-sizing and lead times on setup costs, late deliveries and component lead time errors. The results showed that lead time allowances influenced lot-sizing effectiveness, and increase in safety multipliers improved end item service levels. Likewise, lot-sizing influenced lead time allowance effectiveness, and the lot-for-lot rule produced the tightest error distributions and the best overall performance.

Walker and Wysk (1983) presented a study to identify the least cost purchased-part planned lead time strategy for items in an MRP system. A simulation model was used to explode and time phase requirements, generate capacity, simulate the shop production of the schedule, and record performance. The lead time for all parts was taken to follow the lognormal distribution, with a mean of 3 weeks and a standard deviation of 1 week to coincide with the MRP time-bucket unit. Flat, multi-level and mixed product structure types were tested. Other conditions included no safety stocks, lot-for-lot procurement priority setting by due date, and an 80% shop utilization rate. The performance criterion was the sum of average inventory costs and
lateness penalty costs. The model was run for planned lead time values in increments of one standard deviation, starting from the mean lead time, and measuring the total cost for each level of lead time.

For the flat product structure, a lead time allowance of 1 standard deviation beyond the mean yielded the least cost, whereas for multi-level structures the best strategy was to use the mean lead time itself. For mixed structures, the best strategy was to use the mean lead time for low-level parts, and add on a 1 standard deviation allowance for level one parts. Thus, the amount of allowance depends on the level of the part in the assembly. This model is the closest in objective to the problem being studied in this research. However, only discrete, across the board levels are experimented with so optimality is not assured.

The planned lead time including the safety factor provided also has a direct relation to the number of Kanbans required in implementation of the JIT technique as shown by Philipoom et al. (1987). A simulation model was constructed for a prototype shop to determine the planned lead time and the number of Kanbans necessary to prevent backorders. Investigation of the factors showed that the number of Kanbans required increased as the coefficients of variation, the utilization levels in the shop and the positive autocorrelation between jobs increased.

In a related study, Rees et al. (1987) described a simulation based procedure to dynamically adjust the number of Kanbans in a JIT production system in an unstable environment. The idea was to estimate the density function of the lead time using simulation and combine it with the forecasted demand to produce the probability mass function for the number of Kanbans. Given the holding and shortage costs, the optimal number of Kanbans can then be determined. This value can then be imple-
mented and the process repeated until convergence is obtained. The methodology was shown to adjust very quickly to incorrect initial specification of the number of Kanbans.

Simulation models of the type discussed in this section also belong to the class of evaluative models, in that they are used to obtain measures of system performance for a given set of decisions. They are useful if the complexity of the system being modelled does not permit analytical description. Also, in the context of the assembly problem, they do not require any approximations or assumptions about the distributions of the sum or the maximum of random variables that are necessary for analytical models. However, it is difficult to be certain about the quality of the solution obtained using simulation models, since only a limited number of alternatives and factor levels can be experimented with.

2.4 Prescriptive Models for Setting Part Due Dates in Assembly Systems

So far, the review has covered the areas of analytical descriptive models and simulation models, both of which are primarily evaluative in nature. In this section, the prescriptive models in the literature pertaining to the setting of due dates in assembly systems are reviewed. Some of these models are for simple structures such as serial lines or where all part accumulation takes place at the first station prior to assembly. Very few models incorporate multi-level assembly with part input at different stations along the line, as is necessary in the problem being considered.
Jensen and Khan (1972) addressed the issue of determining the optimal start-up and shut-down schedule of a multi-stage production system to minimize the total of inventory and start-up costs in a deterministic system. Accumulation of raw materials was assumed to take place prior to the first stage. Dynamic Programming was used to determine the cycle times and production rates at adjacent stages.

Bigham and Mogg (1981) enriched the above model to include the expected costs of earliness and lateness, due to stochastic deliveries at each stage, in the cost function. Production rates were assumed fixed, and finished goods could be back-ordered at a fixed penalty. Materials were input at each stage but the entire requirement was assumed to arrive simultaneously, making it equivalent to the Jensen and Khan model in this respect. Also, production was permitted to start only at the scheduled time even if all materials arrived earlier - a system of the forbidden early departure type (Kanet and Christy, 1984). With deterministic processing times, this causes no risks, but in the case of random processing times, this increases the probability of backorders. Other assumptions were that backorders exist for a negligible fraction of the time, probability of excessive lateness of an order is zero, and the cycle time at stage N is at least as great as at stages 1 to N. The objective function was reported to be convex, and an iterative method was used for solution, since direct, simultaneous solution of the equations for the first order conditions is not possible. In view of the restrictions, this model is limited in its applicability.

Lee and Rosenblatt (1985) examined the effect of in process inventory on the design of assembly lines. An analytical framework was developed for incorporating consideration of value addition along the line, and the resulting inventory holding costs, in the solution of line balancing problems. A branch and bound procedure was
developed for grouping the tasks into stations, in accordance with precedence relationships, to minimize the overall cost. The procedure is designed for deterministic assembly lines producing in volumes large enough to justify balancing, and as such addresses a different scenario from the problem at hand.

Yano (1987a) presented an analytical treatment of the problem of determining optimal planned lead times, including safety times, in a serial production system where a fixed lot size is processed at each stage, and the actual lead time follows a known distribution. The delivery of parts can be interpreted as being the first stage in the system. Each order has a specified due date with tardiness penalty, and batches finishing a stage early are held back till the scheduled start time of the next stage. This is also a forbidden early departure system that enforces idle time if a stage finishes early. The objective was to minimize the total of expected holding and tardiness costs.

The objective function for the two stage system was shown to be convex for certain cost combinations, and quasi-convex for most others. The optimal solution for the last stage is a simple 'newsboy' problem, as shown by Weeks(1981) in his model for single stage systems with inventory and tardiness costs. The algorithm described first determines the optimal value for the last stage, and then the optimal value for the first stage by one-dimensional search. If the first stage value does not fall within the acceptable range of probability, the first stage lead time is set to zero, and the final stage lead time is found by collapsing the two stages together. The approach was also extended for the general multi-stage serial case. The method can be used to investigate the sensitivity to changes or errors in estimation of the mean, variance and distribution at each stage, without having to resort to simulation.
It is claimed that the forbidden early departure policy is more effective than immediate dispatching, except when inventory costs are almost constant across stages and/or lead times at initial stages have low variances. However, it is also suggested that there are advantages in reducing the number of stages by merging them, which is equivalent to immediate dispatching at each constituent stage. A forbidden early departure system results in adding safety time at each stage, thus inflating the total allowed time compared to the immediate dispatching case, where the allowances are merged.

Yano (1987b) described an analytical approach to the problem of determining optimal planned lead times in a two level assembly system. The model was for a product assembled from two components, with assembly being carried out after both parts arrive. Part delivery times and the assembly time are random variables. As in the series system, forbidden early departure is assumed for the assembly operation. The final product has a specified due date with tardiness penalty. Lot sizing is assumed to be done on a lot-for-lot basis. The objective, as before, was to minimize the total of expected holding and tardiness costs.

It was found that the objective function was not convex in all variables. However, it was shown to be jointly convex in the planned lead times for the parts for a fixed value of assembly lead time, while it was convex in the assembly lead time for fixed part lead times. The solution method suggested was to find the optimal values of the part lead times for each candidate value of assembly lead time, and determine the solution iteratively. Some numerical insights were also presented on the effects of changes in lead time parameters, using the Poisson and Negative Binomial distributions.

Literature Review
It is stated that the objective function for the n-component case is likely to be even less well-behaved, and even the objective function and first order conditions are not easy to derive. This approach thus has severe limitations as to the size of the problem and its ability to incorporate multi-level assembly. The difficulty in analysis arises primarily out of the enforced idleness at each stage. Immediate dispatching, on the other hand, permits extension of the formulation to the multi-stage case with relatively less difficulty.

Sarin and Das (1987) developed an approach to determine optimal part delivery dates in single job assembly with one part input at each stage. Delivery times were taken to be normally distributed random variables, while processing times were deterministic. The model was based on the descriptive model of Wilhelm and Ahmadi-Marandi (1982), where the start time of an assembly operation is the maximum of the finish times of the previous operation of that job, the previous job at that stage, and the arrival of the part required at that stage. This corresponds to the immediate dispatching case, where there are no enforced delays. The moments of the start time were determined using Clarke's formula for the maximum of two random normal variables, the resulting distribution being approximated as another normal. The objective was to minimize the total expected cost of part and subassembly waiting over all the stages.

A Dynamic Programming model using backward recursion was developed with each assembly station corresponding to a stage, the decision variable for each stage being the mean due date for the part required at that stage. The objective function for each individual stage was determined by modelling the waiting time as the difference between two normal random variables, which is also normal, and computing
the partial expectations. Optimization of the stage return with respect to the stage variable yields a closed form result for the optimal policy and the optimal stage return in terms of the variances and other parameters. For multi-stage optimization, the return transferred from previous stages must also be included in addition to the individual stage return. The derivative of this transferred return proved to be of an extremely tedious form, and a regression model was employed to approximate it in a form similar to the stage return. The model can then be applied recursively to each stage to determine the optimal policy for each stage. The generalization of the model to N stages, and modifications necessary to incorporate customer due date and cost of setting part delivery dates were also described.

The use of the normal distribution enables optimizing the individual stage return in closed form. The regression model is developed using random values from specific ranges for the means, variances, and costs. It has to be re-run if the actual ranges of values anticipated are significantly different from the ones used to develop the model. The total return function even for the two station problem is not guaranteed to be convex or unimodal. However, the approximation is convex under certain conditions which were generally found to hold during numerical testing.

Das and Sarin (1988) considered the problem of setting mean due dates for parts required at different assembly stations when a set of assemblies is produced sequentially at the stations, and delivered to the customer as a batch. Part delivery times were taken to be normally distributed, while processing times were deterministic. The availability of the station from the previous assembly must now be included in determining the distribution and moments of the start time. Also, the procedure for determining correlations as outlined by Wilhelm and Ahmadi-Marandi
(1982) must be used to determine moments of start and finish times, since successive assemblies are not independent. All assemblies were assumed to require identical processing, but the parts required for at a particular station for different assemblies were taken to be distinct. There were assumed to be unlimited buffers between stages. The objective function was the sum of all subassembly and part waiting costs, the facility cost determined by the makespan, and finished product holding and tardiness costs.

The DP approach used for the single job problem was difficult to extend to the multiple job problem because of difficulties with the dimensionality of the problem. Also, correlations need to be determined at each step for application of Clarke’s method. Consequently, a heuristic method was employed for piecemeal optimization using the DP procedure developed earlier. The application of the heuristic was based upon determining the critical path through the network of stages. This critical path was identified as the one passing through the bottleneck station, termed the first order metering station. The DP procedure was first applied to this path, and the part due dates determined accordingly. Any path before the bottleneck that was closely critical was optimized using the DP procedure, creating a slack to ensure that it did not interfere with the critical path.

The remaining stations before the bottleneck were optimized one job at a time using the DP procedure. To ensure that the chain being optimized feeds the critical path, the assembly start time of the appropriate node on the critical path was treated as the due date for the chain. Stages downstream of the critical path were scheduled as late as possible using similar single job optimization, starting with the station with the largest operation time downstream of the bottleneck, and using previously de-
termined assembly start times as prescribed due dates for the chain being optimized. The procedure is applied until all stations and jobs have been scheduled. The expected system cost was determined using simulation, and the results showed the heuristic method to be superior to the one standard deviation safety buffer rule, although the difference declines as the number of near-critical stations increases.

The research in the area of multi-level assembly systems with part input at different stations is therefore limited. The models of Yano (1987a,b), though analytically well developed, are for simple structures and are difficult to generalize to the problem on hand. The models of Sarin and Das (1987, 1988) are restricted to normally distributed part delivery time, deterministic processing times and unlimited buffers between stations. All aspects of the problem being considered have not been researched yet in prescriptive models.

2.5 Multi-stage Flow Lines with Limited Storage

In the latter part of this research, the issues of scheduling of assembly lines with multiple jobs will be addressed. The imbalances and variability in small lot stochastic assembly systems cause queues to form. Since it is unrealistic to assume unrestricted buffer space between stations, the relationships between start and finish times of operations can get affected due to the possibility of blocking and starving of stations. The literature in the area of production lines with limited buffers was reviewed to understand the effects of limited buffers, and examine methods of incorporating limited buffers in the analysis, and providing for them in system design.
Koenigsberg (1959) identified the number of stages, location of buffers and buffer capacities as important parameters in flowline design. Hillier and Boling (1967) developed procedures for exact Markov chain analysis of small lines and approximate procedures for small systems. They demonstrated the existence of the 'bowl' phenomenon, where the plot of the optimal allocation of processing time versus line position is bowl shaped. Buzacott (1967) developed models of transfer lines with buffer stocks applicable to several configurations and described how they might be used to specify buffer stock levels.

Rao (1975b) used the results in Rao (1975a) to develop a recursive methodology for determining the effect of intermediate storage on the mean production rate of a two-stage production line. The model was restricted to exponential service at the first stage, with the second stage service being normal or gamma distributed. The effects of unbalancing of the line were also examined, it was found that balanced division was no longer optimal if the variabilities were non-identical.

Altiok and Stidham (1983) used a queueing theoretic model for the allocation of buffer capacity in flow lines where stages are subject to breakdown. Altiok (1985) described a Markov chain approach to obtain performance measures of flow lines with limited buffers with phase-type service and exponentially distributed times to breakdown.

Wilhelm (1986a) described a procedure to incorporate limited buffers between stations in the basic descriptive model developed in Wilhelm and Ahmadi-Marandi (1982). Since the start times of jobs can now also get affected by previous jobs at later stations, the model includes additional restrictions to capture the dependency of activity start times on previous jobs at later stations. The representation retains the
same Activity-on-Node structure, but has additional precedence relationships incorporated in the evaluation of the maximum operator. A nested computational procedure was described for determining the various correlations. The method can be used to evaluate the performance of an assembly system with specified buffer capacities.

An alternative network modelling approach was developed by Muth (1984) to study the effects of blocking and starving in unbuffered stochastic serial production lines. Part input at stations was not considered. The line was represented as an Activity-on-Arrow network, with nodes representing start times. Some special cases for exponential and Erlang service time distributions were worked out for lines up to 4 stations long. However, the issue of dependence of waiting times was not resolved. Non-zero buffer capacities can be incorporated by adding on a dummy activity with zero processing time for each buffer position. Part input can be included by adding additional nodes to separate subassembly arrival at a station and the start of assembly. With these modifications this representation becomes equivalent to the Activity-on-Node representation in Wilhelm (1986a). However, the problem size is considerably larger due to the number of dummy nodes required, and becomes unwieldy when buffer capacities are large or unrestricted.

Yamashina and Okamura (1983) used a simulation model to study the role of buffer stocks in a multi-stage transfer line incorporating station breakdown and station repair. They studied the effects of the number of production stages and variation in production rates on the output of the line. It was found that uniform allocation was not optimal even for balanced lines, and that the need for buffer stocks increases as
the number of stages increases. Based on the studies of line performance, some guidelines were developed regarding the allocation of buffer stocks.

In an exhaustive simulation study, Conway et al. (1988) investigated the role of work-in-process inventory in serial production lines. They studied the effect of buffer stock and its allocation on the production rates of balanced lines. They also examined the allocation of buffer stocks in lines with unequal variabilities, unbalanced lines and unreliable stations. It was found that buffers provide less increase in capacity in unbalanced lines, and that the preferable allocation is displaced towards the bottleneck stations.

Kraemer and Love (1970) developed a queueing theory based model for optimizing buffer storage levels in sequential production flowlines. Smith and Daskalaki (1988) combined queueing network analysis with classical optimization in a study of optimal allocation of buffer spaces in automated assembly lines with exponentially distributed service times. The assembly lines were modelled as finite open queueing networks, and the performance of the system was optimized using Powell's unconstrained optimization procedure. The methodology was used to evaluate line topologies, system throughputs and optimal buffer sizes for the series, merge and splitting configurations.

In this research, the concern is to determine optimal part delivery dates when there are limited buffers between stations. Although the optimal placement of buffers is not the objective, the results and cost values can be used to guide the allocation of buffers. The models discussed in this section provide some insights as to the role of buffers in the design of flow lines, and will be useful in the development of heuristic procedures. The model of Wilhelm (1986a) for handling buffers appears to be the most
convenient to use in the context of the problem being considered, and is also compatible with the basic descriptive model discussed earlier.

2.6 Related Research

In this section, some related literature is reviewed in the areas of activity networks, resource constrained project scheduling, and assembly shop scheduling. While studies in these areas address somewhat different scenarios, the problems considered share some characteristics with the problem at hand. The literature has been examined to see if any of the approaches can be directly or indirectly applied to this research.

The structure of the descriptive models developed by Wilhelm and Ahmadi-Marandi (1982) is essentially that of Activity-on-Node networks, and part delivery times can also be viewed as activities in an enlarged network. It was therefore investigated if the methods in activity network literature could be used for the development of descriptive and prescriptive models. Elmaghraby (1977) provides a comprehensive review of the basic methods and models used in analysis of such networks.

Studies of Probabilistic Activity Networks (PAN’s), also known as PERT networks, are directed at determining the mean project completion time or the probability distribution function of the project completion time. Dodin (1985) classifies these studies in four main categories: (i) Analytical studies to approximate or bound the mean
project completion time, (ii) Analytical procedures to calculate or approximate the distribution function, (iii) Monte Carlo sampling procedures to approximate the distribution function, and (iv) analytical procedures to bound the distribution function.

The PAN methods have been developed for general network structures. As such, they do not exploit the stage-wise structure of the assembly network problem. Moreover, for the development of the prescriptive model we require moments and distribution functions, not only for the overall project completion times, but also for the start and finish times of individual activities. The PAN methods are too cumbersome to apply for this purpose. Methods based on evaluation of the maximum and the sum of random variables, on the other hand, enable determination of these measures by approximating the resultant distributions of each finish time as another distribution of the same form.

The literature in the area of resource constrained activity network scheduling was also examined to see if any of the techniques are relevant to the problem at hand. Reviews of the methods used in this area are provided in Davis (1973) and Elmaghraby (1977). Russell (1983) reviews the application of these techniques in the manufacturing environment. Procedures for optimal scheduling in resource constrained networks are computationally intensive, and have not proved feasible for large, complex networks (Davis, 1973). Consequently, several heuristic procedures have been developed to enable obtaining good solutions to such problems. Some of these heuristic solution approaches are compared in Davis and Patterson (1975). Such methods use a variety of decision rules based on factors such as resource demand, activity duration, criticality of activities, and total slack.
These traditional approaches to scheduling in resource constrained project networks have concentrated on deterministic networks with non-storable resources such as manpower and machines. The concern in the problem at hand, however, are stochastic networks with storable resources in the form of materials, assembly parts and subassemblies.

Aquilano and Smith (1980) developed CPM-MRP, a set of algorithms for scheduling such networks subject to material lead times and inventories. Smith and Aquilano (1984) extended the previous algorithm to include constraints of non-storable resources as well. Smith and Smith (1987) presented a mixed integer programming formulation for determining a schedule of project activities and materials orders that optimizes the total of activity, ordering, holding and penalty costs. The algorithms described above are, however, restricted only to networks with deterministic activity durations. No previous research was found that combined scheduling of stochastic networks with ordering of storable resources.

Assembly shop scheduling is concerned with development of scheduling and dispatching methods in job shops where individual jobs may be made up of multiple components, and the operations required follow a converging tree structure. In such shops, scheduling requires consideration of queueing times at work centers, as well as staging delays arising out of items having to wait for the remaining parts before assembly can commence. The assembly network structure of this problem, and the objective of reducing queueing and assembly delays, is similar to the problem being considered in this research. The research in this area was investigated to examine if some of the ideas and methods could be utilized.
Trilling (1966) developed a framework for simulating job shops where orders use varying combinations of parts and routings. This necessitates the use of network structures, and a binary coding scheme is developed for representation of the network. Maxwell and Mehra (1968) developed and tested simple and composite dispatching rules in an assembly environment in which jobs have a tree structure of operations. Factors considered in the investigation included operation slack, processing time, operation urgency and precedence constraints. It was found that composite rules that combined operation and job status performed better than single factor rules, and that higher allowances were necessary in setting due dates for assembled products to provide for staging delays.

Sculli (1980) investigated priority dispatching rules for a job shop where jobs are made up of parts, requiring several operations on machine centers, and eventual assembly. The study was directed towards rules that attempt to coordinate the completion times of the constituent parts. This mainly involved rules utilizing job status information, such as operation float based on the critical path in the assembly network, number of parts completed, and number of operations remaining in each part. The rules incorporating job status information consistently gave the best results over all criteria and significantly improved performance.

Goodwin and Goodwin (1982) described a simulation study of the relative impact of different scheduling policies on the performance of a multistage assembly system. The study examined rules for job release date determination, sequencing priorities, and regeneration of priorities. Combining decision rules to form policies was found to have a strong effect on performance. Goodwin and Weeks (1986) further evaluated scheduling policies comprised of dispatching and regeneration rules in a multi-level
assembly system. In addition to the traditionally used expected value preference ordering, second-degree stochastic dominance ordering rules were used to identify the most efficient scheduling policies.

Huang (1984) conducted a simulation based investigation of priority decision rules in a hybrid assembly/job shop, manufacturing both single-component and multiple-component parts. A combined priority rule was tested that considered the different types of jobs in making dispatching decisions at machine centers, giving priority to jobs requiring assembly. The rule consisted of implementing the Assembly Jobs First-SPT rule for machine centers processing both types of jobs, and SPT at other machine centers. The rule was found to reduce staging time, and also resulted in the least variation in flow time when there were more assembly jobs.

Adam et al. (1987) explored the means by which job structural complexity can be incorporated explicitly into the design of priority assignment procedures to reduce lead times in multi-level assembly job shops. Pacing rules, such as the Relative Number of Remaining Operations and Relative Remaining Processing Time, in conjunction with the Total Work Remaining rule, were found to yield significant improvement in staging delay compared to previous rules in literature.

Russell and Taylor (1985) evaluated scheduling policies for the production of assembled products in an assembly job shop, with labor as an additional constraining resource. Two different product structure sets were considered, and the scheduling policies examined included duedate assignment, labor assignment and item sequencing rules. A SLAM II model was used to determine if these factors individually or in combination significantly affect the root mean square of job tardiness. All the factors were found to influence job tardiness, while product structure was found to
affect due date assignment, labor assignment, and sequencing decisions. Labor assignment rule decisions further affect the sequencing decision, while the due date assignment rule does not significantly affect the other two decisions. Tall structured jobs were found to be more sensitive to the choice of scheduling policies. Policies which performed well regardless of product structure or other scheduling policies included the branch slack combination sequencing rule, the longest path due date assignment rule, and the the longest queue labor assignment rule.

Fry et al. (1986) examined the effect of product structure and sequencing rules on the performance of an assembly job shop. Considerable variability in performance was found between the different product structures, with the taller structures being more tardy than the flat ones. The performance of the due date oriented rules was found to improve as BOM’s became taller, and the earliest due date rule was found to perform consistently well for all types of structures and performance measures. A rule combining SPT with product structure information, and giving a higher priority to operations higher up in the BOM, performed well on all criteria. In a related paper, Fry et al. (1986) examined rules for the assignment of due dates or job release dates in a multistage job shop. Rules considering product structure and shop condition additively performed better than rules considering only one of the factors, or considering them multiplicatively.

Fry et al. (1988) evaluated the performance of selected dispatching rules in a multistage job shop where machine capacities are unbalanced, to determine whether the performance is consistent for jobs routed through the bottleneck and jobs that bypass the bottleneck. It was found that performance varied significantly, depending on whether the job required the bottleneck station, especially in tardiness and as-
sembly delay measures. The due date based rules perform well for most tardiness measures for both types of jobs. The best rule for flowtime for both types of jobs was found to be the Number of Uncompleted Branches rule, using SPT to break ties. The Branch Slack Rule also performed well for all tardiness measures for jobs routed through the bottleneck, and for most measures for jobs bypassing the bottleneck.

The studies in assembly shop scheduling, while sharing some features with the problem being considered in this research, address a different scenario. They are not directly concerned with developing optimal solutions, and are evaluative rather than prescriptive in their focus. All of them use simulation to evaluate the results of the scheduling policies considered. However some of the ideas used, such as bottleneck station, critical path, operation slack, and number of remaining operations may be useful in the development of approximate/heuristic solutions to the problem at hand.

2.7 **Summary**

The literature pertinent to the problem area has been reviewed in this chapter from different viewpoints. The main features of the different models used to study stochastic assembly systems and related areas have been identified. The thrust of research in the area of stochastic assembly systems with multiple part input has been in the area of evaluative modelling. The models of Wilhelm and his co-workers develop detailed methods for analytical description of the small lot assembly process. The related research in studies of planned lead times in MRP systems has been simulation based. As such, these models have not been used for determining opti-
mal decisions, though attempts have been made to obtain decisions from among a restricted range of alternatives. The method that is generally experimented with in the literature, to determine part delivery dates or planned lead times, is to allow safety time to be some multiple of the standard deviation of the part arrival process.

Relatively few publications have addressed the issue of determining optimal due dates and planned lead times in stochastic assembly systems. Yano’s models are limited to serial and two level structures and assume lot-for-lot procurement and assembly. They are extremely difficult to extend to larger, multi-level networks with differentiation between jobs. The models of Sarin and Das are for the restricted scenario of normally distributed part arrivals, deterministic processing and finite buffers. In the remainder of this research it will be attempted to enrich the scenario by considering features not included in prescriptive models so far, such as non-normal distributions, random processing times and limited buffers between stations.
3.0 Cost Model Development

3.1 Introduction

This chapter describes the development of the general model for computing the total expected system cost of the assembly system with random part arrival and processing times. The model is based on the descriptive model developed by Wilhelm and Ahmadi-Marandi (1982). The notation and the basic relationships used in developing the descriptive model are stated. Three distributions, namely normal, lognormal and gamma are used to represent part delivery and processing time distributions. The statistical relationships and background necessary for application of the general framework to these distributions are presented and derived where necessary. In this chapter, it is assumed that buffer capacities between stations are unlimited. The changes necessary in the model to incorporate limited buffers between stations will be dealt with in Chapter 5.
3.2 Notation

The various terms and notation used in the model development are as follows:

- \( D_{ij} \) = Delivery time for part required for assembly job \( j \) at station \( i \)
- \( P_{ij} \) = Processing time for assembly job \( j \) at station \( i \)
- \( S_{ij} \) = Operation start time for assembly job \( j \) at station \( i \)
- \( F_{ij} \) = Operation finish time for assembly job \( j \) at station \( i \)
- \( F_{0j} \) = Arrival time of initial assembly job \( j \) to the system

The corresponding means and standard deviations of the times defined above are represented by prefixing the variable name by \( \mu \) and \( \sigma \) respectively. The expected arrival time of the first assembly job to the system is \( \mu F_{01} \).

- \( f(x) \) = Density function of random variable \( X \).
- \( L \) = Lower support of the random variable.
- \( U \) = Upper support of the random variable.
- \( Pr(X \leq t) = \int_{L}^{t} f(x) \, dx \) = Cumulative distribution function of random variable \( X \).
- \( E(X) = \int_{L}^{U} x f(x) \, dx \) = Expected value of random variable \( X \).
- \( E_{l}(X) = \int_{L}^{t} x f(x) \, dx \) = Partial expectation of random variable \( X \) over the range from the lower support to \( t \).
• $T =$ Customer specified due date for the job or batch

• $CE_{ij} =$ Holding cost per unit time of part required for assembly $j$ at station $i$

• $CS_{ij} =$ Subassembly holding cost per unit time for assembly $j$ at station $i$

• $CI_{ij} =$ Idleness cost per unit time of station $i$ due to assembly $j$

• $CF =$ Finished goods holding cost per unit time

• $CT =$ Tardiness cost per unit time for finished assembly

• $CM =$ Makespan cost per unit time

The subscripts on the variables are as follows

• $i = 1,2,\ldots,N$ is the index for assembly stations

• $j = 1,2,\ldots,J$ is the index for assembly jobs

It is assumed that the subassembly holding cost changes once processing starts, since value is added to it due to the assembly of parts to it. It is expected that the subassembly holding cost at a station is at least as much as the sum of the holding costs of the previous subassembly and the part added to it at the previous station. Since all the jobs are delivered as a batch, the makespan is defined as the time between the start of the first job of the batch and the completion of its last job. This can also be referred to as the flowtime of the batch. The makespan cost comprises of the equipment, labor and overhead costs associated with the use of the facility for the production of the batch. It is expected that the tardiness cost for delayed delivery is
greater than the holding cost of the finished products, otherwise the jobs would be scheduled as late as possible.

For simplicity, it is assumed that the network consists of merge points only of the type shown in Figure 2. These merge points occur at each assembly station. All serial activities between the merge points are assumed to have been replaced by their convolutions, with corresponding durations and costs. This assumption is not crucial to the development of the cost model and can be relaxed if necessary.

3.3 A Fundamental Relationship

The basic building block of the model is a merge point in the network that determines the start time of assembly at that station. For a line with unlimited buffer space between stations, the model is based on a fundamental relationship between the start time of the assembly operation at a station and the following three random variables:

1. The finish time of the previous job at that station.
2. The finish time of the job at the previous station.
3. The delivery time of the part required at the station.

Figure 2 shows the relationship between these times for a typical operation. Since assembly can start only when all three of the above operations are completed, the start time of the assembly operation at a station is the maximum of these three random variables. Thus,
Figure 2. Relationship Between Various Times for Operation (i j)
\[ S_{ij} = \max\{F_{i,j-1}, F_{i-1,j}, D_{ij}\} \quad (3.1) \]

\[ F_{ij} = S_{ij} + P_{ij} \quad (3.2) \]

The expected start and finish times have to be determined by taking expectations of the corresponding defining equations. These derivations are discussed in further detail in the next section. These equations when recursively applied enable determination of the quantities necessary to measure the behavior of the system.

The measures of system performance required are as follows

1. Expected part waiting time for assembly j at station i

\[ E(WP_{ij}) = E(S_{ij} - D_{ij}) = E(\max\{F_{ij-1}, F_{i-1,j}, D_{ij}\}) - \mu D_{ij} \quad (3.3) \]

2. Expected subassembly waiting time for assembly j at station i

\[ E(WS_{ij}) = E(S_{ij} - F_{i-1,j}) = E(\max\{F_{ij-1}, F_{i-1,j}, D_{ij}\}) - \mu F_{i-1,j} \quad (3.4) \]

3. Expected idle time at station i for assembly j

\[ E(IS_{ij}) = E(S_{ij} - F_{ij-1}) = E(\max\{F_{ij-1}, F_{i-1,j}, D_{ij}\}) - \mu F_{ij-1} \quad (3.5) \]

4. Expected processing time for assembly j at station i

\[ E(PS_{ij}) = \mu P_{ij} \quad (3.6) \]

5. Expected makespan for the batch
\[ E(FT) = \mu F_{N,j} - \mu F_{0,1} \quad (3.7) \]

6. Expected earliness of finished assembly \( j \) with respect to due date \( T \)

\[ E(WF_j) = E(\max\{T, F_{N,j}\}) - \mu F_{N,j} \quad (3.8) \]

7. Expected tardiness of finished assembly batch with respect to due date \( T \)

\[ E(TF) = E(\max\{T, F_{N,j}\}) - T \quad (3.9) \]

The total inventory holding and tardiness costs can therefore be determined by applying these equations for each station and each job, weighting them by the appropriate costs. In order to determine the total expected cost for a given set of values, it is therefore necessary to derive expressions for the quantities in the above defining equations for the distribution being considered. To that end, the following need to be determined.

1. The moments and distribution function of the maximum of two or more random variables.
2. The moments and distribution function of the sum of two random variables.
3. The expectation of the maximum of a random variable and a constant.

Since the equations are going to be applied recursively, in order to maintain the same form of distribution throughout the network, the following properties are also required.
1. If $X_1$ and $X_2$ follow a particular distribution, possibly with different parameters, then $X = \max(X_1, X_2)$ also follows the same form of distribution with moments determined by the formulae used.

2. If $X_1$ and $X_2$ follow a particular distribution, possibly with different parameters, then $X = X_1 + X_2$ also follows the same form of distribution with moments determined by the formulae used.

These properties, if satisfied, enable determination of all the other quantities of interest, given the moments. They also enable recursive application of the fundamental relationship through the network to determine the various measures of performance. On the other hand, if the properties are not satisfied, at each stage there would be mixtures of different types of possibly unknown distributions, resulting in forms difficult to manipulate or even compute. It is therefore desirable to resort to approximations and use a common distribution form for the sake of tractability.

### 3.4 Distributions Considered

The choice of distributions to be used in developing the cost model has been made considering three main criteria. First, the distribution must be a reasonable representation of the behavior of the random processes, in this case part arrival and processing times. Second, it must retain the properties described above through the course of application of the descriptive model to the network. Finally, it must be analytically tractable for ease of use of the model.
There is no documented literature available on the distribution of purchased part delivery times. The distribution of low-repetitive task times generally exhibits positive skewness (Knott et al., 1987). It seems reasonable to expect part delivery times in small lot manufacturing to also have finite lower support and be skewed to the right, as is the case in most models in applied science (Bury, 1975). It is also expected that in small lot work, variability will be high due to unfamiliarity with the manufacturing methods. Knott and Sury (1987) reported a study of task performance time distributions in unpaced work, as is likely to be the case in this model. The performance times reported also had the same characteristics as stated above. The coefficients of variation ranged between 0.23 and 0.57 in their study.

In this research the objective is to consider randomness in processing times and part delivery times. For tractability it is desirable for probability distributions representing processing times and part arrival times to be of the same form. It appears that in small lot manufacturing, as compared to repetitive operations, processing times are likely to have high coefficients of variation and follow skewed distributions. While it may not be possible to capture all the desired characteristics in one distribution, at least different coefficients of variation and skewness must be incorporated.

The normal distribution has been used in the development of the descriptive models of Wilhelm, as well as in the prescriptive models of Sarin and Das (1987). Wilhelm (1987) clarified the nature of the issues involved in assuming normality. When the times for delivery or processing are sums of a large number of random variables, normality can be invoked by the Central Limit Theorem. Thus for batch sizes between 10 and 50, and for part delivery times which may be made up of a series of operations for the preparation of parts, normality may be a good approxi-
mation. Seidmann et al. (1987) further discussed the normality of batch production times in flexible manufacturing cells. According to the authors, batch times will be approximately normally distributed in the cases of large batches, small batches with many reworks, and small batches with normally distributed processing times. By contrast, batch times will not be normally distributed in small batches with limited rework attempts and small batches with minimal rework attempts and manufacturing times that are not normally distributed.

The normal distribution has the advantage of being capable of mathematical manipulation. However, it is symmetrical in shape and this limits its applicability if the real life behavior is skewed. In the context of the the assembly situation, the maximum operator will be repeatedly applied. The maximum of normally distributed random variables is not normal but is skewed to the right, as shown by Tippett (1925), although Clarke (1961) and Wilhelm (1982) showed that the errors are small.

The other limitation on the normal distribution is the probability of a negative tail. For coefficients of variation of 0.3 or less, this probability is negligible. However, in the small lot assembly situation, as discussed above, the actual coefficients of variation of processing times are likely to be higher, ranging between 0.23 and 0.57, as reported in Knott and Sury (1987). For this range of values, the probability of a negative tail can be significant (3.5 % at CV = 0.55). Consequently, the normal distribution, though useful and analytically tractable, has to be used with awareness of its limitations.

Analytical studies of queueing behavior are generally based on the use of the exponential distribution. However, the applicability of the exponential distribution in a procurement-assembly situation is questionable because it implies a memoryless
process. The shape of the exponential distribution is not representative of the processes involved in this problem. Finally, it has a fixed and very high coefficient of variation of 1, and as such does not fall within the range expected.

As discussed earlier, the distribution of the maximum operator tends to be positively skewed. In the absence of exact statistical models of this distribution, one must select an input distribution that more faithfully depicts real life behavior. The lognormal distribution is an attractive one to use in this situation for a number of reasons. It has a finite lower support, and can therefore avoid the problem of having a negative infinite tail that the normal distribution has. In fact, with the use of the location parameter, any finite support can be incorporated. It can be used to fit a variety of distribution shapes along the $(\beta, \beta_2)$ line (Wilhelm, 1986d). Also, it is inherently positively skewed, enabling application as a model of the maximum as well. Finally, since it is a transformation of the normal distribution, its probability integral can be expressed in terms of the associated normal probability integral. It therefore retains some of the mathematical manipulation capabilities of the normal.

The gamma distribution has been chosen for reasons similar to the lognormal distribution. It also has a finite lower support and can therefore be more realistically employed to represent variables like activity durations that are strictly positive or have some finite threshold value. The Erlang distribution is a special case of the gamma distribution with integer parameter, and represents phase type service systems. It has been used to represent service time distributions, for example in queueing theory. The gamma distribution can fit a variety of shapes ranging from the exponential to the limiting case of a normal distribution. It is also unimodal and inherently skewed to the right, making it an attractive potential representation of the
maximum operator. According to Enscore et al. (1980, 1982), the gamma distribution yields the best fit to low-repetitive task times, though the lognormal is also close.

The next sections are devoted to determination of the moments of start and finish times through the network for the three distributions, and verifying the properties required for their application.

### 3.5 Moments of the Maximum of Two Random Variables

The maximum of two independent random variables can be characterized as follows. If \( X_1 \) and \( X_2 \) are the two random variables, then the cumulative probability distribution function of \( X \), the maximum of the two, is given by

\[
Pr(X \leq t) = Pr(X_1 \leq t)Pr(X_2 \leq t)
\]  
(3.10)

The density function is obtained by differentiating the above expression.

\[
f_X(t) = f_{X_1}(t)Pr(X_2 \leq t) + f_{X_2}(t)Pr(X_1 \leq t)
\]  
(3.11)

This equation can be used to derive relations for the moments of the maximum of two independent random variables for the distribution being considered. If the random variables are correlated, then the bivariate distribution has to be used for the derivations.
3.5.1 Normal Distribution

Clarke (1961) derived the exact moments of the maximum of two normally distributed random variables, using the bivariate normal distribution. If \( \eta \) and \( \nu \) are normally distributed with means \( \mu_1 \) and \( \mu_2 \) and standard deviations \( \sigma_1 \) and \( \sigma_2 \) respectively, then the moments of \( \tau = \text{Max} \{ \eta, \nu \} \) are given by:

\[
M_1 = \mu_1 \phi(\alpha) + \mu_2 \phi(-\alpha) + a \psi(\alpha) \quad (3.12a)
\]

\[
M_2 = (\mu_1^2 + \sigma_1^2)\phi(\alpha) + (\mu_2^2 + \sigma_2^2)\phi(-\alpha) + (\mu_1 + \mu_2)a \psi(\alpha) \quad (3.12b)
\]

where

\[
a^2 = \sigma_1^2 + \sigma_2^2 - 2\mu_1\mu_2\rho
\]

\[
\alpha = (\mu_1 - \mu_2)/a
\]

\( \psi(t) \) = standard normal density function evaluated at \( t \).

\( \phi(t) \) = cumulative standard normal distribution function evaluated at \( t \).

\( r(x, y) \) = coefficient of linear correlation between \( x \) and \( y \).

\( \rho = r(\eta, \nu) \)

The maximum of more than two random variables can be found by applying the equations in a nested fashion. The variables can be taken two at a time to determine the moments of the maximum, then applying the equations to the resulting maximum and the next variable, and so on.

\[
\beta = \max\{\eta, \nu, \zeta\} = \max\{\max(\eta, \nu), \zeta\}
\]
\[ r(\max(\eta, v), \zeta) = \frac{\sigma_1 \rho_1 \phi(\alpha) + \sigma_2 \rho_2 \phi(-\alpha)}{(M_2 - M_1)^{1/2}} \] (3.13)

where \( \rho_1 = r(v, \zeta) \) and \( \rho_2 = r(\eta, \zeta) \).

However, the application of these formulae is based on the assumption that the maximum of two random variables is also normally distributed. This causes errors since the maximum has a positively skewed distribution as shown by Tippett (1925). Clarke showed that the error involved due to the approximation is small, though it increases with repetitive application. The goodness of fit of the normal distribution to the maximum of two normals will be investigated in section 3.6.

Wilhelm et al. (1982) developed a seven step methodology to recursively compute the correlation coefficients between operation times required at each step in the application to the assembly system problem. The procedure assumes that jobs and stations more than two removed from the current one can be taken to be independent. The procedure is also extended to the network case with randomly distributed processing times (Wilhelm et al. 1986).

### 3.5.2 Lognormal Distribution

The lognormal distribution is defined in terms of an associated normal. If the logarithm of a random variable is normally distributed, the variable is said to follow the lognormal distribution. If the associated normal for variable \( j \) has parameters \( \mu_n \) and \( \sigma_n \), then the \( j \)th moment of the lognormal variable \( j \) is given by

\[ \mu_j(i) = \exp[i\mu_n + i^2 \sigma_n^2] \]
If two variables follow the two parameter lognormal distribution with parameters 
\( \mu_i \) and \( \sigma_i \) respectively and coefficient of correlation \( \rho \), then the associated normals can be defined by

\[
\mu_{n1} = \ln \left[ \frac{\mu_i^2}{(\mu_i^2 + \sigma_i^2)^{1/2}} \right]
\]

\[
\sigma_{n1}^2 = \ln \left[ \frac{\mu_i^2 + \sigma_i^2}{\mu_i^2} \right]
\]

The correlation coefficient between the associated normals is given by

\[
\rho_{12} = \frac{1}{\sigma_{1n} \sigma_{2n}} \ln \{ \rho[ (\omega_1 - 1)(\omega_2 - 1) ]^{1/2} + 1 \}
\]

where \( \omega_k = \exp(\sigma_k^2), k = 1,2. \)

For the shifted or three parameter distribution, \( \log (X - \theta) \) is normally distributed, where \( \theta \) represents the shift or location parameter. Accordingly, \( (\mu_i - \theta) \) replaces \( \mu_i \) in the above equations. The moments about zero are altered accordingly, while the central moments remain the same.

The \( r \)th moments of the maximum of two two-parameter lognormals can be determined using the relations derived by Wilhelm (1986c).

\[
M_i = M_{11} + M_{12}
\]

\[
M_{11} = \mu_1(i) \Phi \{ [\mu_{n1} - \mu_{n2} + i\sigma_{n1}(\sigma_{n1} - \rho_{12})] / a \}
\]

\[
M_{12} = \mu_2(i) \Phi \{ [\mu_{n2} - \mu_{n1} + i\sigma_{n2}(\sigma_{n2} - \rho_{12})] / a \}
\]
where \( \phi(z) = \) cumulative standard normal distribution function evaluated at \( z \).

\[ a^2 = a_{n1}^2 + a_{n2}^2 - 2a_{n1}a_{n2}\rho_{12} \]

\( M_{12} \) is obtained by exchanging the subscripts in the formula for \( M_{11} \). The new correlation coefficients are derived using the formulae for the product moments detailed in Appendix A.

Extension to the three parameter case requires that the location parameters for the distributions be equal for tractability. The moments can then be determined by shifting the distribution by the same location parameter. This is not a serious limitation, since according to Johnson and Kotz (1972a), there can be considerable variation in \( \theta \) with little effect on percentiles and little effect on the cumulative distribution function. In the event the parameters are unequal, an approximation procedure is also suggested by Wilhelm (1986c). This consists of setting both location parameters equal to the smaller of the two, recalculating the other parameters based on this location parameter and then applying the equations. The location parameter for the maximum is then set equal to this computed mean minus 4 times the standard deviation to approximate the lower support. Wilhelm (1986) also experimented with different methods of setting \( \theta \), including \( \theta = 0 \) for all variables, and found little difference between the methods.

Application of these relations to the assembly problem requires the same extensions as before. The relations can be applied recursively in a nested fashion using the same relations. This of course requires that the distribution of the maximum also be lognormal. This is a more reasonable expectation than normality in view of the inherently skewed nature of the distribution, and was shown by Wilhelm (1986c) to
be so, especially when the coefficients of variation are large. The goodness of fit of the maximum of two lognormals as another lognormal is investigated in section 3.6.

3.5.3 Gamma Distribution

For the gamma distribution, moments have been derived for the case of independent variables. The relations for the bivariate densities of correlated gamma random variables (Johnson and Kotz, 1972b) are not of a tractable form. The density for the two parameter gamma distribution is given by

\[ f(x) = \frac{\beta^{-\alpha} x^{\alpha-1} e^{-x/\beta}}{\Gamma(\alpha)} \]

The \( i \)th moment of the gamma distribution is given by

\[ \mu(i) = \alpha(\alpha + 1)\ldots(\alpha + i - 1)\beta^i \]

Consequently, the mean of the distribution is \( \mu = \alpha \beta \), the variance is \( \sigma^2 = \alpha \beta^2 \), and the coefficient of variation is \( CV = \sqrt{\alpha} \). In the three parameter distribution, \( x \) is replaced by \( (x - \theta) \), where \( \theta \) is the location parameter, and the moments are altered accordingly.

Given the mean and standard deviation, the \( \alpha \) and \( \beta \) values can be determined using the relations

\[ \alpha = (\mu/\sigma)^2 \]
\[ \beta = \sigma^2/\mu \]
The moments of the maximum have to be determined using defining equation (3.11) for the density of the maximum. The gamma distribution does not have a closed finite form for its cumulative probability function. However, the Erlang distribution, which is a special case of the gamma distribution with integer shape parameter \( \alpha \), has a closed form representation, given by

\[
Pr(X \leq t) = 1 - e^{-t/\beta} \sum_{j=0}^{\alpha-1} \frac{(t/\beta)^j}{j!}
\]

Substituting this expression in the density function and integrating yields, after some algebra shown in Appendix B.1, the following expressions for the \( j \)th moment of the maximum of two Erlangs.

\[
M_j = M_{1j} + M_{2j}
\]

\[
M_{1j} = \beta_1^j \prod_{j=0}^{j-1} (\alpha_1 + j) - \sum_{j=0}^{j-1} \frac{(\alpha_1 + j + i)(\beta_1 + \beta_2)^{-x_1-j}}{(\alpha_1 - 1)!} \beta_1^j \beta_2^{x_1-j} \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^{x_1-j} \]

The corresponding term for \( M_{12} \) is determined by exchanging the subscripts in the formula for \( M_{11} \).

This relation gives exact values for the moments of the maximum of two gamma variables, provided the \( \alpha \) values are integer. However, in the course of application of the maximum operator to an assembly network, one cannot be certain of maintaining that restriction. Even if the individual operation times have integer values of \( \alpha \), their
sum and maximum need not. Therefore relations are also required for the general gamma case. This requires the use of the following infinite series representation for the cumulative distribution function (Johnson and Kotz, 1972a).

\[ Pr(X \leq t) = e^{-t/\beta} \sum_{j=0}^{\infty} \frac{(t/\beta)^{\alpha+j}}{\Gamma(\alpha+j+1)} \]

Substituting this in the expression for the density and evaluating the integral yields, after some lengthy manipulations shown in Appendix B.2, the following relations for the \(i^{th}\) moment of the maximum

\[ M_i = M_{i1} + M_{i2} \]

\[ M_{i1} = \frac{\Gamma(\alpha_1 + \alpha_2 + i)}{\Gamma(\alpha_1)\alpha_2\Gamma(\alpha_2)} \frac{\beta_1^{\alpha_2+i}}{(\beta_1 + \beta_2)^{\alpha_2}} F\left(\alpha_2, -\alpha_1 - i - 1, \alpha_2 + 1, \frac{\beta_1}{\beta_1 + \beta_2}\right) \]

(3.18)

where \(F(a, b, c, z)\) is the generalized hypergeometric series given by

\[ F(a, b, c, z) = 1 + \frac{ab}{c} \frac{z}{1} + \frac{a(a+1)b(b+1)}{c(c+1)} \frac{z^2}{2!} \ldots \]

and the corresponding term for \(M_{i2}\) is determined by exchanging the subscripts in the above formula.

For integer values of \(\alpha\) the hypergeometric series in the above formula reduces to a finite terminating series and can be calculated exactly. For non-integer values, the series converges and can be evaluated by summation to the accuracy desired, since the argument \(z\) falls within the circle of convergence \(|z| < 1\) (Slater, 1966).
Computational experience showed the above formula to be ill-conditioned for large values of $\alpha$ (above 25), even in double precision. The moments of the maximum for such values are determined by the Erlang relations, using interpolation for fractional values. This approximation was found to give accurate results when verified by numerical integration. It must be noted, however, that $\alpha$ values of greater than 25 correspond to coefficients of variation of below 0.2, which falls outside the range of 0.22 - 0.57 reported by Knott and Sury (1987) and being considered here.

The above derivations can be extended to the three parameter case by shifting the distribution by $\theta$ and calculating the moments accordingly. As in the case of the lognormal distribution, it is necessary for tractability to have both the location parameters equal. The same approximation procedure as used for the lognormal has to be applied in case the $\theta$ values are unequal.

3.6 **Test for the Distribution of the Maximum**

As discussed earlier, the suitability of a distribution depends on the ability to represent the maximum of two random variables, following a particular distribution, by the same distribution with parameters calculated from the moments. In order to test this for each of the three distributions considered, tests were conducted for a representative range of values of parameters. For the sake of uniform comparison, the parameters were chosen such that the first two moments were the same for all three distributions. These were chosen to correspond to means ranging from 2 to 14 units (say weeks), and coefficients of variation ranging from 0.25 to 0.55.
In order to test the goodness of the fit of a distribution of the same form, the moments of the maximum were computed using the relations derived. The error measure used is defined as

\[ D_{\text{max}} = \max \{ \text{abs}[AF(t_i) - EF(t_i)], i = 1, \ldots, n \} \]  

(3.19)

where

AF(.) is the approximating cumulative distribution of the same family, obtained using the exact moments computed by the formulae in the previous section,
EF(.) is the exact cumulative distribution function determined from the constituent distributions by equation (3.10), and
n is the number of intervals into which the range is divided.

The relationship between these terms is shown in Figure 3.

The statistic \( D_{\text{max}} \) is the same as used to apply the Kolmogorov-Smirnov test of goodness of fit of data to a postulated distribution. It measures the greatest absolute difference between the actual distribution function \( Pr(X \leq t) \) and the distribution being fitted at each interval. The maximum difference is compared with the critical values, determined for the desired significance level using the number of intervals, to get an estimate of the accuracy of the approximation (Kraft and Eeden, 1968).

Sculli and Wong (1985) used this statistic to measure the goodness of fit of the Beta distribution as an approximation for the maximum and sum of two Beta random variables in the context of PERT network analysis. Since closed form relations are not available for the Beta distribution, the moments were evaluated by numerical integration. The values of the exact cumulative distribution were treated as samples from an unknown distribution, and the \( D_{\text{max}} \) statistic derived as above was used to apply the
Figure 3. Determination of Error Between Approximating and Exact Distributions
Kolmogorov-Smirnov test. Strictly speaking, the values of $D_{\text{max}}$ are not determined from random samples but are actual values derived analytically. However, the statistic does provide a useful indication of the closeness of the approximation on a standardized scale of 0 to 1.

Tests have been conducted using $n = 40$ for the range of parameter values mentioned above. The mean absolute deviation value (MAD) was also computed to estimate the average error in the approximation. Table 1 shows the cases resulting in the largest deviations (greater than 0.05). It also shows a frequency distribution of the error over the 128 combinations considered.

It can be seen that both the lognormal and the gamma distributions result in better fits of the maximum than the normal distribution. The lognormal distribution performs marginally better than the gamma distribution in approximating the maximum. For the normal distribution the largest value of $D_{\text{max}}$ over the range considered is 0.08163, with a MAD of 0.0094. The corresponding values for the lognormal distribution are 0.06069 and 0.01005 respectively. The gamma distribution results in values of 0.06142 and 0.01162 respectively. The error frequency also shows the same trend. For the sake of comparison, the critical value for random samples corresponding to this value of $n$ for a 90% significance level is 0.213, and $D_{\text{max}}$ values below this imply that the approximation cannot be rejected at that level.

It can be seen that the largest deviations occur for all distributions for the same combinations of parameter values. Specifically, they occur when the following conditions occur simultaneously: (i) the variances differ widely, by factors of 5 to 6 or more, and (ii) the means are of similar magnitude. This situation occurs when one of the random variables is relatively invariant compared to the other. Consequently, the re-
Table 1. Comparison of Deviations of Actual and Approximating Distributions for the Maximum

<table>
<thead>
<tr>
<th>Error Range</th>
<th>Normal</th>
<th>Lognormal</th>
<th>Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{\text{max}} \geq 0.05$</td>
<td>12</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>$0.05 &gt; D_{\text{max}} \geq 0.04$</td>
<td>10</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>$0.04 &gt; D_{\text{max}} \geq 0.03$</td>
<td>18</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>$0.03 &gt; D_{\text{max}} \geq 0.02$</td>
<td>20</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>$0.02 &gt; D_{\text{max}} \geq 0.01$</td>
<td>33</td>
<td>34</td>
<td>28</td>
</tr>
<tr>
<td>$D_{\text{max}} &lt; 0.005$</td>
<td>35</td>
<td>69</td>
<td>69</td>
</tr>
<tr>
<td>Total No. of Combinations</td>
<td>128</td>
<td>128</td>
<td>128</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable 1</th>
<th>Variable 2</th>
<th>Maximum Deviation ($D_{\text{max}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Mean</td>
<td>Var.</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>6.25</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>2.25</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>6.25</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>4.41</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>2.25</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>12.25</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>0.25</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>6.25</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>2.25</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>12.25</td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>2.25</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
<td>4.41</td>
</tr>
</tbody>
</table>

Cost Model Development
sulting distribution of the maximum is of a truncated shape and the quality of fit de-
teriorates if the means are of similar magnitude. The impact of differences in
variances reduces as the differences between the means increases, that is, when one
of the variables starts to dominate and effectively determines the maximum.

3.7 Moments and Distribution of the Sum of Two Random
Variables

In this section, we discuss the derivation of the moments of the sum of two ran-
dom variables, and study the resulting distribution to verify if it can be approximated
by the same form as the constituent distributions.

Let \( X_1 \) and \( X_2 \) be two random variables with means \( \mu_1 \) and \( \mu_2 \) respectively, standard deviations \( \sigma_1 \) and \( \sigma_2 \) respectively, and correlation coefficient \( \rho \). Then, according
to statistical theory, the mean and standard deviation of \( X = X_1 + X_2 \) are given by

\[
\mu = \mu_1 + \mu_2
\]

\[
\sigma^2 = \sigma_1^2 + \sigma_2^2 - 2\sigma_1\sigma_2\rho
\]

In the context of the assembly system problem, we are assuming that the proc-
essing times are independent of the station and part ready times. Consequently, we
need to be concerned only with sums of independent random variables.
The correlation coefficient of the operation finish time, $F_{ij} = S_{ij} + P_{ij}$, with any random variable of interest, say $Y$, is related to the correlation coefficient of the start time, $S_{ij}$, with $Y$ by the following relationship.

$$r(F_{ij}, Y) = r(S_{ij}, Y) \frac{\sigma S_{ij}}{\sigma F_{ij}} = r(S_{ij}, Y) \frac{\sigma S_{ij}}{\sqrt{\sigma S_{ij}^2 + \sigma P_{ij}^2}}$$

(3.20)

These relations can thus be used to determine the mean, variance, and correlations of the variable arising out of the summation of the operation start and processing times.

The distribution of the sum, however, depends on the nature of the constituent distributions. If $X_1$ and $X_2$ are normally distributed, then the distribution of their sum is known to be normal. No errors are therefore involved in this case.

If the two random variables are independent, follow the gamma distribution and share a common scale parameter $\beta$, then the sum of the two also follows the gamma distribution with the same scale parameter $\beta$, and $\alpha = \alpha_1 + \alpha_2$. This reproductive property is restricted to when the $\beta$ values are equal. However, there is no guarantee that the scale parameters for the different random variables in the assembly problem will be the same. Even if the individual variables have the same scale parameters, their maximum will not. The reproductive property therefore needs to be verified for the case of unequal scale parameters.

Likewise, the distribution of the sum of two lognormals does not follow a known distribution. The reproductive property therefore needs to be verified for this distribution as well.
The strategy followed to verify the property for the lognormal and gamma distributions is the same as used for the maximum. The moments of the sum are computed using the standard relations above. These parameters are used to construct an approximating distribution of the same form as the constituents. The actual distribution of the sum of two independent random variables can be determined as follows.

\[ Pr(X_1 + X_2 \leq t) = \int_{t_{L_1}}^{t} \int_{x_{L_2}}^{t-x_1} f_1(x_1)f_2(x_2)dX_2dX_1 \]  \hspace{1cm} (3.21)

Evaluation of the inner integral results in the expression

\[ Pr(X_1 + X_2 \leq t) = \int_{t_{L_1}}^{t} f_1(x_1)Pr(X_2 \leq t - X_1)dX_1 \]  \hspace{1cm} (3.22)

This integral cannot be evaluated analytically for either of the distributions. However, it can be evaluated numerically using numerical integration techniques for a given value of t.

The numerically determined values can now be compared with the approximating distribution obtained by modelling the sum as another distribution of the same form. The tests have been conducted using the same ranges of means and coefficients of variation as used in the study of the maximum. As before, the Kolmogorov-Smirnov statistic of maximum deviation between the actual and approximating distributions is used as a measure of the error involved in the approximation. The range is divided into 40 intervals at which the values are compared.
Analysis of the results of the comparison shows that the errors involved in taking
the sum to be of the same form as the constituent distributions are much lower than
for the maximum. The cases resulting in the highest errors (greater than 0.02) and
the error frequency distribution are shown in Table 2. The gamma distribution gen-
ernally results in lower errors than the lognormal distribution.

For the lognormal distribution the largest value of $D_{\text{max}}$ over the range of values
considered is 0.02624, with a mean absolute deviation of 0.00671. For the gamma
distribution, the largest value of $D_{\text{max}}$ is 0.01861, with a mean absolute deviation of
0.00512. This shows that the sum of two random variables can be reasonably accu-
rately modelled as belonging to the same family of distributions.

It is interesting to note that the largest deviations in the sum as well as the
maximum occur for both distributions at similar combinations of parameter values.
The deviations are most pronounced when the variances of the constituent distrib-
utions differ considerably and the means are similar. As the difference between the
means increases, one of the variables dominates and determines the nature of the
distribution, and the errors are much lower. In the assembly system problem, it is
expected that the part or subassembly ready times will be larger than the processing
times (Wilhelm, 1986d), so the assumption can be reasonably invoked.
Table 2. Comparison of Deviations of Actual and Approximating Distributions for the Sum

<table>
<thead>
<tr>
<th>Error Range</th>
<th>Lognormal</th>
<th>Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{\text{max}} \geq 0.02$</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>$0.02 &gt; D_{\text{max}} \geq 0.015$</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>$0.015 &gt; D_{\text{max}} \geq 0.01$</td>
<td>19</td>
<td>12</td>
</tr>
<tr>
<td>$0.01 &gt; D_{\text{max}} \geq 0.005$</td>
<td>28</td>
<td>36</td>
</tr>
<tr>
<td>$D_{\text{max}} &lt; 0.005$</td>
<td>62</td>
<td>72</td>
</tr>
</tbody>
</table>

Total No. of Combinations 128 128

Combinations with $D_{\text{max}} \geq 0.02$

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable 1 Mean</th>
<th>Var.</th>
<th>Variable 2 Mean</th>
<th>Var.</th>
<th>Maximum Deviation ($D_{\text{max}}$) Lognormal</th>
<th>Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10 30.25</td>
<td>6</td>
<td>6 2.25</td>
<td></td>
<td>0.02624</td>
<td>0.01861</td>
</tr>
<tr>
<td>2</td>
<td>6 2.25</td>
<td>10</td>
<td>10 59.29</td>
<td></td>
<td>0.02623</td>
<td>0.01752</td>
</tr>
<tr>
<td>3</td>
<td>10 6.25</td>
<td>14</td>
<td>14 59.29</td>
<td></td>
<td>0.02499</td>
<td>0.01848</td>
</tr>
<tr>
<td>4</td>
<td>2 0.25</td>
<td>6</td>
<td>6 10.89</td>
<td></td>
<td>0.02466</td>
<td>0.01664</td>
</tr>
<tr>
<td>5</td>
<td>2 0.25</td>
<td>2</td>
<td>2 1.21</td>
<td></td>
<td>0.02048</td>
<td>0.01644</td>
</tr>
<tr>
<td>6</td>
<td>6 2.25</td>
<td>6</td>
<td>6 10.89</td>
<td></td>
<td>0.02048</td>
<td>0.01644</td>
</tr>
<tr>
<td>7</td>
<td>10 6.25</td>
<td>10</td>
<td>10 30.25</td>
<td></td>
<td>0.02048</td>
<td>0.01644</td>
</tr>
<tr>
<td>8</td>
<td>14 12.25</td>
<td>14</td>
<td>14 59.29</td>
<td></td>
<td>0.02048</td>
<td>0.01644</td>
</tr>
</tbody>
</table>
3.8 Expectation of the Maximum of a Random Variable and a Constant

The last quantity that needs to be determined for computing the expected total cost function is the expectation of the maximum of the finish time and the due date. This is required for computing the expected waiting and tardiness costs for the finished assembly. The expressions for this quantity are derived below for the three distributions being considered, using the following relation.

\[ E(\max\{T, X\}) = TPr(X \leq T) + \int_T^U xf(x)dx \] (3.23)

The integral term on the right hand side is the partial expectation of a random variable, and may be determined for the different distributions along the lines of Winkler et al. (1972), with \( U = \infty \).

For the normal distribution,

\[ E(\max\{T, X\}) = T\phi\left(\frac{T - \mu}{\sigma}\right) + \mu \left[1 - \phi\left(\frac{T - \mu}{\sigma}\right)\right] + \sigma \psi\left(\frac{T - \mu}{\sigma}\right) \] (3.24)

For the lognormal distribution,

\[ E(\max\{T, X\}) = T\phi\left(\frac{\ln(T) - \mu_n}{\sigma_n}\right) + \mu_n \left[1 - \phi\left(\frac{\ln(T) - \mu_n}{\sigma_n}\right)\right] + \sigma_n^2 \psi\left(\frac{\ln(T) - \mu_n}{\sigma_n}\right) \] (3.25)

where the subscript \( n \) refers to parameters of the associated normal.
For the gamma distribution, the expected value of the maximum of a random variable and a constant can equivalently be derived, using equations (3.12) and (3.14-3.15) respectively, by treating the constant as a degenerate random variable with mean = $T$ and standard deviation = 0. This method also yields the same relations as above. Therefore, the same modelling method as that used at any assembly station can be applied by treating the due date as a dummy station with zero variance and processing time.

For the gamma distribution, however, the same approach cannot work since setting the standard deviation equal to zero requires making the value of $\alpha = \infty$, which cannot be handled in the equations developed. Accordingly, the due date setting station has to be handled using the formula above.

### 3.9 Summary

In this chapter, the basic descriptive model used to represent the behavior of the assembly system has been developed. The performance measures based on which the system will be optimized have been identified, and relationships necessary for
their evaluation have been developed. Analysis of the errors involved in approximating the distributions resulting from the maximum and summation operators to be of the same form as the constituent distributions has been done. The prescriptive part of the model, based on the descriptive model developed in this chapter, is discussed in Chapters 4 and 5.
4.0 Solution of Single Job or Lot-for-lot Problem

4.1 Introduction

This chapter describes the development of the objective function and solution techniques for the single job or lot-for-lot problem. This problem is concerned with determining optimal part delivery dates when only one job flows through the assembly stages, or when the entire lot is produced as one job without distinguishing between completions of individual jobs. It is therefore not necessary to consider the availability of assembly stations from previous jobs. Since the part available times are assumed to be independent of each other as well as of all finish times, there is no need to compute any correlations in deriving the various measures of system performance. The objective function can thus be computed in a straightforward way by recursive application of the fundamental relationships from Chapter 3.

The single job problem solution is useful to the overall problem solution in three ways. First, in case the entire batch is produced as one lot, the solution directly yields the optimal delivery dates for the parts and planned completion times of the subassemblies. Second, the solution can be used to generate insights into system behavior and thus facilitate a better understanding of the multiple job problem. Finally, as will be seen in the next chapter, it can be imbedded in heuristic methods to solve the
multiple job problem, in view of the size of the problem and the difficulty of a direct solution method.

### 4.2 Single Station Optimization

A typical assembly station in the single job problem can be represented as shown in Figure 4a. The inputs to the station are the subassembly from the previous station and the part required at the station. The start and finish times of the assembly operation at station $i$ are given by the fundamental relationships in equations (3.1) and (3.2), except that the term representing station availability need not be considered. The subscript $j$ identifying the job can be omitted in the single job case.

The waiting time for the subassembly at station $i$ is given by

$$WS_i = S_i - F_i$$

where $S_i = \max\{F_i, D_i\}$. If the subassembly arrives before the part, this term represents the time that it waits for the part. If it arrives after the part and thus determines the assembly start time, this term is zero. The corresponding waiting time for the part is given by

$$WP_i = S_i - D_i$$

The expected total waiting cost at station $i$ can be determined by taking expectations of the above waiting times, and multiplying them by the respective costs.
Figure 4. Single Job Assembly System

a) Single Station Assembly

b) Single Job Multi-Station Assembly

Solution of Single Job or Lot for Lot Problem
where $\alpha = \sqrt{\sigma^2_D^2 + \sigma^2_D}$, $\alpha_i = \frac{\mu_{F_{i,1}} - \mu_D}{a}$, and $\psi$ and $\phi$ are the normal density and the cumulative probability distribution function respectively.

Substituting this formula in equation (4.1) results in the following relation after simplification.

$$E(TC_i) = (CS_i + CE_i)a\psi(\alpha_i) + (CS_i + CE_i)\phi(\alpha_i)(\mu_{F_{i,1}} - \mu_D) - CS_i(\mu_{F_{i,1}} - \mu_D)$$

Sarin and Das (1987) derived relations for the optimal delivery date ($D_i^*$) and the optimal cost ($TC_i^*$) by setting the first derivative of the expected station cost equal to zero.
\[ \alpha_i^* = \phi^{-1}(\frac{CS_i}{CS_i + CE_i}) \]  
\[ \mu D_i^* = \mu F_{i-1} - \alpha_i^* \sqrt{(\sigma F_{i-1}^2 + \sigma D_i^2)} \]

\[E(TC_i^*) = [(CS_i + CE_i)(\alpha_i^* \phi(\alpha_i^*) + \psi(\alpha_i^*)) - CS_i \alpha_i^*] \sqrt{(\sigma F_{i-1}^2 + \sigma D_i^2)} \] \hspace{1cm} (4.5a)

Substituting the value of \( \phi(\alpha_i^*) = \frac{CS_i}{CS_i + CE_i} \) this expression can be further simplified to

\[E(TC_i^*) = (CS_i + CE_i)\psi(\alpha_i^*) \sqrt{(\sigma F_{i-1}^2 + \sigma D_i^2)} \] \hspace{1cm} (4.5)

Evaluation of the second derivative of the expected station cost shows that the function is convex and therefore the solution obtained above is the global minimum. The sensitivity of the solution to the problem parameters can be understood based on these relations, and is as follows.

1. If the part and subassembly holding costs are equal (\( CE_i = CS_i \)), the optimal solution is always at \( \mu D_i^* = \mu F_{i-1} \), regardless of the values of the other parameters. However, the optimal cost increases as the variances increase.

2. If the inventory cost of the subassembly is greater than that of the part (\( CS_i > CE_i \)), then \( \alpha_i^* > 0 \), so that \( \mu D_i^* < \mu F_{i-1} \). This means that the part is expedited to reduce the probability of the more expensive subassembly having to wait for the part. The part delivery time decreases as the cost of the subassembly increases. Corresponding relationships hold if \( CS_i < CE_i \).

3. If \( CS_i > CE_i \), the amount by which the part is expedited changes as a function of the variances. Increasing the variances increases the safety time provided for the delivery of the part. Similar relationships hold if \( CS_i < CE_i \).
4.2.2 Single Station Solution for Non-Normal Distributions

The total expected cost for the single station problem for the lognormal distribution is obtained along the same lines as for the normal distribution. Substitution of the moments of the maximum of two lognormals from equations (3.14-3.15) in equation (4.1) results in the following relation after simplification.

\[
E(TC_i) = (CS_i + CE_i)\mu_{F_i-1}\phi(z_1) + (CS_i + CE_i)\mu_{D_i}\phi(z_2) - CE_i\mu_{D_i} - CS_i\mu_{F_i-1}
\]  

where \( z_1 = \frac{\mu_{nD} - \mu_{nE} + \sigma_{nE}^2}{\sqrt{\sigma_{nD}^2 + \sigma_{nE}^2}} \), and \( z_2 = \frac{\mu_{nD} - \mu_{nE} + \sigma_{nE}^2}{\sqrt{\sigma_{nD}^2 + \sigma_{nE}^2}} \), and the subscript \( n \) refers to the parameters of the associated normals.

Differentiating and setting the derivative of the expected cost equal to zero results in an extremely complex equation that is not possible to solve in closed form. The gamma distribution results in even more complex forms, due to the series summations in the formulae in (3.16-3.18) for the moments of the maximum. Consequently other means have to be explored for non-normal distributions even for single stage optimization. However, it can be shown that the objective function remains convex. To that end, differentiating the general expression in equation (4.1) yields

\[
\frac{dE(TC_i)}{d\mu_{D_i}} = (CE_i + CS_i) \frac{d\mu_{S_i}}{d\mu_{D_i}} - CE_i = 0
\]

\[
\frac{d^2E(TC_i)}{d^2\mu_{D_i}} = (CE_i + CS_i) \frac{d^2\mu_{S_i}}{d^2\mu_{D_i}}
\]

where \( S_i = \max\{F_i-1, D_i\} \)
Figure 5. Behavior of Mean Start Time vs. Mean Part Due Date
To illustrate the behavior of the function, the shape of $\mu S_i$ vs. $\mu D_i$ is graphed in Figure 5a for a general distribution. It takes on a value close to $\mu F_i$, when $\mu D_i$ is very small and increases monotonically, tending to $\mu D_i$ as $\mu D_i$ becomes much larger than $\mu F_i$. The derivative of $\mu S_i$ starts from a limiting value of 0 when $\mu F_i$ dominates, and increases monotonically until it reaches a value of 1 in the limit. The second derivative of $\mu S_i$ is therefore always positive, attaining a value of 0 only in the limit. This behavior is illustrated in Figure 5b.

Since the derivative is monotonic and takes on values between 0 and 1, and the costs are positive, equation (4.7) has a unique solution at $\frac{d\mu S_i}{d\mu D_i} = \frac{CE_i}{CE_i + CS_i}$. For positive costs, the value of the right hand side of equation (4.8) is always positive, and the function is convex for general distributions as well. Therefore, the single variable unconstrained optimization methods can be applied to find the optimal solution for a given set of parameters. This has been done for the lognormal and gamma distributions using the DSC-Powell method of unconstrained single variable search. For the normal distribution, the optimal solution is obtained using the closed form expressions in equations (4.3)-(4.5).

Table 3 shows the results of single station optimization for a set of sample problems for each of the three distributions. For each problem number, the parameters are assumed to be for the distributions under consideration. It can be seen that the greatest differences between the optimal decisions for the different distributions occur when the variances are large (problems 4,8,10,12), since that is when the differences between the distributions are most marked. The costs associated with the optimal policy vary by as much as 10% even in the other cases. The effect of distributions on decisions and costs will be discussed further when the solutions to the
Table 3. Comparison of Single Station Optimal Values for Different Distributions

Initial Problem: $\mu F_0 = 10, \sigma F_0 = 2, \sigma D_1 = 2, CS_1 = 1, CE_1 = 1$

<table>
<thead>
<tr>
<th>Pr. No.</th>
<th>Variation from Initial Problem</th>
<th>Normal</th>
<th>Lognormal</th>
<th>Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu D'$ $TC'$</td>
<td>$\mu D'$ $TC'$</td>
<td>$\mu D'$ $TC'$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>--</td>
<td>10.0</td>
<td>2.257</td>
<td>9.99</td>
</tr>
<tr>
<td>2</td>
<td>CS = 5</td>
<td>7.26</td>
<td>4.239</td>
<td>7.40</td>
</tr>
<tr>
<td>3</td>
<td>CS = 10</td>
<td>6.22</td>
<td>5.089</td>
<td>6.38</td>
</tr>
<tr>
<td>4</td>
<td>$\sigma D = 4$</td>
<td>10.0</td>
<td>3.568</td>
<td>10.38</td>
</tr>
<tr>
<td>5</td>
<td>$\sigma D = 0.5$</td>
<td>10.0</td>
<td>1.645</td>
<td>9.82</td>
</tr>
<tr>
<td>6</td>
<td>$\sigma F = 4, \sigma D = 4$</td>
<td>10.0</td>
<td>4.513</td>
<td>9.88</td>
</tr>
<tr>
<td>7</td>
<td>$\sigma F = 0.5, \sigma D = 0.5$</td>
<td>10.0</td>
<td>0.564</td>
<td>10.0</td>
</tr>
<tr>
<td>8</td>
<td>$\sigma D = 4, CS = 5$</td>
<td>5.67</td>
<td>6.703</td>
<td>6.42</td>
</tr>
<tr>
<td>9</td>
<td>$\sigma D = 0.5, CS = 5$</td>
<td>8.01</td>
<td>3.090</td>
<td>8.03</td>
</tr>
<tr>
<td>10</td>
<td>$\sigma F = 4, CS = 5$</td>
<td>5.67</td>
<td>6.703</td>
<td>6.00</td>
</tr>
<tr>
<td>11</td>
<td>$\sigma F = 0.5, CS = 5$</td>
<td>8.01</td>
<td>3.090</td>
<td>8.13</td>
</tr>
<tr>
<td>12</td>
<td>$\sigma F = 4, \sigma D = 4, CS = 5$</td>
<td>4.52</td>
<td>8.479</td>
<td>5.38</td>
</tr>
</tbody>
</table>

Solution of Single Job or Lot-for-lot Problem
multi-station problem are discussed in Section 4.7. The behavior of the solutions with changes in problem parameters follows essentially similar patterns to the normal distribution.

### 4.3 Multi-station Assembly Problem

The single job multi-station assembly system consists of a series of individual stations of the type described in Section 4.2 and represented in Figure 4b. The total expected cost function for the single job problem can be determined by applying defining equations (3.1) and (3.2) recursively and, summing up the part and subassembly waiting costs as per equations (3.3) and (3.4) over all stations.

\[
E(TC) = \sum_{i=1}^{N} [CS_i[E(\max(F_{i-1}, D_i)) - \mu_{F_{i-1}}] + CE_i[E(\max(F_{i-1}, D_i)) - \mu_{D_i}]] \tag{4.9}
\]

The cost pertaining to the makespan of the job is implicitly considered in the subassembly waiting costs. Equivalently, should this cost need to be considered separately, it is simply added on to the subassembly cost at each station.

The determination of optimal finished assembly delivery dates can be modelled within the same framework as above by creating a dummy \((N+1)\)th station at the end of the line, with \(\sigma_{D_{N+1}} = 0, \mu_{P_{N+1}} = 0, \sigma_{P_{N+1}} = 0\) and \(CE_{N+1} = \) the tardiness cost per unit time. The cost calculation for the due date setting station has to be done using the expressions derived in Section 3.8 for the maximum of a random variable and a con-
stant. The optimal delivery date for the dummy part is then the optimal assembly delivery date. If the delivery date is customer specified, then all other decisions are translated by the amount required to make the optimal delivery date equal to the specified date.

4.3.1 Initial Solution Approaches

The single station solution derived in Section 4.2 considers each station in isolation. It does not consider the effect the decisions taken at that station have on the costs at later stations. In order to be optimal, the solution technique must consider the interrelations between the stations, specifically the effect of \( \mu D \) on the expected cost function at later stations.

Dynamic Programming

Sarin and Das (1987) developed a Dynamic Programming approach to solve this problem with normally distributed delivery times and deterministic processing times. In this approach, each assembly station is modelled as a DP decision stage. The individual return function for each stage is the expected cost for that stage alone, and the overall return function is the cumulative sum of all individual return functions up to that stage. In order to capture the interrelation between the stages, the derivative of the return at the previous stage has to be included when deriving the optimal policy for the current stage.

The ability to determine the optimal single stage return in closed form for the normal distribution enables determination of the derivative of return transferred from
the previous stage in closed form as well. However, this proves to be of an extremely cumbersome form, and therefore a regression model is utilized to approximate the derivative and retain a form that is similar to the individual stage derivative, in order to enable further derivation in closed form. Ranges of parameter values are considered in developing the regression model, and the results are shown to be effective compared to previously reported methods of scheduling such as the safety buffer rule.

Since only deterministic processing times are considered in the DP approach, \( \sigma F^i = \sigma S^i \). If processing times are random, then \( \sigma F^i = \sigma S^i + \sigma P^i \). Therefore, in order to incorporate random processing times in the DP approach, the equation defining the return transferred from the previous stage has to be altered to include the effect of this change in variance. Consequently, a new regression model must be developed to approximate its derivative. This will cause further errors in the approximation and affect the quality of the solution.

For non-normal distributions, even the single stage return cannot be optimized in closed form, so there is no way to analytically represent the optimal policy and the derivative of the transferred return. Attempts to obtain approximations or transformations that could be used in conjunction with the DP methodology were not successful. Therefore, other means of solving the problem need to be explored.

**Nonlinear Programming**

The problem on hand is that of minimizing a nonlinear objective function without any constraints, since the restrictions due to precedence are already built into the objective function. It was therefore decided to explore unconstrained nonlinear opti-
mization techniques as a solution approach, with the hope that the insights resulting from the solution may aid in developing specially tailored solution methods.

Prior to application of the optimization technique, attempts were made to understand the behavior of the objective function, specifically with respect to convexity and unimodality, since the effectiveness of the technique depends on these factors. The objective function for the two station problem, which follows the structure shown in Figure 6a, is given by \( E(TC) = E(TC_i) + E(TC_{i+1}) \). Here \( E(TC_i) \) and \( E(TC_{i+1}) \) represent the contributions from stations \( i \) and \( i+1 \) respectively, and the optimal values of \( \mu D_i \) and \( \mu D_{i+1} \) need to be determined. Since \( \mu D_{i+1} \) appears only in the second term, its optimal value is the same as the single station solution, given the input \( \mu F_i \) and \( \sigma F_i^2 \) arising out of the decision at station \( i \). The corresponding optimal objective function value for station \( i+1 \) is obtained from equation (4.5), and is

\[
E(TC^*_{i+1}) = (C_S_{i+1} + C_E_{i+1}) \psi(\alpha^*_{i+1}) \sqrt{(\sigma F_i^2 + \sigma D_{i+1}^2)}
\]

This expression can replace the second term in the two station objective function \( E(TC) = E(TC_i) + E(TC_{i+1}) \), since the optimal decision at station \( i+1 \) will be translated according to the decision at station \( i \). Since the costs are positive, this term is a monotonically increasing function of \( \sigma F_i^2 \), the finish time variance of the previous stage. Both terms in the objective function are functions of \( \mu D_i \), where the first term is simply the single station objective function for station \( i \), and the dependency of the second term is through the variance of finish time \( \sigma F_i^2 \). The first term as a function of \( \mu D_i \) is known to be convex (Sarin and Das, 1987), but the behavior of the second term needs to be examined. The Hessian matrix even for the normal distribution is too complex to draw any conclusions analytically, and that for non-normal distrib-
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Figure 6. Relationships in Two Station Problem
utions is even more intractable. It was therefore necessary to use other means to understand this behavior.

As mentioned earlier, the second term in the objective function is a monotonically increasing function of the variance of the operation finish time \( \sigma F_i^2 \), which in the deterministic processing case is simply the variance of \( S_i = \max(F_{i-1}, D_i) \). The behavior of \( \sigma S_i^2 \) as a function of \( \mu D_i \) is shown in Figure 6b for different combinations of \( \sigma S_i^2 \) and \( \sigma D_i^2 \). If these variances are equal, \( \sigma S_i^2 \) attains its minimum value at \( \mu F_{i-1} = \mu D_i \) and tends asymptotically to either variance value on each side. As the difference between the variances increases, the minimum variance point shifts towards the smaller variance and becomes less distinct, and the function goes asymptotically to the variance of the dominating variable, \( \sigma S_i^2 \) for small \( \mu D_i \) and \( \sigma D_i^2 \) for large \( \mu D_i \). Eventually, it becomes altogether asymptotic between the two extremes. It can be concluded that \( \sigma S_i^2 \) and \( \sigma F_i^2 \) are not convex functions of \( \mu D_i \).

The second term in the objective function is a monotonically increasing function of \( \sigma F_i^2 \), which as shown above is not a convex function of \( \mu D_i \). Therefore this term in the objective function is not a convex function of \( \mu D_i \). It does have bounds, however, determined by the local and asymptotic extrema. The total cost as a function of \( \mu D_i \) is the summation of this term and the first term which is convex, and will have a finite minimum since both terms have finite minima. However, it could not be shown to be unimodal in general. The exact properties depend on the relative magnitudes of costs and variances at the stations.

In order to further understand the behavior of the function, a number of numerical tests of convexity were performed for a variety of cost and variance structures, using the linear combination method. The tests were limited to situations where the part
has a non-zero cost but is less expensive than the subassembly, so that the region of interest is limited to the left of $\mu F_{x,1}$. In the problems tested, the 2 station objective function turned out to be reasonably well behaved.

The function satisfies the convexity conditions in problems that are balanced in costs and variances, but when the values get considerably unbalanced, convexity gets violated in some problems. However the tests showed that the function retains strong quasi-convexity in cases where convexity is violated. To illustrate the behavior of the objective function, the contours for a sample 2 station problem are graphed in Figure 7. This problem is unbalanced in variances and the objective function is not convex in the region marked. Some of the contours appear to consist of piecewise linear segments, implying only strict quasi-convexity. However, that is due to the grid accuracy limitations in plotting the contours, and numerical tests verify that the function is strongly quasi-convex over the entire range. The optimal solution is shown by the intersection of the two reference lines.

Extensive numerical tests have been done for up to three station problems, and the same property holds for all the distributions considered. Consequently, unconstrained nonlinear programming methods can be applied to determine the minimum cost decisions. Of course, these properties may not continue to hold true for larger problems, but in the absence of analytical methods it is difficult to draw conclusions either way. However, since the quasi-convexity holds true for up to three station problems, it is expected to hold true for larger problems as well. This property has been subsequently confirmed by the fact that the solutions using this approach are never inferior to those obtained by other methods, and multiple starts always resulted in solutions in the same vicinity.
Problem parameters: $\mu F_0 = 25$, $\sigma F_0 = 0.5$, $\sigma D_1 = 4$, $\sigma D_2 = 0.001$, $\mu P_1 = 5$, $\sigma P_1 = 0$

$$CE_1 = 1, CE_2 = 5, CS_1 = 1, CS_2 = 2.5$$

Optimal Solution: $\mu D_1 = 21.12$, $\mu D_2 = 30.86$, $TC^* = 7.79$

Region of Non-convexity

![Objective Function Contours](image)

Figure 7. Objective Function Contours for a 2 Station Problem
Considering the difficulty of obtaining expressions for the first derivatives even for small problems, the choices to search for the optimal solution are restricted to methods that do not require derivatives. Note that the numerical evaluation of the function for a given set of decisions can be done without difficulty by recursive application of equations (3.1), (3.2) and (4.9) together with the formulae for the moments of the maximum function for the distribution being considered. Consequently, two approaches were tried to search for the optimal solution. The first one is a function evaluation based nonlinear programming (NLP) search approach, and the second one is based on the optimization of individual stages in isolation.

As part of the first approach, two different methods have been experimented with. The Hooke and Jeeves method was first applied since it is a simple, easily implemented and reliable method (Avriel, 1976). Subsequently, Powell's method was implemented, since it is regarded as one of the best unconstrained optimization methods without the use of derivatives (Himmelblau, 1972, Avriel, 1976). Multiple starts were used to check if the solution always converged to the same solution, in an attempt to verify if there was multimodality in the objective function.

**Independent Solution Method**

The other solution approach attempted is based on the single station solution, optimizing each successive station in isolation. This method is subsequently referred to as the Independent Solution method (ISM). The idea is to repetitively apply the method of Section 4.2 to each station, starting at station 1, according to the following scheme.
1. At station $i$, determine the independent optimal policy $u_{D_i}$, given the input to the station $\mu_{F_i}$, $\sigma_{F_i}$, and $\sigma_{D_i}$, and the associated cost parameters $CS_i$ and $CE_i$.

2. Given the independent optimal policy for station $i$, determine the mean $\mu_{S_i}$ and the variance $\sigma_{S_i}^2$ of operation start time, using the formulae for the moments of the maximum.

3. Determine the mean $\mu_{F_i}$ and the variance $\sigma_{F_i}^2$ of operation finish time using the means and variances of operation start times and the processing times at station $i$. These finish times become the input to the next station.

4. Continue steps 1-3 until decisions are determined for all stations.

### 4.3.2 Comparison of Solutions

In order to assess the quality of the solution obtained and the relative performance of different methods, the DP methodology was also implemented using the computer programs from Das (1985). A number of sample 2 and 3 station problems was run using these three methods, both without and with prespecified due dates (by setting $\sigma_{D_{N+1}} = 0$). The tests were done for normally distributed delivery times with deterministic processing times, since the DP solution methodology has been developed for that scenario only. To ensure consistency, the total expected costs for the decisions obtained from each method were determined by a common cost calculation routine. The results for the sample problems are shown in Table 4.

It can be seen that the solution from the nonlinear optimization technique is always superior to all the other methods. In no case does it result in a solution inferior to the other methods. Experimentation with multiple starts occasionally resulted in
Table 4. Comparison of NLP, ISM and DP Methods for 3 Station Problems

Initial Problem:
$\mu F_0 = 15, \sigma F_0 = \sigma D_1 = \sigma D_2 = 2, \sigma D_3 = 0.001, \mu P_1 = 5, \sigma P_1 = 0$
$CE_1 = CE_2 = 1, CE_3 = 8, CS_1 = 1, CS_2 = 2.5, CS_3 = 4$

<table>
<thead>
<tr>
<th>No.</th>
<th>Variation</th>
<th>Meth</th>
<th>TC</th>
<th>% Error</th>
<th>$\mu D_1$</th>
<th>$\mu D_2$</th>
<th>$\mu D_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>--</td>
<td>NLP</td>
<td>11.806</td>
<td>0.04</td>
<td>15.00</td>
<td>19.78</td>
<td>27.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>11.811</td>
<td>15.00</td>
<td>19.66</td>
<td>27.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>15.237</td>
<td>29.06</td>
<td>13.12</td>
<td>15.45</td>
<td>26.19</td>
</tr>
<tr>
<td>2</td>
<td>$CE_3 = 20$</td>
<td>NLP</td>
<td>14.224</td>
<td>15.00</td>
<td>19.81</td>
<td>28.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>14.232</td>
<td>0.06</td>
<td>15.00</td>
<td>19.66</td>
<td>28.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>18.995</td>
<td>33.54</td>
<td>12.26</td>
<td>15.19</td>
<td>26.99</td>
</tr>
<tr>
<td>3</td>
<td>$CE_3 = 3$</td>
<td>NLP</td>
<td>9.414</td>
<td>15.00</td>
<td>19.75</td>
<td>26.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>9.416</td>
<td>15.00</td>
<td>19.66</td>
<td>26.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>12.038</td>
<td>27.88</td>
<td>13.78</td>
<td>15.70</td>
<td>25.36</td>
</tr>
<tr>
<td>4</td>
<td>$\sigma D_1 = 4$</td>
<td>NLP</td>
<td>15.526</td>
<td>12.51</td>
<td>19.88</td>
<td>27.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>18.815</td>
<td>8.31</td>
<td>15.00</td>
<td>19.92</td>
<td>28.29</td>
</tr>
<tr>
<td>5</td>
<td>$\sigma D_1 = 0.5$</td>
<td>NLP</td>
<td>8.554</td>
<td>16.88</td>
<td>19.90</td>
<td>27.59</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>9.684</td>
<td>13.21</td>
<td>15.00</td>
<td>19.50</td>
<td>26.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>10.882</td>
<td>27.21</td>
<td>15.28</td>
<td>16.66</td>
<td>26.47</td>
</tr>
<tr>
<td>6</td>
<td>$\sigma F_1 = 4, \sigma D_1 = 4$</td>
<td>NLP</td>
<td>19.735</td>
<td>15.00</td>
<td>22.13</td>
<td>29.72</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>20.614</td>
<td>4.45</td>
<td>15.00</td>
<td>20.07</td>
<td>29.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>31.376</td>
<td>58.99</td>
<td>8.14</td>
<td>12.38</td>
<td>26.92</td>
</tr>
<tr>
<td>7</td>
<td>$CS_1 = 10, CS_2 = 11.5, CS_3 = 13, CE_3 = 26$</td>
<td>NLP</td>
<td>34.327</td>
<td>12.49</td>
<td>17.50</td>
<td>26.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>35.469</td>
<td>3.33</td>
<td>11.22</td>
<td>16.26</td>
<td>25.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>38.465</td>
<td>12.05</td>
<td>9.68</td>
<td>14.77</td>
<td>25.89</td>
</tr>
<tr>
<td>8</td>
<td>$CS_1 = 10, CS_2 = 11.5, CS_3 = 13, CE_3 = 26, \sigma D_1 = 4, \sigma D_2 = 4$</td>
<td>NLP</td>
<td>44.136</td>
<td>8.73</td>
<td>13.67</td>
<td>26.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>44.175</td>
<td>0.09</td>
<td>9.03</td>
<td>13.92</td>
<td>26.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>45.830</td>
<td>3.84</td>
<td>6.59</td>
<td>11.66</td>
<td>25.95</td>
</tr>
<tr>
<td>9</td>
<td>$CE_1 = 2, CS_2 = 3.5, CS_3 = 5, CE_3 = 10$</td>
<td>NLP</td>
<td>14.810</td>
<td>15.76</td>
<td>19.86</td>
<td>27.60</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>14.912</td>
<td>0.69</td>
<td>16.22</td>
<td>19.84</td>
<td>27.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>17.271</td>
<td>16.62</td>
<td>14.91</td>
<td>16.20</td>
<td>26.81</td>
</tr>
<tr>
<td>10</td>
<td>$CE_1 = 2, CS_2 = 3.5, CS_3 = 5, CE_3 = 10, \sigma D_1 = 4$</td>
<td>NLP</td>
<td>21.091</td>
<td>13.88</td>
<td>20.08</td>
<td>27.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>23.634</td>
<td>12.06</td>
<td>16.93</td>
<td>20.14</td>
<td>29.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>24.772</td>
<td>17.45</td>
<td>13.35</td>
<td>15.36</td>
<td>27.17</td>
</tr>
</tbody>
</table>
different values for the $\mu D$'s, but the values were in the same vicinity, and the differences in objective function value were insignificant. This suggests that the objective function could be relatively insensitive in the neighborhood of the optimum. None of the tests produced any significant indications of multi-modality. The number of evaluations required ranged from about 100 for 2 station problems to about 1000 for 10 station problems. It must be noted, however, that the computational effort required in a function evaluation also increases with the number of stations.

While the DP methodology performed reasonably well without due date setting, its performance deteriorated considerably when due dates were introduced. Examination of the approximation reveals that one of the terms in the regression equation is $(\sigma D)^c$, with $C = -0.58349$, so setting $\sigma D_{n+1} = 0$ to fix due dates drives that term to infinity. Even when very small values such as 0.001 were used for $\sigma D_{n+1}$, to set due dates, the performance remained poor, in some cases resulting in errors of over 50%. Later when larger problems of up to 10 variables were tried, it was found that even without due date setting, the performance of the DP approach deteriorated with problem size. The results of some 10 station problems are shown in Table 5.

A surprising observation from the runs was the remarkable performance of the independent station solution method. In many of the 2 and 3 station problems it gave results almost identical to the nonlinear programming based solution, being within about 5% of the optimum in many of the problems, and it requires only a fraction of the computational effort. Compared to the DP solution method, it was superior in most cases even without due dates, and at worst, it was only marginally inferior. This ranking in performance continued to hold even when larger problems of up to 10
Table 5. Comparison of NLP, ISM and DP Methods for 10 Station Problems

Initial Problem:
\[ \mu F_0 = 15, \sigma F_0 = \sigma D_i = 2, i = 1, \ldots, 9, \mu P_i = 5, i = 1, \ldots, 9, \mu P_{10} = 0, \sigma P_i = 0, i = 1, \ldots, 10 \]
\[ CE_i = 1, i = 1, \ldots, 9, CE_{10} = 30, CS_1 = i, CS_2 = 2.5, CS_3 = 4, CS_4 = 5.5, CS_5 = 7, \]
\[ CS_6 = 8.5, CS_7 = 10, CS_8 = 11.5, CS_9 = 13, CS_{10} = 15 \]

<table>
<thead>
<tr>
<th>Pr. No.</th>
<th>Variation</th>
<th>Method</th>
<th>( \sigma_{10} = 2 )</th>
<th>% Error</th>
<th>TC</th>
<th>% Error</th>
<th>( \sigma_{10} = 0.001 )</th>
<th>TC</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>--</td>
<td>NLP</td>
<td>70.887</td>
<td>51.598</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>70.931</td>
<td>51.698</td>
<td>0.19</td>
<td>45.61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>92.056</td>
<td>75.131</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>( CE_{10} = 60 )</td>
<td>NLP</td>
<td>81.481</td>
<td>56.722</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>81.539</td>
<td>56.858</td>
<td>0.24</td>
<td>45.91</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>102.58</td>
<td>82.760</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>( CE_{10} = 10 )</td>
<td>NLP</td>
<td>55.561</td>
<td>44.181</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>55.588</td>
<td>44.235</td>
<td>0.12</td>
<td>45.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>74.898</td>
<td>64.095</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>( \sigma D_i = 4 )</td>
<td>NLP</td>
<td>74.943</td>
<td>56.119</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>77.649</td>
<td>60.143</td>
<td>7.17</td>
<td>40.43</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>95.631</td>
<td>78.806</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>( \sigma D_i = 0.5 )</td>
<td>NLP</td>
<td>67.086</td>
<td>45.353</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>68.495</td>
<td>48.586</td>
<td>7.13</td>
<td>5.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>72.912</td>
<td>47.850</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>( \sigma F_i = 4, \sigma D_i = 4 )</td>
<td>NLP</td>
<td>79.703</td>
<td>61.423</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>83.526</td>
<td>67.316</td>
<td>9.59</td>
<td>108.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>140.10</td>
<td>128.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>( CS_1 = 10, CS_2 = 12.5, \ldots, CS_{10} = 25, CE_{10} = 50 )</td>
<td>NLP</td>
<td>111.37</td>
<td>80.810</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>113.87</td>
<td>85.712</td>
<td>6.07</td>
<td>18.66</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>121.63</td>
<td>95.891</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>( CS_1 = 10, CS_2 = 12.5, \ldots, CS_{10} = 25, CE_{10} = 50 )</td>
<td>NLP</td>
<td>116.24</td>
<td>86.327</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>118.66</td>
<td>91.200</td>
<td>5.64</td>
<td>15.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>125.51</td>
<td>99.959</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>( CE_1 = 2, CS_2 = 3.5, \ldots, CS_{10} = 16, CE_{10} = 32 )</td>
<td>NLP</td>
<td>82.505</td>
<td>62.723</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>88.420</td>
<td>71.373</td>
<td>13.79</td>
<td>42.43</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>108.24</td>
<td>89.337</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
variables were run, although the decisions from the independent solution method were not always as close to the optimal values as for smaller problems.

The safety buffer rule (Das and Sarin, 1987) using a safety factor of 1 standard deviation was also tested along with the other methods, and it consistently performed the worst. Because it applies a fixed safety factor to each problem regardless of the costs involved, it yields the same decisions even if the costs change. The errors ranged from 12% to 96% in the 3 station problems and from 17% to 97% in the 10 station problems.

From the results of the sample problems, it appears that the DP methodology cannot be used effectively in its present form in the presence of due dates or when variances are small. The errors in the DP model arise out of the regression approximation for the transferred derivative. The form of the equation is constrained by the necessity of a form similar to the stage derivative, to enable closed form solution. Attempting to improve the capability of the regression equation, to enable setting due dates, is likely to result in more complicated forms that may not be possible to optimize in closed form, thus defeating its purpose. In any case, there is no guarantee of finding a suitable form. The difficulty of extending the DP approach to non-normal distributions and random processing times is also a serious limitation on its generality.

In view of the clear rankings in performance and the other difficulties outlined above, the DP approach was not found attractive enough to pursue further. The approach taken subsequently has been to initially use NLP to solve the problem. These solutions can be used to generate understanding and insights about the single job problem and its variations, and possibly help in developing simpler methods later.
The remarkable performance of the single station solution approach (ISM) suggested that reasonably good solutions could be obtained with little computational effort. Moreover, if some suitable correction factors could be determined, that would bring its solution even closer to the optimal solution. The determination of these correction factors and the approximate solution method is addressed in Section 4.5. The solution of the multi-station problem with random processing times is discussed next.

4.4 Incorporation of Random Processing Times

Variability in processing times could affect the decisions because of the changes that occur in the variances from station to station, since now \( \sigma_P^2 = \sigma_S^2 + \sigma_P^2 \). In order to assess the changes in costs and decisions due to this variation, the same set of problems as before was run with processing time variances added. The solution methods work in exactly the same way as before, the only changes being in the calculation of finish time variances. Table 6 compares the results for the sample 3 station problems for different levels of processing time variance using the normal distribution.

According to the results of these runs, random processing affects the costs and decisions in the following ways.
### Table 6. Effect of Processing Time Variability on Costs and Decisions for 3 Station Problems

**Initial Problem:**

\[
\mu F_0 = 15, \sigma F_0 = \sigma D_1 = \sigma D_2 = 2, \sigma D_3 = 0.001, \mu P_i = 5,
\]

\[
CE_1 = CE_2 = 1, CE_3 = 8, CS_1 = 1, CS_2 = 2.5, CS_3 = 4
\]

<table>
<thead>
<tr>
<th>No.</th>
<th>Variation</th>
<th>CV</th>
<th>TC</th>
<th>µD_1</th>
<th>µD_2</th>
<th>µD_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>--</td>
<td>0</td>
<td>11.806</td>
<td>15.00</td>
<td>19.78</td>
<td>27.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>13.999</td>
<td>15.00</td>
<td>19.95</td>
<td>27.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>18.684</td>
<td>15.00</td>
<td>20.22</td>
<td>28.25</td>
</tr>
<tr>
<td>2</td>
<td>CE_3 = 20</td>
<td>0</td>
<td>14.224</td>
<td>15.00</td>
<td>19.81</td>
<td>28.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>17.140</td>
<td>15.00</td>
<td>20.05</td>
<td>28.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>23.293</td>
<td>15.00</td>
<td>20.47</td>
<td>29.85</td>
</tr>
<tr>
<td>3</td>
<td>CE_3 = 3</td>
<td>0</td>
<td>9.414</td>
<td>15.00</td>
<td>19.75</td>
<td>26.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>10.885</td>
<td>15.00</td>
<td>19.83</td>
<td>26.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>14.087</td>
<td>15.00</td>
<td>19.92</td>
<td>26.40</td>
</tr>
<tr>
<td>4</td>
<td>σD_1 = 4</td>
<td>0</td>
<td>15.526</td>
<td>12.51</td>
<td>19.88</td>
<td>27.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>17.346</td>
<td>12.75</td>
<td>20.05</td>
<td>27.69</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>21.549</td>
<td>13.13</td>
<td>20.34</td>
<td>28.43</td>
</tr>
<tr>
<td>5</td>
<td>σD_1 = 0.5</td>
<td>0</td>
<td>8.554</td>
<td>16.88</td>
<td>19.90</td>
<td>27.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>11.819</td>
<td>16.26</td>
<td>20.01</td>
<td>27.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>17.172</td>
<td>15.85</td>
<td>20.20</td>
<td>28.19</td>
</tr>
<tr>
<td>6</td>
<td>σF_1 = 4, σD_1 = 4</td>
<td>0</td>
<td>19.735</td>
<td>15.00</td>
<td>22.13</td>
<td>29.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>21.133</td>
<td>15.00</td>
<td>22.11</td>
<td>29.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>24.677</td>
<td>15.00</td>
<td>22.07</td>
<td>30.31</td>
</tr>
<tr>
<td>7</td>
<td>CS_1 = 10, CS_2 = 11.5, CS_3 = 13, CE_3 = 26</td>
<td>0</td>
<td>34.327</td>
<td>12.49</td>
<td>17.51</td>
<td>26.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>41.321</td>
<td>12.26</td>
<td>17.45</td>
<td>26.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>56.431</td>
<td>11.96</td>
<td>17.29</td>
<td>26.89</td>
</tr>
<tr>
<td>8</td>
<td>CS_1 = 10, CS_2 = 11.5, CS_3 = 13, CE_3 = 26, σD_1 = 4, σD_3 = 4</td>
<td>0</td>
<td>44.136</td>
<td>8.73</td>
<td>13.67</td>
<td>26.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>50.442</td>
<td>8.78</td>
<td>13.82</td>
<td>26.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>64.711</td>
<td>8.83</td>
<td>14.05</td>
<td>26.86</td>
</tr>
<tr>
<td>9</td>
<td>CE_3 = 2, CS_2 = 3.5, CS_5 = 5, CE_3 = 10</td>
<td>0</td>
<td>14.810</td>
<td>15.76</td>
<td>19.86</td>
<td>27.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>17.584</td>
<td>15.83</td>
<td>20.03</td>
<td>27.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>23.503</td>
<td>15.93</td>
<td>20.26</td>
<td>28.63</td>
</tr>
<tr>
<td>10</td>
<td>CE_3 = 2, CS_2 = 4.5, CS_5 = 5, CE_3 = 10, σD_3 = 4</td>
<td>0</td>
<td>21.091</td>
<td>13.88</td>
<td>20.08</td>
<td>27.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>23.248</td>
<td>14.16</td>
<td>20.24</td>
<td>28.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4</td>
<td>28.321</td>
<td>14.62</td>
<td>20.49</td>
<td>28.97</td>
</tr>
</tbody>
</table>
1. The operation finish time variances are significantly higher with random processing times than with deterministic processing times. This is due to the fact that now $\sigma F_i^2 = \sigma S_i^2 + \sigma P_i^2$, whereas with deterministic processing times $\sigma F_i^2 = \sigma S_i^2$.

2. There is a clearly rising trend in costs as processing time variability increases, due basically to the increase in finish time variances. Increasing the processing time coefficients of variation from 0 to 0.4 for all operations increased the optimal policy costs by as much as 100% in problem 5 which had the lowest variance to start with, and by 60% in problems 1, 2, 3, 7 and 9. The effect on the costs in problems that had high part variances to start with is of the order of 30-40%, because the marginal increase in variances is lower.

3. The interval between the part due dates and between the completion times for successive stations increases for all the problems. For example, in problem 5, the interval between the part due dates for the first and third stations, $(\mu D_1 - \mu D_3)$, for the deterministic processing case is 10.71 units. This interval increases to 11.44 units when all processing time standard deviations are increased to 1 unit (CV = 0.2), and to 12.34 units when they are further increased to 2 units (CV = 0.4). This increase arises due to the building in of safety allowances for the processing times as well. Again, the same problems as above showed the highest increases in safety times for processing operations.

4. The addition of processing time variances appears to damp the effect of decisions taken at previous stations, since the stages are linked together mainly by the finish time variances. The addition of a very large processing time variance may allow very little of the effect of a decision to be transmitted to variance at the next
station. By contrast, deterministic processing times transmit totally the effect of a change in the variance.

In the context of the approximation technique developed in the next section, this means that the correction factors may need to be further adjusted to account for the processing time variances. These adjustments are discussed and derived in Section 4.5.4.

4.5 Development of Approximate Solution Method for Normal Distribution

The optimal solution to the problem is a function of relative variances of parts and subassemblies, the relative costs of parts and subassemblies, the number of stations on the line, and the relative costs between stations all along the line. The ISM method ignores downstream factors, specifically the effect a decision taken at a station has on the finish time variance, which is the input to the subsequent station and affects later ones as well. In order to obtain good solutions this effect must be considered to give the method some limited look-ahead capability. In this section, an approximate solution technique based on the independent solution method is developed to correct for some of these effects. While it may not be possible to capture all the factors, at least the most dominant ones must be considered so that reasonably good solutions may be obtained.
One method of incorporating some look-ahead capability in a piecewise solution approach is to solve a set of overlapping sub-problems. For example, rather than solve a series of single station problems, one could solve a 2 or 3 station problem optimally, use the results to ‘freeze’ the decision at the first station, and solve another such problem starting from the next station. Such an approach, termed the Rolling Horizon method (ROH) would consider at least some of the downstream factors. It would definitely be closer to the optimal solution than a totally independent solution.

Initial investigation showed that the errors from the Rolling Horizon method, with a horizon length of 3 stations, fall in a much narrower range than the ISM approach. However, since all possible factors are still not considered, it is still not good enough to be used directly without any correction, especially in long lines. Therefore, even for this method we need to determine appropriate correction factors to bring the solutions closer to optimality. In view of the greater number of parameters now internal to each sub-problem, the reasons and magnitudes of the corrections are more difficult to isolate. On the other hand, with the ISM approach, the correction factors are relatively easier to understand and determine. It was therefore decided to initially base the approximate solution on the totally independent solution with correction factors, and later incorporate some features of the ROH method to improve its performance.

The approach taken has been to solve a set of identical problems using the NLP and ISM methods, and use the solutions to identify the differences and their sources. For the purpose of the study, measurement of the effects of changes has been done at the first station. The same changes can similarly be applied to the remaining stations. It has also been assumed in creating the data sets that the subassembly is
at least as expensive as the part, and that the total costs are non-decreasing down the line.

Preliminary tests showed that if the costs and variances of the part and subassembly at a station were identical, the ISM method resulted in exactly the same decision at that station as those obtained by the NLP method. However, the solutions differ if the variances or the costs are different. The magnitude of the difference is a function of the amount of change, the downstream cost ratios between stations, and the number of stations downstream of the station at which the changes are made. Since the last station cannot affect any stations, no corrections are required there. The key parameters that affect the presence and the magnitude of the error are identified as:

1. Difference between part and subassembly standard deviation $DS_i = \sigma D_i - \sigma F_{i-1}$
2. Cost proportion of the part at the station $CP_i = \frac{CE_i}{CS_i + CE_i}$
3. Cost ratio between stations $CR_i = \frac{CS_{i+1} + CE_{i+1}}{CS_i + CE_i}$
4. Number of stations downstream of the station $= N - i$

The individual sources of error are now examined individually.

### 4.5.1 Sources of Error in Independent Solution Method

1. **Difference in Variance**
   
   If the part and subassembly costs and variances are the same ($CP_i = 0.5$ and $DS_i = 0$), then the optimal value is $\mu D_i = \mu F_{i-1}$. This is because the minimum variance
of finish time ($\sigma F_i^2$) is realized at that value, as can be seen in Figure 6b. If $CP_i = 0.5$ but $DS_i > 0$, the ISM method still results in $\mu D_i = \mu F_i$. However, the optimal policy reduces the value of $\mu D_i$ so that $\mu F_i$ can become more dominant and thus reduce $\sigma F_i^2$. The greater the value of $DS_i$, the greater is the magnitude of this shift, in order to provide for greater protection against variability. The magnitude of the shift depends on the values of $DS_i$ and $CR_i$, since a balance must be struck between the costs at successive stages. Also, since the effects of the change in variance are transmitted down the line, the error increases as the number of downstream stations increases.

2. Effect of Cost Proportion

If $DS_i = 0$ and $CP_i < 0.5$, the single station solution reduces the value of $\mu D_i$ by an amount depending upon the value of $CP_i$. The smaller the relative cost of part inventory, the greater the reduction, in order to prevent the more expensive subassembly having to wait for the part. This expediting of the part tends to increase $\sigma F_i^2$, since its minimum value occurs at $\mu D_i = \mu F_i$, so the optimal solution moves the decision back in the direction of $\mu F_i$. Again, the magnitude of the shift depends on the $CP_i$ and $CR_i$ values and the number of stations remaining.

3. Effect of Cost Ratio

If $DS_i = 0$ and $CP_i = 0.5$, varying the values of $CR_i$ makes no difference to the optimal decision and it remains at $\mu D_i = \mu F_i$. However, if either $DS_i \neq 0$ or $CP_i \neq 0.5$, then the magnitude of the error increases as $CR_i$ increases. Although all downstream ratios affect the error, the effect declines rapidly with increasing distance between the station being considered and the station where the cost ratio changes. The immediate cost ratio remains the most dominant, unless there are major changes in the cost structure down the line.
4. Effect of Number of Downstream Stations

Again, if $DS_i = 0$ and $CP = 0.5$, varying the number of downstream stations makes no difference to the decision at that station. However, if either $DS_i \neq 0$ or $CP \neq 0.5$, then the magnitude of the error increases as the number of downstream stations increases.

To summarize the results of the preliminary tests, the relative variances and cost proportions determine whether or not a correction is required. If a correction is required, the magnitude depends on the extent of this difference, the cost ratio and the number of downstream stations.

A series of experiments were then conducted to determine these correction factors empirically. The strategy was to vary only one of the factors one at a time at the first station, and measure the effect of the change by the difference $\Delta$, between the ISM decision at that station and the solution from NLP, that is, $\Delta_i = \mu D_i - \mu D_i'$. The objective was to develop a set of approximating equations that enable determination of the appropriate correction factor at a station for a given set of parameter values. For simplicity, the correction factors were taken to be additive. To the extent possible, it was attempted to keep the relations linear in standard deviations, which can be interpreted as scaling factors for the time unit, and in terms of ratios in costs so that the approach is not sensitive to scale changes.

The experimental data were set up with $\mu F_1 = 15$, $\sigma F_1 = 2$, with the values of CR ranging from 1.0 to 12.0 at the first station as well as down the line. Since costs are assumed to be increasing down the line, values of CR less than 1 have not been considered. The upper limit of CR = 12 is chosen as a reasonable estimate of the
largest magnitude of value addition expected over a single stage. The length of the lines ranged from 1 to 10 stations, and all processing times were deterministic. The experiments were first run with all $DS_i = 0$ and $CP_i = 0.5$ to confirm that changing the ratios and number of stations did not cause any errors by themselves. When this was found to be true, the other experiments were run by varying the $DS_i$ and $CP_i$ values separately to isolate the effects of the change and measuring the resulting error. The ranges of variation considered for the $DS_i$ and $CP_i$ values are stated in the corresponding sections.

### 4.5.2 Correction for Variance

The effect of changing the variance was tested for different values of $\sigma D_i$ and $\sigma F_i$ in the range 0.5 to 8 units. Initially, a range of 0.5 to 4 units was considered, and enlarging the range to 0.5-8 showed that the behavior remained similar. Hence, this range of variability was found to be general enough to study the system behavior changes. The $DS_i$ values ranged from -6.0 to 6.0. Figure 8 shows the results of these runs. The tests showed that the error is almost linear in the number of stations. The dependence of the intercept (AV) and slope (BV) of this linear relationship on the magnitude of $DS_i$ is shown in Figure 9a. For the range of variation considered, the intercept and the slope are approximately proportional to $DS_i$.

Further experiments were conducted to measure the effect of changing all cost ratios (CR's) down the line uniformly. These are shown in Figure 9b for a value of $DS_i = 2$, for CR values between 1 and 4. The results show that the error is still almost linear in the number of stations, but the intercepts and the slopes differ for varying
Figure 8. Effect of Change in Variance for Different DS Values
a) Intercept and Slope of Variance Correction vs $DS_1$

b) $\Delta_1$ vs. Number of Stations for different CR values

Figure 9. Effect of Change in Variance
values of $CR_i$. Similar trends were observed when higher cost ratios were considered. The effect of varying selected downstream ratios was also studied, and it was found that the effect of the $CR_i$ value at that station was the most dominant. However, if there is a large increase in downstream cost ratio, the decisions are affected although the effect declines rapidly as the distance to the station where the change occurs increases. In such a case, experimentation showed that the error is governed approximately by

$$ACR_i = \max\left(\frac{CS_{i+k} + CE_{i+k}}{CS_i + CE_i}\right)^{1/k}, \quad k = 1, \ldots, N - k$$

where $ACR_i$ is the adjusted cost ratio. This adjustment, though empirically determined, is consistent with the results in case the same cost ratio is maintained between all stations. Changes in downstream part variances did not make an appreciable difference.

Now that the most significant sources of error have been identified, equations to determine the correction factor can be formulated. To completely specify the equations, the values of the intercept ($AV_i$) and the slope ($BV_i$) per unit $DS_i$ have to be determined for a particular value of $ACR_i$. The relationship between these parameters and the ratios was found to be nonlinear, so a quadratic approximation was fitted using the data points generated. The resulting equations for the variance correction factor for $i < N$ and deterministic processing times are

$$\Delta^V_i = (AV_i + \sum_{k=i+1}^{N-1} BV_i) \quad (4.10)$$

$$AV_i = -(-0.01461ACR_i^2 + 0.31393ACR_i + 0.14990)DS_i \quad (4.11)$$
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\[ BV_i = - ( -0.00927ACR_i^2 + 0.14457ACR_i - 0.09764)DS_i \] (4.12)

The subscript \( k \) does not appear inside the summation in equation (4.10) because a constant value is being added \((N-i-1)\) times. However, this form has been used for consistency with the form used in Section 4.5.4. These equations can be used to determine the necessary correction factors due to a difference in variance at the station being considered.

### 4.5.3 Correction for Cost Proportion

The effect of changing the cost proportion at station 1 was tested at five different levels of \( CP_1 \) in the range between 0.05 and 0.5. Since the subassembly is assumed to be at least as expensive as the part, values of \( CP \) greater than 0.5 have not been considered. The lower limit of \( CP = 0.05 \) has been chosen because values below that correspond to part cost below 5% of the total cost at the station, which would make the impact of part cost relatively insignificant in decision making. The results of these tests are shown in Figure 10, and show that the error is almost linear in the number of stations. The relationship between the intercept (AP) and the slope (BP) with \((0.5 - CP_1)\) is shown in Figure 11a, and can be approximated as being directly proportional.

Further experiments were conducted to measure the effect of changing all cost ratios (CR’s) down the line uniformly. These are shown in Figure 11b for a value of \( CP_1 = 0.3 \), which falls approximately in the middle of the range considered, for CR values between 1 and 4. The results show that the error is still almost linear in the
Figure 10. Effect of Change in Cost Proportion for Different CP Values
a) Intercept and Slope of Cost Proportion Correction vs $(0.5 - CP_i)$

![Graph showing the relationship between intercept (AP) and slope (BP) vs $(0.5 - CP_i)$]

b) $\Delta_i$ vs. Number of Stations for different CR values

![Graph showing $\Delta_i$ vs the number of stations with different CR values]

Figure 11. Effect of Change in Cost Proportion
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number of stations but the intercepts and the slopes differ for varying values of CR. Similar trends were observed when higher cost ratios were considered. The effect of varying selected downstream ratios was also studied, and it was found that the effect of the CR value at that station was the most dominant. However, if there is a large increase in downstream cost ratio, the decisions are affected although the effect declines rapidly as the distance to the station where the change occurs increases. As in the variance correction, this error is governed approximately by the adjusted cost ratio, 

\[ ACR_i = \max \left( \frac{CS_{*k} + CE_{*k}}{CS_i + CE_i} \right)^{1/k} \]  

This adjustment is also consistent with the results in case the same cost ratio is maintained between all stations. Downstream changes in CP did not make an appreciable change in the error.

In order to develop equations determining the correction factor for CP, it is necessary to determine the values of the intercept (AP) and the slope (BP) for a particular value of ACR. The relationship between these parameters and the ratios was also found to be nonlinear, so a quadratic approximation was fitted using the data points generated. The resulting equations for the proportion correction factor for \( i < N \) and deterministic processing times are

\[
\Delta_i^p = (AP_i + \sum_{k=i+1}^{N-1} BP_i) \tag{4.13}
\]

\[
AP_i = (-0.01707ACR_i^2 + 0.38048ACR_i - 0.15472)(0.5 - CP_i)\sigma D_i \tag{4.14}
\]

\[
BP_i = (-0.00965ACR_i^2 + 0.13324ACR_i - 0.03230)(0.5 - CP_i)\sigma D_i \tag{4.15}
\]

The subscript k does not appear inside the summation in equation (4.13) because a constant value is being added \((N-i-1)\) times. However, this form has been used for
consistency with the form used in Section 4.5.4. These equations can be used to determine the necessary correction factors due to a difference in cost proportion at the station being considered.

4.5.4 Correction for Random Processing Times

The correction factors developed so far assume that processing times are deterministic, so that any effect of decisions on finish time variances is directly transmitted downstream. However, with random processing times, the effect at downstream station k is damped according to the relation

\[ VF_k = \frac{\sigma S_k}{\sigma F_k} = \frac{\sigma S_k}{\sqrt{\sigma S_k^2 + \sigma P_k^2}} \] (4.16)

where \( VF_k \) is the damping or adjustment factor required at the station being considered, due to downstream station k. Since the effect continues down the line, the net adjustment factor is the product of all such factors from station i to station k, and is given by

\[ NVF_k = \prod_{i=i}^{k} VF_i = \prod_{i=i}^{k} \frac{\sigma S_i}{\sqrt{\sigma S_i^2 + \sigma P_i^2}} \] (4.17)

However, during the operation of the algorithm, the start and finish time variances are not known a priori, since they are the outcome of the decisions taken. Therefore, they are estimated using the values obtained from the uncorrected independent sol-
ution. These estimates are used to adjust the correction factors computed by the formulae for each individual additional station in succession. Equations (4.10) and (4.13) are therefore modified to yield the following formulae.

\[ \Delta_i^v = (AV_i \cdot VF_i + \sum_{k=i+1}^{N-1} BV_i \cdot NVF_k) \]  \hspace{1cm} (4.18)

\[ \Delta_i^p = (AP_i \cdot VF_i + \sum_{k=i+1}^{N-1} BP_i \cdot NVF_k) \]  \hspace{1cm} (4.19)

\[ \mu D_i^C = \mu D_i^l + \Delta_i^v + \Delta_i^p \]  \hspace{1cm} (4.20)

The application of these equations is done by applying the ISM approach in the same way as before, except that at each station the decisions are corrected using the above equations.

4.5.5 Development of Hybrid Solution Technique

The approximation eventually adopted is a combination of the Corrected Independent Solution Method (CISM) and direct optimization, using some insights gained from the solutions from the Rolling Horizon Method (ROH). The equations developed in the previous section are implemented in the CISM as follows.

1. At station i, determine the independent optimal policy \( \mu D_i^l \), given the input to the station \( \mu F_i, \sigma F_i, \sigma D_i \), and the associated cost parameters \( CS_i \) and \( CE_i \).
2. Determine the values of $DS_i$, $CP_i$, and $ACR_i$ for the station and compute the necessary correction factors using the appropriate equations. Obtain the corrected decision $\mu D_i^c = \mu D_i + \Delta_i + \Delta_i^p$.

3. Given the corrected policy for station $i$, determine the mean $\mu S_i$ and the variance $\sigma S_i^2$ of operation start time, using the formulae for the moments of the maximum.

4. Determine the mean $\mu F_i$ and the variance $\sigma F_i^2$ of operation finish time using the means and variances of operation start times and the processing times at station $i$. These finish times become the input to the next station.

5. Continue steps 1-4 until decisions are determined for all stations.

The results from the CISM showed that the approximation improves the ISM solution significantly, yielding near-optimal solutions in most problems. However, it leaves errors of over 5% in problems with an extremely large change in cost ratio at the end. This situation is encountered during the heuristic solution of the multiple job problem, when the finished goods and tardiness costs for the entire batch are applied to the last station. The difference is more serious when processing times are random, leading to high operation finish time variances, suggesting that the corrections are not adequate in some cases.

To understand this situation further, the results were compared with those from the ROH method using a horizon of 3 stations. Though generally the CISM errors were significantly lower, the ROH produced better results in a few situations with high tail-end costs. The exact values obtained in these cases showed that though the CISM values at the early stations were consistently closer to the optimal values, the tail-end performance of the ROH was superior since it considers more stations simultaneously, yielding better overall results. The performance of the CISM remained
satisfactory if these cost changes occurred mid-way. In general, however, major changes in the costs are expected to occur only at the end, since that is where the finished goods holding costs and tardiness costs are imposed.

Since the costs are assumed to be increasing down the line, the importance of decisions at later stations also increases. Also, if the cost ratios at the end are large, decisions at preceding stations need to be taken more accurately. The performance of the CISM approach can thus be improved further by solving a larger sub-problem at the end.

These errors in the CISM approach arise mainly out of two approximations used in implementing the algorithm. The first is due to the approximation used to determine the intercept and the slope of the correction factors for a particular value of cost ratio. The second is due to the adjustment of downstream cost ratios by the formula

$$ACR_i = \max \left( \frac{CS_i + CE_i}{CS_i + CE_i} \right)^{1/k}.$$  

These errors become more critical as the cost ratios increase. Consequently, the length of the final sub-problem is determined depending on the values of the cost ratios.

Simple decision rules have been evolved by experimentation to determine this final length. If the final cost ratio ($CR_{n+1}$) exceeds a certain value, the length of the final sub-problem is incremented by an amount depending on the value of the cost ratio. Likewise, if the adjusted cost ratio ($ACR_i$) due to the final stations exceeds the original ratio ($CR_i$) by more than a certain factor, the final sub-problem is enlarged to include that station. In the problems tested, values of 3 and 4 respectively were used for the above cut-off levels to determine the final sub-problem length. This resulted in final sub-problem lengths of about 20-30% of the total number of stations. This adjustment removed most of the errors remaining after the application of CISM.
The new procedure, termed the Hybrid Method (HYM), operates as follows.

1. Determine the length (NF) of the final sub-problem using the decision rules based on cost ratio values, \( CR_i \) and \( ACR_i \), along the line. Carry out steps 2-5 for the first (N-NF) stations.

2. At station \( i \), determine the independent optimal policy \( \mu D_i \), given the input to the station \( \mu F_i \), \( \sigma F_i \), and \( \sigma D_i \), and the associated cost parameters \( CS_i \) and \( CE_i \).

3. Determine the values of \( DS_i \), \( CP_i \) and \( ACR_i \) for the station and compute the necessary correction factors using the appropriate equations. Obtain the corrected decision \( \mu D_i^{\text{HYM}} = \mu D_i + \Delta y + \Delta p \).

4. Given the corrected policy for station \( i \), determine the mean \( \mu S_i \) and the variance \( \sigma S_i \) of operation start time, using the formulae for the moments of the maximum.

5. Determine the mean \( \mu F_i \) and the variance \( \sigma F_i \) of operation finish time using the means and variances of operation start times and the processing times at station \( i \). These finish times become the input to the next station.

6. Determine the \( \mu D_i^{\text{HYM}} \) values for the last NF stations simultaneously, using NLP, given the parameters for these stations and the inputs from station (N-NF).

This approach combines the approximation factors developed in the previous section with limited direct optimization. It improves the overall performance of the algorithm, at very little additional effort, by solving a larger problem at the end. The performance of the methods is compared in the next section.
4.6 Implementation of the Approximation Method and Results

The NLP, ISM, Corrected ISM (CISM), and Hybrid (HYM) methods have been applied to the problems that have been used to compare different methods earlier. These problems are distinct from the ones used in the experiments to develop the approximations, and provide different combinations of differences in variances, cost proportions and ratios. The results of these runs are shown in Table 7 for 3 and 10 station problems. The total costs and the relative errors are shown to demonstrate the original error in the ISM and the amount corrected by the HYM method. The figures in parentheses show the error remaining after application of the CISM method.

The results show clearly the significant reduction in the errors by application of the HYM method. In the 3 station problems the largest remaining error is 0.40%, compared to 13.21% which was the largest original error. All the errors are within 1%, and the approximation did not worsen the performance in any case. In the 10 station problems, the largest remaining error is 1.62%, down from 7.13% without correction, while the previously largest error of 13.79% is reduced to 0.11%.

Table 8 shows the results for some additional test problems, with and without random processing times, and high cost ratios down the line, to demonstrate the effectiveness of the variance and cost adjustments. These problems are ones that are solved during the application of the heuristic methods in the multiple job problem. In these problems, the CISM approach leaves some significant errors, but the HYM
Table 7. Comparison of Results from Approximate Solution Method

<table>
<thead>
<tr>
<th>No.</th>
<th>Method</th>
<th>TC</th>
<th>% Error</th>
<th>No.</th>
<th>Method</th>
<th>TC</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NLP</td>
<td>11.806</td>
<td>0.00</td>
<td>1</td>
<td>NLP</td>
<td>51.598</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>HYM</td>
<td>11.806</td>
<td>0.00</td>
<td></td>
<td>HYM</td>
<td>51.632</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>11.811</td>
<td>0.04 (0.01)</td>
<td></td>
<td>ISM</td>
<td>51.698</td>
<td>0.19 (0.07)</td>
</tr>
<tr>
<td>2</td>
<td>NLP</td>
<td>14.224</td>
<td>0.00</td>
<td>2</td>
<td>NLP</td>
<td>56.722</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>HYM</td>
<td>14.224</td>
<td>0.00</td>
<td></td>
<td>HYM</td>
<td>56.750</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>14.232</td>
<td>0.06 (0.05)</td>
<td></td>
<td>ISM</td>
<td>56.858</td>
<td>0.24 (0.06)</td>
</tr>
<tr>
<td>3</td>
<td>NLP</td>
<td>9.414</td>
<td>0.00</td>
<td>3</td>
<td>NLP</td>
<td>44.181</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>HYM</td>
<td>9.414</td>
<td>0.00</td>
<td></td>
<td>HYM</td>
<td>44.227</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>9.416</td>
<td>0.02 (0.00)</td>
<td></td>
<td>ISM</td>
<td>44.235</td>
<td>0.12 (0.11)</td>
</tr>
<tr>
<td>4</td>
<td>NLP</td>
<td>15.526</td>
<td>0.18</td>
<td>4</td>
<td>NLP</td>
<td>56.119</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>HYM</td>
<td>15.553</td>
<td>8.31 (0.18)</td>
<td></td>
<td>HYM</td>
<td>56.144</td>
<td>7.17</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>16.815</td>
<td>8.31 (0.18)</td>
<td></td>
<td>ISM</td>
<td>60.143</td>
<td>7.17 (0.05)</td>
</tr>
<tr>
<td>5</td>
<td>NLP</td>
<td>8.554</td>
<td>0.40</td>
<td>5</td>
<td>NLP</td>
<td>45.353</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td>HYM</td>
<td>8.589</td>
<td>0.40</td>
<td></td>
<td>HYM</td>
<td>46.086</td>
<td>7.13</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>9.684</td>
<td>13.21 (0.50)</td>
<td></td>
<td>ISM</td>
<td>48.586</td>
<td>7.13 (1.64)</td>
</tr>
<tr>
<td>6</td>
<td>NLP</td>
<td>19.735</td>
<td>0.00</td>
<td>6</td>
<td>NLP</td>
<td>61.423</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>HYM</td>
<td>19.735</td>
<td>0.00</td>
<td></td>
<td>HYM</td>
<td>61.527</td>
<td>9.59</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>20.614</td>
<td>4.45 (0.03)</td>
<td></td>
<td>ISM</td>
<td>67.316</td>
<td>9.59 (0.17)</td>
</tr>
<tr>
<td>7</td>
<td>NLP</td>
<td>34.327</td>
<td>0.28</td>
<td>7</td>
<td>NLP</td>
<td>80.810</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>HYM</td>
<td>34.423</td>
<td>0.28</td>
<td></td>
<td>HYM</td>
<td>80.983</td>
<td>6.07</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>35.469</td>
<td>3.33 (0.35)</td>
<td></td>
<td>ISM</td>
<td>85.712</td>
<td>6.07 (0.23)</td>
</tr>
<tr>
<td>8</td>
<td>NLP</td>
<td>44.136</td>
<td>0.04</td>
<td>8</td>
<td>NLP</td>
<td>86.327</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>HYM</td>
<td>44.155</td>
<td>0.04</td>
<td></td>
<td>HYM</td>
<td>86.792</td>
<td>5.64</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>44.175</td>
<td>0.09 (0.07)</td>
<td></td>
<td>ISM</td>
<td>91.200</td>
<td>5.64 (0.56)</td>
</tr>
<tr>
<td>9</td>
<td>NLP</td>
<td>14.810</td>
<td>0.01</td>
<td>9</td>
<td>NLP</td>
<td>62.723</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>HYM</td>
<td>14.812</td>
<td>0.01</td>
<td></td>
<td>HYM</td>
<td>62.791</td>
<td>13.79</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>14.912</td>
<td>0.69 (0.02)</td>
<td></td>
<td>ISM</td>
<td>71.373</td>
<td>13.79 (0.11)</td>
</tr>
<tr>
<td>10</td>
<td>NLP</td>
<td>21.091</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HYM</td>
<td>21.118</td>
<td>12.06 (0.14)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>23.634</td>
<td>12.06 (0.14)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

( ) : Error from CISM
approach improves them considerably by solving a larger problem at the end. These results confirm the effectiveness of the approximation over a wide range of problems.

The significant improvements verify the effectiveness of the idea of using correction factors in conjunction with the ISM method to generate good solutions. Although the individual $\mu D_i$'s after correction are not exactly at the optimum values, that is to be expected in an approximation technique. More importantly, the corrections are always in the right direction, and the resulting point is sufficiently close to the optimum to be at least in the region of indifference. The magnitude of resulting errors is quite satisfactory for an approximation, especially since only the most dominant factors have been considered for the sake of simplicity and understanding.

The equations developed in this section are an attempt at empirically approximating the errors in the ISM method, with respect to the optimal solution determined by NLP. They are obviously dependent upon the quality of the NLP solution, and are limited in their look ahead capability. However, they enable quick solution to the single job problem using the characteristics of the problem. The results of the tests carried out have confirmed the ability to obtain good solutions using the approximations with very little computational effort. The approximations have been refined to incorporate reasonable ranges in parameter values, some look-ahead features for downstream changes, and nonlinear relationships, to maintain their effectiveness over a wide range of problem variations. Another important benefit of this study and the resulting relations is the insight provided of the behavior of the process and the optimal policy due to changes in problem parameters. The consideration of other distributions in the solution of the single job problem is addressed in the next section.
<table>
<thead>
<tr>
<th>No. Stns.</th>
<th>P.T.</th>
<th>Method</th>
<th>TC</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>NLP</td>
<td>332.05</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HYM</td>
<td>333.48</td>
<td>46.18 (5.78)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>485.38</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>NLP</td>
<td>101.81</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HYM</td>
<td>102.28</td>
<td>8.28 (0.53)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>110.25</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>NLP</td>
<td>476.36</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HYM</td>
<td>477.91</td>
<td>61.14 (5.99)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>767.61</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>NLP</td>
<td>158.52</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HYM</td>
<td>158.80</td>
<td>9.51 (0.26)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>173.59</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>NLP</td>
<td>584.53</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HYM</td>
<td>587.23</td>
<td>90.8 (8.50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>1115.3</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>NLP</td>
<td>167.59</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HYM</td>
<td>167.68</td>
<td>7.95 (0.07)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>180.92</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>NLP</td>
<td>960.47</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HYM</td>
<td>972.88</td>
<td>90.93 (9.01)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>1833.83</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>NLP</td>
<td>264.96</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HYM</td>
<td>265.39</td>
<td>7.51 (0.17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>284.87</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>NLP</td>
<td>1136.52</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HYM</td>
<td>1147.33</td>
<td>82.32 (9.27)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>2072.09</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>NLP</td>
<td>431.35</td>
<td>2.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HYM</td>
<td>442.55</td>
<td>7.45 (3.39)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISM</td>
<td>463.51</td>
<td></td>
</tr>
</tbody>
</table>

(\) : Errors from CISM
4.7 Solution of Multi-station Problem for Non-normal Distributions

The prescriptive methods were then applied to the lognormal and gamma distributions. This was done with a view to understand the differences between the decisions and costs with different distributions, and therefore to assess the importance of the choice of distribution. Also, it needs to be confirmed if the attractiveness of the ISM approach continues to hold, so that similar approximations can be developed for the other distributions as well.

4.7.1 Optimal and Independent Solutions

In order to implement the optimization methods, the objective function defined in equation (4.9) needs to be evaluated. This is done by applying the defining equations (3.1) and (3.2) and using the formulae for the moments of the maximum in equations (3.14-3.15) for the lognormal distribution, and (3.16-3.18) for the gamma distribution. The application of the methods proceeds in exactly the same way as for the normal distribution, except that now even the single stage solution required for the ISM method has to be determined by the single variable search.

The same sets of problems as run for the normal distribution were also run for the lognormal and gamma distributions using the NLP and ISM methods to compare the effect of distributions on costs and decisions, and assess the performance of the
ISM method. Tables 9 and 10 show the results of these runs for the sample 3 and 10 station problems.

The results of the test problems for different distributions show clearly that the optimal policy costs for the lognormal and gamma distributions are significantly higher than those for the normal, ranging between 10-15% for 3 station problems. This is an outcome of the skewed nature of the distributions, which causes the makespan values to be larger. The gamma distribution generally results in somewhat lower estimates of cost than the lognormal.

Also of interest is the effect of the distribution on the optimal decisions, since that is one of the reasons for considering different distributions. As expected, the most significant differences occur when the variances are large, as in problems 4, 6, 8 and 10. The decisions are, however, quite similar when the variances are small, since then the shapes of the distributions are quite similar. In general, the $\mu D$ values for the lognormal distribution are the most different from the normal, and for the gamma distribution a little less so.

It is also necessary to examine the potential errors arising out of the choice of distribution. In other words, a measure is needed for the impact on cost if decisions were taken using the normal distribution, when in fact the actual distribution was one of the other two. To measure this potential error, the decisions from the normal distribution were measured in terms of their expected cost using the cost calculation routines of the other distributions. The difference between this cost and the actual optimal cost for that distribution provides a measure of the significance of the choice of distribution.
Table 9. Comparison of Normal, Lognormal and Gamma Distributions for 3 Station Problems (using NLP method)

Initial Problem:
\[ \mu F_0 = 15, \sigma F_0 = \sigma D_1 = \sigma D_2 = 2, \sigma D_3 = 0.001, \mu P_1 = 5, \sigma P_1 = 0 \]
\[ CE_1 = CE_2 = 1, CE_3 = 8, CS_1 = 1, CS_2 = 2.5, CS_3 = 4 \]

<table>
<thead>
<tr>
<th>No.</th>
<th>Variation</th>
<th>Distr</th>
<th>TC</th>
<th>( \mu D_1 )</th>
<th>( \mu D_2 )</th>
<th>( \mu D_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>--</td>
<td>N</td>
<td>11.806</td>
<td>15.00</td>
<td>19.78</td>
<td>27.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>12.695</td>
<td>15.03</td>
<td>19.81</td>
<td>27.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>12.520</td>
<td>15.02</td>
<td>19.80</td>
<td>27.31</td>
</tr>
<tr>
<td>2</td>
<td>CE_3 = 20</td>
<td>N</td>
<td>14.224</td>
<td>15.00</td>
<td>19.81</td>
<td>28.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>15.572</td>
<td>15.06</td>
<td>19.90</td>
<td>28.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>15.339</td>
<td>15.03</td>
<td>19.83</td>
<td>28.22</td>
</tr>
<tr>
<td>3</td>
<td>CE_3 = 3</td>
<td>N</td>
<td>9.414</td>
<td>15.00</td>
<td>19.75</td>
<td>26.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>9.926</td>
<td>15.03</td>
<td>19.77</td>
<td>26.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>9.808</td>
<td>15.02</td>
<td>19.75</td>
<td>26.31</td>
</tr>
<tr>
<td>4</td>
<td>( \sigma D_1 = 4 )</td>
<td>N</td>
<td>15.526</td>
<td>12.51</td>
<td>19.88</td>
<td>27.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>17.725</td>
<td>12.64</td>
<td>20.21</td>
<td>27.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>17.040</td>
<td>13.27</td>
<td>20.00</td>
<td>27.72</td>
</tr>
<tr>
<td>5</td>
<td>( \sigma D_1 = 0.5 )</td>
<td>N</td>
<td>8.554</td>
<td>16.88</td>
<td>19.90</td>
<td>27.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>9.250</td>
<td>16.96</td>
<td>19.97</td>
<td>27.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>9.250</td>
<td>16.96</td>
<td>19.97</td>
<td>27.74</td>
</tr>
<tr>
<td>6</td>
<td>( \sigma F_1 = 4, \sigma D_1 = 4 )</td>
<td>N</td>
<td>19.735</td>
<td>15.00</td>
<td>22.13</td>
<td>29.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>22.600</td>
<td>15.46</td>
<td>22.56</td>
<td>30.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>21.996</td>
<td>15.33</td>
<td>22.38</td>
<td>30.08</td>
</tr>
<tr>
<td>7</td>
<td>( CS_1 = 10, CS_2 = 11.5, CE_3 = 26 )</td>
<td>N</td>
<td>34.327</td>
<td>12.49</td>
<td>17.50</td>
<td>26.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>36.615</td>
<td>12.14</td>
<td>17.22</td>
<td>26.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>36.098</td>
<td>12.49</td>
<td>17.25</td>
<td>26.17</td>
</tr>
<tr>
<td>8</td>
<td>( CS_1 = 10, CS_2 = 11.5, CE_3 = 26, \sigma D_1 = 4, \sigma D_1 = 4 )</td>
<td>N</td>
<td>44.136</td>
<td>8.73</td>
<td>13.67</td>
<td>26.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>54.277</td>
<td>8.40</td>
<td>12.96</td>
<td>26.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>51.231</td>
<td>9.81</td>
<td>14.42</td>
<td>26.52</td>
</tr>
<tr>
<td>9</td>
<td>( CE_1 = 2, CS_2 = 3.5 )</td>
<td>N</td>
<td>14.810</td>
<td>15.76</td>
<td>19.86</td>
<td>27.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>15.871</td>
<td>15.92</td>
<td>19.92</td>
<td>27.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>15.658</td>
<td>15.93</td>
<td>19.89</td>
<td>27.72</td>
</tr>
<tr>
<td>10</td>
<td>( CE_1 = 2, CS_2 = 3.5, CS_3 = 5, CE_3 = 10, \sigma D_1 = 4 )</td>
<td>N</td>
<td>21.091</td>
<td>13.88</td>
<td>20.08</td>
<td>27.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>23.757</td>
<td>14.26</td>
<td>20.35</td>
<td>28.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>22.872</td>
<td>13.92</td>
<td>19.90</td>
<td>27.91</td>
</tr>
</tbody>
</table>
Table 10. Performance of ISM Method for Lognormal and Gamma Distributions for 10 Station Problems

Initial Problem:
\( \mu F_0 = 15, \sigma F_0 = \sigma D_i = 2, \ i = 1,\ldots, 9, \ \mu P_i = 5, \ i = 1,\ldots, 9, \ \mu P_{10} = 0, \ \sigma P_i = 0, \ i = 1,\ldots, 10 \)

\( CE_i = 1, \ i = 1,\ldots, 9, \ CE_{10} = 30, \ CS_1 = 1, \ CS_2 = 2.5, \ CS_3 = 4, \ CS_4 = 5.5, \ CS_5 = 7, \)

\( CS_6 = 8.5, \ CS_7 = 10, \ CS_8 = 11.5, \ CS_9 = 13, \ CS_{10} = 15 \)

<table>
<thead>
<tr>
<th>Pr. No.</th>
<th>Variation</th>
<th>Method</th>
<th>Lognormal</th>
<th></th>
<th></th>
<th>Gamma</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>--</td>
<td>NLP</td>
<td>55.187</td>
<td>0.56</td>
<td>54.925</td>
<td>ISM</td>
<td>55.594</td>
<td>0.40</td>
</tr>
<tr>
<td>2</td>
<td>CE_{10} = 60</td>
<td>NLP</td>
<td>60.996</td>
<td>0.68</td>
<td>60.706</td>
<td>ISM</td>
<td>61.413</td>
<td>0.49</td>
</tr>
<tr>
<td>3</td>
<td>CE_{10} = 10</td>
<td>NLP</td>
<td>46.855</td>
<td>0.33</td>
<td>46.626</td>
<td>ISM</td>
<td>47.009</td>
<td>0.24</td>
</tr>
<tr>
<td>4</td>
<td>\sigma D_i = 4</td>
<td>NLP</td>
<td>61.578</td>
<td>10.93</td>
<td>60.464</td>
<td>ISM</td>
<td>68.307</td>
<td>10.42</td>
</tr>
<tr>
<td>5</td>
<td>\sigma D_i = 0.5</td>
<td>NLP</td>
<td>48.322</td>
<td>7.66</td>
<td>48.322</td>
<td>ISM</td>
<td>52.025</td>
<td>7.66</td>
</tr>
<tr>
<td>6</td>
<td>\sigma F_i = 4, \sigma D_i = 4</td>
<td>NLP</td>
<td>67.883</td>
<td>16.30</td>
<td>66.992</td>
<td>ISM</td>
<td>78.945</td>
<td>13.73</td>
</tr>
<tr>
<td>7</td>
<td>CS_1 = 10, CS_2 = 12.5,..., CS_{10} = 25, CE_{10} = 50</td>
<td>NLP</td>
<td>86.856</td>
<td>4.39</td>
<td>86.144</td>
<td>ISM</td>
<td>90.673</td>
<td>5.44</td>
</tr>
<tr>
<td>8</td>
<td>CS_1 = 10, CS_2 = 12.5,..., CS_{10} = 25, CE_{10} = 50</td>
<td>NLP</td>
<td>98.489</td>
<td>7.86</td>
<td>95.633</td>
<td>ISM</td>
<td>106.23</td>
<td>10.71</td>
</tr>
<tr>
<td>9</td>
<td>CE_i = 2, CS_2 = 3.5,..., CS_{10} = 16, CE_{10} = 32</td>
<td>NLP</td>
<td>68.939</td>
<td>16.54</td>
<td>67.622</td>
<td>ISM</td>
<td>80.342</td>
<td>16.41</td>
</tr>
</tbody>
</table>
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The largest difference using this measure for 3 station problems was 5% for the gamma distribution in problem 8, while for problems 4 and 10, the error was about 1%. Even though the optimal decisions for the lognormal were the most different, the cost errors were within 1% in all the problems. However, when the 10 station problems were run the errors for the lognormal became more dominant. On problems 4, 6, 8 and 9, all of which had a high part delivery time variance, the errors were over 1%, with problem 4 recording the highest error of 1.7% for the lognormal, and problem 8 the highest error of 2.4% for the gamma.

This appears to suggest that for low variances, the errors arising out of the use of a wrong distribution may be small, but increase as the variability increases. The choice of how much error is significant is dependent on the absolute values of the costs involved. However, regardless of the effect on the decisions, the use of the normal distribution always gives a considerably optimistic estimate of the total cost, so if cost estimation errors are a factor then the choice of distribution can be quite significant.

The values of the errors resulting from the ISM method for the lognormal and gamma distributions are of the same order of magnitude as in the normal case. It is therefore expected that correction factors similar to those for the normal distribution can be developed for these distributions as well. The determination of these factors is discussed in the next section.
4.7.2 **Approximate Solution Technique for Non-normal Distributions**

The extension of the approximate solution technique to non-normal distributions follows the same approach as used for the normal distribution. For simplicity, and using the understanding of system behavior generated earlier, the same factors and ranges have been considered. As an initial approximation, the correction equations used for the normal distributions were used for the lognormal and gamma distributions as well. The results using this approximation showed errors of similar magnitude to those observed for the normal distribution, further confirming the viability of the approach. However, the individual decisions are marginally different due to the skewed nature of the new distributions. The new correction factors have been determined in order to eliminate these differences to the extent possible. The equations are listed in Appendix C.

The procedure operates in the same manner, except that the independent station decisions are now determined using single variable search. These are corrected using the necessary equations incorporating variances, cost proportions, cost ratios, and random processing. Table 11 shows the results using the different methods for the lognormal and gamma distributions, using the same problems considered for testing the approximation for the normal distribution. The performance is of the same quality as for the normal distribution. As before, the HYM technique corrects most of the errors remaining after application of the CISM approach. It is also considerably less time consuming than the NLP approach, increasing its preferability in view of the much greater computational requirements for these distributions due to the complexity in their formulae.
Table 11. Performance of HYM Method for Lognormal and Gamma Distributions for Test Problems

<table>
<thead>
<tr>
<th>Pr. No.</th>
<th>Stns.</th>
<th>P.T.</th>
<th>Method</th>
<th>Lognormal TC</th>
<th>% Error</th>
<th>Gamma TC</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>NLP</td>
<td>346.16</td>
<td></td>
<td>345.83</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>R</td>
<td>HYM</td>
<td>348.61</td>
<td>0.71</td>
<td>347.49</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISM</td>
<td>508.63</td>
<td>46.9 (6.25)</td>
<td>508.68</td>
<td>47.1 (3.81)</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>D</td>
<td>NLP</td>
<td>108.79</td>
<td>0.42</td>
<td>107.76</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HYM</td>
<td>109.24</td>
<td></td>
<td>109.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISM</td>
<td>116.39</td>
<td>6.99 (0.89)</td>
<td>116.29</td>
<td>7.92 (1.69)</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>R</td>
<td>NLP</td>
<td>488.47</td>
<td>0.38</td>
<td>488.10</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HYM</td>
<td>490.33</td>
<td></td>
<td>490.61</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISM</td>
<td>806.42</td>
<td>65.09 (6.23)</td>
<td>805.73</td>
<td>65.07 (6.15)</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>D</td>
<td>NLP</td>
<td>168.91</td>
<td>0.01</td>
<td>168.23</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HYM</td>
<td>168.93</td>
<td></td>
<td>169.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISM</td>
<td>184.28</td>
<td>9.10 (0.90)</td>
<td>184.98</td>
<td>9.96 (0.99)</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>R</td>
<td>NLP</td>
<td>600.31</td>
<td>0.35</td>
<td>599.29</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HYM</td>
<td>602.40</td>
<td></td>
<td>606.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISM</td>
<td>1190.8</td>
<td>98.4 (6.42)</td>
<td>1191.1</td>
<td>98.8 (8.31)</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>D</td>
<td>NLP</td>
<td>176.48</td>
<td>0.19</td>
<td>177.17</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HYM</td>
<td>176.82</td>
<td></td>
<td>177.49</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISM</td>
<td>191.67</td>
<td>8.04 (0.66)</td>
<td>191.68</td>
<td>8.19 (0.53)</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>R</td>
<td>NLP</td>
<td>975.62</td>
<td>1.19</td>
<td>981.17</td>
<td>2.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HYM</td>
<td>987.99</td>
<td></td>
<td>1004.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISM</td>
<td>1975.1</td>
<td>102.4 (8.34)</td>
<td>1977.2</td>
<td>101.5 (9.87)</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>D</td>
<td>NLP</td>
<td>276.56</td>
<td>1.79</td>
<td>277.20</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HYM</td>
<td>281.51</td>
<td></td>
<td>279.51</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISM</td>
<td>305.96</td>
<td>10.63 (2.91)</td>
<td>304.68</td>
<td>9.91 (2.63)</td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>R</td>
<td>NLP</td>
<td>1157.0</td>
<td>0.73</td>
<td>1161.3</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HYM</td>
<td>1165.4</td>
<td></td>
<td>1176.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISM</td>
<td>2216.3</td>
<td>91.6 (5.54)</td>
<td>2214.7</td>
<td>90.7 (9.44)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>D</td>
<td>NLP</td>
<td>456.75</td>
<td>2.07</td>
<td>456.42</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HYM</td>
<td>466.18</td>
<td></td>
<td>458.19</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ISM</td>
<td>494.33</td>
<td>8.23 (3.60)</td>
<td>491.37</td>
<td>7.66 (1.84)</td>
</tr>
</tbody>
</table>
4.8 Summary

In this chapter the problem of determining optimal part delivery dates in the single job or lot-for-lot assembly line has been addressed. The objective function has been developed for the single station and multi-station scenarios. Different solution approaches have been examined and compared, and it has been found that the nonlinear programming approach consistently yields the best solutions and is general enough to be used for different distributions and random processing times. Even the independent solution approach out-performs the DP approach developed in earlier research for normally distributed part delivery times and deterministic processing times.

An approximation technique based on this approach has been developed for the single job problem. The approximate solution method is shown to give results comparable in quality to the nonlinear programming method with very little computational effort. The effect of introducing random processing times has been examined. The differences between the distributions considered have been examined from the point of view of their impact on decisions and costs. The approximate solution method has been generalized to include random processing times and the different distributions considered, and retains its effectiveness over these generalizations.
5.0 Solution of Multiple Job Problem

5.1 Introduction

This chapter describes the development of the objective function and solution techniques for the multiple job problem. In this problem, a set of identical jobs is assembled in sequence, flowing through the assembly stations in the same order, and delivered to the customer as a batch. The parts required are delivered separately for each job and each station. The system operates according to the scenario described in Chapter 1 and shown in Figure 1.

The first set of decision variables in this problem are the mean delivery dates for parts at each assembly station for each job. An additional set of decision variables is introduced in the model to determine the optimal mean assembly job launch times into the system. This is necessary because having all the jobs on hand at the start will incur unnecessary waiting costs, since assembly start times are limited by availability of stations. As in the single job case, the delivery date for the finished batch of assemblies is also a decision variable. If $N$ is the number of stations and $J$ is the number of jobs to be produced, then the total number of decision variables is $J \times (N+1)$. 
In this problem, the availability of stations from previous jobs must also be considered in determining operation start times. Although the part delivery times are still assumed to be independent, the different operation start and finish times are correlated. Therefore, for analytical evaluation of operation start and finish times and obtaining measures of system performance, it is necessary to compute correlations between the operation times in the network.

5.2 Precedence Network Representation of Multiple Job Assembly

The descriptive relationships used in deriving the objective function can be better visualized with the aid of a precedence network. This network is a generalization of the series structure in Section 4.3. Each node in the network represents an operation being performed on a particular job at a particular station. The configuration of the network for the unlimited and limited buffer situations is described next.

5.2.1 Assembly Systems with Unlimited Buffers

An assembly system with unlimited buffers and part input can be represented as a precedence network, with node (i j) representing an operation performed at station i on job j. An illustrative network for a 5 station, 5 job network is shown in Figure 12. Each column in the network represents a different assembly station, and is identified
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Figure 12. Precedence Network Representation of a Multiple Job Assembly System with Unlimited Buffer Capacities
by the first number in the node label. The restriction on the start time of operation 
(i,j) due to the availability of station i from job (j-1) is represented by the vertical lines 
in the network. Each row in the network represents a different job, identified by the 
second number in the node label. The availability of job j from station (i-1) is re-
represented by the horizontal lines in the network. The availability of the part required 
is shown by the arrow $D_{ij}$ directly incident upon the node. This network represents 
the basic descriptive relationship for the start time of the assembly operation.

$$S_{ij} = \max\{F_{i,j-1}, F_{i-1,j}, D_{ij}\}$$

$$F_{ij} = S_{ij} + P_{ij}$$

5.2.2 Assembly Systems with Limited Buffers

Until now, it has been assumed that the only restrictions on operation start time 
are the part availability, completion of job j at station (i-1), and completion of job (j-1) 
at station i. If the buffer capacities between the stations are limited, even the com-
pletion of jobs before job (j-1) at stations after i can affect the start time of operation 
(i,j) due to the possibility of blocking of jobs at stations. This can occur if an operation 
is complete, but the job cannot leave the station because its downstream station and 
buffers are full. For example, if there are no buffers between stations 1 and 2, job 2 
cannot leave station 1 unless job 1 is also completed at station 2. Consequently, job 
3 cannot move into station 1 unless both operations (1,2) and (2,1) are completed. 
Operation (2,1) thus becomes an additional predecessor for operation (1,3). Similar 
relationships can be derived for other buffer capacities as well.
In general, the start time of an operation may be limited by any or all downstream stations in addition to those in the basic model. An additional parameter $B(i)$ is used to denote the buffer capacity before station $i$. The start of operation $(i,j)$ is then limited by the completion time at station $(i + 1)$ of job $[j-2-B(i+1)]$. This ensures that space is available in the buffer before station $(i + 1)$ for job $(j-1)$ to move into after it completes processing at station $i$. Likewise, it may also be limited by the completion time at station $(i + 2)$ of job $[j-3-B(i+1)-B(i+2)]$. These restrictions continue until the last station, or until there are no more jobs ahead of job $j$ that can cause any additional restrictions. If the buffer capacities are unlimited, these dependencies do not add any precedence restrictions on the start time.

The modified descriptive relationship for assembly start time incorporating this feature was developed by Wilhelm (1986a) in his study of flow shops with limited storage, and is shown below. The queueing spaces for parts, initial mainframes, and finished goods are still assumed to be of unlimited capacity.

$$S_{i,j} = \max[N_{i,j} - N(i)], \max[F_{i+1,j-2,B(i+1)}, \max(F_{i,j-1}, F_{i-1,j}, D_{i,j})]$$

(5.1)

where $N(i) = \sum_{k=1}^{N} B(k) + (N - i + 1)$ is the net effect at operation $(i,j)$ of buffer capacities up to station $N$.

The buffer capacities between stations can therefore be converted into the equivalent additional precedence restrictions due to subsequent jobs, which can be shown on the network. An example network for a 5 station, 5 job network with buffer capacities 1,2,1, and 2 before stations 2, 3, 4 and 5 respectively is shown in Figure 13. The broken lines represent the additional precedence restrictions due to limited buffer capacities.
Figure 13. Precedence Network Representation of a Multiple Job Assembly System with Limited Buffer Capacities
The computations of expectations and correlations now must consider each of the inputs to a particular node, and the maximum operator must be applied as many times as there are predecessors of that node. This can be done in a nested fashion form right to left, updating the correlations each time the maximum operator is applied.

5.2.3 Objective Function for Multiple Job Assembly

The objective function for the multiple job problem for either of the above system configurations can be determined by applying the descriptive equations (3.1) and (3.2) recursively and summing the part and subassembly waiting costs over all stations for each job. Additional costs introduced in this model include the makespan cost, the finished goods holding cost, and the tardiness penalty for time taken beyond the customer delivery date. The terms in the objective function are as defined in equations (3.3) to (3.9).

\[
E(TC) = \sum_{j=1}^{J} \sum_{i=1}^{N} [CS_i E(WS_i) + CE_i E(WP_j)] + E(FT)CM + \sum_{j=1}^{J} [E(WF_j)CF + E(TF)CT]
\]

\[
= \sum_{j=1}^{J} \sum_{i=1}^{N} [CS_i (\mu_{S_{ij}} - \mu_{F_{i-1,j}}) + CE_i (\mu_{S_{ij}} - \mu_{D_{i,j}})] + [\mu_{F_{N,j}} - \mu_{F_{0,j}}]CM
\]

\[
+ \sum_{j=1}^{J} [[E(\max(T, F_{N,j})) - \mu_{F_{N,j}}]CF + [E(\max(T, F_{N,j})) - T]CT]
\]
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If the parts required at a particular station for different jobs are identical, then strictly speaking the actual delivery time of a part for the first job is the minimum of the J actual realizations of the delivery times of the part. Likewise, actual delivery time for the second job is the second smallest, and so on. Strictly speaking, new relationships are required to determine the moments of actual delivery times as ordered samples from distributions with non-identical means. In view of the difficulty of incorporating this in the model, it is therefore assumed that the parts required for different jobs at a particular station follow the same delivery time distribution, but can be taken to be distinct. If the parts are not taken to be distinct, an assumption must be made that the part with the smaller mean time will arrive first. This is similar to the assumption made by Wilhelm (1986b), using the principle of stochastic dominance, in his study of workcells with parallel machines. The assumption is reasonable if the interval between mean part delivery times at a station for successive jobs is large compared to the standard deviation of delivery time.

5.2.4 Evaluation of the Objective Function

The evaluation of the objective function can be done either by simulation or by applying the analytical relations above. The simulation approach does not make any assumptions about the distributions of the maximum and the sum since the actual realizations are considered. However, for use in conjunction with a function evaluation based optimization method, an exact value is required, whereas simulation can result in different values for the same set of decisions due to randomness. Therefore, for direct optimization it is necessary to use the analytical relations.
Since the computational requirements in terms of function evaluations are likely to be fairly heavy in the multiple job problem, especially for large problems, before attempting to implement a direct optimization technique attempts must be made to reduce this effort. The main computational effort in this problem arises due to the need to determine pairwise correlations between finish times.

Determining the correlations one operation at a time for each job results in the computation of a number of correlations never used in the calculations. In order to reduce the number of correlations computed, a scheme based on the structure of the network has been developed. The idea behind the scheme is to carry out the computations according to precedence levels in the processing network, which are similar to product levels used in product structure diagrams. A level runs diagonally across the nodes as shown in Figure 14, and contains those nodes all of whose predecessors have been included at previous levels. It thus has the feature that a node cannot be a predecessor of any other node at the same level in the network. To illustrate, in a $5 \times 5$ network of the type in Figures 12-14, the first level contains only node $(1,1)$, the second contains $(2,1)$ and $(1,2)$, the third contains $(3,1)$, $(2,2)$, and $(1,3)$, and so on. The total number of such levels in the network is $(N+J-1)$.

Since the predecessors of a node must be at lower levels in the network, the total number of levels in the network is also the greatest number of nodes any path can traverse through the network. The nodes at a particular level in the network can be determined using the logic of the network. To simplify the record keeping, all nodes are identified by a single identifier rather than by a station-job pair. For node $(i,j)$ this identifier is $(N (j-1) + i)$, and the station-job pair can be easily calculated from this identifier whenever required.
The computations are carried out one level at a time. When a particular level is being considered, the expectations and correlations for all nodes at previous levels have been computed. Since predecessors can only be at previous levels, all the necessary expectations and correlations are therefore already available and the necessary computations can be carried out. For each node, the correlations are computed with the necessary nodes at that level and at as many earlier levels as desired. These correlations have to be recalculated each time the Maximum operator is applied. Also, if processing times are random, the correlations of finish times have to be calculated as per equation (3.20).

A feature of this scheme is that all predecessors for the limiting cases of unlimited buffers and 0 buffers are at the immediately earlier level. Therefore, even if correlations are computed with only one preceding level, no needed correlations would have been ignored. For limited, non-zero buffers, predecessors can come about from any preceding level, depending on the buffer capacities between specific stations. However, actual results from the computations showed that the correlations more than one level apart are in fact very small (of the order of $10^{-3}$). The correlations get further damped as per equation (3.20) when random processing times are introduced, so it has been decided to ignore correlations of operations more than one level apart. Note that this does not mean that the precedence related dependencies are ignored, only the correlations have been taken to be zero. This assumption is similar to the scheme used in Wilhelm (1982), that nodes two jobs and two stations away from the one being evaluated can be assumed to be remote and the correlations ignored. In the present scheme, however, no correlations are ignored for the cases of unlimited and zero buffers.
This scheme for computing correlations and expectations has been implemented, and the expected costs are evaluated by substituting these expectations in equation (5.2). To assess the accuracy of the scheme, the total costs derived by this method, for a given set of values of decision variables, have been compared with those obtained by simulation, using 1000 replications, for problems of up to 10 stations x 10 jobs. In the unlimited and zero buffer cases, where no correlations are ignored, the errors in total cost ranged between 0.5-2%. These errors arise out of the approximation in the analytical procedure of the distribution of the maximum as a normal. In problems with limited, non-zero buffers where some correlations are ignored, the errors were also of the same order of magnitude. However, should further accuracy be desired, additional levels may be added to the scheme. However, in view of the magnitudes of the errors, it did not seem necessary to do so.

5.3 Determination of Optimal Solution for Multiple Job Problem

5.3.1 Solution Approach

Considering the encouraging results obtained by applying unconstrained nonlinear programming techniques to the single job problem, it was decided to attempt the approach for the multiple job problem as well. The DP methodology used in Sarin and Das (1987) to solve the single job problem was difficult to generalize to the multiple job problem because of difficulties with the dimensionality of the problem. Con-
sequently, only heuristic solution could be attempted for the multiple job problem. On the other hand, the non-linear programming approach can be generalized readily as long as the objective function can be evaluated for a set of decisions. This can be done only for the normal and lognormal distributions, since formulae incorporating correlations are available for these distributions only.

Of course, it is even more difficult to draw any conclusions about the convexity and unimodality of function in this problem in view of the large solution space. The computational requirements are likely to be considerably higher than the single job problem, even for the same number of variables, because of the need to compute correlations between operation finish times. However, even if suboptimal solutions are obtained, they will provide insights about system behavior that can be used to guide the development of heuristic methods. Additionally, this method provides a good yardstick to compare the solutions with any heuristic solution methods implemented later.

Using the objective function evaluation scheme described above, the unconstrained nonlinear programming method was implemented for the multiple job case with limited and unlimited buffers, as well as with deterministic and random processing times. Different function tolerance levels were used for termination of the algorithm to examine the trade-off between solution quality and computation time. As expected, the computation times were consistently much higher, even with relaxed tolerances, than for the single job problems. A number of small problems were run initially to understand the optimal policy behavior in different scenarios.

Specific factors for which the solutions were examined include:
1. The role of the bottleneck processing station.

2. The role of the critical path of the processing network, which passes along job 1 up to the bottleneck station, continues along the bottleneck station for the remaining jobs, and then through the remaining stations along the last job.

3. The launch intervals between successive jobs and the spacing between the decisions before and after the bottleneck station.

4. The effect of limited buffers on decisions.

5. The effect of random processing times on decisions.

The results for a sample problem under different scenarios are shown in Tables 12 and 13, for deterministic and random processing times respectively, both for unlimited and zero buffers.

5.3.2 Analysis of Results

The observations and insights obtained regarding system behavior from the examination of the optimal solutions for a number of problems under different scenarios are discussed below. Figures 15-17 show comparisons of some indicators of optimal policy behavior in the sample problem under different scenarios. The scenarios are identified on the figures as follows.

1. Deterministic Processing, Unlimited Buffers: D/U
2. Deterministic Processing, Zero Buffers: D/Z
3. Random Processing, Unlimited Buffers: R/U
4. Random Processing, Zero Buffers: R/Z
Table 12. Comparison of Optimal Solutions for Sample 5 Station, 5 Job Problems

Mean Operation Times: 5-8-10-9-7, Bottleneck station: 3
First assembly arrival time: 15.0

a) Deterministic Processing, Unlimited Buffers

<table>
<thead>
<tr>
<th>Job</th>
<th>Start Time</th>
<th>Part Delivery Times at Station</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>15.00</td>
<td>12.90</td>
</tr>
<tr>
<td>2</td>
<td>23.65</td>
<td>23.60</td>
</tr>
<tr>
<td>3</td>
<td>33.85</td>
<td>33.30</td>
</tr>
<tr>
<td>4</td>
<td>43.50</td>
<td>48.25</td>
</tr>
<tr>
<td>5</td>
<td>53.35</td>
<td>58.40</td>
</tr>
</tbody>
</table>

Delivery Date 96.65  Total Cost 1799.3

b) Deterministic Processing, Zero Buffers

<table>
<thead>
<tr>
<th>Job</th>
<th>Start Time</th>
<th>Part Delivery Times at Station</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>15.00</td>
<td>13.40</td>
</tr>
<tr>
<td>2</td>
<td>23.65</td>
<td>23.65</td>
</tr>
<tr>
<td>3</td>
<td>33.80</td>
<td>32.81</td>
</tr>
<tr>
<td>4</td>
<td>43.95</td>
<td>43.00</td>
</tr>
<tr>
<td>5</td>
<td>54.10</td>
<td>53.15</td>
</tr>
</tbody>
</table>

Delivery Date 96.65  Total Cost 1831.3
Table 13. Comparison of Optimal Solutions for Sample 5 Station, 5 Job Problems

Mean Operation Times: 5-8-10-9-7, Standard Deviations 2-2-4-2-2

a) Random Processing, Unlimited Buffers

<table>
<thead>
<tr>
<th>Job</th>
<th>Start Time</th>
<th>Part Delivery Times at Station</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>15.00</td>
<td>11.60</td>
</tr>
<tr>
<td>2</td>
<td>21.40</td>
<td>21.65</td>
</tr>
<tr>
<td>3</td>
<td>32.60</td>
<td>32.65</td>
</tr>
<tr>
<td>4</td>
<td>44.40</td>
<td>44.35</td>
</tr>
<tr>
<td>5</td>
<td>56.30</td>
<td>56.35</td>
</tr>
</tbody>
</table>

Delivery Date 107.25  Total Cost 2318.5

b) Random Processing, Zero Buffers

<table>
<thead>
<tr>
<th>Job</th>
<th>Start Time</th>
<th>Part Delivery Times at Station</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>15.00</td>
<td>11.60</td>
</tr>
<tr>
<td>2</td>
<td>22.50</td>
<td>22.55</td>
</tr>
<tr>
<td>3</td>
<td>34.50</td>
<td>35.00</td>
</tr>
<tr>
<td>4</td>
<td>46.95</td>
<td>46.95</td>
</tr>
<tr>
<td>5</td>
<td>59.25</td>
<td>59.20</td>
</tr>
</tbody>
</table>

Delivery Date 109.50  Total Cost 2386.6
a) Intervals at Bottleneck Station

Figure 15. Optimal Intervals Between Successive Jobs

b) Mainframe Launch Intervals

Figure 15. Optimal Intervals Between Successive Jobs
Figure 16. Optimal Part Due Dates Along Critical Path
Figure 17. Optimal Part Due Dates at Station 4
1) Deterministic Processing, Unlimited Buffers

The interval between successive jobs is governed almost exactly by the duration of the bottleneck station, in this case 10 units for station 3, as shown in Figure 15a. This confirms the intuitive expectation that there is no advantage to expediting parts or jobs if they are going to have to wait at the bottleneck. If B is the bottleneck station, all decisions for successive jobs up to station B are spaced by this constant interval.

Subassembly costs have been assumed to be increasing down the line. Therefore, after the bottleneck station, non-critical operations are delayed as much as possible to avoid incurring additional subassembly and finished goods cost. This delay is by the maximum possible amount that can be sustained without delaying the completion time of the batch. The decisions after the bottleneck depend on the relative magnitudes of downstream operation times. If $B_2$ has the largest operation time downstream of $B$, decisions for successive jobs between $B$ and $B_2$ are spaced approximately by the duration of $B_2$, in this case station 4. Similar relationships hold for all downstream stations after $B_2$.

The arrival of the first job initiates the measurement of the makespan and the system starts to incur makespan cost. Accordingly, the first part delivery time is expedited so that the job does not have to wait for the part and incur unnecessary makespan cost. The launch of the second job is somewhat earlier because the system has not filled up by that time, and expediting the second job reduces idle time of stations and blocking of subsequent jobs. This behavior can be seen in Figure 15b.

2) Deterministic Processing, Zero Buffers
The interval between successive jobs is still governed almost exactly by the duration of the bottleneck station. Although the exact values are marginally different, all decisions for successive jobs at and before station B are still spaced by this constant interval. Zero buffer capacities do not appear to make a difference to decisions before the bottleneck, since the launch interval is spaced by the bottleneck operation time, and on the average, queues do not develop at earlier workstations with shorter operation times. Even very close operation times (95% of the bottleneck station time) preceding the bottleneck station did not affect this phenomenon.

The batch completion and delivery times are also very marginally different from the unlimited buffer situation. In fact, decisions all along the critical path of the processing network are almost the same, as can be seen in Figure 16. However, decisions for non-critical operations after the bottleneck station may change significantly. Earlier, it had been attempted to delay these operations as much as possible. That cannot be done now, since some subsequent operation might get blocked if an earlier job is holding up a station. Accordingly, the finish times of these operations are now constrained by the smallest start time among all their successors in the network, and thus can be delayed only by a limited amount. This can be seen in the relative decisions for stations 4 and 5 in Table 12, and is shown for station 4 in Figure 17.

3) Random Processing, Unlimited Buffers

The interval between successive jobs is still controlled by the bottleneck station. However, the spacing between the decisions for successive jobs at and before station B is greater than the mean bottleneck duration (in this case by about 15%), and depends on the variability as well. This can be seen in the results in Table 13 and in
Figure 15a. Safety times are thus provided for each operation. Also, the initial decisions are expedited a little to reduce the likelihood of interference between jobs. The customer delivery time is increased considerably (by about 11 time units) as a result of the cumulative safety times along the line. The total optimal cost is increased by about 30% with the addition of processing time variability.

After the bottleneck, non-critical jobs are delayed as much as possible without affecting final completion. The time values used to offset these decisions from the critical path decisions are higher than the respective expected operation times because of the safety times.

4) Random Processing, Zero Buffers

The interval between successive jobs continues to be controlled by the bottleneck station. However, the spacing between the decisions for successive jobs at and before station B is even greater than the intervals in the case of random processing with unlimited buffers. This happens because the number of precedence connections increases with limited buffers, and many other paths can become critical. The interval is greater than the mean bottleneck duration by about 20%, thus providing additional safety time for variability. The customer delivery time also increases, by about 2 units compared to the random processing-unlimited buffer case, and by about 13 units compared to the deterministic case, as a result of the additional safety times along the line. The total optimal cost is also correspondingly higher.

After the bottleneck, jobs cannot be delayed as much as in the unlimited buffer case, because of the effect these delays might have on the more critical paths and the batch completion time. Again, the time values used to offset these decisions from the
more critical paths are higher than the values used with unlimited buffers because of the additional safety times.

These observations and insights about optimal policy behavior will be used to guide the development of the heuristic procedure. While it may not be possible to incorporate all of the features, it will be attempted to consider at least the general ideas.

5.4 Development of Heuristic Procedure for Multiple Job Problem

Problem

As mentioned earlier, the computational requirements for direct optimization of the multiple job problem are fairly heavy, and grow rapidly with problem size, especially with limited buffers. Therefore it is necessary to explore heuristic procedures to enable determination of good, near-optimal solutions with lower computational effort. The underlying ideas and the development of the heuristic procedures are described in the remainder of this section.

5.4.1 Bottleneck Station and Critical Path

The bottleneck station is the station with the largest processing time. It controls the capacity of the line since introducing new jobs into the system at shorter intervals will only cause queues to develop in front of the bottleneck. The critical path is the
path that determines the makespan of the processing network and influences the
completion time of the batch. It passes along the first job up to the bottleneck station,
then along the bottleneck station for the rest of the jobs, and finally through the re-
main ing stations for the last job. The critical path therefore passes through \((N+J-1)\)
operations in all.

Das and Sarin (1988) developed a heuristic procedure for the determination of
part delivery dates for the multiple job problem in stochastic assembly systems. The
heuristic is based on the critical path in the processing network, and breaks down the
overall problem into a series of single job problems. In the context of the assembly
system with part input, the complete network contains the activities related to part
delivery as well. However, those are the result of some decisions that are presently
unknown. In view of the importance of the critical path, the heuristic therefore deter-
mines the decisions based on the processing network only.

The idea is to optimize decisions along the critical path first, and optimize the
other stations with respect to the critical path so that they feed the activities on the
critical path. Stations following the bottleneck station are scheduled as late as possi-
ble using similar single job optimization procedures, by determining the bottleneck
station among the remaining stations, until all stations have been scheduled. The
idea is similar to the OPT principle of forward scheduling the bottleneck, and back-
ward scheduling the non-bottlenecks with respect to the bottleneck. The difference in
this problem is that the criterion is overall cost rather than the output rate of the
system.

The idea behind the heuristic is derived out of the insights gained from the be-
havior of the sample problems with deterministic processing and unlimited buffers
between station. In order to generalize the above idea to random processing networks and limited buffers, the concept of critical path and the scheduling of non-bottleneck stations may need to be modified.

### 5.4.2 Incorporating Buffers in Deterministic Networks

If the processing times are deterministic and limited buffers are introduced, there is no change to the critical path. This can be understood with reference to the network diagrams. As discussed in section 5.2, the largest number of nodes any path can take is \((N+J-1)\) due to the levelwise structure of the network. The critical path also passes through the same number of nodes. All precedence restrictions due to buffers must skip at least one job, since the earliest job that can cause operation \((i,j)\) to be blocked is job \((j-2)\). Therefore any path created due to limited buffers must skip at least one bottleneck operation (for job \(j-1\)), and replace it by another operation of smaller duration. In a deterministic network, the bottleneck operation is always the longest, so the length of the path cannot increase, and the critical path remains the same. This is corroborated by the observations regarding optimal policy behavior in the previous section.

However, the scheduling of the non-bottleneck activities changes since now there are many more connections between operations. Accordingly, operations cannot be delayed as much as desired. Therefore, the backward scheduling procedure has to be modified in a way similar to the latest start scheduling in activity networks. For each decision at a node, it must now be checked if it satisfies the minimum of the
starting times of each of its successors already scheduled. If the requirement is not satisfied, the decisions have to be adjusted accordingly.

5.4.3 Incorporating Random Processing Times

When random processing times are introduced, the individual activity durations change from cycle to cycle. The critical path and its length therefore are not confined to the critical path, CP, based on expected durations alone. In fact, every activity now has a finite probability of being critical. The expected completion time, E(C), of the network is generally greater than the sum of the expected durations along the critical path, \( \sum_{k \in CP} \mu P_k \), based on expected durations alone. Likewise, the variance of completion time, V(C), will generally be less than the sum of the variances along the critical path, \( \sum_{k \in CP} \sigma P_k^2 \), based on expected durations (Elmaghraby, 1977).

Correction for randomness in processing times could be done in two ways. One way is to identify the changes in the critical path, if any, and carry out the heuristic procedure based on the new critical path. A new method of identifying the critical path therefore has to be found. Alternatively, the same method of identifying the critical path can be used along with some suitable correction factors to capture the effects of randomness on the completion time of the network.

In order to understand the behavior of this process, a number of simulation experiments were conducted. One measure of the criticality of a specific operation is the proportion of times it shows up on the critical path in a certain number of actual realizations. This measure is termed the criticality index by Elmaghraby (1977). The experiments using this measure showed that while the bottleneck station still ap-
peared on the critical path the most frequently, other activities also appeared on the critical path. The relative frequency of the occurrence of different activities on the critical path depends on the relative durations and variabilities. If the critical path is interpreted as the path with the highest occurrence of critical activities, it does not always traverse the network in the same way as before. Even though it passes through the bottleneck station most frequently, it may pass through previous stations even after the first job and cross over to the subsequent stations before the last job. This behavior is shown in Table 14.

In the context of the assembly situation, this suggests that the launch intervals of some later jobs could be governed by operation times smaller than the bottleneck station. This was not borne out by the observations from the optimal solutions in Section 5.3. In any case, the sum of the expected durations and the variances along the critical path identified by this method will not add up to the expected duration and variance of completion time respectively. Correction factors will therefore still need to be determined. Consequently, it was decided to continue with the old definition of the critical path and look for other means to correct for randomness.

As discussed, $E(C) \geq \sum_{k \in CP} \mu_k$, and $V(C) \leq \sum_{k \in CP} \sigma_k^2$, with the equality holding only if the network is deterministic or if the durations along the CP considerably dominate all the other paths. In setting up a single job problem along the critical path, the entire processing network is sought to be replaced by an equivalent chain of activities. If the path based on expected durations is used to solve a single job problem and optimize the critical path, the actual average duration will be underestimated, while the variance would be overestimated. This would result in incorrect decisions.

Solution of Multiple Job Problem
Table 14. Frequency of Critical Activities in a Random Processing Network

Number of Stations: 8, Number of Jobs: 6
Mean Operation Times: 4-9.5-7-10-9-5-8-6, Bottleneck station: 4
Standard Deviations: 1-3-2-3-2.5-1-2-2
Number of replications: 1000

<table>
<thead>
<tr>
<th>Job</th>
<th>Station</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>972</td>
<td>387</td>
<td>351</td>
<td>73</td>
<td>11</td>
<td>11</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>28</td>
<td>613</td>
<td>241</td>
<td>479</td>
<td>145</td>
<td>19</td>
<td>30</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>408</td>
<td>162</td>
<td>538</td>
<td>251</td>
<td>52</td>
<td>81</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>286</td>
<td>139</td>
<td>540</td>
<td>366</td>
<td>108</td>
<td>186</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>167</td>
<td>122</td>
<td>490</td>
<td>496</td>
<td>208</td>
<td>377</td>
<td>123</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>57</td>
<td>62</td>
<td>315</td>
<td>603</td>
<td>608</td>
<td>877</td>
<td>1000</td>
<td></td>
</tr>
</tbody>
</table>

Critical path based on critical activities:

(1 1)-(2 1)-(2 2)-(3 2)-(4 2)-(4 3)-(4 4)-(4 5)-(5 5)-(5 6)-(6 6)-(7 6)-(8 6)
To correct for variability, the activity durations have to be corrected so that the resulting durations along the critical path yield the same expected duration and variance as the entire network. Analytical methods have been developed for the determination of the expected project duration in PERT networks, but the determination of the variance is a more difficult problem. It was therefore decided to estimate these quantities by simulation, using 1000 replications of the processing network. Some experimentation was done to determine a reasonable method of allocating the actual expectation and variance along the critical path. The best and most convenient method was found to be to perform the allocation in proportion to the expectations and variances of the respective activities along the critical path. That is,

$$\mu_{CP_i} = \mu_{P_i} \frac{E(C)}{E(CP)}$$

and

$$\sigma_{CP_i}^2 = \sigma_{P_i}^2 \frac{V(C)}{V(CP)}.$$ 

The resulting values are then used in the single job optimization procedure.

This method of allocation, though not unique, serves as a reasonable approximation for the heuristic. Its actual performance will be assessed when the results are compared with the optimal solutions. The larger activity times generated by this method for each station are corroborated by the larger intervals observed in the optimal solutions with random processing times. In case the durations are deterministic, the expected duration will be the same as that obtained by the deterministic estimate, so no correction would be required.

Consideration of limited buffers with random processing times requires a combination of the methods discussed above. The expected duration of the network will be different from the unlimited buffer case because of the many more precedence con-
nections. However, the correction proceeds in a similar fashion, and the resulting
durations confirm the even larger intervals found in the optimal solutions. The con-
sideration of buffers during backward scheduling of the non-bottleneck activities also
proceeds in the same way. As discussed earlier, decisions at each node have to be
checked for violation of start times of each of its successors already scheduled, and
translated accordingly if they do not satisfy the restrictions.

5.4.4 Heuristic Procedure for the Multiple Job Problem

Based on the discussions above and the insights gained by examination of the
solutions from the nonlinear programming method, the heuristic procedure has been
developed and is described below. A flowchart of the procedure is shown in Figure
18.

Step 1:
Identify the bottleneck station (B) in the network. The critical path (CP) is then the
chain of operations (1,1), (2,1),....., (B,1), (B,2),....., (B,J), (B+1,J),...., (N,J).
Determine the sum of the expectations E(CP) and variances V(CP) along the critical
path.
Simulate the processing network to determine the mean E(C) and variance V(C) of its
completion time.
Adjust the expected durations and variances of processing times to add up to E(C)
and V(C) respectively along the CP, using the relations \( \mu P_i = \frac{E(C)}{E(CP)} \) and
\( \sigma P_i^2 = \frac{V(C)}{V(CP)} \). These adjusted values are used for the remaining steps.
Start

Read Input Data

Identify bottleneck B, and critical path CP. Simulate processing network to determine E(C) and V(C). Adjust means and variances along CP to add up to E(C) and V(C).

Schedule CP using single job optimization procedure.

B > 1?

Yes

Schedule stations before B with respect to CP, one job at a time, for each job j = 2,..., J.

B < N?

Yes

No

B

A

A

Figure 18. Flowchart for Implementation of Heuristic
Identify next bottleneck NB and NCP.

Schedule NCP by single job procedure. Adjust decisions with respect to CP

Adjust decisions for each node along NCP, backwards from node (NB,J-2), with respect to the starting time of each successor of the node.

Schedule stations between B and NB one job at a time, backwards from job j=J-1 to 2. Adjust decisions for each station, backwards from node (NB-1,j) to (B+1,j), with respect to the starting time of each successor of the node.

\[ NB = N ? \]

No: Set B = NB

Yes: Determine mean and variance of batch finish time. Recompute customer delivery date.

Determine expected system cost analytically and by simulation

Print Output

Stop

Figure 18 (Continued). Flowchart for Implementation of Heuristic
In deterministic networks, $E(C) = E(CP)$ and $V(C) = V(CP) = 0$, so no adjustment is required.

**Step 2:**
Optimize the chain of stations along the CP using the single job optimization procedure from Chapter 4. A dummy station is added at the end to emulate the customer delivery date, with associated inventory and tardiness costs. Since the CP determines the makespan, the makespan cost $CM$ is added on to each subassembly cost along the chain.

**Step 3:**
Schedule the nodes before the bottleneck station for each job $j = 2, ..., J$. The chain of nodes optimized for job $j$ is $(1,j), (2,j), ..., (B-1,j)$.

To ensure that the completion time of this chain does not interfere with the CP, the start time of node $(B,j)$ is treated as the due date for this chain.

**Step 4:**
Identify the largest operation time downstream of the bottleneck station. This becomes the new bottleneck station $(NB)$ and the new chain being optimized (NCP) becomes $(B + 1,1), (B + 2,1), ..., (NB,1), (NB,2), ..., (NB,J-1)$.

Optimize this chain (NCP) using the single job optimization procedure, treating the start time of node $(NB,J)$ as the due date.

Adjust the decisions along the NCP so that the finish time of node $(NB,J-1)$ is equal to the start time of node $(NB,J)$.
**Step 5:**
For each remaining node along the NCP, starting backwards from (NB,J-2) check if the finish time is no more than the start time of each successor of that node. That is, if $SU_k$ is the set of successors of node $k$ already scheduled, check if $F_k \leq S_m$, for each $m \in SU_k$.

If the condition is satisfied, leave the decisions unchanged. If not, translate the timings of node $k$ and all its predecessors along the NCP so that its finish time is no more than the smallest of the start times of the successors.

Repeat this step for each node (NB,J-3),..., (B+1,1), using the adjusted timings from the previously considered node.

If the network has unlimited buffers, this step will not cause any adjustments to be made.

**Step 6:**
Schedule the set of stations between the old and the new bottlenecks for each job $j=2,...,J-1$. The chain being optimized is (B+1,j),..., (NB-1,j), using the start time of node (NB,j) determined in the previous step as the due date for the chain.

For each node along this chain, starting backwards from node (NB-1,j), adjust the decisions as in Step 5, so that the finish time of that node is no more than the smallest start time of each of its successors.

**Step 7:**
After completion of Step 6, treat the largest operation time downstream of the current bottleneck treated as the new bottleneck, and the current bottleneck as the old bottleneck.

Continue Steps 4-6 until the last station and all nodes have been scheduled.
Step 8:
Determine the mean $\mu_{F_n}$ and variance $\sigma_{F_n}^2$ of the batch using the decisions determined. Recalculate the optimal customer delivery date by solving a single station optimization problem.

5.5 Implementation of Heuristic and Comparison of Results

The stepwise heuristic outlined above has been implemented in a computer program in two different procedures. The first, referred to as Heur-N, uses the Non-linear Programming approach to solve the single job problems in the heuristic. The second, referred to as Heur-A, uses the Approximation technique developed in Chapter 4 to solve the single job problems. After all the decisions have been determined, the expected total cost for the set of decisions is measured by the analytical and simulation routines used in Section 5.3.

Table 15 shows the results from the heuristic algorithm Heur-N for the same sample problems whose optimal solutions were shown in Table 13. The values obtained for the decisions are quite similar, and the cost is within 1.3% of the optimal solution, which is a reasonable performance considering the computational effort saved. The solution using Heur-A results in an error of only 1.6%, at even lower computational effort.
Table 15. Heuristic Solutions for Sample 5 Station, 5 Job Problems

Mean Operation Times: 5-8-10-9-7, Standard Deviations 2-2-4-2-2

Bottleneck Station: 3

a) Random Processing, Unlimited Buffers

<table>
<thead>
<tr>
<th>Job</th>
<th>Start Time</th>
<th>Part Delivery Times at Station</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>15.00</td>
<td>11.60</td>
</tr>
<tr>
<td>2</td>
<td>21.85</td>
<td>21.70</td>
</tr>
<tr>
<td>3</td>
<td>32.60</td>
<td>32.65</td>
</tr>
<tr>
<td>4</td>
<td>43.65</td>
<td>43.60</td>
</tr>
<tr>
<td>5</td>
<td>55.05</td>
<td>55.10</td>
</tr>
</tbody>
</table>

Delivery Date 107.10  Total Cost 2339.0

b) Random Processing, Zero Buffers

<table>
<thead>
<tr>
<th>Job</th>
<th>Start Time</th>
<th>Part Delivery Times at Station</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>15.00</td>
<td>11.60</td>
</tr>
<tr>
<td>2</td>
<td>22.00</td>
<td>22.05</td>
</tr>
<tr>
<td>3</td>
<td>33.00</td>
<td>33.00</td>
</tr>
<tr>
<td>4</td>
<td>44.45</td>
<td>44.45</td>
</tr>
<tr>
<td>5</td>
<td>56.25</td>
<td>56.20</td>
</tr>
</tbody>
</table>

Delivery Date 109.30  Total Cost 2423.5

Solution of Multiple Job Problem
A modification of the safety buffer rule with a safety factor of 1 standard deviation has also been implemented. The modification includes the backward scheduling logic to delay jobs after the bottleneck. It also incorporates the adjustments necessary to consider limited buffers between stations.

A number of test problems have been run to investigate the performance of the heuristic procedure, and also examine the effect of changes in system structure and parameters. These problems include deterministic and random processing times, and also unlimited and zero buffers. In order to study the effect of the size and placement of buffers, some problems have also been run with a few buffer positions in selected locations along the line.

For the purpose of comparison of the quality of the solution, the total costs for the decisions from the optimal, heuristic and the modified buffer rule solution approaches have to be evaluated. To avoid making any errors due to assumptions about the sum or the maximum of the probability distributions, and any errors due to ignoring of correlations, the costs have been estimated by simulation using 1000 replications. Because of the heavy computational time requirements of the direct optimization method, the largest problem considered for the comparison was 10 stations x 10 jobs. The results for the test problems are shown in Table 16.

The relative errors in the different methods are shown in Table 17, along with the computation time (CPU) required for each method on the IBM 3090 mainframe computer. These values exclude the time required to determine the system cost using the analytical and simulation routines, which are common to all the methods. For the nonlinear programming method, a function tolerance level of 0.5% has been used for termination of the algorithm for a reasonable compromise between solution quality.
and computational effort. Lower accuracy levels resulted in poorer solutions without significant reductions in computation times, while increasing the accuracy levels was found to increase the computation times considerably without corresponding improvements in the objective function.

The results show clearly the superiority of the heuristic procedures over the modified buffer rule. Both heuristics perform better than the buffer rule in every case by 4-10%. Moreover, the buffer rule does not distinguish between changes in cost structures, so the differences become greater as the problems get unbalanced in costs. Interestingly, the solutions from heuristic Heur-A are only marginally inferior to those from Heur-N, confirming the effectiveness of the single job Approximate solution technique, especially when embedded in the multiple job problem.

The errors in the heuristic solutions compared to the optimal values ranged between 0.2-3.4%. These errors must be viewed in light of the computational time requirements. For example, the 10 × 10 problem with random processing times and zero buffers required 405 seconds of CPU time on the mainframe computer to obtain the optimal solution, while Heur-N took only 3.8 seconds and Heur-A took only 1.1 seconds. The computation time for the nonlinear programming approach is generally greater for problems with limited buffers, since the application of the Maximum operator and the calculation of correlations has to be done a much greater number of times.

The problems tested have demonstrated the effectiveness of the heuristics and the adaptations made to incorporate randomness and limited buffers. The heuristics yield near-optimal solutions with only a fraction of the computational effort required by the unconstrained optimization procedure. Moreover, the heuristics yield good
Table 16. Results for Multiple Job Problems for Normal Distribution

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5 x 5</td>
<td>Det.</td>
<td>Unlim.</td>
<td>1799.3</td>
<td>1937.6</td>
<td>7.7</td>
<td>1804.5</td>
<td>0.3</td>
<td>1803.4</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5 x 5</td>
<td>Det.</td>
<td>0-1-1-0</td>
<td>1817.4</td>
<td>1956.0</td>
<td>7.6</td>
<td>1823.1</td>
<td>0.3</td>
<td>1821.7</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5 x 5</td>
<td>Det.</td>
<td>All 0</td>
<td>1831.3</td>
<td>1967.9</td>
<td>7.5</td>
<td>1837.2</td>
<td>0.3</td>
<td>1835.6</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5 x 5</td>
<td>Ran.</td>
<td>Unlim.</td>
<td>2318.5</td>
<td>2567.4</td>
<td>10.7</td>
<td>2339.0</td>
<td>0.9</td>
<td>2341.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5 x 5</td>
<td>Ran.</td>
<td>0-1-1-0</td>
<td>2338.9</td>
<td>2585.2</td>
<td>10.5</td>
<td>2357.6</td>
<td>0.8</td>
<td>2360.8</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5 x 5</td>
<td>Ran.</td>
<td>All 0</td>
<td>2386.6</td>
<td>2628.3</td>
<td>10.1</td>
<td>2423.5</td>
<td>1.5</td>
<td>2427.9</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5 x 10</td>
<td>Det.</td>
<td>Unlim.</td>
<td>5297.6</td>
<td>5658.2</td>
<td>6.8</td>
<td>5323.2</td>
<td>0.5</td>
<td>5319.7</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>5 x 10</td>
<td>Det.</td>
<td>0-1-1-0</td>
<td>5416.1</td>
<td>5769.2</td>
<td>6.5</td>
<td>5433.3</td>
<td>0.3</td>
<td>5431.3</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>5 x 10</td>
<td>Det.</td>
<td>All 0</td>
<td>5526.9</td>
<td>5862.6</td>
<td>6.1</td>
<td>5533.6</td>
<td>0.1</td>
<td>5532.8</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5 x 10</td>
<td>Ran.</td>
<td>Unlim.</td>
<td>6707.9</td>
<td>7461.8</td>
<td>11.2</td>
<td>6760.9</td>
<td>0.8</td>
<td>6763.1</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>5 x 10</td>
<td>Ran.</td>
<td>0-1-1-0</td>
<td>6858.3</td>
<td>7627.1</td>
<td>11.2</td>
<td>6903.8</td>
<td>0.7</td>
<td>6904.5</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>5 x 10</td>
<td>Ran.</td>
<td>All 0</td>
<td>7211.7</td>
<td>7861.7</td>
<td>9.0</td>
<td>7298.6</td>
<td>1.2</td>
<td>7299.1</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>8 x 6</td>
<td>Det.</td>
<td>Unlim.</td>
<td>3267.3</td>
<td>3641.1</td>
<td>11.4</td>
<td>3296.8</td>
<td>0.9</td>
<td>3297.6</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>8 x 6</td>
<td>Det.</td>
<td>0-1-1-0</td>
<td>3271.4</td>
<td>3642.2</td>
<td>11.3</td>
<td>3297.9</td>
<td>0.8</td>
<td>3299.4</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>8 x 6</td>
<td>Det.</td>
<td>All 0</td>
<td>3332.8</td>
<td>3698.6</td>
<td>11.0</td>
<td>3352.5</td>
<td>0.6</td>
<td>3352.9</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>8 x 6</td>
<td>Ran.</td>
<td>Unlim.</td>
<td>4301.5</td>
<td>4638.8</td>
<td>7.8</td>
<td>4367.4</td>
<td>1.5</td>
<td>4366.2</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>8 x 6</td>
<td>Ran.</td>
<td>0-1-1-0</td>
<td>4308.3</td>
<td>4650.9</td>
<td>8.0</td>
<td>4379.3</td>
<td>1.6</td>
<td>4376.3</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>8 x 6</td>
<td>Ran.</td>
<td>All 0</td>
<td>4417.5</td>
<td>4710.1</td>
<td>6.6</td>
<td>4495.5</td>
<td>1.8</td>
<td>4498.2</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>10 x 10</td>
<td>Det.</td>
<td>Unlim.</td>
<td>9254.2</td>
<td>10243.1</td>
<td>11.2</td>
<td>9498.4</td>
<td>2.6</td>
<td>9516.4</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>10 x 10</td>
<td>Det.</td>
<td>0-1-2-0-0-0-0-0</td>
<td>9355.5</td>
<td>10373.4</td>
<td>10.9</td>
<td>9574.5</td>
<td>2.3</td>
<td>9592.8</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>10 x 10</td>
<td>Det.</td>
<td>All 0</td>
<td>9533.7</td>
<td>10472.4</td>
<td>9.9</td>
<td>9855.3</td>
<td>3.4</td>
<td>9853.4</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>10 x 10</td>
<td>Ran.</td>
<td>Unlim.</td>
<td>12177.3</td>
<td>13465.1</td>
<td>10.6</td>
<td>12379.7</td>
<td>1.7</td>
<td>12385.7</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>10 x 10</td>
<td>Ran.</td>
<td>0-1-2-0-0-0-0-0</td>
<td>12313.8</td>
<td>13554.3</td>
<td>10.1</td>
<td>12533.7</td>
<td>1.8</td>
<td>12542.5</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>10 x 10</td>
<td>Ran.</td>
<td>All 0</td>
<td>12685.8</td>
<td>13861.8</td>
<td>9.3</td>
<td>13078.3</td>
<td>3.1</td>
<td>13101.9</td>
<td>3.3</td>
<td></td>
</tr>
</tbody>
</table>
Table 17. Comparison of Techniques for Multiple Job Problems for Normal Distribution

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5 × 5</td>
<td>Det. Unlim.</td>
<td>6.0</td>
<td>0.01</td>
<td>7.7</td>
<td>0.59</td>
<td>0.3</td>
<td>0.36</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5 × 5</td>
<td>Det. All 0</td>
<td>6.7</td>
<td>0.01</td>
<td>7.6</td>
<td>0.60</td>
<td>0.3</td>
<td>0.36</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5 × 5</td>
<td>Ran. Unlim.</td>
<td>7.8</td>
<td>0.01</td>
<td>10.7</td>
<td>0.63</td>
<td>0.9</td>
<td>0.37</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5 × 5</td>
<td>Ran. All 0</td>
<td>9.5</td>
<td>0.01</td>
<td>10.1</td>
<td>0.71</td>
<td>1.5</td>
<td>0.27</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5 × 10</td>
<td>Det. Unlim.</td>
<td>35.0</td>
<td>0.01</td>
<td>6.8</td>
<td>1.3</td>
<td>0.5</td>
<td>0.40</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>5 × 10</td>
<td>Det. All 0</td>
<td>117.1</td>
<td>0.01</td>
<td>6.1</td>
<td>1.3</td>
<td>0.1</td>
<td>0.41</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5 × 10</td>
<td>Ran. Unlim.</td>
<td>44.3</td>
<td>0.01</td>
<td>11.2</td>
<td>2.3</td>
<td>0.8</td>
<td>0.43</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>5 × 10</td>
<td>Ran. All 0</td>
<td>52.7</td>
<td>0.01</td>
<td>9.0</td>
<td>1.9</td>
<td>1.2</td>
<td>0.65</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>8 × 6</td>
<td>Det. Unlim.</td>
<td>22.6</td>
<td>0.01</td>
<td>11.4</td>
<td>1.2</td>
<td>0.9</td>
<td>0.23</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>8 × 6</td>
<td>Det. All 0</td>
<td>46.1</td>
<td>0.01</td>
<td>11.0</td>
<td>1.2</td>
<td>0.6</td>
<td>0.23</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>8 × 6</td>
<td>Ran. Unlim.</td>
<td>32.8</td>
<td>0.01</td>
<td>7.8</td>
<td>1.3</td>
<td>1.5</td>
<td>0.24</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>8 × 6</td>
<td>Ran. All 0</td>
<td>44.5</td>
<td>0.01</td>
<td>6.6</td>
<td>1.9</td>
<td>1.8</td>
<td>0.28</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>10 × 10</td>
<td>Det. Unlim.</td>
<td>189.6</td>
<td>0.01</td>
<td>11.2</td>
<td>1.8</td>
<td>2.6</td>
<td>0.67</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>10 × 10</td>
<td>Det. All 0</td>
<td>427.6</td>
<td>0.01</td>
<td>9.9</td>
<td>3.6</td>
<td>3.4</td>
<td>0.66</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>10 × 10</td>
<td>Ran. Unlim.</td>
<td>242.6</td>
<td>0.01</td>
<td>10.6</td>
<td>4.1</td>
<td>1.7</td>
<td>0.92</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>10 × 10</td>
<td>Ran. All 0</td>
<td>405.8</td>
<td>0.01</td>
<td>9.3</td>
<td>3.8</td>
<td>3.1</td>
<td>1.1</td>
<td>3.3</td>
<td></td>
</tr>
</tbody>
</table>
solutions without computation of correlations between operation finish times. Therefore there is no need for the elaborate procedures necessary to explicitly determine and keep track of the correlations in order to describe and measure the performance of the system.

5.6 Generalization of Optimal and Heuristic Methods for Non-normal Distributions

The solution approaches developed in the previous sections have been generalized to the lognormal and gamma distributions. The optimization method based on nonlinear programming has been applied to the lognormal distribution using the descriptive relationships for correlated random variables discussed in Section 3.4 and detailed in Appendix A. Since the necessary descriptive relationships for correlated random variables are not available for the gamma distribution, optimal solutions cannot be determined.

The heuristic procedure developed in the previous sections has been implemented for both distributions, using the single job optimization technique as used in Section 4.7.1, and the approximate solution method described in Section 4.7.2. The results from these methods and their relative performance is shown in Tables 18 and 19. For the 10 x 10 problems, optimal solution was not attempted for the lognormal distribution because of the heavy computation time requirements. The figures in parentheses represent the errors with respect to Heur-N when optimal solutions are not available for comparison.
Table 18. Results for Multiple Job Problems for Different Distributions

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pr. Stns.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Heur-N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Heur-A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5 x 5</td>
<td>R</td>
<td>Unlim.</td>
<td>N</td>
<td>2318.5</td>
<td>2567.4</td>
<td>10.7</td>
<td>2339.0</td>
<td>0.9</td>
<td>2341.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2392.0</td>
<td>2621.7 (8.7)</td>
<td>9.6</td>
<td>2419.5</td>
<td>1.1</td>
<td>2419.9</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2592.4</td>
<td>2384.6</td>
<td></td>
<td></td>
<td></td>
<td>2390.2</td>
<td>(0.2)</td>
</tr>
<tr>
<td>6</td>
<td>5 x 5</td>
<td>R</td>
<td>All 0</td>
<td>N</td>
<td>2386.6</td>
<td>2628.3</td>
<td>10.1</td>
<td>2423.5</td>
<td>1.5</td>
<td>2427.9</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2482.4</td>
<td>2685.1 (6.6)</td>
<td>8.2</td>
<td>2517.3</td>
<td>1.4</td>
<td>2519.4</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2652.4</td>
<td>2489.3</td>
<td></td>
<td></td>
<td></td>
<td>2498.1</td>
<td>(0.4)</td>
</tr>
<tr>
<td>10</td>
<td>5 x 10</td>
<td>R</td>
<td>Unlim.</td>
<td>N</td>
<td>6707.9</td>
<td>7461.8</td>
<td>11.2</td>
<td>6760.9</td>
<td>0.8</td>
<td>6763.1</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6872.9</td>
<td>7557.4 (10.6)</td>
<td>10.0</td>
<td>6926.7</td>
<td>0.8</td>
<td>6928.5</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7534.1</td>
<td>6807.1</td>
<td></td>
<td></td>
<td></td>
<td>6799.1</td>
<td>(-0.1)</td>
</tr>
<tr>
<td>12</td>
<td>5 x 10</td>
<td>R</td>
<td>All 0</td>
<td>N</td>
<td>7211.7</td>
<td>7861.7</td>
<td>9.0</td>
<td>7298.6</td>
<td>1.2</td>
<td>7299.1</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7428.8</td>
<td>7970.8 (6.2)</td>
<td>7.3</td>
<td>7583.3</td>
<td>2.1</td>
<td>7577.2</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7922.7</td>
<td>7456.7</td>
<td></td>
<td></td>
<td></td>
<td>7457.0</td>
<td>(0.0)</td>
</tr>
<tr>
<td>16</td>
<td>8 x 6</td>
<td>R</td>
<td>Unlim.</td>
<td>N</td>
<td>4301.5</td>
<td>4638.8</td>
<td>7.8</td>
<td>4367.4</td>
<td>1.5</td>
<td>4366.2</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4443.1</td>
<td>4708.9 (5.2)</td>
<td>6.0</td>
<td>4556.6</td>
<td>2.6</td>
<td>4546.8</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4708.1</td>
<td>4477.3</td>
<td></td>
<td></td>
<td></td>
<td>4480.4</td>
<td>(0.1)</td>
</tr>
<tr>
<td>18</td>
<td>8 x 6</td>
<td>R</td>
<td>All 0</td>
<td>N</td>
<td>4417.5</td>
<td>4710.1</td>
<td>6.6</td>
<td>4495.5</td>
<td>1.8</td>
<td>4498.2</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4591.4</td>
<td>4900.8 (5.6)</td>
<td>6.7</td>
<td>4730.7</td>
<td>3.0</td>
<td>4725.1</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4889.7</td>
<td>4628.4</td>
<td></td>
<td></td>
<td></td>
<td>4648.4</td>
<td>(0.4)</td>
</tr>
<tr>
<td>22</td>
<td>10 x 10</td>
<td>R</td>
<td>Unlim.</td>
<td>N</td>
<td>12177.3</td>
<td>13465.1</td>
<td>10.6</td>
<td>12379.7</td>
<td>1.7</td>
<td>12385.7</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13634.2 (6.3)</td>
<td>12827.8</td>
<td></td>
<td></td>
<td></td>
<td>12831.8</td>
<td>(0.0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13601.2 (7.4)</td>
<td>12660.4</td>
<td></td>
<td></td>
<td></td>
<td>12614.4</td>
<td>(-0.3)</td>
</tr>
<tr>
<td>24</td>
<td>10 x 10</td>
<td>R</td>
<td>All 0</td>
<td>N</td>
<td>12685.8</td>
<td>13861.8</td>
<td>9.3</td>
<td>13078.3</td>
<td>3.1</td>
<td>13101.9</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14064.1 (3.4)</td>
<td>13607.8</td>
<td></td>
<td></td>
<td></td>
<td>13620.8</td>
<td>(0.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13999.5 (4.9)</td>
<td>13350.1</td>
<td></td>
<td></td>
<td></td>
<td>13406.7</td>
<td>(0.4)</td>
</tr>
</tbody>
</table>

(·) : Errors with respect to Heur-N
Table 19. Comparison of Techniques for Multiple Job Problems for Different Distributions

<table>
<thead>
<tr>
<th>Pr. No.</th>
<th>Stns. x Jobs</th>
<th>P.T.</th>
<th>Buffer Caps.</th>
<th>Dis.</th>
<th>NLP CPU (secs.)</th>
<th>Buf. Rule CPU (secs.)</th>
<th>% Error</th>
<th>Heur-N CPU (secs.)</th>
<th>% Error</th>
<th>Heur-A CPU (secs.)</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>5 x 5</td>
<td>R</td>
<td>Unlim.</td>
<td>N</td>
<td>7.8</td>
<td>0.01</td>
<td>10.7</td>
<td>0.63</td>
<td>0.9</td>
<td>0.35</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L</td>
<td>33.1</td>
<td>0.01</td>
<td>9.6</td>
<td>2.0</td>
<td>1.1</td>
<td>1.2</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G</td>
<td>-</td>
<td>0.01</td>
<td>(8.7)</td>
<td>5.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5 x 5</td>
<td>R</td>
<td>All 0</td>
<td>N</td>
<td>9.5</td>
<td>0.01</td>
<td>10.1</td>
<td>0.71</td>
<td>1.5</td>
<td>0.27</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L</td>
<td>65.7</td>
<td>0.01</td>
<td>8.2</td>
<td>1.6</td>
<td>1.4</td>
<td>0.97</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G</td>
<td>-</td>
<td>0.01</td>
<td>(6.6)</td>
<td>5.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5 x 10</td>
<td>R</td>
<td>Unlim.</td>
<td>N</td>
<td>44.3</td>
<td>0.01</td>
<td>11.2</td>
<td>2.3</td>
<td>0.8</td>
<td>0.43</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L</td>
<td>144.7</td>
<td>0.01</td>
<td>10.0</td>
<td>4.4</td>
<td>0.8</td>
<td>2.1</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G</td>
<td>-</td>
<td>0.01</td>
<td>(10.6)</td>
<td>19.9</td>
<td></td>
<td>6.9</td>
<td>(-0.1)</td>
</tr>
<tr>
<td>12</td>
<td>5 x 10</td>
<td>R</td>
<td>All 0</td>
<td>N</td>
<td>52.7</td>
<td>0.01</td>
<td>9.0</td>
<td>1.9</td>
<td>1.2</td>
<td>0.65</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L</td>
<td>404.3</td>
<td>0.01</td>
<td>7.3</td>
<td>6.9</td>
<td>2.1</td>
<td>2.3</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G</td>
<td>-</td>
<td>0.01</td>
<td>(6.2)</td>
<td>20.4</td>
<td></td>
<td>7.1</td>
<td>(0.0)</td>
</tr>
<tr>
<td>16</td>
<td>8 x 6</td>
<td>R</td>
<td>Unlim.</td>
<td>N</td>
<td>32.8</td>
<td>0.01</td>
<td>7.8</td>
<td>1.3</td>
<td>1.5</td>
<td>0.24</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L</td>
<td>134.6</td>
<td>0.01</td>
<td>6.0</td>
<td>4.7</td>
<td>2.6</td>
<td>1.5</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G</td>
<td>-</td>
<td>0.01</td>
<td>(5.2)</td>
<td>16.8</td>
<td></td>
<td>6.1</td>
<td>(0.1)</td>
</tr>
<tr>
<td>18</td>
<td>8 x 6</td>
<td>R</td>
<td>All 0</td>
<td>N</td>
<td>44.5</td>
<td>0.01</td>
<td>6.6</td>
<td>1.9</td>
<td>1.8</td>
<td>0.28</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L</td>
<td>315.0</td>
<td>0.01</td>
<td>6.7</td>
<td>4.7</td>
<td>3.0</td>
<td>1.4</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G</td>
<td>-</td>
<td>0.01</td>
<td>(5.6)</td>
<td>17.0</td>
<td></td>
<td>6.1</td>
<td>(0.4)</td>
</tr>
<tr>
<td>22</td>
<td>10 x 10</td>
<td>R</td>
<td>Unlim.</td>
<td>N</td>
<td>242.6</td>
<td>0.01</td>
<td>10.6</td>
<td>4.1</td>
<td>1.7</td>
<td>0.92</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L</td>
<td>-</td>
<td>0.01</td>
<td>(6.3)</td>
<td>8.9</td>
<td></td>
<td>4.6</td>
<td>(0.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G</td>
<td>-</td>
<td>0.01</td>
<td>(7.4)</td>
<td>44.9</td>
<td></td>
<td>14.5</td>
<td>(-0.3)</td>
</tr>
<tr>
<td>24</td>
<td>10 x 10</td>
<td>R</td>
<td>All 0</td>
<td>N</td>
<td>405.8</td>
<td>0.01</td>
<td>9.3</td>
<td>3.6</td>
<td>3.1</td>
<td>1.1</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L</td>
<td>-</td>
<td>0.01</td>
<td>(3.4)</td>
<td>10.8</td>
<td></td>
<td>4.6</td>
<td>(0.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>G</td>
<td>-</td>
<td>0.01</td>
<td>(4.9)</td>
<td>34.5</td>
<td></td>
<td>14.8</td>
<td>(0.4)</td>
</tr>
</tbody>
</table>

(.): Errors with respect to Heur-N
The results show that the performance of both heuristic procedures is consistent across all the distributions considered. In fact, Heur-A occasionally produces a marginally better overall solution than Heur-N. The error ranges are of similar magnitude for the distributions over all the problems considered.

The computation time requirements are significantly higher for non-normal distributions for all the methods because of the greater amount of calculations required. The gamma distribution requires the most time since its relationships are the most involved. This difference in timings is especially pronounced in the case of optimal solution to the lognormal problems. These increases in computation time increase the preferability of the heuristics in solving the problem.

5.7 Summary

In this chapter the problem of determining optimal part delivery dates in the multiple job assembly line has been addressed. A representation of the system as a precedence network has been used to understand the process and its description. Modifications necessary to incorporate limited buffers between stations have been made in the descriptive model. The objective function has been developed and a computational scheme devised for its evaluation.

Two different solution approaches have been applied. The nonlinear programming approach uses the analytically computed value of the function to determine the optimal solution. This approach has been developed for the normal and lognormal
distributions. A critical path - bottleneck station based heuristic has been implemented with appropriate corrections to incorporate random processing times and limited buffers between stations. The heuristic uses the single job solution techniques developed in Chapter 4 to determine the decisions. The performance of the heuristic has been found to be extremely promising when compared with the optimal solutions, and much better than the safety buffer rule using 1 standard deviation safety time. The solution method gives reasonably good results (within 0.2-4%) compared to the nonlinear programming method, with comparatively negligible computational effort. The heuristic method has been generalized to include all the distributions considered, and retains its effectiveness over them.
6.0 Analysis of Results and System Behavior

6.1 Introduction

In the previous chapters, the methodology for solution of the single and multiple job problem has been developed. In this chapter, this methodology is used to conduct experiments to gain insights as to the behavior of small lot assembly systems with part input at each stage under different operating conditions.

The objective of the experimentation has been to identify any patterns and trends in policy behavior that could be useful in the design and management of such systems. The experiments have been carried out under different scenarios using numerical values. While the output values obtained are obviously dependent upon the numbers chosen, the understanding generated regarding the trends in the behavior of the system is more important. In view of the amount of experimentation involved and the heavy computational requirements of the nonlinear programming solution approach, the results are compared for the solutions determined by the heuristic procedure.

As alluded to above, numerical based observations regarding system behavior are dependent on the numbers chosen. To increase the generality of these observations, the sample problems have been created to consider ranges in costs and vari-
ances. Since the cost values can be scaled up or down without altering the characteristics of the problem, the observations regarding system behavior depend only on the range considered. The effect of varying individual costs is examined in the next section. Changes in magnitudes of variances affect the variability and behavior of the process, as well as other factors like choice of distribution to use for part delivery and operation processing times. Therefore, greater experimentation is required regarding the impact of variances even if the change is uniform. The sensitivity of system behavior to changes in variance, individually and collectively, is also examined in the next section.

The following data is used to conduct the experimentation. The problem size varies between 5 stations x 5 jobs to 10 stations x 10 jobs. In creating the problem data, it has been assumed that the subassembly is at least as expensive as the part, and that subassembly costs increase down the line. The part inventory costs vary between 0.5 to 3 units. Subassembly inventory costs at a station are generated in accordance with the costs of the subassembly and the part at the previous station, and some further cost increase due to value addition. Consequently, the values of the subassembly inventory costs increase down the line, and are generated in the range between 1 to 20 units. The finished inventory cost is generated similarly from the subassembly and part costs at the last station. Delivery tardiness costs range from 2 to 3 times the finished inventory costs.

The processing times at assembly stations range between 7 to 10 units, the largest in each problem being 10 units. The minimum among the processing times generated is between 7 and 8 units, and this spread of processing times constitutes a moderate balance between stations. The processing time standard deviations
range from 2 to 4 units, corresponding to coefficients of variation between 0.3 to 0.4. The variabilities of part delivery times and processing times have been kept to be of the same order so that neither dominates the other. Accordingly, part delivery time standard deviations range between 1 to 4 units. Assuming similar coefficients of variation, this implies that the lead times of the parts are of the same order of magnitude as the processing times.

6.2 Sensitivity to System Parameters

In this section the sensitivity of the solutions to changes in system parameters is examined. These comparisons have been done in order to understand the system behavior under changed conditions, and also to get an idea of the kind of errors that can result due to incorrect estimation of the parameters. Moreover, it is necessary to study how the effects of these changes vary across all distributions, and how sensitive the observations regarding system behavior in the later sections may be due to changes in the parameters.

6.2.1 Effect of Changes in Costs

The cost changes experimented with are the finished inventory cost (CF), tardiness cost (CT), makespan cost (CM), and different part inventory costs (CE). The part costs have been varied at three stations, namely, at the bottleneck (station 4), a station before the bottleneck, and a station after the bottleneck, to examine their rel-
ative importance along the line. It is assumed that with a change in part cost, there is a corresponding change in downstream subassembly costs as well. The CF and CT values are relatively larger than the other cost values in the problem due to the structure of the problem of increasing costs along the line. Table 20 shows the results from an indicative set of experiments for each distribution for the sample 8 station x 6 job problem, along with the percentage change in overall cost arising out of the change.

Increasing the unit cost of finished inventory (CF) to double its original value increases the total cost of the solution considerably, by as much as 45-47% in the sample problem. This is despite of the decisions after the bottleneck being delayed in order to reduce the impact of the change. This magnitude of increase is due to the high contribution of finished inventory cost to the total cost, as will be seen in Section 6.3. The magnitude of increase is similar across the distributions. Similar trends hold for other magnitudes of changes in CF.

Doubling the unit cost of delivery tardiness causes the prescribed delivery date to be delayed compared to the initial problem to reduce the probability of tardiness. The total cost increase is 3.7% for the normal distribution in the sample problem. This increase is higher by an additional 1-2% for non-normal distributions. Note that even though the unit cost of tardiness is the largest among all unit costs, its effect on the total cost is considerably smaller than the effects of CF and CM, and is of the same order as the effect of individual part costs.

Increasing the makespan cost (CM) to double its original value causes all decisions to be accelerated in order to reduce the overall makespan. The overall cost
Table 20. Effect of Changes in Selected Parameters on Total Costs at Solutions

Number of Stations = 8, Number of Jobs = 6
Random Delivery & Processing Times, Unlimited Buffers

<table>
<thead>
<tr>
<th>Parameter Changed</th>
<th>Initial Value</th>
<th>Change</th>
<th>$TC^∗$ Normal</th>
<th>$TC^∗$ Lognormal</th>
<th>$TC^∗$ Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6830</td>
<td>7192</td>
<td>7049</td>
</tr>
<tr>
<td>CF</td>
<td>20</td>
<td>+20</td>
<td>10035 (46.9)</td>
<td>10427 (45.0)</td>
<td>10378 (47.2)</td>
</tr>
<tr>
<td>CT</td>
<td>60</td>
<td>+60</td>
<td>7084 (3.7)</td>
<td>7562 (5.1)</td>
<td>7453 (5.7)</td>
</tr>
<tr>
<td>CM</td>
<td>10</td>
<td>+10</td>
<td>8276 (21.1)</td>
<td>8656 (20.4)</td>
<td>8492 (20.5)</td>
</tr>
<tr>
<td>CE₁</td>
<td>0.5</td>
<td>+1.0</td>
<td>7150 (4.7)</td>
<td>7521 (4.6)</td>
<td>7372 (4.6)</td>
</tr>
<tr>
<td>CE₄</td>
<td>2.0</td>
<td>+1.0</td>
<td>7094 (3.9)</td>
<td>7486 (4.0)</td>
<td>7347 (4.3)</td>
</tr>
<tr>
<td>CE₇</td>
<td>1.0</td>
<td>+1.0</td>
<td>7064 (3.4)</td>
<td>7429 (3.3)</td>
<td>7326 (3.9)</td>
</tr>
<tr>
<td>σD₂</td>
<td>2.0</td>
<td>+2.0</td>
<td>6874 (0.7)</td>
<td>7236 (0.6)</td>
<td>7108 (0.8)</td>
</tr>
<tr>
<td>σD₄</td>
<td>2.0</td>
<td>+2.0</td>
<td>6874 (0.7)</td>
<td>7240 (0.6)</td>
<td>7110 (0.8)</td>
</tr>
<tr>
<td>σD₆</td>
<td>2.0</td>
<td>+2.0</td>
<td>6895 (1.0)</td>
<td>7263 (1.0)</td>
<td>7148 (1.4)</td>
</tr>
<tr>
<td>σP₂</td>
<td>3.0</td>
<td>+2.0</td>
<td>7124 (4.3)</td>
<td>7679 (6.8)</td>
<td>7390 (4.8)</td>
</tr>
<tr>
<td>σP₄</td>
<td>4.0</td>
<td>+2.0</td>
<td>7288 (6.7)</td>
<td>7818 (8.7)</td>
<td>7753 (10.0)</td>
</tr>
<tr>
<td>σP₆</td>
<td>2.0</td>
<td>+2.0</td>
<td>7094 (3.9)</td>
<td>7621 (6.0)</td>
<td>7447 (5.7)</td>
</tr>
</tbody>
</table>
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increases by 20-21% for the sample problem. This increase is of similar magnitude over the distributions.

The effect of increasing the part inventory costs (CE) by 1 unit, with consequent increases in downstream subassembly inventory costs, depends on where the change occurs on the line. Generally, the increase in CE causes the part to be delayed to minimize its impact on the total cost. Since the bottleneck affects the timings of the entire system, an increase in part cost at that station causes delays in decisions at stations on either side of the bottleneck. The effect on cost is the largest when the change occurs early in the line, as can be seen in the relative values for CE1, CE4, and CE7. However, the overall impact is moderate, ranging between 3.3-4.7%, and does not change appreciably with distribution.

Costs have been varied individually at stations before and after the bottleneck, to indicate the effect of the change in part inventory cost in different sections of the line. Similar trends will hold if costs are changed at multiple stations instead of just one. Changing all cost values in the problem uniformly would result in simply scaling all the costs. Therefore, there would be no effect on the decisions obtained. Accordingly, uniform changes in costs have not been experimented with.

The following conclusions can be drawn from the experiments described above.

1. Changes in finished inventory cost and makespan cost can have a very significant effect on total cost, while the effects of change in tardiness cost and part inventory costs are relatively moderate.
2. The effects on total cost arising out of cost parameter changes are of similar magnitude across different distributions. This suggests that any comparisons
between different distributions will not be affected substantially if the costs change or there is an error in cost estimation. This increases the generality of the analysis done in later sections.

### 6.2.2 Effect of Changes in Variability

The effects of changes in the part delivery variances and the processing time variances have also been examined. As in the case of the costs, these changes are made at three stations, namely, at the bottleneck, a station before the bottleneck, and a station after the bottleneck, to examine if the station at which the change occurs has any relationship with the magnitude of the effect. These results are also shown in Table 20.

The effect of increasing the part delivery variance by two units at stations 2, 4, and 6 respectively is basically to accelerate the part concerned. This is done in order to provide for additional protection against the added variability. In the case of the bottleneck (station 4), parts required at neighboring stations are also accelerated marginally because of the consequent changes in operation finish times. The effect on overall cost is greater for changes at stations after the bottleneck, because the change is transmitted more directly to finish times at the end of the line. This effect can be seen to be different from the effect due to change in the CE values, which have greater impact if they occur earlier on the line. The overall cost change, however, is relatively small and ranges between 0.6 to 1.4%. The effect is marginally different for non-normal distributions.
The effect of increasing the processing time standard deviation by 2 units is considerably more significant. This is because the processing time variances are directly added to the operation start time variances, thus increasing system variability. This causes decisions at that station as well as subsequent stations to be delayed. The values of processing time variances have been chosen to reflect coefficients of variation between 0.3 and 0.4. Since the bottleneck station has the largest mean processing time, its variance is accordingly the largest as well. The bottleneck station effectively determines the scheduling of the system, so that a change in variance there causes almost all decisions along the line to be delayed. The highest cost increase also occurs in this case, 6.7% for the normal distribution, and 8.7% and 10% for the lognormal and gamma distributions respectively.

The effect of change in variance is also greater for stations after the bottleneck than for changes before the bottleneck, because the change is transmitted more directly to finish times at the end of the line. The magnitudes of increases in cost as a result of changes in processing time variances are considerably higher than for similar changes in part delivery variances, ranging between 3.9-10% overall. The increases are greater for non-normal distributions because the differences between distributions become more significant at higher variabilities.

Considering the sensitivity of the solution to changes in variance, and also the importance of the choice of distribution when variances are high, the impact of changes in variances has been examined further. These experiments have been done separately for delivery and processing time variances. In these experiments, all variances have been changed by a constant value, the magnitude of the change.
ranging between -1.0 to +2.0. The results from these runs are shown in Table 21 and graphed in Figure 19.

These results confirm the observations from changing the individual variances. Increasing all part delivery variances causes all parts to be accelerated, and increases costs by about 4% when all standard deviations are increased by 2 units. Corresponding changes occur when all standard deviations are reduced. The behavior of total policy costs with change in part delivery variances can be seen in Figure 19a.

By contrast, similar changes in processing time variances cause much greater impact on decisions and costs. Increasing processing time variances causes all decisions to be delayed to provide for additional protection against variability. A 2 unit increase in all standard deviations causes a net increase of 27.8% for the normal, and 37.3% and 36.9% for the lognormal and gamma distributions. The impact is considerably higher and grows more rapidly for non-normal distributions, as can be seen in Figure 19b.

Thus, as variances become larger, the choice of distribution becomes more crucial. The impact of buffers and other parameters may also be affected as variability increases. Greater care therefore needs to be exercised in parameter estimation and system design when variabilities are high, especially of processing times.

To summarize, changes in processing time variances have a bigger impact on total costs than that of similar changes in part delivery time variances. At higher variance values, the effect of the change on different distributions is also different,
Table 21. Effect of Changes in Variances on Total Costs at Solutions

Number of Stations = 8, Number of Jobs = 6
Random Delivery & Processing Times, Unlimited Buffers

<table>
<thead>
<tr>
<th>Parameters Changed</th>
<th>Change</th>
<th>TC' Normal</th>
<th>TC' Lognormal</th>
<th>TC' Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{D_i}$, $i=1,..8$</td>
<td>-1.0</td>
<td>6724 (-1.6)</td>
<td>7113 (-1.1)</td>
<td>6986 (-0.9)</td>
</tr>
<tr>
<td>$\sigma_{D_i}$, $i=1,..8$</td>
<td>-0.5</td>
<td>6772 (-0.8)</td>
<td>7145 (-0.6)</td>
<td>7015 (-0.5)</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>6830</td>
<td>7192</td>
<td>7049</td>
</tr>
<tr>
<td>$\sigma_{D_i}$, $i=1,..8$</td>
<td>+0.5</td>
<td>6894 (0.9)</td>
<td>7250 (0.8)</td>
<td>6994 (0.8)</td>
</tr>
<tr>
<td>$\sigma_{D_i}$, $i=1,..8$</td>
<td>+1.0</td>
<td>6964 (1.9)</td>
<td>7316 (1.7)</td>
<td>7157 (1.5)</td>
</tr>
<tr>
<td>$\sigma_{D_i}$, $i=1,..8$</td>
<td>+1.5</td>
<td>7037 (3.0)</td>
<td>7397 (2.8)</td>
<td>7219 (2.4)</td>
</tr>
<tr>
<td>$\sigma_{D_i}$, $i=1,..8$</td>
<td>+2.0</td>
<td>7115 (4.2)</td>
<td>7485 (4.1)</td>
<td>7341 (4.1)</td>
</tr>
<tr>
<td>$\sigma_{P_i}$, $i=1,..8$</td>
<td>-1.0</td>
<td>5983 (-12.4)</td>
<td>6135 (-14.7)</td>
<td>6092 (-13.6)</td>
</tr>
<tr>
<td>$\sigma_{P_i}$, $i=1,..8$</td>
<td>-0.5</td>
<td>6395 (-6.6)</td>
<td>6640 (-6.9)</td>
<td>6578 (-6.7)</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>6830</td>
<td>7192</td>
<td>7049</td>
</tr>
<tr>
<td>$\sigma_{P_i}$, $i=1,..8$</td>
<td>+0.5</td>
<td>7287 (6.7)</td>
<td>7801 (8.5)</td>
<td>7569 (7.4)</td>
</tr>
<tr>
<td>$\sigma_{P_i}$, $i=1,..8$</td>
<td>+1.0</td>
<td>7755 (13.5)</td>
<td>8454 (17.6)</td>
<td>8223 (16.7)</td>
</tr>
<tr>
<td>$\sigma_{P_i}$, $i=1,..8$</td>
<td>+1.5</td>
<td>8238 (20.6)</td>
<td>9151 (27.2)</td>
<td>8912 (26.4)</td>
</tr>
<tr>
<td>$\sigma_{P_i}$, $i=1,..8$</td>
<td>+2.0</td>
<td>8727 (27.8)</td>
<td>9877 (37.3)</td>
<td>9653 (36.9)</td>
</tr>
</tbody>
</table>
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a) Effect of Changes in All Part Delivery Variances

![Graph showing the effect of changes in part delivery variances on total cost.]

b) Effect of Changes in All Processing Time Variances
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Figure 19. Effect of Changes in Variances on Total Cost in Multiple Job Problem

Solution of Multiple Job Problem
more in the cases of the lognormal and gamma distributions than for the normal distribution.

6.3 Effect of Randomness on Cost Components

During the course of the development of the prescriptive approach and the analysis so far, the main concern has been the determination of part delivery dates that minimize the overall cost of part and subassembly waiting, finished inventory, makespan and tardiness. For more detailed analysis of system behavior, under different operating conditions, the solutions determined by the methodology are now examined in terms of the individual cost components as well. The cost components considered are as follows.

1. Subassembly inventory cost: cost incurred by incomplete subassemblies waiting for availability of parts and stations.
2. Part inventory cost: cost incurred by parts waiting for availability of subassemblies and stations.
3. Batch earliness cost: cost incurred by completed batch waiting for customer delivery.
4. Batch tardiness cost: cost incurred by completion of batch beyond the customer delivery date.
5. Finished inventory cost: cost incurred by completed assembly jobs waiting for completion of the batch.
6. Makespan cost: cost incurred due to the use of the assembly facility for the complete processing of the batch.

The nature of the assembly system as it is modelled certainly causes the occurrence of some costs. Waiting times are incurred by finished assemblies while they wait for the batch to be completed. Subassembly inventory costs are assumed to be increasing down the line, with the highest costs at the finished assembly stage. The solution therefore attempts to delay operations after the bottleneck as much as possible. This reduces the finished inventory cost but causes subassembly waiting costs to be incurred instead. Likewise, makespan cost is incurred even if there is no variability. Therefore some minimum costs would be incurred even if the system were totally deterministic. In the sample problems considered in the experimentation, the total of these minimum costs may be up to 30-60% of the total system cost with randomness, depending on the values of the problem parameters.

Table 22 shows the cost components of the solution for a sample problem with deterministic delivery and processing times. The cost components that are not incurred in a deterministic system are the part inventory cost, and the batch earliness and tardiness costs. This is possible because the timings of the part deliveries and various operations can be determined exactly, thus eliminating these waiting costs.

When random part delivery times are considered, the costs increase significantly, resulting in cost increases of up to 15-30% over the deterministic case in the problems considered. In the example problem shown in Table 22, this increase is about 18%. All the components now have some contribution to the total costs, the largest increases being in the part waiting and finished inventory costs. Though the subas-
### Table 22. Effect of Randomness on System Cost Components at Solutions

Number of Stations = 8, Number of Jobs = 6
Unlimited Buffers, Normal Distribution

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Subassy. Inventory Cost</td>
<td>705.0</td>
<td>657.0</td>
<td>1385.3</td>
</tr>
<tr>
<td>Part Inventory Cost</td>
<td>0.0</td>
<td>239.6</td>
<td>256.1</td>
</tr>
<tr>
<td>Batch Earliness Cost</td>
<td>0.0</td>
<td>80.2</td>
<td>415.7</td>
</tr>
<tr>
<td>Batch Tardiness Cost</td>
<td>0.0</td>
<td>117.7</td>
<td>341.3</td>
</tr>
<tr>
<td>Finished Inventory Cost</td>
<td>2100.0</td>
<td>2414.7</td>
<td>3018.1</td>
</tr>
<tr>
<td>Makespan Cost</td>
<td>1185.0</td>
<td>1215.7</td>
<td>1413.0</td>
</tr>
<tr>
<td>Total Cost</td>
<td>3990.0</td>
<td>4725.0</td>
<td>6829.7</td>
</tr>
</tbody>
</table>
assembly cost at the final solution is marginally lower, the reduction is considerably smaller than the increases in any of the other components.

Adding randomness in processing times in addition to part delivery times increases solution costs considerably, resulting in overall cost increases of 50-100% over the deterministic system costs in the problems considered. In the sample problem, this increase is about 70%. The effect of random processing times is much larger than that due to random delivery times, and the largest increases occur in subassembly and finished inventory costs. All components, with the exception of part inventory costs, register significant increases.

Based on the cost values presented in Table 22, and the results of other scenarios to be discussed later, the most significant components of the total cost are those relating to finished inventory, subassembly waiting and makespan. Since waiting times are enforced on finished assemblies, and the per unit inventory costs are the highest at this stage, the finished inventory component is the largest contributor in all problems. Also, as will be indicated later, the largest magnitudes of changes, under different scenarios, take place in the finished inventory and subassembly waiting costs.

Decisions derived using deterministic estimates are optimistic compared to those considering randomness, since no safety times are allowed for delivery or processing. In the sample problems used in this chapter, if the deterministic decisions are used when actual delivery times are random, errors of about 20-40% result with respect to optimal policy costs. This error increases to as much as 60-100% when random processing times are introduced. It is therefore important to consider randomness explicitly in making these decisions.
6.4 Effect of Buffer Capacities

Provisions have been made in the descriptive and prescriptive models for consideration of limited buffers between assembly stations. These restrictions may arise due to the cost of providing for buffer positions, as well as due to space and other physical constraints. Though the model cannot prescribe the optimal buffer capacities, some experimentation has been conducted to measure the impact of buffer limitations and guide their size and placement.

There are increases in total costs when buffer capacities are restricted instead of being unlimited. The total increase in cost from unlimited buffers to the buffer capacities at 0, ranges between 2-4% when the sample problems used in this chapter are run with deterministic processing times. When processing times are random, the likelihood of blocking and starving increases. This causes additional cost increase, resulting in net increases of 3-8% in the sample problems due to buffer limitations. The actual magnitudes of these increases depend on the relative imbalance between stations and on the variability of delivery and processing times.

The sample problem used in the previous section has been run under three different buffer configurations. The cost increase in the solution arising out of eliminating buffers completely is 3.2%. Examining the cost components at the solution, shown in Table 23, reveals that the most significant cost increase occurs in the finished inventory costs, while the subassembly cost declines. This behavior occurs because now subassemblies cannot be held back as much as with unlimited buffers, and jobs have to be kept moving through the system to reduce interference. The
consequent increase in finished inventory cost offsets the reduction in subassembly cost. All other cost components also increase, though not as significantly.

The appropriate locations and sizes of these buffers depend on the different means and variabilities, and also on the relative imbalance between stations. However, in small lot assembly problems with unbalanced lines, the role of buffer capacities is less significant than in balanced lines. This is because in unbalanced lines, the faster operations tend to act as buffers themselves. In such lines, the most important buffer positions are the ones immediately preceding and following the relative bottlenecks, to prevent blocking and starving of the critical operations. In addition to the main bottleneck, the relative bottlenecks down the line are also important, since the amount by which jobs can be delayed depends on their durations.

As can be seen in Table 23, provision of just a few buffer positions at the relative bottlenecks results in total costs within about 1% of the costs achieved by the unlimited buffer solution for that problem. This behavior can also be seen in the results for problems 2, 5, 8, 11, 14, 17 and 18 in Table 16 in Chapter 5, and is consistent with the findings in Conway et al. (1988) in their study of the role of buffer capacities in serial production lines. The choice of appropriate locations and capacities of buffers is also governed by other factors, such as the cost of providing buffer positions, and space or other physical constraints. This methodology can be used to enable evaluation of these trade-offs.

Since the subassembly and finished inventory costs are large components of the overall cost, and these are also the values most affected by buffer limitations, changes in their unit costs will affect the cost increase due to buffers. An increase in finished inventory unit cost will cause the cost increase due to buffer limitations to
Table 23. Effect of Buffers on System Cost Components at Solutions

Number of Stations = 8, Number of Jobs = 6
Random Delivery & Processing Times, Normal Distribution

<table>
<thead>
<tr>
<th>Cost Component</th>
<th>Unlimited Buffers</th>
<th>Buffer Caps. 1-0-1-0-1-0</th>
<th>All 0 Buffers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subassy. Inventory Cost</td>
<td>1385.3</td>
<td>1027.2</td>
<td>1017.6</td>
</tr>
<tr>
<td>Part Inventory Cost</td>
<td>256.1</td>
<td>264.3</td>
<td>280.1</td>
</tr>
<tr>
<td>Batch Earliness Cost</td>
<td>415.7</td>
<td>425.7</td>
<td>434.5</td>
</tr>
<tr>
<td>Batch Tardiness Cost</td>
<td>341.3</td>
<td>337.6</td>
<td>345.6</td>
</tr>
<tr>
<td>Finished Inventory Cost</td>
<td>3018.1</td>
<td>3426.0</td>
<td>3536.2</td>
</tr>
<tr>
<td>Makespan Cost</td>
<td>1413.0</td>
<td>1416.9</td>
<td>1431.7</td>
</tr>
<tr>
<td>Total Cost</td>
<td>6829.7</td>
<td>6897.9</td>
<td>7045.8</td>
</tr>
</tbody>
</table>
be even greater. However, part inventory costs are not likely to cause any significant change in the cost increase due to buffers. Changes in variances will affect the cost increase of buffer restrictions, since the probability of blocking and starving increases as variability increases. Therefore, the cost increases are likely to be higher as the variances increase. Again, processing time variances are likely to cause greater effect than part delivery variances as was seen in Section 6.2.

To summarize, buffer restrictions cause increases in cost compared to unlimited buffers. This increase is mainly due to increase in finished inventory which offsets the reduction in subassembly cost. In small lot assembly with unbalanced lines, the role of buffers is not very critical, and provision of just a few buffer spaces results in total costs close to the unlimited buffer solutions.

6.5 Effect of Distributions

The lognormal and gamma distributions consistently yield higher overall costs at the final solutions than the normal distribution. This is a consequence of the skewed nature of the distributions. This behavior becomes more significant when the variances become large, since that is when the differences between the distributions are the most pronounced. In the sample problems considered, the cost increase ranges between 4-10%, depending on the values of the parameters. The decisions and optimal policy costs are generally the most different for the lognormal. This behavior was observed in the solution of the single job problem as well, as discussed in section 4.7.1.
Table 24. Effect of Distributions on System Cost Components at Solutions

Number of Stations = 8, Number of Jobs = 6
Random Delivery & Processing Times, Unlimited Buffers

<table>
<thead>
<tr>
<th>Cost Component</th>
<th>Normal</th>
<th>Lognormal</th>
<th>Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subassy. Inventory Cost</td>
<td>1385.3</td>
<td>1591.5</td>
<td>1576.1</td>
</tr>
<tr>
<td>Part Inventory Cost</td>
<td>256.1</td>
<td>252.4</td>
<td>284.1</td>
</tr>
<tr>
<td>Batch Earliness Cost</td>
<td>415.7</td>
<td>331.9</td>
<td>349.2</td>
</tr>
<tr>
<td>Batch Tardiness Cost</td>
<td>341.3</td>
<td>469.9</td>
<td>352.1</td>
</tr>
<tr>
<td>Finished Inventory Cost</td>
<td>3018.1</td>
<td>3096.4</td>
<td>3067.3</td>
</tr>
<tr>
<td>Makespan Cost</td>
<td>1413.0</td>
<td>1449.6</td>
<td>1420.4</td>
</tr>
<tr>
<td>Total Cost</td>
<td>6829.7</td>
<td>7192.1</td>
<td>7049.2</td>
</tr>
</tbody>
</table>
In the sample problem shown in Table 24, the cost increase is 5.3% for the lognormal and 3.2% for the gamma. The most significant increases cost occur in the finished inventory and subassembly costs. The makespan values are also larger for non-normal distributions. The batch tardiness cost increases as well, but there is a corresponding decrease in the batch earliness cost. The change in part inventory cost is relatively less significant, and in any case is not a major part of the overall cost.

As seen in Section 6.2, the effect of changes in cost parameters affect distributions similarly. Therefore, the trends in behavior observed here will continue to hold if the cost parameters change. However, the effect of variability was seen to be higher for non-normal distributions. Accordingly, the effects due to distributions observed in this section are likely to be more pronounced as the variances increase.

### 6.5.1 Relationship Between Buffer Capacities and Distributions

It has also been investigated if the distribution used has any relation with the effect due to buffers, that is, if the cost increases due to buffer limitations are different for the different distributions considered. In order to study this, a set of problems of different sizes have been run in the extreme cases of unlimited and zero buffers for each distribution. The costs at these solutions are shown in Table 25. For each distribution, the costs are shown along with the percentage increase due to buffer limitations.

For the 5 station x 5 job problem in Table 25, the total cost increase due to buffer limitations using the normal distribution is 3.7%. The corresponding increase when
Table 25. Effect of Distributions and Buffer Capacities on Total Costs at Solutions

Random Delivery & Processing Times, Moderately Balanced Line

<table>
<thead>
<tr>
<th>Stns. X Jobs</th>
<th>Buffers</th>
<th>$TC^*$ Normal</th>
<th>$TC^*$ Lognormal</th>
<th>$TC^*$ Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 X 5</td>
<td>Unlim.</td>
<td>2341</td>
<td>2420</td>
<td>2390</td>
</tr>
<tr>
<td>5 X 5</td>
<td>All 0</td>
<td>2428 (3.7)</td>
<td>2519 (4.1)</td>
<td>2498 (4.5)</td>
</tr>
<tr>
<td>5 X 10</td>
<td>Unlim.</td>
<td>6763</td>
<td>6928</td>
<td>6799</td>
</tr>
<tr>
<td>5 X 10</td>
<td>All 0</td>
<td>7299 (7.9)</td>
<td>7577 (9.3)</td>
<td>7457 (9.6)</td>
</tr>
<tr>
<td>8 X 6</td>
<td>Unlim.</td>
<td>6829</td>
<td>7192</td>
<td>7049</td>
</tr>
<tr>
<td>8 X 6</td>
<td>All 0</td>
<td>7046 (3.2)</td>
<td>7495 (4.2)</td>
<td>7327 (3.9)</td>
</tr>
<tr>
<td>10 X 10</td>
<td>Unlim.</td>
<td>21767</td>
<td>22298</td>
<td>22263</td>
</tr>
<tr>
<td>10 X 10</td>
<td>All 0</td>
<td>22973 (5.5)</td>
<td>23874 (7.0)</td>
<td>23806 (6.9)</td>
</tr>
</tbody>
</table>

(\(\cdot\)): % Cost increase with respect to Unlimited Buffer Solution
the lognormal distribution is used is 4.1%. Thus the incremental increase due to the joint effect of buffers and the lognormal distribution is 0.4%. The corresponding value for the gamma distribution for the same problem is 0.8%. Another method of examining this effect is to evaluate the total cost increase from the Normal-Unlimited Buffer problem to the Lognormal-Zero Buffer problem, which is 7.6% in this case. The increase due to buffer restrictions alone for the normal distribution is 3.7%, while the increase due to distribution alone is 3.4%. The residual cost increase of 0.5% (7.6-3.7-3.4) is another measure of the joint effect of buffers and distributions.

Similar analysis of the results for the other problems in Table 25 shows that the cost increases due to buffer limitations are marginally higher for non-normal distributions, ranging between 0.4 to 1.7%. Thus the non-normal distributions may need slightly higher buffer capacities than the normal, to achieve the same percentage increase in overall cost. However, these additional cost increases are relatively smaller than the individual increases due to buffers or distributions by themselves.

The increase in cost due to buffers is also a function of the relative magnitudes of the processing times at the stations. In the problems considered so far, operation times have been moderately balanced. While the bottleneck station processing time has been kept at 10 units, the smallest operation times have been generated between 7 and 8 units. The effect of buffers is likely to be less pronounced as the stations become more unbalanced.

In order to verify this behavior, another set of problems of similar size have been run with a highly unbalanced line, with the processing time values ranging from 2 to 10 units. These results reveal that the impact of buffer limitations is lower when less balanced lines are considered. This behavior results due to the lower likelihood of
interference between operations. The incremental increase due to the joint effect of buffers and distributions is also correspondingly lower. The results for these problems are shown in Table 26.

Although corresponding trends hold as the lines become more balanced, the effect appears to level out as the lines become increasingly balanced. Experimentation showed that the impact of buffers in highly balanced lines, with all processing times ranging between 9.5 and 10 units, were of the same order as in moderately balanced systems. This behavior occurs since the random variability of part delivery dampens some of the interference between stations. In any case, highly balanced lines may not be very likely in small lot assembly.

As discussed in Section 6.4, changes in finished inventory and subassembly unit costs are likely to affect the cost increases due to buffers limitations. Also, changes in processing time variabilities affect the cost changes due to distributions as well as buffers. Thus, the magnitude of the joint effect due to buffers and distributions will also be greater. However, the relative magnitude of this joint effect compared to the individual effects of buffer limitations or distributions will follow the same trends as observed in this section.

6.5.2 Choice of Distribution

During the study of the single job problem, it had been found that the errors resulting out of the choice of an incorrect distribution were relatively small. In other words, if decisions are determined using one distribution, when in fact the real process follows another, the errors in total cost with respect to the optimal solution for...
Table 26. Effect of Distributions and Buffer Capacities on Total Costs at Solutions

Random Delivery & Processing Times, Unbalanced Line

<table>
<thead>
<tr>
<th>Stns. X Jobs</th>
<th>Buffers</th>
<th>$TC^*$ Normal</th>
<th>$TC^*$ Lognormal</th>
<th>$TC^*$ Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 X 5</td>
<td>Unlim.</td>
<td>2094</td>
<td>2167</td>
<td>2130</td>
</tr>
<tr>
<td>5 X 5</td>
<td>All 0</td>
<td>2135 (2.0)</td>
<td>2215 (2.2)</td>
<td>2170 (1.8)</td>
</tr>
<tr>
<td>5 X 10</td>
<td>Unlim.</td>
<td>6269</td>
<td>6416</td>
<td>6315</td>
</tr>
<tr>
<td>5 X 10</td>
<td>All 0</td>
<td>6630 (5.8)</td>
<td>6829 (6.4)</td>
<td>6709 (6.2)</td>
</tr>
<tr>
<td>8 X 6</td>
<td>Unlim.</td>
<td>5700</td>
<td>6136</td>
<td>5878</td>
</tr>
<tr>
<td>8 X 6</td>
<td>All 0</td>
<td>5824 (2.2)</td>
<td>6347 (3.4)</td>
<td>6037 (2.7)</td>
</tr>
<tr>
<td>10 X 10</td>
<td>Unlim.</td>
<td>18906</td>
<td>19812</td>
<td>19650</td>
</tr>
<tr>
<td>10 X 10</td>
<td>All 0</td>
<td>20124 (6.4)</td>
<td>21112 (6.6)</td>
<td>20877 (6.2)</td>
</tr>
</tbody>
</table>

(\cdot): % Cost increase with respect to Unlimited Buffer Solution
that distribution are small. Tests have been conducted to verify this behavior for the multiple job problem as well.

To measure this error, comparisons have been done using the normal and lognormal distributions, since the results for these two distributions are the most different. The decisions taken using the normal distribution are evaluated using the cost computation routine for the lognormal, and vice versa. The values thus obtained are compared with the actual solution values for that distribution. Table 27 shows the results from these experiments for the same problems as considered earlier.

The errors determined from these experiments, as shown in the table, show that the impact on overall cost due to the use of an incorrect distribution is relatively small, ranging between 0.2 to 2.5% for the problems considered. However, the decisions obtained are found to be quite different (not shown here), so that the actual behavior of the system may be different for different distributions. Also, the estimates of individual cost components and total cost will be different. Use of the normal distribution results in optimistic estimates of system behavior and cost compared to the lognormal. However, the overall cost will not be substantially in error, compared to the solution which would have been obtained had the correct distribution been used. This behavior may be the result of the existence of a relatively large region of indifference in the solution space, as was observed in the solution of the single job problem as well.

Since changes in costs affect different distributions in a similar manner, these observations regarding choice of distribution hold even if there are changes in the cost parameters. Though changes in variances affect the distributions considered differently, the decisions for all distributions react in a similar manner to changes in
### Table 27. Errors Due to Choice of Distribution

**Random Delivery & Processing Times**

<table>
<thead>
<tr>
<th>Stns. X Jobs</th>
<th>Buffers</th>
<th>( TC^* ) Normal</th>
<th>TC L-EN</th>
<th>( TC^* ) Lognormal</th>
<th>TC N-EL</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 X 5</td>
<td>Unlim.</td>
<td>2341</td>
<td>2357 (0.7)</td>
<td>2420</td>
<td>2425 (0.2)</td>
</tr>
<tr>
<td>5 X 5</td>
<td>All 0</td>
<td>2428</td>
<td>2453 (1.0)</td>
<td>2519</td>
<td>2536 (0.7)</td>
</tr>
<tr>
<td>5 X 10</td>
<td>Unlim.</td>
<td>6763</td>
<td>6782 (0.3)</td>
<td>6928</td>
<td>6952 (0.3)</td>
</tr>
<tr>
<td>5 X 10</td>
<td>All 0</td>
<td>7299</td>
<td>7420 (1.6)</td>
<td>7577</td>
<td>7677 (1.3)</td>
</tr>
<tr>
<td>8 X 6</td>
<td>Unlim.</td>
<td>6829</td>
<td>6870 (0.6)</td>
<td>7192</td>
<td>7212 (0.3)</td>
</tr>
<tr>
<td>8 X 6</td>
<td>All 0</td>
<td>7046</td>
<td>7147 (1.4)</td>
<td>7495</td>
<td>7605 (1.5)</td>
</tr>
<tr>
<td>10 X 10</td>
<td>Unlim.</td>
<td>21767</td>
<td>22326 (2.6)</td>
<td>22298</td>
<td>22846 (2.5)</td>
</tr>
<tr>
<td>10 X 10</td>
<td>All 0</td>
<td>22973</td>
<td>23328 (1.5)</td>
<td>23874</td>
<td>24292 (1.7)</td>
</tr>
</tbody>
</table>

L-EN: Lognormal solution evaluated using normal distribution
N-EL: Normal solution evaluated using lognormal distribution
(\( . \)): % Error due to choice of incorrect distribution
parameters. Considering the nature of the solution space, the observations regarding errors in total cost due to choice of distribution are not affected significantly by these changes. This behavior has been found to hold in all the problems and variations considered in this chapter.

6.6 Summary

In this chapter the behavior of small lot assembly systems has been examined to assess the importance of various aspects of system design. The components of the objective function have been examined to determine their relative importance and understand system behavior. The effects of randomness, buffer restrictions, and choice of distribution have been studied. The sensitivity of the solution to changes in various parameters has been analyzed. The relative importance of various factors and parameters has been compared, using numerical values, to identify trends and patterns in solution behavior that may be useful in the design and operation of such systems.
7.0 Conclusion

7.1 Summary and Achievements of Research

In this research the problem of determining the optimal part delivery dates in stochastic small lot assembly systems has been addressed. The delivery times of parts to stations and the processing times at assembly stations have been modelled as random variables. The objective of the model is to determine the mean due dates for parts in order to minimize the total expected inventory and tardiness cost. The model is based on the descriptive model developed by Wilhelm and Ahmadi-Marandi (1982), and its extensions.

The descriptive model used to represent and describe the behavior of small lot assembly systems has been presented. Three distributions, namely normal, lognormal and gamma, are considered as representations of part delivery and processing times. The model is based on taking the maximum of several random variables. Necessary measures of system performance have been identified and the derivation of the objective function from the descriptive model has been described. The relationships for the moments of the maximum of two random variables for the normal and lognormal distributions have been presented, while similar relations for the gamma distribution have been derived. The properties required for the application of these relationships to the assembly system have been identified, and studies
have been conducted to measure the suitability of different distributions in light of these requirements.

The single job assembly problem is concerned with determining optimal part delivery dates when only one job is produced by the system, or when the entire lot is produced as one job without distinguishing between completions of individual jobs. The nonlinear programming method has been used to determine the optimal solutions to this problem, and it consistently yields solutions far superior compared to the methods used in previous research. This method is also general enough to incorporate non-normal distributions and random processing times. An approximate solution technique based on the optimization of individual stations in isolation, with suitable correction factors, has been developed. The approach has been generalized to include random processing times and the different distributions considered. This method yields results comparable in quality to the optimal solutions with much less computational effort.

In the multiple job problem, a set of identical jobs is assembled in sequence, flowing through the assembly stations in the same order, and delivered to the customer as a batch. A representation of the system as a precedence network is used to understand the process and its description. Modifications necessary to incorporate limited buffers between stations are made in the descriptive model. The nonlinear programming approach has been applied to obtain optimal solutions to the multiple job problem, whereas previous research had been confined to heuristic solutions only. A heuristic procedure, based on solution of a sequence of single station problems, has been developed with modifications necessary to incorporate random
processing times and limited buffers. The heuristic yields solutions close to the optimal solutions with considerably less computational time.

The main achievement of this research has been the incorporation of three major levels of generalization compared to previous research. These are:

1. Use of different distributions as representations of part delivery times in small lot assembly.
2. Consideration of random processing times at assembly stations.
3. Consideration of limited buffers between stations in multiple job assembly systems.

In addition to these generalizations, optimal solutions are now obtained for the single job as well as multiple job problems, which had not been achieved in previous research. To enable quick and easy solution to the problems, approximate/heuristic methods have also been developed, and have been found to yield results comparable in quality to the optimal solutions.

7.2 Major Findings of This Research

During the course of the research, insights have been generated into the problem and optimal policy behavior under different operating conditions. Some of these are summarized below.
1. Multi-stage processes can be analyzed using the methodology developed that considers individual stages in isolation, incorporating appropriate correction factors to capture the effects of variability and relative costs.

2. For the multiple job case, the effect of correlations between finish times of various operations appears to become insignificant, since the single stage solution based approach does not consider these correlations explicitly, but still yields almost optimal solutions.

3. The effect of not using the correct probability distribution for part delivery and operation times becomes significant at higher variabilities. The lognormal and gamma distributions result in higher total costs than the normal distribution. This difference is largely due to increased subassembly and finished assembly waiting costs. The buffer space requirements for these distributions are marginally larger than those required for the normal distribution in order to achieve similar relative cost values, comprising of subassembly and part waiting costs, makespan cost and due date penalty costs.

4. For all practical purposes, the normal distribution can be used to determine part delivery dates. This follows from the fact that when the part delivery dates determined using the normal distribution are used in the total cost expressions for the lognormal or gamma distributions, the value obtained is not very different from the total cost obtained using the delivery dates determined using the lognormal or gamma distribution as the case may be.

5. Variability is the most important factor in the design of the system. The choice of distribution, the effect of buffers, as well as the decisions and total costs are significantly affected by the estimates of variability. The effect of processing time variability is relatively more significant than that due to part delivery time variability.
6. System performance is affected by buffer limitations, and total costs increase due to the increased inventory costs incurred by finished jobs waiting for the completion of the batch. However, in small lot assembly with unbalanced lines, these buffers need not be very large, and provision of a few buffer positions at the bottlenecks enables achieving total costs close to the costs obtained using unlimited buffers. This verifies the results reported in Conway et al. (1988) in their investigation of the role of work-in-process inventory in serial production lines.

7.3 Avenues for Future Research

The avenues for future research in this area pertain to enhancing the modelling scenario considered in this research, generating a better description of the process, as well as to extend the ideas of the approach to applications in other areas. Some of these ideas are outlined below.

1. The model as developed considers one vendor supplied part input at each station. If more than one part is required at a station, there is an accumulation process prior to start of the assembly operation. This feature can be easily incorporated within the same framework by introducing a dummy station for each additional part. Some of the parts or subassemblies may be supplied by branch lines sharing a common facility instead of independent vendors, and may therefore be subject to the same operation start time restrictions as the main assembly. This will necessitate calculation of correlations even for input parts delivery times, while so far they have been assumed to be independent. The descriptive
and prescriptive models have to be modified to consider this feature. Adding this feature will enable application of the methodology to general assembly networks for multi-level product structures.

2. It has been assumed that the order in which operations are to be performed is predetermined. However, it is possible that there may be some flexibility available in determining the sequence of operations along the line. Approaches need to be developed to enable determination of the placement of operations on the line considering their relative durations, variabilities and costs.

3. In the model developed, it has been assumed that the batch to be produced consists of identical jobs. If non-identical jobs are to be considered, each with different processing times, a new method has to be found to identify the bottleneck station and the critical path. Also, if the sequence of production of the jobs through the facility is not specified, job sequencing becomes another decision variable. This will considerably increase the complexity of the prescriptive model, especially if setup costs are included.

4. The part delivery and processing times have been assumed to follow distributions that are unimodal in nature. This enables modelling of random variations in task performance times and small breakdowns at the stations. However, if major breakdowns are possible, then a multi-modal distribution may better describe the variability in performance times. The descriptive and prescriptive models need to be modified to incorporate this type of distribution. The properties necessary for the development of the descriptive model may not be satisfied for such a distribution, necessitating the use of numerical approximations to de-
termine measures of system performance. Also, the objective function may not retain the properties necessary for the use of nonlinear programming methods. It may therefore be even more difficult to be certain of the quality of solutions obtained.

5. In this research, the intent has been to develop a prescriptive model for specifying due dates. The modelling of the queueing processes and transient behavior of the system under different scenarios has not been the concern here. For a more complete description and understanding of the process, approaches need to be developed to describe and study the system from this viewpoint.

6. Scheduling algorithms for PERT networks typically consider early and late completion costs associated with the entire project. However, these are inadequate if storable resources with inventory costs are considered, and if there are costs associated with early and late completion of individual activities. In view of the resemblance in structure between PERT networks and the problem considered in this research, a methodology for scheduling stochastic PERT networks with these features may be developed using some ideas from this research.
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Appendix A. Moments and Correlations of the
Maximum of Two Lognormals

The lognormal distribution is defined in terms of an associated normal. If the logarithm
of a random variable is normally distributed, the variable is said to follow the lognormal dis-
tribution. If the associated normal for variable \( j \) has parameters \( \mu_{n_j} \) and \( \sigma_{n_j} \) then the \( i^{th} \) moment
of the lognormal variable \( j \) is given by

\[
\mu_{j(i)} = \exp[i \mu_{n_j} + i^2 \sigma_{n_j}^2]
\]

For the shifted or three parameter distribution, \( \log(X - \theta) \) is normally distributed, where
\( \theta \) represents the shift or location parameter. The moments about zero are altered accordingly,
while the central moments remain the same.

If two variables follow the two parameter lognormal distribution with parameters \( \mu_i \) and
\( \sigma_i \) respectively and coefficient of correlation \( p \), then the associated normals can be defined
by

\[
\mu_{n_j} = \ln \left( \frac{\mu_j^2}{(\mu_j^2 + \sigma_j^2)^{1/2}} \right)
\]

\[
\sigma_{n_j}^2 = \ln \left( \frac{\mu_j^2 + \sigma_j^2}{\mu_j^2} \right)
\]

The correlation coefficient between the associated normals is given by
where $\omega_k = \exp(\sigma_k^2), k = 1, 2$.

In the three parameter distribution, $(\mu_j - \theta)$ replaces $\mu_j$ in the above equations.

The $i^{th}$ moments of the maximum of two three-parameter lognormals can be determined using the relations derived by Wilhelm (1986c).

\[
M_1(\theta) = M_1 + \theta
\]

\[
M_2(\theta) = M_2 + 2\theta M_1 + \theta^2
\]

\[
M_3(\theta) = M_3 + 2\theta M_2 + 2\theta^2 M_1 + \theta^3
\]

\[
M_4(\theta) = M_4 + 4\theta M_3 + 6\theta^2 M_2 + 4\theta^3 M_1 + \theta^4
\]

where $M_i$ are the moments if $\theta_1 = \theta_2 = 0$ and are defined by:

\[
M_i = M_{i,1} + M_{i,2}
\]

\[
M_{i,1} = \mu_1(\theta)\phi\{[\mu_1 - \mu_2 + i\sigma_1(\sigma_n - \rho_{12})]/\theta\}
\]

\[
M_{i,2} = \mu_2(\theta)\phi\{[\mu_2 - \mu_1 + i\sigma_2(\sigma_n - \rho_{12})]/\theta\}
\]

\[
a^2 = \sigma_{n,1}^2 + \sigma_{n,2}^2 - 2\sigma_{n,1}\sigma_{n,2}\rho_{12}
\]

where $\phi \phi \phi (z) = \text{cumulative standard normal distribution function evaluated at } z$.

$M_{i,2}$ is obtained by exchanging the subscripts in the formula for $M_{i,1}$.

The new correlation coefficients $r[X_3, \max(X_1, X_2)]$ are determined using the product moment $E[X_3 \max(X_1, X_2)]$ as defined below.
\[ E[X_3 \cdot \max(X_1, X_2)] = [E_1 + E_2] + [\theta E_1(\theta) + \theta E_2(\theta) + \theta M_1(\theta)] \]

where \( E_1 \) and \( E_2 \) define the product moment if \( \theta_1 = \theta_2 = \theta_3 = 0 \) and are:

\[
E_1 = \exp[b_1 + (\mu_n + Q^{2}/2) + (1/2a^2)(D_1^2 + A_1^2/\sigma_{n1}^2)] \phi[(\mu_n - \mu_n - D_1)/a]
\]

\[
E_2 = \Omega'[E_1]
\]

where the operator \( \Omega'[\cdot] \) indicates that \( E_2 \) is determined from the equation defining \( E_1 \) by exchanging the subscripts, and the other quantities are as defined below.

\[
R = 1 - \rho_{12}^2
\]

\[
C = [(\rho_{13}^2 + \rho_{23}^2 - 2\rho_{12}\rho_{13}\rho_{23})/R]^{1/2}
\]

\[
G_1 = (\rho_{13} - \rho_{12}\rho_{23})/R
\]

\[
B_{12} = \sigma_{n1} - \rho_{12}\sigma_{n2}
\]

\[
b_1 = \mu_{n1}
\]

\[
c_1 = \sigma_{n1}
\]

\[
Q = (1 - C^2)^{1/2}\sigma_{n3}
\]

\[
A_1 = [c_1\sigma_{n2} + \sigma_{n3}(\sigma_{n2}G_1 + \sigma_{n1}G_2)]\sigma_{n2}R
\]

\[
D_1 = (-B_{12}G_1 + B_{21}G_2)\sigma_{n3} - \sigma_{n1}B_{12}
\]

and the following symmetrical relationships hold.

\[
G_2 = \Omega(G_1), \ B_{21} = \Omega(B_{12}), \ b_2 = \Omega(b_1), \ c_2 = \Omega(c_1), \ A_2 = \Omega(A_1), \ and \ D_2 = \Omega(D_1).
\]

\( E_1(\theta) \) is determined from the above equation with \( b_1 = c_1 = 0 \), and \( E_2(\theta) = \Omega[E_1(\theta)] \).
The required correlation can then be determined using the relation

\[
r[X_3, \max(X_1, X_2)] = \frac{E[X_3 \cdot \max(X_1, X_2)] - E(X_3)E[\max(X_1, X_2)]}{\sigma_{X_3}\sigma[\max(X_1, X_2)]}
\]

The new correlation coefficient \(r[X_3, \max(X_1, X_2)]\) is a special case and can be determined more easily using the following formula for the product moment \(E[X_1 \cdot \max(X_1, X_2)]\) as defined below.

\[
E[X_1 \cdot \max(X_1, X_2)] = \theta_1\theta_2\phi([\mu_{n2} - \mu_{n1}]/a) + \theta_1\exp(\mu_{n2} + \sigma_{n2}^2/2)\phi([\mu_{n2} - \mu_{n1} + \sigma_{n2}(\sigma_{n2} - \rho_{12}\sigma_{n1})]/a)
\]

\[
+ \theta_2\exp(\mu_{n1} + \sigma_{n1}^2/2)\phi([\mu_{n2} - \mu_{n1} - \sigma_{n1}(\sigma_{n1} - \rho_{12}\sigma_{n2})]/a)
\]

\[
+ \exp((\mu_{n1} + \mu_{n2}) + [(\sigma_{n1}^2 + \sigma_{n2}^2)^2 - 4\sigma_{n1}\sigma_{n2}\rho_{12}]/[2a^2])\phi([\mu_{n2} - \mu_{n1} - \sigma_{n1}^2 + \sigma_{n2}^2]/a)
\]

\[
+ \theta_1^2\phi([\mu_{n1} - \mu_{n2}]/a) + 2\theta_1\exp(\mu_{n1} + \sigma_{n1}^2/2)\phi([\mu_{n1} - \mu_{n2} + \sigma_{n1}(\sigma_{n1} - \rho_{12}\sigma_{n2})]/a)
\]

\[
+ \exp(2(\mu_{n1} + \sigma_{n1}^2))\phi([\mu_{n1} - \mu_{n2} + 2\sigma_{n1}(\sigma_{n1} - \rho_{12}\sigma_{n2})]/a)
\]

The required correlation can then be determined using the relation

\[
r[X_1, \max(X_1, X_2)] = \frac{E[X_1 \cdot \max(X_1, X_2)] - E(X_1)E[\max(X_1, X_2)]}{\sigma_{X_1}\sigma[\max(X_1, X_2)]}
\]
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The density for the two parameter gamma distribution is given by

$$f(x) = \frac{\beta^a x^{a-1} e^{-x/\beta}}{\Gamma(a)}$$

(A.1)

The distribution function of the maximum is given by

$$\Pr(X \leq t) = \Pr(X_1 \leq t)\Pr(X_2 \leq t)$$

(A.2)

The density function is obtained by differentiating the above expression.

$$f_X(t) = f_{X_1}(t)\Pr(X_2 \leq t) + f_{X_2}(t)\Pr(X_1 \leq t)$$

(A.3)

The $i^{th}$ moment can be determined using the relation

$$M_i = \int_0^\infty x f_1(x)\Pr(X_2 \leq x)dx + \int_0^\infty x f_2(x)\Pr(X_1 \leq x)dx$$

(A.4)

Substitution of the expressions for the density and distribution functions and evaluation of the resulting integrals yields relations for the moments required.
B.1 Erlang Distribution

For the Erlang distribution, the shape parameter $\alpha$ is an integer. The cumulative distribution function of the Erlang distribution is

$$P_r(X \leq t) = 1 - e^{-t/\beta} \sum_{j=0}^{\alpha-1} \frac{(t/\beta)^j}{j!}$$

Denoting the first integral in equation (A.4) by $M_{1,1}$, and the second by $M_{1,2}$, and substituting the expressions for the density and the cumulative distribution function yields

$$M_{1,1} = \int_0^\infty x^l \beta_1^{\alpha_1} x^{\alpha_1-1} e^{-x/\beta_1} \left[ 1 - e^{-x/\beta_2} \sum_{j=0}^{\alpha_2-1} \frac{(x/\beta_2)^j}{j!} \right] dx$$

The first term is the $i^{th}$ moment of $X_1$, and is

$$M_{1,1} = \beta_1^{i-1} \prod_{k=0}^{i-1} (\alpha_1 + k)$$

The second term is

$$M_{1,2} = -\int_0^\infty \sum_{j=0}^{\alpha_2-1} \frac{x^j \beta_1^{-\alpha_1}}{(\alpha_1 - 1)j!} e^{-x(\frac{1}{\beta_1} + \frac{1}{\beta_2})} \frac{x^{\alpha_1+j-1}}{\beta_2^j} dx$$
The term in square brackets is the $i^{th}$ moment of an Erlang variable with $\alpha = \alpha_1 + j$ and $\beta = \frac{\beta_1 \beta_2}{\beta_1 + \beta_2}$, and is given by $\beta^{j+1}(\alpha_1 + j + i)! \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^i$. Substituting this expression yields

$$M_{1,2} = - \sum_{j=0}^{\infty} \frac{(\alpha_1 + j + i)!}{(\alpha_1 - 1) + i} \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^i \left( \frac{1}{\beta_1 + \beta_2} \right)^{-\alpha_1 - j}$$

Adding the two terms together yields the following expression

$$M_1 = \beta_1^j \prod_{k=0}^{i-1} (\alpha_1 + k) - \sum_{j=0}^{\infty} \frac{(\alpha_1 + j + i)!}{(\alpha_1 - 1) + i} \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^i \left( \frac{1}{\beta_1 + \beta_2} \right)^{-\alpha_1 - j}$$

The corresponding expression for $M_{1,2}$ is

$$M_{1,2} = \beta_2^j \prod_{k=0}^{i-1} (\alpha_2 + k) - \sum_{j=0}^{\infty} \frac{(\alpha_2 + j + i)!}{(\alpha_2 - 1) + i} \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^i \left( \frac{1}{\beta_1 + \beta_2} \right)^{-\alpha_2 - j}$$

The $i^{th}$ moment can then be obtained by adding the two terms

$$M_i = M_{1,1} + M_{1,2}$$
B.2 General Gamma Distribution

The infinite series representation for the cumulative distribution function of the general gamma distribution (Johnson and Kotz, 1972b) is

$$Pr(X \leq t) = e^{-t/\beta} \sum_{j=0}^{\infty} \frac{(t/\beta)^{a+j}}{\Gamma(a + j + 1)}$$

Denoting the first integral in equation (A.4) by $M_{a_1}$ and the second by $M_{a_2}$, and substituting the expressions for the density and the cumulative distribution function yields

$$M_{a_1} = \int_0^\infty x^a \frac{\beta_1^{-\alpha_1}x^{\alpha_1-1}e^{-x/\beta_1}}{\Gamma(\alpha_1)} \int_0^\infty \frac{(x/\beta_2)^{a_2+j}}{\Gamma(a_2 + j + 1)} \, dx$$

$$= \sum_{j=0}^{\infty} \frac{\beta_1^{-\alpha_1}\beta_2^{-\alpha_2-j}}{\Gamma(\alpha_1)\Gamma(\alpha_2 + j + 1)} \left[ \int_0^\infty x^\alpha \frac{x^{\alpha_1 + a_2 + j-1}e^{-x\left(\frac{1}{\beta_1} + \frac{1}{\beta_2}\right)}}{\Gamma(\alpha_1 + \alpha_2 + j)} \left( \frac{\beta_1\beta_2}{\beta_1 + \beta_2} \right)^{-x_1 - x_2 - j} \, dx \right].$$

$$\frac{\Gamma(\alpha_1 + \alpha_2 + j)}{\left( \frac{\beta_1\beta_2}{\beta_1 + \beta_2} \right)^{-\alpha_1 - \alpha_2 - j}}$$

The term in square brackets is the $j^{th}$ moment of a gamma variable with $\alpha = \alpha_1 + \alpha_2 + j$, and $\beta = \frac{\beta_1\beta_2}{\beta_1 + \beta_2}$, and is given by $\prod_{k=0}^{j-1}(\alpha_1 + \alpha_2 + j + k)\left( \frac{\beta_1\beta_2}{\beta_1 + \beta_2} \right)^i$. 
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Substituting this expression results in

\[
M_{11} = \sum_{j=0}^{\infty} \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2}}{\Gamma(\alpha_1)} \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^{\alpha_1 + \alpha_2 + i + j} \frac{1}{\Gamma(\alpha_1 + \alpha_2 + j) \Gamma(\alpha_2 + j + 1)} \prod_{k=0}^{j-1} (\alpha_1 + \alpha_2 + j + k) \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^{\alpha_1 + \alpha_2 + i + j}
\]

\[
= \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2}}{\Gamma(\alpha_1)} \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^{\alpha_1 + \alpha_2 + i} \sum_{j=0}^{\infty} \frac{\Gamma(\alpha_1 + \alpha_2 + j + i)}{\Gamma(\alpha_2 + j + 1)} \left( \frac{\beta_1}{\beta_1 + \beta_2} \right)^j
\]

\[
= \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2}}{\Gamma(\alpha_1)} \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^{\alpha_1 + \alpha_2 + i} \cdot \left[ \frac{\Gamma(\alpha_1 + \alpha_2 + i)}{\Gamma(\alpha_2 + 1)} + \frac{\Gamma(\alpha_1 + \alpha_2 + i + 1)}{\Gamma(\alpha_2 + 2)} \left( \frac{\beta_1}{\beta_1 + \beta_2} \right)^2 + \ldots \right]
\]

\[
= \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2}}{\Gamma(\alpha_1)} \frac{\Gamma(\alpha_1 + \alpha_2 + i)}{\Gamma(\alpha_1 + \alpha_2 + 1)} \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^{\alpha_1 + \alpha_2 + i} \cdot \left[ 1 + \frac{(\alpha_1 + \alpha_2 + i)}{(\alpha_2 + 1)} \left( \frac{\beta_1}{\beta_1 + \beta_2} \right)^2 + \ldots \right]
\]

\[
= \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2}}{\Gamma(\alpha_1)} \frac{\Gamma(\alpha_1 + \alpha_2 + i)}{\Gamma(\alpha_1 + \alpha_2 + 1)} \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^{\alpha_1 + \alpha_2 + i} F\left(1, \frac{\alpha_1 + \alpha_2 + i}{\alpha_2 + 1}, \alpha_2 + 1, \frac{\beta_1}{\beta_1 + \beta_2} \right)
\]

where \( F(a, b, c, z) \) is the generalized hypergeometric series given by

\[
F(a, b, c, z) = 1 + \frac{ab}{c} \cdot z + \frac{a(a+1)b(b+1)}{c(c+1)} \frac{z^2}{2!} \ldots \ldots
\]

The relation for \( M_{11} \) is simplified using the following transformation from Slater (1966).
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\[ F(x, \beta, y, z) = (1 - z)^{\beta - \alpha} F(\gamma - \alpha, \beta, \gamma, z) \]

\[ M_{1,1} = \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2} \Gamma(\alpha_1 + \alpha_2 + i)}{\Gamma(\alpha_1) \Gamma(\alpha_2)} \left( \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \right)^{\alpha_1 + \alpha_2 + i} \left( \frac{\beta_2}{\beta_1 + \beta_2} \right)^{-\alpha_1 - i} \times \]

\[ F\left( \alpha_2, -\alpha_1 - i + 1, \alpha_2 + 1, \frac{\beta_1}{\beta_1 + \beta_2} \right) \]

\[ = \frac{\Gamma(\alpha_1 + \alpha_2 + i)}{\Gamma(\alpha_1) \alpha_2 \Gamma(\alpha_2)} \frac{\beta_1^{\alpha_1 + i}}{(\beta_1 + \beta_2)^{\alpha_2}} F\left( \alpha_2, -\alpha_1 - i + 1, \alpha_2 + 1, \frac{\beta_1}{\beta_1 + \beta_2} \right) \]

For integer values of \( \alpha_i \), the hypergeometric series in the above formula reduces to a finite terminating series and can be calculated exactly (Rao, 1975a). For non-integer values, the series converges and can be evaluated by summation to the accuracy desired since the argument \( z = \frac{\beta_1}{\beta_1 + \beta_2} \) falls within the circle of convergence \(|z| < 1\) (Slater, 1966).

The corresponding term for \( M_{1,2} \) is obtained by exchanging the subscripts in the formula for \( M_{1,1} \), and is

\[ M_{1,2} = \frac{\Gamma(\alpha_1 + \alpha_2 + i)}{\Gamma(\alpha_2) \alpha_1 \Gamma(\alpha_1)} \frac{\beta_2^{\alpha_2 + i}}{(\beta_1 + \beta_2)^{\alpha_1}} F\left( \alpha_1, -\alpha_2 - i + 1, \alpha_1 + 1, \frac{\beta_2}{\beta_1 + \beta_2} \right) \]

The \( i^{th} \) moment can then be obtained by adding the two terms

\[ M_i = M_{1,1} + M_{1,2} \]
The approximate solution technique uses the following equations to correct the decisions from the independent solution at station \( i \), where \( i = 1, \ldots, N - 1 \).

\[
DS_i = \sigma D_i - \sigma F_{i-1}
\]

\[
CP_i = \frac{CE_i}{CS_i + CE_i}
\]

\[
ACR_i = \max \left( \frac{CS_{i+k} + CE_{i+k}}{CS_i + CE_i} \right)^{1/k}, \quad k = 1, \ldots, N - k
\]

\[
VF_k = \frac{\sigma S_k}{\sigma F_k} = \frac{\sigma S_k}{\sqrt{\sigma S_k^2 + \sigma P_k^2}}
\]

\[
NVF_k = \prod_{i=1}^{k} VF_i = \prod_{i=1}^{k} \frac{\sigma S_i}{\sqrt{\sigma S_i^2 + \sigma P_i^2}}
\]

\[
\Delta_i^V = (AV_i \cdot VF_i + \sum_{k=i+1}^{N-1} BV_i \cdot NVF_k)
\]

\[
\Delta_i^P = (AP_i \cdot VF_i + \sum_{k=i+1}^{N-1} BP_i \cdot NVF_k)
\]
\[ \mu D_i^{ci} = \mu D_i^l + \Delta_i^y + \Delta_i^p \]

The equations for the intercepts \((AV_i \text{ and } AP_i)\) and the slopes \((BV_i \text{ and } BP_i)\) of the correction factors for the distributions considered are as follows.

**Normal Distribution**

\[
AV_i = - \left( -0.01461 ACR_i^2 + 0.31393 ACR_i + 0.14990 \right) DS_i
\]

\[
BV_i = - \left( -0.00927 ACR_i^2 + 0.14457 ACR_i - 0.09764 \right) DS_i
\]

\[
AP_i = \left( -0.01707 ACR_i^2 + 0.38048 ACR_i + 0.15472 \right) (0.5 - CP_i) \sigma D_i
\]

\[
BP_i = \left( -0.00965 ACR_i^2 + 0.13324 ACR_i - 0.03230 \right) (0.5 - CP_i) \sigma D_i
\]

**Lognormal Distribution**

\[
AV_i = - \left( -0.03050 ACR_i^2 + 0.45698 ACR_i + 0.05696 \right) DS_i
\]

\[
BV_i = - \left( -0.01112 ACR_i^2 + 0.15775 ACR_i - 0.11561 \right) DS_i
\]

\[
AP_i = \left( -0.03620 ACR_i^2 + 0.59250 ACR_i - 0.27085 \right) (0.5 - CP_i) \sigma D_i
\]

\[
BP_i = \left( -0.00266 ACR_i^2 + 0.07320 ACR_i + 0.03409 \right) (0.5 - CP_i) \sigma D_i
\]

**Gamma Distribution**

\[
AV_i = - \left( -0.02914 ACR_i^2 + 0.49023 ACR_i - 0.12720 \right) DS_i
\]
$BV_i = - (-0.00132ACR_i^2 + 0.06537ACR_i + 0.03989)DS_i$

$AP_i = ( -0.03620ACR_i^2 + 0.59250ACR_i - 0.32085)(0.5 - CP_i)\sigma D_i$

$BP_i = ( -0.00250ACR_i^2 + 0.07088ACR_i + 0.04238)(0.5 - CP_i)\sigma D_i$
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