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Chapter 1 Background on Automated Driving Concepts

Project Background and Purpose

The examination of automation and to what extent various functions should be allocated to either the human or the machine has been a topic of discussion for decades in the field of human factors (Fitts, 1951). Automation can allow for the human to shift from a role of primary responsibility for planning, executing, and monitoring, to one of supervisory control (Sheridan, 1970). In the case of automated driving, depending upon the vehicle’s level of automation, automation can allow for some degree of vehicle control to be shifted from the driver to the vehicle. This shift in control represents the potential for enormous safety benefits.

However, this concept is not novel. Automated driving has been discussed in both the scientific and popular literature for decades. General Motors Corporation’s (GM’s) Futurama exhibit at the 1939 New York World’s Fair presented a system for automotive guidance using electrical conductors embedded within the road (O’Toole, 2009, p. 189). However, the driverless car depicted in the World’s Fair exhibit has not come to fruition. Instead, a variety of different automation technologies, at different levels of operation and automation, have become commonplace in the vehicle. In fact, the near future will likely include more advanced automation to assist and supplement the driver.

Although the concept of a fully automated driving system as envisioned under the Automated Highway System program (Congress, 1994) has yet to be realized, technological advancements over the past decade have led to the emergence of advanced driver assistance systems and features such as Adaptive Cruise Control (ACC), collision warning, automatic braking, and lane-keeping assist systems. To date, deployed systems and features have largely been designed to support safe operations rather than to relieve the driver of direct vehicle control. Features such as ACC, for example, enable drivers to relinquish partial control over the vehicle in order to increase convenience and safety through the automated management of longitudinal vehicle spacing (i.e., the distance and headway time between a preceding vehicle and the following vehicle is maintained.) Crash avoidance technologies capable of automatically assuming limited control functions under defined situations (i.e., collision-imminent braking, CIB) are also beginning to emerge into the marketplace, as are lane-keeping assist systems that provide drivers with steering torque to help them maintain their position within a lane (i.e., lateral vehicle control). Advancements in driver assistance systems (e.g., ACC and lane-keeping assist) may provide some of the early building blocks for future automated driving systems that assume either partial or full authority from the driver.

Although automated systems offer the promise of increased safety and reduced human error, substantive human factors challenges need to be addressed before these forms of automated systems become a practical reality. These challenges include the potential for negative adaptations occurring through misunderstanding of, misuse of, or overreliance on the system, or changes in attention and distraction from the driving task. Another concern is how an automated system will
Impact drivers’ information-processing capabilities and level of workload, including their willingness to engage in non-driving-related secondary tasks. Automation may also impact a driver’s situational awareness – including the ability to perceive critical factors in the environment or to detect system state changes (system failures) – as the driver’s role shifts from active vehicle control to passive monitoring of the automated system and environment, and path planning down the road.

Automated vehicles can potentially improve highway safety by supporting or supplementing the driver in different situations. Automation can assist the driver by providing vehicle control during normal driving, or by providing emergency responses in safety-critical situations. The main objective of this research effort is to perform an initial human factors assessment of driver performance and behavior under Level 2 (L2) and Level 3 (L3) automated driving, with the goal of supporting future research efforts as well as early government policy decisions. As part of this effort, this document summarizing past research, the state of automation technology, and emerging system concepts was generated.

Levels of Automation

The National Highway Traffic Safety Administration (NHTSA) has defined five levels of vehicle automation. These definitions are based on the level of driver versus vehicle control. In this taxonomy, as the level of automation increases, the role of the driver shifts from primary control to that of supervisory control. This taxonomy is used to guide all research under the current study, which is focused on L2 and L3 vehicle automation.

**Level 0 (L0, No-Automation)**

The driver is in complete and sole control of the primary vehicle controls (brake, steering, throttle, and motive power) at all times, and is solely responsible for monitoring the roadway and for safe operation of all vehicle controls. Vehicles that have certain driver support/convenience systems but do not have control authority over steering, braking, or throttle would still be considered “L0” vehicles. Examples include systems that provide only warnings (e.g., forward collision warning (FCW), lane departure warning (LDWS), blind spot monitoring) as well as systems providing automated secondary controls such as wipers, headlights, turn signals, hazard lights, etc. Although a vehicle with vehicle-to-vehicle (V2V) warning technology alone would be at this level, that technology could significantly augment, and could be necessary to fully implement, many of the technologies described below, and is capable of providing warnings in several scenarios where sensors and cameras cannot (e.g., vehicles approaching each other at intersections).

**Level 1 (L1, Function-Specific Automation)**

Automation at this level involves one or more specific control functions; if multiple functions are automated, they operate independently from each other. The driver has overall control, and is solely responsible for safe operation, but can choose to cede limited authority over a primary control (as in adaptive cruise control), the vehicle can automatically assume limited authority over a primary control (as in electronic stability control), or the automated system can provide added control to aid the driver in certain normal driving or crash-imminent situations (e.g., dynamic brake support in emergencies). The vehicle may have multiple capabilities combining individual driver support and crash avoidance technologies, but does not replace driver vigilance and does not assume driving responsibility from the driver. The vehicle’s automated system may assist or augment the driver in operating one of the primary controls – either steering or braking/throttle controls (but not both). As a result, there is no combination of vehicle control systems working in unison that enables the driver to be disengaged.
from physically operating the vehicle by having his or her hands off the steering wheel AND feet off the pedals at the same time. Examples of function-specific automation systems include: cruise control, automatic braking, and lane keeping.

**Level 2 (L2, Combined Function Automation)**

This level involves automation of at least two primary control functions designed to work in unison to relieve the driver of control of those functions. Vehicles at this level of automation can utilize shared authority when the driver cedes active primary control in certain limited driving situations. The driver is still responsible for monitoring the roadway and safe operation and is expected to be available for control at all times and on short notice. The system can relinquish control with no advance warning and the driver must be ready to control the vehicle safely. An example of combined functions enabling an L2 system is adaptive cruise control in combination with lane centering. The major distinction between L1 and L2 is that, at L2 in the specific operating conditions for which the system is designed, an automated operating mode is enabled such that the driver is disengaged from physically operating the vehicle by having his or her hands off the steering wheel AND foot off pedal at the same time.

**Level 3 (L3, Limited Self-Driving Automation)**

Vehicles at this level of automation enable the driver to cede full control of all safety-critical functions under certain traffic or environmental conditions and in those conditions to rely heavily on the vehicle to monitor for changes in those conditions requiring transition back to driver control. The driver is expected to be available for occasional control, but with sufficiently comfortable transition time. The vehicle is designed to ensure safe operation during the automated driving mode. An example would be an automated or self-driving car that can determine when the system is no longer able to support automation, such as from an oncoming construction area, and then signals to the driver to reengage in the driving task, providing the driver with an appropriate amount of transition time to safely regain manual control. The major distinction between L2 and L3 is that at L3, the vehicle is designed so that the driver is not expected to constantly monitor the roadway while driving.

**Level 4 (L4, Full Self-Driving Automation)**

The vehicle is designed to perform all safety-critical driving functions and monitor roadway conditions for an entire trip. Such a design anticipates that the driver¹ will provide destination or navigation input, but is not expected to be available for control at any time during the trip. This includes both occupied and unoccupied vehicles. By design, safe operation rests solely on the automated vehicle system.

¹ Several State automated vehicle laws consider the person who activates the automated vehicle system to be the “driver” of the vehicle even if that person is not physically present in the vehicle. NHTSA, however, is not aware of any prototype automated vehicle systems that are capable of operating on public roads without the presence of a driver in the driver’s seat who is ready to control the vehicle.
Project Research Questions

The Human Factors Evaluation of Level 2 and Level 3 Automated Driving Concepts project as a whole is centered on six key research questions. The goal is to be able to address each of them at the end of the cumulative research effort, using sound empirical research findings. The research questions are:

1. Can drivers safely interact with and operate vehicles that offer L2 and L3 automation systems; e.g., what is the driver performance profile over length of time in continuous or sustained automation?
2. What are the system performance risks from driver involvement with, and interruption from, secondary tasks (such as portable electronic device use) that could arise when operating L2 or L3 automated vehicle systems?
3. What are the most effective hand-off strategies between the system and the driver, including response to faults/failures?
4. How do drivers engage, disengage, and reengage with the driving task in response to the various states of L2 and L3 automation?
5. How do drivers perform under various operational concepts within L2 and L3 automation, such as systems intended for everyday driving on open roadways in mixed traffic or systems intended for dedicated roadway-vehicle applications (e.g., automated lanes, remote highways)?
6. What are the most effective human-machine interface concepts, guided by human factors best practices, which optimize the safe operation of L2 and L3 systems?

This specific task maps the spectrum of relevant automated vehicle operations and performs a literature review as to key human factors studies. The literature captured within this task includes those which addressed automated driving directly, as well as studies not directly focused on automation but which deal with tasks and scenarios relevant to automated driving that are instructive. Additionally, documents beyond the academic literature have been sought, such as articles, summaries, and presentations from original equipment manufacturers (OEMs) and suppliers, which shed additional light on their roadmap for automation and philosophy for driver role. This effort has captured both American and international projects and research. However, it should be noted that the literature review undertaken in this project is meant to expand upon earlier U.S. Department of Transportation (USDOT) efforts (e.g., Shladover, 2012a, 2012b) and is not meant to be a comprehensive summary of all automation research and efforts. Content within this document reflects the latest research and OEM activity as of June 2013. Within this scope, this document is organized in the following manner:

1. Chapter 1 presents the project background and purpose, including the NHTSA automated vehicle taxonomy and the project’s research questions.
2. Chapter 2 presents an overview of international programs which have addressed automated driving.
3. Chapter 3 presents a review of prior human factors studies of vehicle automation, including recent technologies that support automated driving.
4. Chapter 4 presents lessons learned in the human factors of automation from other domains, such as aviation, rail, and process control.
5. Chapter 5 presents automation-relevant driving databases that can provide support for future NHTSA and USDOT automation research.
6. Chapter 6 presents manufacturer approaches to vehicle automation, including past work, current projects, and the role of the driver within an automated vehicle.
7. Chapter 7 presents a summary of the document, as well as a timeline of vehicle automation.
Chapter 2 International Programs Addressing Vehicle Automation

Government-sponsored research programs play a major role in stimulating research and development and policy initiatives in vehicle automation. Key programs and findings related to the current effort are reviewed here. A summary table highlighting key human-factors-related findings is included. More in-depth discussions about many of these projects can be found in the recently released literature reviews of international activity in cooperative vehicle-highway automation systems (Shladover, 2012a; Shladover, 2012b).

Europe

European iMobility Forum Working Group on Vehicle Automation

The iMobility forum is a stakeholder forum supported by the European Commission (EC) and facilitated by ERTICO (an EC Intelligent Transportation Systems, or ITS, stakeholder group). Its purpose is to provide a stakeholder consensus with regard to policy and roadmaps to steer research, development, and deployment (iCar Support, 2013). The forum’s vision is:

Safe, smart and clean mobility with zero accidents, zero delays, no negative impact on the environment and connected and informed citizens, where products and services are affordable and seamless, privacy is respected and security is provided.

For the time period 2011–2020, the iMobility Forum estimates the following potential contributions from ITS (iCar Support, 2013, Objectives section):

- 30% reduction in the number of fatalities across Europe;
- 30% reduction in the number of seriously injured persons across Europe;
- 15% reduction of road-traffic-related congestion;
- 20% improvement in energy-efficiency; and
- 50% increase in availability of real-time traffic and travel information.

Issues of key interest to the forum include the technical, financial, organizational, and legal framework, including issues related to standardization, certification, liability, privacy, security, driver-vehicle interface (DVI, also referred to as human-machine interface or HMI) for cooperative systems and assisted/partially automated driving. The forum consists of several working groups covering a wide range of topics, including Implementation Road Map, International Cooperation, Research and Innovation, Information and Communication Technologies (ICT) for Clean and Efficient Mobility, Digital Maps, Business Models, Legal Issues, Vulnerable Road Users, and Automation.
At the recent iMobility Forum Automation Working Group meeting, Oonk and Svennson (2013) presented the following as the group’s key interest areas:

- **Perception (vehicles and road operators):** reliable object recognition and tracking, situational awareness, state estimation and prediction, accurate road representation, detection of free space, classification of objects, plug-and-play concepts
- **Traffic and transport management:** open in-vehicle platform for I2V (infrastructure-to-vehicle) communication and functions; arbitration (negotiation between driver, on-board automation and traffic management center); distributed traffic management and self-organizing concepts (lane assignment, smart ramp metering); determine and advise on the applicable level of automation; supervision of automation by traffic management centers; development of smart logistics corridors with advanced transport management
- **Cognition and Human Factors:** effects of automated driving over a long period of time; interaction with automation in own vehicle and other road users; mode transitions and mode confusion (when driver is unaware or unsure of current mode) associated with the state of automation; takeover ability and controllability; integration of functions: merging of automated (vehicle-based) sensors with cooperative data acquisition and validation; DVI strategies and concepts

**European Commission**

Jääskeläinen (2013) stated the EC stance as “Automation is increasingly seen as the only long term option.” On an individual level, the highly automated vehicle could provide the driver with assistance in complex driving situations in addition to taking over some driving tasks. On a societal level, automated driving has great potential to significantly improve safety and energy efficiency. Projects conducted on behalf of the EC include Safe Road Trains for the Environment (SARTRE), Highly Automated Vehicles for Intelligent Transport (HAVEit), CityMobil, Highly Automated Driving on Freeways (HAD), REFLECT, and Integrated Human Modelling and Simulation to Support Human Error Risk Analysis of Partially Autonomous Driver Assistance Systems (ISi-PADAS). New projects are expected to start in mid-2013 based on a solicitation seeking proposals for supervised automated driving. Smaller projects are expected to explore business models for the deployment of automation, as well as EC participation in international cooperation with the United States and Japan.

**SARTRE**

The SARTRE project, funded by the EC, investigated close-headway platooning as a potential early step in automation deployment. The project began in September 2009 and ended in September 2012. As part of the project, researchers demonstrated a road train with three and four vehicles at up to 90 km/h (approximately 56 mi/h) at Hällered proving ground in Sweden. A stated EC budget of €22 M was allocated to co-fund work, with industry developing and demonstrating fault-tolerant and resilient supervised automated driving, and studying the potential use of smart lanes or dedicated lanes for automated vehicles. Specific areas of interest include driver takeover situations, emergency stops which require driving the car to a safe place (thus, rendering the behavior of an automated vehicle predictable for other road users), and socioeconomic, standardization, and legal issues.

Chan (2012) described the SARTRE project, in which Volvo cars and trucks were equipped for close-headway platooning (an L3 system). The project investigated the business model of a human driver being paid to drive the lead vehicle by the occupants in the fully automated following vehicles in the platoon. Prototypes were developed using current production car and truck technologies plus...
Dedicated Short Range Communications (DSRC) for V2V communications. The cars drove automatically behind the lead vehicle at 85 km/h (approximately 53 mi/h), separated by 5–15 meters. Several hundred kilometers of testing were performed.

Larburu, Sanchez, and Rodriquez (2010) explored drivers’ opinions regarding platoon driving through a two-part experiment designed to evaluate intra-platoon gap acceptance and platoon length. This research was conducted as part of the European-Union-funded SARTRE project and used a fixed-base driving simulator. Results indicated that most participants thought that 90 km/h (approximately 56 mi/h) was a comfortable speed for a platoon, that driver information is absolutely necessary, and that an acknowledgement from the driver before starting a maneuver is required during every platoon transition maneuver (e.g., transitions from normal driving to autonomous/automated driving and vice versa; 2010, p. 10). In regard to following distances, in general, people indicated feeling uncomfortable when the intra-platoon gap length was less than 16 m and indicated feeling unsafe under 7 m. Because the recommended gap distance for the driver to feel comfortable is contrary to platoon benefit and safety concepts, the authors concluded that driver training may be necessary to improve trust in the system. When looking at the length of the platoons, approximately 73% of participants indicated that they viewed driving near a platoon of five cars and one leading truck the same as normal driving and did not experience feeling unsafe when driving near the smaller platoon. When platoon size was increased to 15 cars and one leading truck, acceptance was reduced to approximately 55%. With 25 cars and one leading truck platoon size, acceptance reduced to approximately 11%. As such, Larburu et al. concluded that 15 cars and one leading truck should be considered the maximum length for a platoon (2010). However, they note that participants’ experience with and trust in platoon systems and backgrounds (i.e., professional drivers), as well as the testing of these concepts in real driving environments, may improve the obtained results.

**HAVEit**

The EC funded the HAVEit project (project timeline: 2008–2011) to investigate highly automated driving – essentially an L2 system combining ACC and lane keeping. In doing so, the project aimed to develop, validate, and demonstrate important intermediate steps towards automated driving. The project sought to contribute to safety, efficiency, and comfort through three measures (HAVEit, 2012, About HAVEit section, para. 2):

- Design of the task repartition between the driver and co-driving system (termed Advanced Driver Assistance Systems [ADAS] in the HAVEit project) in the joint system;
- Failure-tolerant safe vehicle architecture including advanced redundancy management; and,
- Development and validation of the next generation of ADAS directed towards higher level of automation as compared to the current state of the art.

Within the European HAVEit project (Beutner et al., 2011), several specific demonstrators were developed. A brief overview of the Automated Queue Assistance (AQuA) demonstrator, Joint System Demonstrator (JSD), and Automated Assistance in Roadwork and Congestion (ARC) is provided.

The AQuA demonstrator was developed on a heavy-truck platform and supported a commercial driver in congested traffic by automatically handling the speed and steering control. AQuA aimed to relieve the driver of the monotonous tasks associated with driving a truck in congested traffic situations, i.e., driver underload situations. The level of automated control was continuously adapted across L0 through L2 based on the states of the driver, the vehicle, and the environment. At the highest level of automation, the system autonomously handled steering, acceleration, and braking to keep the vehicle...
in the correct lateral position in the lane and at a safe distance from the preceding vehicle or at a desired speed. The system operated at speeds between 0 and 130 km/h (approximately 81 mi/h). The developed JSD also provided L0 through L2 automation (Beutner et al., 2011). The vehicle was equipped with warning- and intervention-based active safety, ACC, and a lane-keeping assistance system (LKAS). Steering wheel buttons allowed drivers to choose a specific automation level. Detection of hands on the steering wheel was implemented. The ARC demonstrator was also developed as part of the HAVEit project (Strauss et al., 2010).

The main focus of the ARC demonstrator was driving through a work zone in the highly automated mode (L2). Driving through a work zone could be an overload situation at speed, or an underload situation if congested. The system addressed the possibility that lane lines may not be visible or accurate; therefore, additional objects such as adjacent-lane trucks, beacons, and guide walls were used for guidance. A control algorithm called virtual wall steered the vehicle back into the lane when it got too close to a conventional or unconventional lane border; otherwise, an LKAS provided lane centering and ACC provided longitudinal control. The ARC operated at speeds between 0 and 80 km/h (approximately 50 mi/h).

Through the HAVEit program, a situation-adaptive, optimized task repartition process was defined, taking into account action/status of both driver and co-system to determine the most suitable driving command (Hoeger et al., 2011). The co-system consists of perception, maneuver planning, trajectory computation, and command generation. A key program outcome was the development of a driver engagement process that involved a progressive step-by-step approach to transferring the driving task from the automated co-system to the driver. Within this process, drivers are brought into the loop in advance of critical situations and are provided with a level of automation and assistance determined to be appropriate in supporting the driver during critical situations. The appropriate level of automation and support is determined through driver monitoring/state assessment (via a system that makes a calculation of both driver drowsiness and driver attention levels). When either the driver or the co-system was unable to handle the situation, the automation level was to be changed (e.g., a transition back towards higher driver responsibility or a transition to higher responsibility for the co-system).

As part of the project, a driver state monitor (termed a Driver State Assessment Module, or DSA; Hoeger et al., 2011) was developed to identify drivers’ need for automation and to make decisions when the level of automation should be increased or decreased. The DSA used both driver physiological measures and performance measures to derive a model of driver behavior which can be used for detecting driver drowsiness and driver distraction. The authors noted that the available parameters for online driver drowsiness and driver distraction detection are dependent on the current automation level, as some driver performance measures (such as steering variability) will not be available during automated driving (see Hoeger et al., Table 5, p. 107). Techniques deemed as being independent from the current level of automation include reaction time to specific events, indirect measures referring to additional in-vehicle activities (e.g., driver’s use of onboard systems), and direct driver monitoring (i.e., the observation of the driver’s eye closure and head or gaze direction via camera). Because reaction times require a triggering event, this measure should be used as a continuous measure of the driver’s performance abilities if the event is introduced by a secondary task. Noted solutions include the incorporation of a display that explicitly shows the activated level of automation (e.g., the HAVEit automation scale and the color changes in the display) or a hands-on check for the transition to a lower level of automation or a hands-on warning for levels semi-automated and driver assisted. The authors checked different interaction schemes and transition variants. Assessment of user understanding of engage/disengage transitions showed that they
adapted well and built accurate mental models. Overall, the HAVEit team concluded that a suitable joint system driver/co-system was successfully developed (Hoeger et al., 2011).

Flemisch, Kausser, Petermann, Schieben, and Schömig (2010) also reported on HAVEit findings, specifically those related to optimum task distribution. Flemisch et al. provided an overview of three experiments in simulators and one using a test vehicle that focused on the transitions between different modes of assistance and automation, and also on attention-monitoring aspects. The studies evaluated drivers’ acceptance of a drowsiness monitor and reactions to an attention monitor, drivers’ reactions to two different designs for automation mode transitions, and drivers’ evaluations of four prototypes of highly automated driving that included transition schemes similar to those under consideration for HAVEit program vehicles. The results of these studies indicated that the HAVEit concepts for highly automated (L2) driving matched drivers’ expectations and received high driver acceptance ratings. These findings suggest that driver monitoring, at least as part of an automated vehicle system, is not likely to meet with driver resistance.

CityMobil

CityMobil was an EC-sponsored research, development, and demonstration project active from 2006 through 2011. This project addressed the integration of automated transport systems in an urban environment (van Dijke & van Schijndel, 2012). A summary of the identified human factors aspects in automated and semi-automated transport systems were identified in project deliverable number 3.2.1 (CityMobil, 2008). Key human factors issues identified within the report related to acceptance and comfort, situational awareness, loss of skill, behavioral adaptation and risk compensation, workload, level of automation and normal transitions, responses to system failures, usability, and guidelines. Additionally, four future scenarios were identified along with associated human factors issues. These four scenarios were assisted vehicles in a town center, urban roads with dual-mode vehicles on an equipped lane, inner city center with advanced fully automated cars, and shared traffic space with automated buses and dual-mode vehicles.

Research and development activities were conducted to identify, address, and, where possible, eliminate barriers blocking the implementation of automated transport systems (e.g., partially automated buses). The demonstration portion of the project included three large-scale implementations of automated transport systems in urban areas and a number of smaller demonstrations. The demonstration activities included (van Dijke & van Schijndel, 2012):

- Heathrow Demonstration: A personal rapid transit (PRT) system featuring small, automatically guided, vehicles for the transport of people called ULTra. The 21 ULTra vehicles carry people from the business car park to a terminal at the airport over a set 3.9-km long route.
- Castellón Demonstration: Partially automated buses were deployed that could be operated both automatically and manually, depending on the road environment.
- Rome Demonstration: A short-distance transport service that uses medium-sized fully automated vehicles to transport people from the parking area to the new Rome exhibition center. Due to nontechnical barriers, the implementation of this demonstration was not completed.
- La Rochelle Demonstration: A temporary demonstration in which advanced fully automated cars (cybercars) following a fixed route provided transport from the harbor ferry to the nearby industrial and living areas. The demonstration ran for two periods of about 3 months.
• Showcases: Demonstrations featuring three advanced fully automated cars (for individual or collective transportation of people or goods) and two advanced city vehicles (i.e., city vehicles which integrated zero or ultra-low pollution mode and driver assistance such as speed adaptation, parking assistance, collision avoidance, and stop-and-go cruise control) were held in five European cities.

• City Studies: City studies were conducted to investigate the advantages of a PRT system (Uppsala, Sweden) and an advanced transport system (Sophia Antipolis, France).

**HAD project**

The HAD project involved the demonstration of a fully automated vehicle in real traffic on the A9 freeway from Munich to Ingolstadt (Ardelt, Coester, & Kaempchen, 2012). During this drive, the HAD system resulted in safe driving behavior, even during multiple automated lane-change maneuvers. The authors noted that the developed system varied from those presented as part of the U.S. Defense Advanced Research Projects Agency (DARPA) challenges (e.g., Montemerlo et al., 2008; Umson et al., 2008), the *Stadtpilot* project (e.g., Wille, Saust, & Maurer, 2010a, 2010b) in that sensor locations were restricted, the system was designed for significantly higher velocities (up to 140 km/h, or about 87 mi/h), and lane-change maneuvers did not have to be approved by the driver prior to execution. The test vehicle used for the evaluation was equipped with several sensors (i.e., Differential Global Positioning System (DGPS), radar, camera, laser scanner and ultrasonic), high-precision digital maps, and serial-produced actuators that facilitated electronic control of the steering, brakes, and throttle. The authors found that during the course of the 65 km test drive, the automation displayed an acceptable handling of all occurring traffic situations, including 32 discretionary and mandatory lane changes, without the need for driver approval or intervention.

**eLane Study**

Toffetti et al. (2009) provided an overview of the human factors issues associated with highly automated vehicles on a dedicated automated vehicle travel lane. These factors include levels of automation, transition of control, loss of driver skill, and responses to automated system errors. In an exploration of these issues, Toffetti et al. conducted a driving simulator experiment to examine the difference between two user interface concepts for a dual-mode vehicle driven both manually and automatically (i.e., L2 automation with automated longitudinal and lateral control). The first interface – labeled the acoustic interface – consisted of visual plus acoustic messages by means of beeps. The second interface – or vocal interface – consisted of visual plus acoustic messages plus vocal messages delivered in English. The two user interfaces were tested when participants had divided attention between the primary driving task and the secondary in-vehicle information systems (IVIS) task. In cases of simulated system failure, the system provided a pre-warning that the system would be deactivated. The warning was followed by a first warning indicating that the system was deactivating and a final warning that an emergency braking maneuver was beginning. Results show that upon the pre-warning step, more drivers with the vocal interface took over control of the car (40% acoustic, 55% vocal); with the acoustic interface, most drivers took control after the first warning (50% acoustic, 36% vocal). No differences existed at the final warning. Further, they found that in cases of system failure, both interfaces resulted in 15% of participants failing to take control of the system in time (i.e., prior to the initiation of an emergency braking maneuver). When compared to the acoustic interface, the vocal interface resulted in faster response times to system failures and greater user preference. The authors concluded that the vocal interface was the recommended interface for the DVI of dual mode vehicles, especially for providing system malfunction warnings. It should be noted
that Toffetti and colleagues did not examine other modalities of communication, such as haptic, that may be beneficial for alerting drivers to transition of control events. However, these results do suggest that drivers may prefer and respond better to systems providing vocal/spoken communication. This preference accords with earlier guidelines suggesting (Green, Levison, Paelke, & Serafin, 1994) that non-speech auditory messages such as tones should only be used for alerting, and that voice should be used for more complex messages.

**Institute for Transport Studies, Leeds, United Kingdom, Study**

Also as part of the CityMobil project, Merat and Jamson (2008) conducted a simulator study to investigate the effects of a highly (L2) automated driving scenario on driver behavior. The researchers compared drivers’ responses to critical scenarios during manual and automated driving. Automated driving involved the engagement of lateral and longitudinal controllers, which kept the vehicle in the center of the lane and at a speed of approximately 64 km/h (40 mi/h). Auditory alarms were used to alert drivers of critical situations. When an auditory alarm sounded, drivers were required to regain control of the vehicle. One lateral and three longitudinal critical events were explored:

- A vehicle emerged from a side road and joined the experimental road, driving in front of the lead vehicle;
- An oncoming vehicle turned right to enter a side road, crossing the path of the lead vehicle;
- A set of traffic lights changed to red as they were approached by the lead car; and
- The road was partly blocked by a parked car or a reversing truck.

The findings indicated that drivers’ responses to critical events were slower in the automated driving condition as compared to the manual driving condition. Drivers’ minimum headway times to the lead car were significantly longer in the manual condition compared to the automated driving condition. Additionally, the results indicated a significant effect of event, with a significantly longer headway on approach to the traffic light event, compared to the other two longitudinal events. Results also indicate that the minimum time to contact with the lead car was significantly different in the manual driving mode, compared to the automated driving mode, with much smaller values seen for the latter condition (1.82 s versus 1.44 s, respectively). Finally, drivers’ anticipation of the three longitudinal events was found to be much less in the automated driving condition, with the driver braking just 0.4 s after the lead car braked in the manual condition, compared to 1.9 s after the lead car braked in the automated condition. For the lateral critical event, all but one driver stopped for a gap in the oncoming traffic before overtaking the obstacle. Again, response times were better with manual driving. The average time to contact with the parked car was 4.66 s ($SD = 3.55$) in the manual driving condition, which reduced to 2.62 s ($SD = 0.89$) in automated conditions. The authors noted that this difference was statistically significant. They theorized that drivers may have reduced situational awareness during automated driving and an overreliance on the automated system, and concluded that automated driving systems must be designed in such a manner as to keep drivers engaged and in-the-loop so that they are able to respond in a timely and appropriate manner during critical situations.

**ISi-PADAS Project**

The EC-funded study ISi-PADAS sought to provide a method to support risk-based design and approval of automated driving that focuses on the elimination and mitigation of driver errors through an integrated Driver-Vehicle-Environment modeling approach. A tool-supported risk-based design methodology was introduced to enable evaluation of hazards associated with human error and/or inadequate driver behavior (Transport Research & Innovation Portal, 2013). This methodology focuses on accidents in longitudinal control. Muhrer, Reiprecht, and Vollrath (2012) researched the
effects of a forward collision warning and braking system (termed FCW+, also commonly referred to as collision mitigating braking, or CMB) on driving and gaze behavior and engagement in a secondary task. Using a simulator, the researchers had 30 participants take part in a car-following scenario where participants drove with and without FCW+. Results suggest that the use of FCW+ resulted in significantly fewer accidents and earlier reaction times, and was not found to result in stronger involvement in secondary tasks when the system was engaged. Muhrer et al. conclude that partially automated systems such as the FCW+ are necessary because warnings alone cannot prevent accidents.

**United Kingdom**

**Effects of Automation Safety (EASY) Project**

Carsten, Lai, Barnard, Jamson, and Merat (2012) explored whether the level of automation that is provided affected driver attention to the road scene and engagement with secondary tasks. Using a high-fidelity motion-based driving simulator, Carsten and colleagues presented drivers with three levels of automation: manual driving, semi-automated (L1) driving with either longitudinal or lateral control provided, and highly automated driving (L3) with both longitudinal and lateral control provided. During the driving tasks, participants were permitted to pay attention to the roadway and traffic or to engage in entertainment or grooming-related tasks. Results suggested that participants were more likely to engage in non-driving tasks as the levels of automation increased. Additionally, in the semi-automated driving scenario, drivers were more likely to engage in secondary tasks when lateral control was in place versus longitudinal control. The authors noted that additional research is needed to further explain differences between levels of automation and differences between longitudinal and lateral control. The authors also suggested that further research is needed to understand how driver attention and interaction with secondary tasks may change over both the duration of the individual exposure to automated driving and over longer periods of time (i.e., in a longitudinal study).

**Foot-LITE**

Foot-LITE, a U.K.-led consortium (including MIRA Limited, TRW Limited, Auto-xt Limited, Hampshire County Council, the Institute of Advanced Motorists Limited, Ricardo UK Limited, Transport for London, Zettlex Printed Technologies Limited, Transportation Research Group University of Southampton, Brunel University, Transport Operations Research Group Newcastle University, and HW Communications Ltd), aims to bring information on safety and fuel efficiency together on a single, integrated, adaptive interface, providing driver feedback and advice on aspects of safe and green driving styles. As part of the research within this consortium, Birrell and Young (2011) examined automated vehicle driver interface designs using a driving simulator. Two driver interfaces were examined that provided real-time delivery of targeted information to support safe and efficient driving; the impact of these displays on workload, distraction, and driver performance was examined. The first prototype was based on Ecological Interface Design (EID) principles (Burns & Hajdukiewicz, 2004; see also Vicente, 2002 for a review of empirical work by researchers in EID). EID refers to “an interface that has been designed to reflect the constraints of the work environment in a way that is perceptually available to the people who use it” (Burns & Hajdukiewicz, 2004, p. 2). It draws upon the field of ecological psychology, which advocates that human behavior is constrained by their work environments. The three tenets underlying the EID approach are as follows (Burnes & Hajdukiewicz, 2004, p. 4):

1. People must make decisions that are constrained by their work domain.
2. These work domains can be systematically analyzed to determine these constraints.
3. There are design techniques and visualizations that can show these constraints in a way that reduces the need for mental calculation or memory.

The EID design used within this study integrated complex information into a single direct perception display. Safety and ecological information were grouped together on the display, with all parameters presented simultaneously and updating in real time depending on driver input. The second interface design explored by Birrell and Young (2011) was based on a dashboard-type interface developed according to best practices (i.e., the 2008 European Statement of Principles on HMIs for in-vehicle information and communication systems; European Commission, 2008) and consisted of warning icons (derived from the International Standards Organization [ISO] 2575, 2004) and textual information, with only one parameter shown to the driver at a time. Two different driving scenarios were developed (i.e., Urban, Extra-Urban) which were based on the New European Drive Cycle against which standard emissions data are tested (these standards are maintained by the United National Economic Commission for Europe). The Urban scenario included a city environment, non-divided roadway, a speed limit of 30 mi/h, and eight traffic-light-controlled intersections both with and without pedestrian crossings. The Extra-Urban scenario varied in that it reflected a more urban environment, a divided roadway, varying speed limits (ranging from 40 mi/h to 70 mi/h), and, while free from stop signs and traffic signals, contained other traffic of varying speeds placed in the nearside lane for the driver to navigate. The researchers developed two versions of each scenario in order to minimize learning effects. Findings indicated that the displays did not increase driver workload or adversely affect driver distraction. Additionally, the presence of real-time information was found to decrease mean driving speed in both simple (i.e., the Urban) and complex (i.e., the Extra-Urban) driving scenarios. The results suggested that the EID prototype had a wider effect on speed and acceleration and appeared to have more benefits in terms of driver mental workload and distraction; however, braking was more widely influenced by the second prototype. The authors concluded that, for future iterations, unified displays, adhering to EID principles should be examined for potential use in different levels of automated vehicles.

**Intelligent Speed Adaptation (ISA)-UK project**

Carsten et al. (2008) reported on the Intelligent Speed Adaptation (ISA)-UK project. The ISA system incorporates an in-vehicle digital road map onto which speed limits have been coded in combination with a positioning system which can either be a Global Positioning System (GPS) or a GPS-enhanced (with map matching and dead reckoning). Interventions associated with ISA range from advisory (i.e., the driver is informed of the speed limit and of violations), voluntary (i.e., the system is linked to the vehicle controls but the driver can choose when to have the system enabled), or mandatory (i.e., no override is possible). Over several simulator, field trial, and design demonstrations, researchers investigated changes in drivers’ behaviors and attitudes towards the ISA system, voluntary usage patterns by road and driver type, differences in truck drivers’ and motorcycle drivers’ reactions to ISA, the danger associated with certain maneuvers with non-overridable ISA, and the practical implications associated with transferring ISA technologies to other motor vehicles (e.g., trucks, motorcycles).

Carsten et al. (2008) reported on a 6-month field trial evaluation of ISA driving. Seventy-nine drivers participated in 1-month pre- and post-ISA driving for comparison, and 4 months of driving using a car outfitted with thumb-operated, foot-operated, and finger-operated controls located on the steering wheel, accelerator pedal, and central control cluster, respectively. The ISA provided visual (a status information display centrally located in the instrument panel) and auditory (ISA status message giving feedback on system status and activation) information. To account for different potential user patterns...
and travel patterns, four successive trials were conducted. The trials were conducted in an urban area
with private motorists, an urban area with fleet motorists, a rural area with private motorists, and a
rural area with fleet motorists. Researchers gathered data on participants’ attitudes, acceptance of
ISA, and self-reported behavior at various points during the study. For each participant, researchers
also conducted four observed drives along a fixed route. The results indicated that the ISA strongly
reduced speeding without changing the speed distribution below the speed limit. Additionally, the ISA
was most often overridden on roads with speed limits of approximately 113 km/h (70 mi/h), with young
and male drivers overriding the system more often than older or female drivers and by more private
motorists than fleet drivers. When researchers looked at participant perceptions, no change was noted
in perceived behavioral control (i.e., how much control the individual feels he has over his behavior),
possibly because participants felt that they had control over their ability to disengage the system.
Additionally, participants reported that after using ISA they were less likely to believe that speeding
would get them to their destinations more quickly; however, participants were more likely to report that
speeding would make them feel good following their ISA experience. Further, participants’ satisfaction
generally improved over time, physical demand decreased, time pressure increased, feelings of
increased risk occurred with ISA when overtaking or driving in fast-moving traffic or on motorways,
and situational awareness and awareness of speed limits increased.

A case study in the ISA-UK project, focusing on a delivery truck, was conducted over 9 weeks with 2
weeks for baseline driving, six weeks for ISA testing, and one week for post-ISA testing (Carsten et al.,
2008). One driver traveled 6,787 km over the course of the trial. Results indicated that the ISA
effectively diminished speeding behavior and speed variability, which was most prominent in the lower
speed zones. However, this participant’s responses to subjective surveys indicated dissatisfaction and
mistrust in the ISA system.

An ISA-UK motorcycle trial consisting of 33 participants was conducted on MIRA Limited’s proving
ground (Carsten et al., 2008). Because the proving ground did not appear on the digital map used for
the project, the onboard digital map was replaced with virtual beacons to locate changes in the speed
limits). The DVI on the motorcycle system warned the rider before any intervention occurred. A light-
emitting diode (LED) ISA display screen mounted on the handlebars in front of the rider presented
speed information, and additional visual cues were given by a pair of red flashing warning LEDs fitted
to the left- and right-hand upper edges of the windshield. The windshield warning flashed when power
reduction was about to be initiated by the ISA system. Additionally, the rider was provided an auditory
alert through earphones connected to the system. Tactile alerts were presented through a vibration
unit located underneath the motorcycle’s seat. Trials included laps to collect baseline data, advisory
ISAs (which provided speed limit information and warning to driver), assisting ISAs (which functioned
the same as the advisory ISA but also reduced throttle output when the speed exceeded preset
values), and information system trials (which functioned the same as the advisory system but also
provided route-related information). Riders indicated that they believed the systems would increase
traffic safety; however, these systems were perceived as potentially increasing riders’ irritation, stress,
and feelings of being controlled, and would decrease the joy of riding. The assisting ISA was viewed
less satisfactorily than the advisory or information ISAs. The study also found that only the assisting
ISA had a noticeable effect on speed variability.

The ISA-UK project also included a driving simulator study with 26 participants designed to quantify
how the presence of a mandatory (with no opt-out function) or voluntary (with an opt-out function) ISA
system might affect drivers’ overtaking decisions on rural roads (Carsten et al., 2008). Drivers
participated in two trials, one with each system. Drivers were told that 50% of the surrounding vehicles
were equipped with ISA. Each trial contained 10 overtaking scenarios, half with and half without ISA.
Mental workload scores indicated that drivers rated their driving performance significantly better under the voluntary system than under the mandatory system, for which they reported more system frustration. Drivers rated the ISA systems higher in terms of usefulness than in satisfaction, but the mandatory system was viewed more useful. The voluntary system seemed to have little influence on driver overtaking behavior while the mandatory system reduced drivers’ propensity to overtake and compromised the quality of the overtaking maneuvers that occurred.

The Netherlands

The Netherlands Advanced Public Transport Systems (ADPTS) developed an advanced vehicle combining characteristics of a bus, a tram, and an underground vehicle. Related to this effort, Brookhuis and De Waard (2008) explored the consequences associated with the implementation of the advanced vehicle. Twenty-five professional bus drivers completed experimental drives in a driving simulator fitted as a mockup of this vehicle (including the associated controls) that followed the simulated route. The simulator allowed the bus drivers to switch from fully automated control (i.e., metro-type) to semi-automated control (i.e., tram-type with the longitudinal control operated by the driver and the lateral control operated by the automated controller) to fully manual control (i.e., bus-type). The results of the drives led the authors to conclude that a driving license issued for conventional driving should not be applied to driving automated (or semi-automated) vehicles unconditionally, at least not without preparation for driving in automated/semi-automated conditions. They suggested that simulator and on-the-job training and separate licensing procedures in type-approved simulators should be mandatory and noted that the recommended procedure is similar to that used for the training of airplane pilots.

Viti, Hoogendoorn, Alkim, and Bootsma (2008) conducted a large-scale field operational test (FOT) on the public roads in the Netherlands to assess the impact of two advanced driver assistance systems (ACC and LDWS) and to estimate the effects of these systems in traffic flow performance. By focusing on driver adaptation to the ACC system, it was found that drivers did not consider in the same way distance from the leading vehicle in heavily congested conditions as they did in less congested or free-flow conditions. Drivers in medium-dense traffic conditions were found to prefer stable speeds as opposed to stable distance headways. As a result, the ACC system was often deactivated in dense traffic conditions. The authors suggest that the current ACC systems should be seen exclusively as comfort devices, perceived as safety-enhancing, because during dense traffic conditions drivers would be likely to deactivate the ACC systems to instead rely on their own driving skills. The researchers concluded that an ACC system helps drivers to better anticipate and control their decelerations and accelerations. As a result, speed and headway variations are reduced and shockwaves are better stabilized.

Dijksterhuis, Kroß, and De Waard (2010) conducted a fixed-base driving simulator experiment to evaluate the effects of providing driving support on lateral control in permanent and adaptive modes. Drivers were provided with driving support in the form of an icon, which reflected the vehicle’s lateral position. The icon was presented as a heads-up display (HUD) and was projected on the windshield. This display was chosen to keep the driver’s gaze forward. When the driver support was active, drivers were provided with continuous lane width and lateral position information. The simulation consisted of 40-km of roads winding through mainly rural scenery, divided into four main sections of uninterrupted road. The total distance driven was up to approximately 80 km (approximately 50 mi) with speed set to 80 km/h (approximately 50 mi/h). Researchers explored support types (continuously on, off, adaptive support), road width (narrow, or 2.25 m; wide, or 3.00 m), and oncoming traffic density (low, e.g., 6 cars per min for 6 min; high, 40 cars per min for ca. 1 min). The adaptive mode
was created by having the display automatically deactivate when lateral position control performance thresholds were exceeded based on general indications of performance during a preceding short time interval (i.e., 30 s). Researchers based two thresholds on deviations from the center lane (i.e., driving in the near-edge-zone for more than 7.5 s during the past 30 s; driving in the over-edge-zone for 3 s during the past 30 s) and one on swerving behavior (i.e., standard deviation of the lateral position set to 22 cm). Participants completed the route and followed auditory instructions during the task. Between road sections, participants were instructed to pull over for a 2-min break during which they completed the System Acceptances Scale (citing Van Der Laan, Heino, & De Waard, 1997) and the Rating Scale Mental Effort (citing Zijlstra, 1993). The researchers found that although not all drivers used the feedback information, particularly in the continuous mode, their results showed positive effects, particularly for the adaptive feedback application. Participants indicated that the adaptive feedback was appreciated for its warning abilities, not its information-providing properties.

Dijksterhuis et al. (2011) also used a driving simulator to determine changes in mental effort in response to manipulations of steering demand. Driving behavior on four narrow lane widths were compared with the normal lane width (3 m) on a standard Dutch two-lane rural road while confronted with oncoming traffic. Steering demand was increased by decreasing the maneuvering space of the driver through a period of high-density oncoming traffic in each lane width section. The researchers found that steering demand factors influenced mental effort expenditure and that using multiple measures contributed to effort assessment. For one of the sections, speed was controlled by the simulator and set to 80 km/h (approximately 50 mi/h) to prevent potential compensatory reactions. Results indicated that for every increasing level of lateral demand, extra effort was mobilized in service of the steering wheel as indicated by a decrease in the standard deviation of the lane position. Additionally, an increase in oncoming traffic was found to be associated with a lateral displacement of the vehicle to a position to the right of the center lane. Further, subjective respondent ratings were only sensitive to different levels of lane width under conditions of high demand. The authors concluded that these findings could be used as a starting point for the development of a driver-monitoring system that assesses mental effort to trigger driving support and to determine the most appropriate types of support.

Building upon these prior efforts, Dijksterhuis et al. (2012) tested the implementation of an adapted driver support system using a simulator. The researchers developed a HUD to provide continuously updated information related to the vehicle's lane width and lane position. In testing this HUD, steering demand was increased through narrowing lane width and increasing density of oncoming traffic, while speed was fixed at 80 km/h (approximately 50 mi/h) in all experimental conditions to prevent compensatory speed reactions. Researchers compared the effects of three support modes: a no-support mode (where the HUD was turned off), a nonadaptive-support mode (the HUD was continuously activated), and an adaptive-support mode. In that adaptive-support mode, the HUD was triggered when the participant exceeded the lateral control performance thresholds (i.e., driving in the near-edge zones for more than 7.5 s, driving in the over-edge zones for more than 3 s, and when the standard deviation of the lane position varied more than 22 cm [approximately 8.65 in]). Support was deactivated when all trigger variables were below their threshold values. The authors found that when the adaptive support was used by participants, their driving behavior improved as compared to the non-adaptive and no-support modes. Additionally, they found that participants preferred the adaptive support mode mainly as a warning signal and tended to ignore non-adaptive feedback (i.e., the HUD); one third of the participants indicated that they ignored the HUD. Based on their findings, the researchers concluded that the effects of a support initiation can be expected, regardless of the support type that is activated.
France

Koustanai, Cavallo, Delhomme, and Mas (2012) explored the impact that familiarization with an FCW has on driver behavior. A driving simulator study was conducted with three groups of drivers with varying levels of knowledge regarding FCW: familiar with FCW, unfamiliar with FCW, and no contact with FCW. The driving simulator used in the study was equipped with an FCW that triggered a single visual-plus-tone warning when the distance from the lead vehicle could become too short to avoid a collision (as defined by ISO 15632). The FCW's visual interface was displayed on a screen located above the dashboard in front of the driver and consisted of a horizontal bar that lit up in one of three colors: (a) yellow, slower than 50 km/h (approximately 31 mi/h) when the system was inactive; (b) green, faster than 50 km/h; and (c) red, whenever the lead vehicle’s distance went below the warning distance. The system sounded a three-beep tone when the bar changed from green to red; the bar remained red as long as the distance was too short. Participants were familiarized with the system prior to the test session. During the test session they encountered five events which elicited no alarms, a nuisance alarm, or useful alarms. They also completed a distraction task. Drivers’ perceptions were gathered using 7-point Likert-type scales to measure perceived difficulties of the driving situation, self-assessments of simulator driving, a system assessment, and the mental workload generated by the FCW and the distracting task. The researchers found that familiarization on a simulator involving situations with absent or useless warnings had a beneficial effect in that it increased drivers' understanding of the system and made it seem more trustworthy. As drivers became more familiar with the FCW, driver-system interactions became more effective as demonstrated through the lack of collisions, longer time headways, and better reaction times in most situations. However, although familiarization increased drivers’ trust in the FCW, it did not raise system acceptance. Additionally, the system did not eliminate potentially risky behaviors. The authors concluded that practice on a simulator could help drivers learn to properly use a driver assistance system.

Germany

KONVOI

Lenk, Haberstroh, and Wille (2011) and Zlocki (2012) provided descriptions of the 2005 to 2009 German KONVOI project for L3 platooned trucks. Because the project partners did not expect future construction of dedicated truck lanes, the main purpose of the project was to assess the impacts of automated convoys on surrounding traffic (Lenk et al., 2011).

Zlocki (2012) provided an overview of the KONVOI project. Four test trucks were driven on a public roadway. The first truck was driven manually by a driver supported by ACC and an LDWS, with following vehicles operating under an automated platooning system for longitudinal and lateral control. Inter-vehicle gaps were on the order of 10–15 m (Lenk et al., 2011). The platooning system underwent preliminary testing on closed test tracks and closed motorways. Two- and three-vehicle platoons were tested, with the majority of the testing evaluating four-vehicle platoons. In total, over 3,000 km of testing was conducted. The final tests took place on a motorway in real traffic. During the road test, the platoon was accompanied by a preceding and following vehicle and a motorway police escort. Driving maneuvers included coupling, following, and de-coupling. Researchers found comfortable and safe driving in platoons with no amplifications of minor interference and no significant influence on surrounding traffic. Additional results indicated general acceptance towards platoons; however, additional public education regarding platoons is needed, and platoons need to be clearly marked. In terms of operation
demand for drivers, simulator studies found driving distances were lower after 2 h of platooning; platooning had no influence on lateral driving behavior (Zlocki, 2012).

Italy

**VisLab Intercontinental Autonomous Challenge**

The Artificial Vision and Intelligent Systems Laboratory at the University of Parma conducted the VisLab Intercontinental Autonomous Challenge in 2010, traversing a 13,000-km route from Rome to Shanghai over a wide variety of road types, traffic situations, and weather conditions (Broggi et al., 2012). This experiment was aimed at testing autonomous operations in uncontrolled environments over long periods to determine possibly inconsistent behaviors. The overall approach to automation keyed on low-cost and highly integrated sensors. Computer vision was widely used. Seven cameras were installed (five forward and two backward looking), while four laser scanners with different characteristics were placed around the vehicle. Redundancy was provided in the area in front of the vehicle with four laser scanners and five cameras. A four-layer laser scanner was mounted in the middle of the frontal bumper, to frame an area of about 100 degrees; two other laser scanners were mounted on the front-right and front-left corners to frame the front and sides of the vehicle. The fourth laser scanner was mounted on the roof rack and tilted down to frame the ground. Additionally, GPS, Inertial Measurement Unit, and V2V communications were employed.

Automated driving was done in two modes: (1) A leader vehicle defined the route (coarse definition) and host vehicle provided the precise route via on-board sensing; (2) When the leader was not visible, the position was provided by GPS waypoints and position refinement was done by on-board sensing. Vehicle system functions included leader-follower, stop-and-go, waypoint following, vehicle detection, lane detection, obstacle detection, pedestrian detection, and ditch and berms detection (off-road). The vehicles encountered challenging situations, such as road construction with long stretches of off-road tracks, roads with no asphalt and large holes, and low visibility due to dust (Bertozzi et al., 2011). Due to these conditions, 8,244 km were covered in automated mode at an average speed of 38.4 km/h and a maximum speed of 70.9 km/h. The maximum amount of time spent in automated driving in a single day was about 6.5 hours.

Asia

Japan

**Ministry of Land, Infrastructure, Tourism, and Transport (MLIT)**

The Japanese Ministry of Land, Infrastructure, Tourism, and Transport (MLIT) began investigations of automated vehicles in the early 1990s, and a demonstration of automated driving on public roads was conducted in 1996 (Sakai, 2013). An MLIT study group defined next steps in automated driving research, with findings released in 2012. MLIT is pursuing the Advanced Safety Vehicle – Phase 5 Program, which is focused on crash avoidance (via sensors and vehicle-to-vehicle/infrastructure, or V2X, technology). Road-vehicle communication and V2V communication will play a role in providing traffic information, detailed road maps, and other data. The ultimate objective is automated driving. This group sees public availability of autonomous vehicles in the early 2020s (Sakai, 2013). As reported in Advanced Safety Vehicle: Realization of Secure and Safe Traffic Society by Harmonizing Humans and Vehicles (Japan MLIT, n.d.), the Advanced Safety Vehicle – Phase 5
Program has adopted a design philosophy that drivers play the main role in driving safely. Driver-focused work includes driver monitoring, driver acceptance, smooth transfer of control, and avoiding system designs which induce over-trust and/or overreliance. As part of this effort, the impacts of automated driving are also being evaluated; identified impact areas include institutional, social acceptance, need for road infrastructure, and socioeconomic impacts.

Several projects are currently underway. For example, researchers are focusing on an Emergency Stopping Assistant (ESA) prototype. In the case of an incapacitated driver, a highly automated driving mode will take control and bring the car to a safe stop at the side of the road (MLIT, n.d.). Additionally, a pilot project is underway to counter congestion at "sag sections" of the roadway, i.e. a slight downhill followed by a moderate incline in which vehicles tend to slow down without the driver’s intention. The sag congestion countermeasures center on the use of cooperative ACC (CACC) and speed advisories generated by the central traffic management center broadcast to vehicles in specific sections of the road segment to maintain appropriate inter-vehicle distance (MLIT, n.d.).

As part of the Advanced cruise-assist Highway System (AHS) project in Japan, Hirai et al. (2007) developed a safety countermeasure for use on merge ramps. This countermeasure provided merging assistance through a cooperative vehicle-highway system based on a DSRC roadside wireless unit communicating with onboard ITS equipment (5.8 GHz). The system was designed so that the AHS detects a merging vehicle and prompts a warning to the vehicle on the main roadway via road-to-vehicle communication (i.e., a DSRC roadside wireless unit and wireless communication system). Through warning sounds, audio, and video warning, drivers would be alerted to either a merging vehicle or the existence of a merging section, the latter of which is provided regardless of the presence of a merging vehicle. To allow time for transmission as well as driver decision and reflex, warning information was provided at least 4 s before the tip of the gore point (i.e., the tip of the triangular piece of land found where roads merge or split). Driver receptivity was determined through a simulator trial and test course trial conducted using the National Institute for Land and Infrastructure Management test course. The results indicated that drivers were receptive to the system and that it was appropriate to display the information on the screens of car navigation systems. Additionally, an expressway trial was conducted to assess service performance and effectiveness. The expressway trial involved 35 trial subjects driving past the merging section five times, for a total of 175 events. The results indicated that the service reduced aggressive merging. Further, they found that although drivers were generally receptive to the service, the implementation of the service was accompanied by an increase in drivers’ perceptions of situational dangers.

Ministry of Economy, Trade, and Industry (METI)

As reported in Shladover (2012), the Japanese Ministry of Economy, Trade, and Industry (METI) has a long history of involvement with vehicle automation technology. Initial projects were based on automated vehicles which operated independently and with no cooperation from other vehicles or the infrastructure. In 2008, METI began the Development of Energy-saving Intelligent Transportation Systems Technology (Energy ITS) project focusing on automated truck platooning based on V2V cooperation, with a key aim to reduce emissions. The 5-year project is funded at $12 million per year. The work is being conducted by a variety of university researchers and is led by the Japan Automobile Research Institute. As part of the Energy ITS project, researchers explored freight operators’ expectations surrounding the implementation of truck platoons in Japan (Tsugawa, 2012). An automated truck platoon was developed that used lane marker detection for lateral control (i.e., passive and active computer vision) and gap measurement for longitudinal control (i.e., radar, laser scanner, inter-vehicle communications). Initially, a platoon of three heavy trucks (25 T) traveling at 80
km/h (approximately 50 mi/h) with 10-m between-vehicle gaps was demonstrated. Later, a platoon of three heavy trucks and one light truck at 80 km/h with 4-m between-vehicle gaps was demonstrated. During the demonstration, platoon engaging, lane changing, and passenger car cut-in maneuvers were performed. Tsugawa noted several technical issues associated with platoons, including the need for a passive safety device when inter-vehicle gaps are small (i.e., under 4-m platooning) and an HMI (located on the dashboard and on the back of the leader) that provides information to drivers in the following trucks and also to drivers around the platoon.

Market research was also conducted. Freight operators were invited on a ride-along demonstration in one of the project’s automated platoons (Tsugawa, 2012). They were then asked about their expectations regarding the potential benefits of automated platooning. The majority of freight operators indicated that they expected platooning to result in energy savings (91%), congestion reduction (79%), load reduction (73%), and high company brand image (60%). In regards to safety, 39% indicated that platooning would result in safe driving while 60% indicated that safety benefits were unknown or not expected. When asked about workload reduction, 67% expressed that they did not expect platooning to result in workload reductions, while 15% indicated that they expected workload reductions; 18% were unsure of workload reductions.

South Korea

Research contributing to the advancement of automated vehicles has been sponsored by the Program of the Ministry of Education Science and Technology (MEST) and the Green Drive Research Program of the Ministry of Knowledge Economy (MKE). Kim and Son explored the in-vehicle driving workload for older drivers through an on-road assessment of advanced driver assistance systems that assist in safe driving, and IVIS, which offers many types of information to drivers (2011). Kim and Son investigated the effect of age-related workload difference through the examination of five driving tasks (manual only, manual primarily, visual only, visual primarily, and visual-manual) and three age groups: younger (20–29 years of age), middle-aged (40–49 years of age), and older (60–69 years of age). They collected data from 40 drivers who drove in real vehicles under actual road conditions. During the city drive, participants were asked to complete five tasks which could be classified as manual only (activating the turn signal); primarily manual (adjusting the radio); visual only (reading the speedometer); primarily visual (changing the radio station); and combined visual and manual (setting the correct temperature in a menu-driven climate control display). After the drive, participants were asked to complete the National Aeronautics and Space Administration (NASA) Task Load Index (NASA-TLX; Hart & Staveland, 1988) questionnaire. Results showed that older drivers needed more time to complete tasks than did younger drivers and tend to exceed distraction guidelines (i.e., the standards for preventing distraction due to the operation of information devices (see Bischoff, 2007; Li et al., 2002) when completing relatively complicated tasks. Results indicated that older drivers spent 13.08 s and 15.60 s to complete primarily visual and combined visual and manual tasks, respectively. They noted that these findings suggest older drivers may be more likely to be involved in traffic accidents when operating these devices while driving. The authors concluded that, when designing information devices for intelligent vehicles, designers need to take these facts into account and to include methods of reducing distraction for older drivers.
Chapter 3 Prior Human Factors Studies of Vehicle Automation Concepts

Levels of Automation and Automation Taxonomies

Several attempts have been made to create taxonomies, both general and application-specific, of automation. In discussing vehicle levels of automation, it may be helpful to examine prior efforts to produce automation taxonomies and how they may be compared and applied to the driving domain. While some discrepancies may exist when applying taxonomies intended for computer control systems, air traffic control support, or similar domains, to the driving task, understanding the commonalities between the efforts can help lend better understanding of the current state, and future challenges, of vehicle automation.

Perhaps the most widely used taxonomy was presented by Sheridan and Verplank (1978; Table 3-1), who defined 10 levels of automation that account for the locus of control (human or automation) and how information is presented to the human. This taxonomy provides a range of automation levels where the human is responsible (generally, below L5), where the automation holds responsibility (generally, above L7), and automation levels where the system is collaborative (generally, between L5 and L7; Spiessl et al., 2011). This taxonomy was later expanded upon by Parasuraman, Sheridan, and Wickens (2000) to include four phases of processing (perception, analysis, decision-making, and execution) for each level.

Table 3-1. Sheridan and Verplank’s (1978) Levels of Automation

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Human does the whole job up to the point of turning it over to the computer to implement.</td>
</tr>
<tr>
<td>2</td>
<td>Computer helps by determining the options.</td>
</tr>
<tr>
<td>3</td>
<td>Computer helps to determine options and suggests one, which human need not follow.</td>
</tr>
<tr>
<td>4</td>
<td>Computer selects action and human may or may not do it.</td>
</tr>
<tr>
<td>5</td>
<td>Computer selects action and implements it if human approves.</td>
</tr>
<tr>
<td>6</td>
<td>Computer selects action, informs human in plenty of time to stop it.</td>
</tr>
<tr>
<td>7</td>
<td>Computer does whole job and necessarily tells human what it did.</td>
</tr>
<tr>
<td>8</td>
<td>Computer does whole job and tells human what it did only if human explicitly asks.</td>
</tr>
<tr>
<td>9</td>
<td>Computer does whole job and decides what the human should be told.</td>
</tr>
<tr>
<td>10</td>
<td>Computer does whole job if it decides it should be done, and if so, tells human, if it decides that the human should be told.</td>
</tr>
</tbody>
</table>

Many parallels may be drawn between the Sheridan et al. (1978) levels of automation and the definitions of vehicle automation levels proposed by NHTSA (see Chapter 1). Examples of L0 (manual driving) automation can be compared to Sheridan’s L3. An L0 automated component, such as FCW, determines an option (in this example, whether a forward crash threat is present) and informs the driver. Continuing this parallel, higher levels of vehicle automation follow higher levels in the Sheridan
taxonomy. CIB (an example of a L1 automated component) can be compared to L6 and L7 of Sheridan’s taxonomy, as the system is determining the presence of a threat and implementing a response while keeping the driver informed.

Riley (1989; Table 3-2) presented a taxonomy of automation levels as applied to a mixed-initiative human-machine system. The Riley taxonomy presents automation as two crossed factors: levels of intelligence and levels of autonomy. Levels of intelligence increase across seven levels, from raw data (no processing) to operator predictive (with the automation anticipating actions). Levels of autonomy range across 12 levels, from none to autonomous. Riley’s taxonomy allows for any system’s automation state to be described as a function of these two factors.

Table 3-2. Riley’s (1989) Taxonomy of Automation Levels

<table>
<thead>
<tr>
<th>Level of Autonomy</th>
<th>Level of Intelligence: Raw Data</th>
<th>Level of Intelligence: Procedural</th>
<th>Level of Intelligence: Context Responsive</th>
<th>Level of Intelligence: Personalized</th>
<th>Level of Intelligence: Inferred Intent Responsive</th>
<th>Level of Intelligence: Operator State Responsive</th>
<th>Level of Intelligence: Operator Predictive</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information Fuser</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple Aid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advisor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interactive Advisor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Servant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assistant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Associate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervisor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autonomous</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Riley (1989) taxonomy does not provide for automation responsibility until the Assistant and higher levels; the automation component is responsible for communicating information back to the user at these lower levels of automation. At higher levels, greater responsibility is present in the automation; the Partner level allows for the automation to override the operator (and vice-versa). These levels of automation may also be compared to the NHTSA levels of automation. Many in-vehicle information systems and similar displays can be compared to the Information Fuser level. FCW, as a Level 0 component, may be compared to the Simple Aids. CIB may be compared to the Servant level. NHTSA Levels 2 and 3 may likewise compare to the Associate level. L2 automation provides for lateral and longitudinal control with the expectation of driver monitoring, and L3 provides for the same automated control without the expectation of driver monitoring. The Associate level allows for autonomous operation without explicit permissions, but with the understanding that the operator may override the automation at any point.

Endsley and Kaber (1999; see Endsley’s earlier [1987] taxonomy for automation in a decision-support environment) proposed an automation taxonomy for use in real-time control tasks. Among the important aspects describing real-time control tasks that may be related to the driving task are multiple
simultaneous tasks (with different relevance to performance and goals) requiring the operator’s attention and high-task demands with limited time resources. This taxonomy is presented in Table 3-3.

Table 3-3. Endsley and Kaber’s (1999) Levels of Automation

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual Control</td>
<td>The human performs all tasks including monitoring the state of the system, generating performance options, selecting the option to perform (decision-making), and physically implementing it.</td>
</tr>
<tr>
<td>Action Support</td>
<td>The system assists the operator with performance of the selected action, although some human control actions are required.</td>
</tr>
<tr>
<td>Batch Processing</td>
<td>Although the human generates and selects the options to be performed, they then are turned over to the system to be carried out automatically.</td>
</tr>
<tr>
<td>Shared Control</td>
<td>Both the human and the computer generate possible decision options. The human still retains full control over the selection of which option to implement; however, carrying out the actions is shared between the human and the system.</td>
</tr>
<tr>
<td>Decision Support</td>
<td>The computer generates a list of decision options that the human can select from or the operator may generate his or her own options. Once the human has selected an option, it is turned over to the computer to implement.</td>
</tr>
<tr>
<td>Blended Decision-Making</td>
<td>The computer generates a list of decision options that it selects from and carries out if the human consents. The human may approve of the computer’s selected option or select one from among those generated by the computer or the operator. The computer will then carry out the selected action.</td>
</tr>
<tr>
<td>Rigid System</td>
<td>Representative of a system that presents only a limited set of actions to the operator. The operator’s role is to select from among this set. He or she may not generate any other options.</td>
</tr>
<tr>
<td>Automated Decision-Making</td>
<td>The system selects the best option to implement and carries out that action, based upon a list of alternatives it generates (augmented by alternatives suggested by the human operator).</td>
</tr>
<tr>
<td>Supervisory Control</td>
<td>The system generates options, selects the option to implement, and carries out that action. The human mainly monitors the system and intervenes if necessary.</td>
</tr>
<tr>
<td>Full Automation</td>
<td>The system carries out all actions. The human is completely out of the control loop and cannot intervene.</td>
</tr>
</tbody>
</table>

Here it may be helpful to continue with the examples of FCW and CIB. FCW may be viewed as falling under the Action Support level, as it simply provides the driver with assistance in performing the driving task. CIB, providing for an automated braking response in the absence of driver intervention, may be viewed as a Supervisory Control task. However, the comparison is weakened as the Endsley and Kaber (1999) taxonomy assumes the driver is monitoring the roadway and automation performance.
### Table 3-4. Gasser and Westhoff’s (2012) Description and Categorization of Automated Driving Functions Drawn from the Report of the BASf Expert Group

<table>
<thead>
<tr>
<th>Level</th>
<th>Task of the Driver According to Automation Level</th>
<th>Exemplary Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully Automated</td>
<td>The system takes over lateral and longitudinal control completely within the individual specification of the application.</td>
<td>Motorway-Pilot</td>
</tr>
<tr>
<td></td>
<td>- The driver need not monitor the system</td>
<td>- Automatic longitudinal and lateral control. On motorways up to an upper speed limit. The driver need</td>
</tr>
<tr>
<td></td>
<td>- Before the specified limits of the application are reached, the system requests the driver to take over with sufficient time buffer.</td>
<td>not monitor. In case the driver does not react to a takeover request, the system will brake down to a</td>
</tr>
<tr>
<td></td>
<td>- In absence of a takeover, the system will return to the minimal risk condition by itself.</td>
<td>standstill.</td>
</tr>
<tr>
<td></td>
<td>- All system limits are detected by the system, the system is capable of returning to the minimum risk condition in all situations.</td>
<td></td>
</tr>
<tr>
<td>Highly Automated</td>
<td>The system takes over lateral and longitudinal control for a certain amount of time in specific situations.</td>
<td>Motorway Chauffeur</td>
</tr>
<tr>
<td></td>
<td>- The driver need not permanently monitor the system as long as it is active.</td>
<td>- Automatic longitudinal and lateral control. On motorways up to an upper speed limit. The driver need</td>
</tr>
<tr>
<td></td>
<td>- If necessary, the driver is requested to take over control by the system with a certain time buffer.</td>
<td>not permanently monitor. In case of a takeover request, the driver must react within a certain time</td>
</tr>
<tr>
<td></td>
<td>- All system limits are detected by the system. The system is not capable of re-establishing the minimal risk condition from every initial</td>
<td>buffer.</td>
</tr>
<tr>
<td></td>
<td>state.</td>
<td></td>
</tr>
<tr>
<td>Partially Automated</td>
<td>The system takes over lateral and longitudinal control (for a certain amount of time and/or in specific situation).</td>
<td>Motorway Assistant</td>
</tr>
<tr>
<td></td>
<td>- The driver must permanently monitor the system.</td>
<td>- Automatic longitudinal and lateral control. On motorways up to an upper speed limit. Permanently</td>
</tr>
<tr>
<td></td>
<td>- The driver must at any time be prepared to take over complete control of the vehicle.</td>
<td>monitored by driver.</td>
</tr>
<tr>
<td>Assisted</td>
<td>The driver continuously accomplishes either lateral or longitudinal control. The other/remaining task is accomplished by the automating system to a certain level.</td>
<td>Adaptive Cruise Control</td>
</tr>
<tr>
<td></td>
<td>- The driver must permanently monitor the system.</td>
<td>- Longitudinal control with adaptive distance and speed control. Parking assistance: Lateral control is</td>
</tr>
<tr>
<td></td>
<td>- The driver must at any time be prepared to take over complete control of the vehicle.</td>
<td>accomplished by the parking assistance.</td>
</tr>
<tr>
<td>Driver Only</td>
<td>The driver continuously (throughout the trip) accomplishes longitudinal (accelerating/braking) and lateral (steering) control.</td>
<td>No (driver assistance) system active that intervenes into longitudinal and lateral control.</td>
</tr>
</tbody>
</table>

The Bundesanstalt für Straßenwesen (BASf) leads the German working group on automated vehicles dealing with the Vienna Convention and German laws and regulations that may be a barrier for introducing automated vehicles in Germany. Gasser and Westhoff (2012) provided insight on the BASf efforts to define current and future automation and legal issues. The BASf expert group identified five levels of automation based on the degree of automation: full automation, high automation, partial automation, driver assistance, and driver only. The expert group further clarified these definitions by
incorporating the added dimensions of driver tasks according to level, speed range, and utilization time (Table 3-4).

Overall, each of the aforementioned levels of automation taxonomies provides a means to describe the human-automation interaction. Each of the taxonomies provides some features, dimensions, or concepts that are applicable to the examination of vehicle automation. Sheridan and Verplank’s (1978) description of the locus of control (varying from the human, to collaborative, to automation), Riley’s (1989) description of automation intelligence, and Endsley and Kaber’s (1999) concept of decision support are all highly applicable to the driving domain and should be considered when describing vehicle automation. The BASf definitions were designed with vehicle automation in mind and have attempted to account for a number of dimensions specifically associated with the driving task (Gasser & Westhoff, 2012).

Overview Studies

Several researchers have provided comprehensive overviews or reviews of the issues associated with human-automation interactions. For example, Lee and See (2004) provided a comprehensive review of trust in automation which considers trust from a variety of perspectives and considers how automation context and cognition processes affect the appropriateness of trust. Sheridan and Parasuraman (2005) outlined recent research and challenges in the area. Additionally, Sheridan and Nadler (2006) reviewed 37 accidents that occurred in aviation, other vehicles, process control, and other complex systems where human-automation interaction was involved. They noted the implications about causality with respect to design, procedures, management, and training. Nof (2009) edited the Springer Handbook of Automation, within which are several chapters relevant to this discussion. For example, Lee and Seppelt (2009) provided an overview of the human factors in automation design, Nakanishi (2009) discussed major initiatives and technologies being developed in the United States and how these developments interact with drivers, and Ollero and Castaño (2009) focused on the control and navigation of automated vehicles and human interactions at different levels. Martens and Jenssen explored behavioral adaptation and acceptance in the Handbook of Intelligent Vehicles (2012).

Further, several researchers provide overviews of various human factors issues associated with automation. Stanton and Young (1998) presented several issues relevant to vehicle automation that they noted should be considered in future empirical studies. These issues include locus of control (i.e., the extent to which removal of control from the driver affects vehicle performance), the trust the driver has in the automated system, the situational awareness of the driver as to the operational status of the technological system and the driving context, the mental representation that the driver develops of the automated system, and the mental and physical workload associated with automation, feedback, and driver stress and its implications for automation.

Saffarian, de Winter, and Happee (2012) explored the challenges associated with automated driving systems from a human factors perspective and identified DVI needs for automated vehicles and proposed available solutions. Saffarian et al. (2012) proposed a number of available solutions to address these challenges, including shared control, adaptive automation, use of an information portal, and new training methods. Current definitions of automated driving (see Chapter 1) include some provisions for accommodating the challenges that Saffarian and colleagues noted. Further, and more focused, research on these topics could be beneficial.
Parasuraman and Manzey (2010), through a review of empirical studies of complacency and bias in human interaction with automated and decision support systems, concluded that complacency and automation bias results from the dynamic interaction of personal, situational, and automation-related characteristics. Parasuraman and Wickens (2008) reviewed empirical studies of human-automation interaction and their implications for automation design. They found that automation applied to information analysis or decision-making functions leads to differential system performance benefits and costs that need to be considered when choosing appropriate levels and stages of automation. Additionally, they found that human user dependence on automated alerts and advisories reflected two components of operator trust – reliance and compliance – which, in turn, are determined by the threshold designers have used to balance automation misses and false alarms. Further, they found that adaptive automation can provide additional benefits in balancing workload and maintaining the user’s situational awareness. Parasuraman, Sheridan, and Wickens (2008) also reviewed the empirical evidence associated with situation awareness, mental workload, and trust in automation. Through this review, they concluded that situation awareness, mental workload, and trust are viable constructs that are valuable for understanding and predicting human-machine performance in complex situations.

Additionally, Lee (2008) noted that the addition of new technologies introduces new vulnerabilities (e.g., distraction) into the driving process. New technologies, such as those associated with driver-assistance technologies, may mitigate distractions and improve safety; however, imperfect technologies that automate driving rather than augmenting driver capabilities may be rejected or misused by drivers. Therefore, the greatest safety benefits from current and forthcoming automated driving concepts may come from augmenting the driver’s capabilities and performance with automation rather than attempting to replace the driver with an automated system. Cognitive engineering principles, which enhance drivers’ self-awareness and awareness of the potential distractions associated with technology, can be used to improve the safety and performance of complex systems (Lee, 2008). Inagaki (2010) also provides a review of the issues associated with the development of ADAS from a joint cognitive systems approach. Specifically, the issues of authority and responsibility and of overtrust and overreliance were discussed.

The following sections will explore in detail the human factors-related studies associated with automated driving and in support of automation driving. Research supporting automated driving includes those human factors studies associated with the development and implementation of IVISs and DVIs (also referred to as HMIs), ACC, FCW, lane maintenance, and LDWS, and connected vehicle initiatives.

**Studies of Automated Driving**

This section provides an overview of the studies of automated driving. A diverse group of researchers are actively developing automated vehicle capability for all road operations (including unpaved roads). These are briefly summarized here. Key efforts in this area included work conducted by the U.S. Army (Theisen, 2011; Schoenherr, 2009), Israel's Ministry of Defense (Main, 2013), private industry (Rio Tinto, 2012), the Oxford Mobile Robotics Group (2013; Lee, 2013), and the simulator study conducted by Neubauer et al. (2011).

As described in Theisen (2011), the U.S. Army is sponsoring development of the Autonomous Mobility Appliqué System, a program designed to retrofit existing military trucks with a range of systems, from active safety to full automation. The intent is for the vehicles to operate on any road type as well as off-
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road. BAE Systems (a producer of military heavy trucks) is the vehicle industry participant. Additionally, automated convoy systems are being examined, such as the Convoy Active Safety Technology (CAST) system. CAST is intended as a low-cost automated following system for tactical wheeled vehicles (Schoenherr, 2009). The CAST system maintains an inter-vehicle gap, adjusting vehicle speed and shifting gears as needed. The vehicles are capable of maneuvering around corners and navigating difficult terrain. Obstacle detection and avoidance is implemented. Following vehicles can assume command of the convoy automatically if the lead vehicle becomes inoperable. This system has achieved more than 100 mi of continuous autonomy with an approximate 80-km/h (50-mi/h) capability on paved roads and an approximate 56-km/h (35-mi/h) capability on dirt roads.

Theisen (2011) provided additional CAST findings. During testing, soldiers wore an electroencephalography (EEG) cap to record brain waves related to their reactions to driving autonomously. Theisen noted that there were no reported adverse physiological effects (e.g., motion sickness issues) associated with the system; participants reported significantly less fatigue, increased ease of convoy execution, and increased numbers of threats detected. The CAST system showed 150% improvement in gap distance maintenance and an 85% improvement in panic stopping distance over a non-automated system. Convoys operating using CAST demonstrated successful daylight driving at 85 km/h (approximately 53 mi/h) and successful blackout driving at 70 km/h (approximately 43 mi/h; Theisen, 2011). This reduction in fatigue may have beneficial effects for eventual production L2 and L3 systems. L2 and L3 automated vehicles have the potential to aid in overall driving performance by ensuring vehicle heading while allowing the operator to rest or perform other tasks. While the number of inputs, tasks, and responsibilities for the driver are not entirely in their direct control, L2/L3 automated vehicles can assist through a decrease in total driver workload. This decrease can, in turn, decrease fatigue, add convenience, and improve overall performance. Further research in this topic is warranted.

In similar autonomous vehicle research, Main (2013) described automated vehicles developed by Israel’s Ministry of Defense. Since 2008, approximately eight automated cars have been patrolling Israeli borders. The vehicles are produced by the G-NIUS company. They use cameras, radar, and laser technology for situational awareness. The article noted that these vehicles have taken the place of some soldiers on the front lines, possibly preventing them from facing gunfire or confrontations.

Rio Tinto (2012) noted that the Rio Tinto Yandicoogina mine in Western Australia is now operating a fleet of 10 Komatsu driverless haul trucks. Rio Tinto has been testing the Komatsu Autonomous Haulage System since 2008; during trials, the autonomous haulage technology demonstrated benefits in health, safety, and productivity. A company spokesman was quoted as saying Rio Tinto eventually plans to deploy 150 driverless trucks, making them the world’s largest owner and operator of these vehicles.

Lee (2013) describes the Oxford University RobotCar project. The base vehicle is a Nissan LEAF electric car. The car is equipped with an off-the-shelf computer and is connected to machine-vision cameras and laser sensors around the car’s body. As opposed to GPS, the RobotCar relies upon machine-learning technologies to build and calibrate mathematical models which explain the robot’s view of the world in terms of prior experience (training), prior knowledge (aerial images, road plans, semantics), and automatically generated Web queries. The car develops situational awareness made up of both static and dynamic environmental features. If an obstacle is detected, the vehicle comes to a controlled stop and waits until the obstacle has moved out of the way before accelerating and continuing its journey. The HMI is provided via an in-car tablet computer. When the car successfully recognizes the driving environment, it prompts the driver and offers to take over driving. Tapping the
brake pedal returns control to the human driver (Lee, 2013). The researchers believe that this approach will enable a low-cost approach to future automated vehicles. Testing is occurring in Oxfordshire at a light industrial site with roads and road markings (Lee, 2013).

Neubauer et al. (2011) used a driving simulator to assess the impact on fatigue, stress, and workload of driver-initiated full vehicle automation (i.e., L3; drivers were not required to keep their hands and feet on the controls). They noted that previous research demonstrated that full automation induced a state of “passive fatigue” associated with the loss of alertness. This state can be seen as similar to a vigilance decrement (Parasuraman & Davies, 1977). Neubauer et al. asked participants to drive in either an automation-optional or non-automation 35-min, monotonous simulated drive using a driving simulator. Participants had the option of initiating automation at their discretion for 5-min blocks throughout the drive. Researchers assessed subjective stress states before and after the drive using the Dundee Stress State Questionnaire (DSSQ; Matthews et al., 2002). During the automation-optional condition, researchers tested whether choosing automation was related to subjective state. Specifically, the automation-optional condition was used to determine whether those drivers in the automation-optional condition showed higher task engagement than those in the non-automation option. Additionally, researchers explored whether the use of automation at a time of the driver’s own choosing would act as a rest break and relieve driver fatigue. In the last 5 min of the drive, in both the automation-optional and the manual condition, drivers had to manually respond to an emergency event. The results suggest that optional, driver-controlled automation (i.e., the automation available as part of the automation-optional condition) appeared to pose the same dangers to task engagement and alertness as externally initiated automation, which may leave drivers vulnerable to persisting fatigue (and the associated reduction in situational awareness) when normal vehicle control is restored. As such, Neubauer and colleagues concluded that an automated systems’ impact on driver fatigue needs to be evaluated, and solutions which will maintain driver engagement and address the vulnerabilities of fatigue-prone drivers should be sought.

Research Approaches Supporting Automated Driving

While much of the work examining automated driving has either been related to specific development projects (e.g., the HAVEit project, described above) or more exploratory in nature, more extensive work performed has examined what may be considered underlying technologies that could be considered part of an L2 or L3 automated driving system. These efforts include the DVI design and evaluative approaches of IVIS, especially with regard to such systems’ effect on driver workload. Further efforts are associated with the development of ACC and FCW systems, lane maintenance and LDWS, and connected vehicle initiatives. Human factors issues related to these enterprises are discussed in the following sections.

IVIS and Associated DVI Issues

This section describes those research activities that occurred in conjunction with the development of IVIS and related DVI systems. Studies within this section explored the impacts of ADAS on driver workload, while others presented various methods for determining workload. Further, several discussions provided insight as to the design of multi-modal DVIs. This section concludes with the discussion of a DVI designed to adjust to a driver’s expectations and preferences. Under concepts of shared authority (see the discussion of levels of automation and associated taxonomies, earlier in this chapter) for automated vehicles, designers of automated systems should consider the tasks assigned to the driver and to the vehicle. Potential exists for a situation where both the human driver and the automated system simultaneously perceive the other to be the ultimate controlling authority. Thus, DVI
should be designed with the goal of preventing this mode confusion. More direct research could qualitatively and quantitatively assess this situation as it pertains to L2 and L3 automated vehicles.

Davidse, Hagenzieker, van Wolffelaar, and Brouwer (2009) examined the extent to which driving performance of 10 older (70- to 88-year old) and younger (30- to 50-year old) drivers improved as a result of support by a driver assistance system. The ADAS tested provided drivers with information on right-of-way regulations and one-way streets, warned drivers when they were approaching an intersection at which sight on the crossing street was obstructed by buildings, and indicated if it was safe for drivers to join or cross traffic streams at busy intersections. The system was tested using a driving simulator and evaluated in terms of effects on workload and safety performance. Findings indicated that the messages that informed drivers of right-of-way regulation, obstructed view of an intersection, and safe gaps to join or cross traffic streams resulted in safer driving performance. Additionally, one-way street message warnings resulted in fewer route errors. The results tended to be generally the same for all age groups. Further, the presence of the system did not reduce driver workload. They concluded that the system, while promising, needs longer evaluation periods to determine its long-term effects.

Rauch, Gradenegger, and Krüger (2008) analyzed the efficiency of different strategies for the interaction with in-vehicle devices. Using a motion-based driving simulator, 24 drivers completed a test course. A control group of eight participants provided baseline driving condition data (no additional task demand), while the other group, a dual-task group, performed a secondary navigation task (e.g., a hierarchical menu navigation task simulating interaction with a typical in-vehicle information system) while driving. Variables included the criticality of the driving situation, road type, and predictability of the critical situation (easy, moderate, hard to predict). At predetermined points, drivers were offered the choice to perform the task. The offer was given just before a critical situation (e.g., just after a parked car started to indicate but was still standing) or in a non-critical situation (e.g., on-road segments between critical situations). Drivers were permitted to determine whether or not the situation was suitable for executing a task and also when to interrupt it. The secondary task offer was signaled by a question mark shown in the HUD on the front scene. Researchers allowed drivers 3 s to decide whether the situation was suitable or not for the secondary task, according to the situational demands. The secondary task was started when the driver pulled to the right a joystick on the vehicle’s middle console, at which time a “start display” message was presented on the visual display located at the lower position on the vehicle’s middle console. No action was required to reject the task. Researchers found that drivers were able to adapt their secondary task behavior to situational demands. Participants anticipated potential conflicts that resulted in secondary task rejection or delay in critical situations. These strategies were found to be successful for maintaining driving safety. Rauch et al (2008) concluded that situational assessment prior to the start of a secondary task and that adequate monitoring of situational developments during task execution are relevant processes for situational awareness in this context.

Reimer, Mehler, and Coughlin (2010) used heart rate as an objective physiological arousal measure along with self-reported ratings to evaluate the extent to which two vehicle-parking-assist technologies impacted driver stress. The first technology was a semi-autonomous system for parallel parking that detected appropriately sized parking spaces and actively steered the vehicle into the parking space while the driver controlled the throttle and brake. The second technology was a cross-traffic warning system that was designed to alert drivers of encroaching vehicles when backing out of parking spaces. Each technology was tested using 42 participants consisting of three gender-balanced age groups (20–29, 40–49, and 60–69). Participants were asked to park with and without the technology.
Across gender and age groups, participants reported lower stress levels and exhibited lower average heart rates when using the assistive parallel parking technology. When using the cross-traffic warning system, findings suggested some reduction in stress levels, although not at a statistically significant level. However, when drivers used the cross-traffic alert system, the likelihood of their stopping and yielding to an approaching vehicle was increased, which the researchers noted, is a potential safety benefit in that this behavior could potentially reduce the likelihood of accidents.

Merat, Jamson, Lai, and Carsten (2012) conducted a driving simulator study to compare the effect of changes in workload on performance in manual and highly automated driving and also to determine changes in driving state exhibited as variations in blink patterns. In this study, 50 participants operated a motion-based driving simulator in manual and highly automated driving modes. Automation included longitudinal control through ACC with a fixed target speed of approximately 113 km/h (70 mi/h) and an adjustable headway that defaulted at 1.5 s. The lateral controller design was similar to a lane-keeping assistance system which kept the vehicle centered in the lane. Participants engaged the automation via a button on the steering wheel and could disengage the automation by pushing the button, turning the steering wheel more than 3 degrees, or pressing the brake pedal. Workload was manipulated using both non-driving cognitive tasks and by forcing a lane-change event at designated points. The effects of automation and workload on drivers’ awareness of driving environment were further assessed through a comparison of participant responses to the critical incidents in manual and automated driving. The results demonstrate that, in the absence of a secondary task, drivers’ responses to critical incidents were similar in both manual and highly automated driving conditions. Therefore, they concluded that when attention was not diverted to distracting secondary tasks, driving performance was not adversely affected by highly automated driving. Similarly, in the absence of a secondary task, the rate and duration of blinks for automated driving were similar to those for manual driving. However, drivers displayed the lowest performance when they were required to regain control of driving in the automated mode while distracted by the secondary task. Blink suppression was highest in automated driving with both secondary tasks and the critical event. The authors posited that the findings suggest that the change in demand from the driving task and an unexpected need to regain vehicle control provoked drivers to obtain as much information as possible about the visual scene, where moments before their attention may have been directed mostly toward the secondary task. Researchers concluded that although further studies using a combination of subjective and objective measures are required to understand changes in workload experienced by participants in highly automated driving conditions, using nonintrusive tools for the real-time observation of driver workload is an advantage in warning drivers of dangerous overload or underload situations.

Kaber, Liang, Zhang, Rogers, and Gangakhedkar (2012) assessed the effects of visual, cognitive, and simultaneous visual and cognitive distractions on operational (braking, accelerating) and tactical (maneuvering) control of vehicles. Using a driving simulator with an integrated head-mounted eye/head tracker, 20 participants drove in lead-car following or passing scenarios under four distraction conditions: without distraction, with visual distraction, with cognitive distraction, and with simultaneous visual and cognitive distraction. Visual distraction was found to increase driver workload through more complex gaze behavior; however, drivers appeared to compensate for visual distraction by increasing headway times. Cognitive distraction also increased workload by dividing driver concentration between roadway and secondary tasks, but did not result in steering errors as high as those found with visual distraction. Tactical control behavior required greater workload than operational control, was more sensitive to distraction, and less conducive to adaptation. However, drivers engaged in tactical control were able to perceive the higher workload when presented with simultaneous distractions and, as a result, prioritized the primary driving task, which then resulted in slower responses to secondary tasks. The results indicated that drivers experienced higher perceived
workloads for passing tasks than for following tasks, with drivers having slower responses to secondary distraction tasks as workload increased during passing tasks. Additionally, the simultaneous distraction task resulted in the greatest demand and steering errors in both driving tasks. Visual distraction resulted in more off-road glances, higher workloads, and longer headway times. Further, while cognitive distraction was found to increase driver workload, researchers did not find steering errors as high as those found with visual distraction. Kaber et al. (2012) concluded that tactical control of a vehicle results in greater workload than does operational control.

The lane change task (LCT) is a commonly used technique in studies of manual driving, especially under secondary task conditions (ISO 26022, 2010). The LCT allows researchers to examine quantitatively the effect a secondary task has on primary driving-task performance degradation. Benedetto et al. (2011) analyzed psychophysiological variables that may indicate visual workload. Specifically, they studied the effects of IVIS usage on eye blinks in a simulated LCT. Participants were asked to perform the LCT in single- and dual-task conditions. The dual-task condition involved interacting with the IVIS while performing the LCT. The specific secondary task chosen was the Surrogate Reference Task (a search task presented on an in-vehicle monitor; Mattes, 2003). Results indicated the blink duration to show a Gaussian-like distribution in single-task conditions, while the distribution shifted to the left of the curve in dual-task conditions. They concluded that blink length inhibition may have occurred to avoid visual information loss. Additionally, blink rates were shown to reflect visual workload and time on task: shorter blink rates were associated with IVIS interaction during driving while long blink rates occurred with greater frequency as the time spent driving increased.

Adapting the LCT to automated driving, Spießl (2011) and Spießl and Hussmann (2011) developed the Autonomous Lane Change Test (ALCT) to measure error recognition performance during an automated drive in a driving simulation environment using a set of objective metrics including mean response time, missed errors, false interventions, and driver activity load index (DALI). During the ALCT, the user is asked to perform different secondary tasks while the vehicle performs lane changes in an automatic fashion (although with an error rate of 10%). In developing the ALCT, Spießl (2011) conducted a user study and found that an analogue HUD following the paradigm of Augmented Reality was best for visualizing the vehicle’s trajectory. Spießl and Hussmann (2011) conducted two studies using the ALCT to explore drivers’ reactions to automation errors (i.e., in a lane change situation versus a lane-keeping situation) in a simulated driving scenario when also engaged in a secondary task (i.e., entering a task into a navigational system; selecting a target directly on an interactive map; making a phone call; listening to an audio book; reading a long, unstructured text on a display; reading a single line of text). In the case of automation errors, two different interaction concepts were tested:

1. **LO version** in which the steering wheel served as a binary input device. The steering wheel remained in a neutral position during the course of the study and all lane changes. When an error occurred, drivers were required to turn the wheel at least 90 degrees in the correct direction and back to its original position.
2. **HI version** in which the steering wheel actually controlled the car on the track and the steering action was automated; the car steering wheel moved according to the path of the virtual car, as it would in an actual car with automated lateral control. The direct haptic feedback provided participants with information about the vehicle’s trajectory. When an error occurred, participants could override the automation by turning the steering wheel to the desired direction with a force greater than 3 N·m for 0.5 s.
Spießl and Hussmann found that participants used less time to redirect their attention towards the road after an error when driving with haptic steering wheel feedback. Additionally, participants remained more engaged in the driving task with the haptic feedback. They concluded that both tested scenarios provide valid methods for examining the influence of secondary tasks in an automated driving situation; however, the haptic interface version with actuated steering wheel was recommended.

Driver monitoring can be used to supplement or augment the performance of the vehicle DVI by allowing it to adapt to current conditions. Fletcher and Zelinsky (2009) proposed and validated an automated driver-assistance system that is not only responsive to the driver’s actions but also designed to correlate the driver’s eye gaze with road events to determine the driver’s observations. This driver observation monitoring system enabled an immediate in-vehicle system to detect and act on driver inattentiveness. The benefit of such a system was that it suppressed redundant warnings and canceled warnings using eye glances. The end result was an automated co-driver system capable of detecting missed road events and warning the driver appropriately.

Lu et al. (2013) conducted three meta-analyses to contrast performance on an ongoing visual task and interrupting tasks as a function of task modality (i.e., auditory vs. tactile, auditory vs. visual, and single modality vs. redundant auditory-visual). The purpose of this study was to integrate empirical data showing the effects of interrupting task modality on the performance of an ongoing visual-manual task and the interrupting task itself. They noted that operators in a variety of domains are often required to monitor the performance of a number of automated systems, which often results in data overload in the visual channel. At the same time, operators also need to cope with a number of tasks and responsibilities which are accompanied by an increased risk of interruption of ongoing tasks and associated performance tasks. The use of a multimodal interface design that distributes information across vision, audition, and touch may address the challenge of data overload and the need for effective interruption management (Lu et al., 2013; citing Oviatt, 2003; Sarter, 2002). Lu et al. examined 68 studies and considered six moderator variables (i.e., variables which affect the relationship between two other variables; in this case, interrupting task modality and performance on the ongoing and interrupting tasks):

1. Ongoing task workload (high vs. low);
2. Interrupting task design complexity (level of uncertainty within the signal, i.e., low-complexity informing of an event vs. high-complexity requiring an action);
3. Interrupting task urgency (alarm vs. notification);
4. Interrupting task code (spatial, i.e., “spatial relationships between stimulus components such as left-right” vs. categorical, i.e., “the extracted information [that] has symbolic meaning or refers to identity within a category”);
5. Auditory permanence (permanent; e.g., a repeated tone vs. a transient tone); and
6. Visual angle of separation (the angle of separation measured by the number of degrees between the ongoing task’s center of focus and the interrupting task’s visual display).

Results indicate that response times were faster for tactile interrupting tasks in the case of low-urgency messages. Also, accuracy was higher with tactile interrupting tasks for low-complexity signals but higher with auditory interrupting tasks for high-complexity signals. Further, redundant auditory-visual combinations were preferable for communication tasks during high workloads and with a small visual angle of separation. Based on these findings, the authors concluded that their findings highlight the importance of these moderator variables in predicting the effects of interruption task modality on ongoing and interrupting task performance. Additionally, these findings can be used to inform the design of multimodal interfaces in data-rich, event-driven domains.
Lu et al.’s (2013) findings are supported by an earlier effort. Lu, Wickens, Sarter, and Sebok (2011) completed a meta-analysis of 23 studies to determine the ability of the interrupting task/signal (IT) to capture attention without compromising performance of the ongoing task (OT). Further, they examined how these goals are moderated by the modality of the IT (auditory versus tactile), and how the modality difference may be modulated by other factors, such as OT workload (high versus low); IT complexity (number of varied parameters within the signal); IT decision complexity (level of uncertainty within the signal, i.e., does it cue to an upcoming event or provide information about which of two or more possible events will occur); IT urgency (alarm versus notification); IT processing code (spatial or categorical); and tactile stimulus location. The comparison across studies was completed using a complementary metric representing the ratio between tactile and auditory IT performance, and where possible, OT performance between both modalities. The researchers found that, averaged across all conditions, tactile interruptions are responded to 6% faster than auditory interruptions. Additionally, no statistically significant difference exists in accuracy between auditory and tactile task performance as does no speed-accuracy trade-off. Recommendations regarding the moderator variables include using tactile cues for low-complexity IT conditions and for notification alerts, while auditory cues are recommended for high-complexity IT conditions and for urgent alerts.

Abbink, Mulder, and Boer (2012) argue that force-feedback (haptic) shared control as a DVI can intuitively provide for shared control between human-automation interactions. They noted that research shows that haptic shared control can lead to short-term performance benefits (e.g., faster and more accurate vehicle control; lower levels of control effort; reduced demand for visual attention). However, while continuous intuitive physical interaction inherent in haptic shared control is expected to reduce long-term issues with human-automation interaction, additional research is needed to explore this theory. Potential areas presented for future research associated with the long-term use of haptic shared control systems include trust, overreliance, dependency on the system, and retention of skills.

Additional efforts by Mulder, Abbink, and Boer (2012) included an investigation of force-feedback (haptic) shared control as a DVI that can intuitively share control between drivers and an automatic controller for curve negotiation. They noted that the conventional binary switches between supervisory and manual control have many known issues and that haptic shared control is a promising alternative. They argued that manual control and automation should be connected in one coherent framework grounded in haptic shared control. To explore this, a driving simulator experiment was conducted to compare participants’ curve negotiation behavior during shared control to curve negotiation during manual control, as well as to three variations of haptic force feedback steering of an automatic controller. The controller provided force feedback, which increases steering forces based on a single-point look-ahead controller, and stiffness feedback, which increases stiffness around the target steering angle. Within this system, the stronger the stiffness, the less the driver can do and the more automated the system acts. Thus, at a high level of haptic authority, the steering torque would be strong enough to navigate the vehicle automatically along the controller’s reference trajectory. The controller used within the experiment to generate haptic shared control was identical to the controller previously used by the researchers (Mulder et al., 2008; Mulder & Abbink, 2010). Results indicated that the main beneficial effect of haptic shared control compared to manual control was that less control activity was needed for realizing an improved safety performance. While the automated condition improved safety performance, because the need for human control activity was removed, drivers were put in a supervisory position. Mulder et al. (2012) concluded that haptic shared control kept the driver in-the-loop, with enhanced performance at reduced control activity, which mitigated the issues associated with full automation. Additionally, Tsoi, Mulder, and Abbink (2010) presented a shared control lane-keeping haptic guidance system which was capable of continuously and smoothly supporting lane changes. A fixed-base driving simulator experiment was conducted to assess the
effects of the support system on lane-change behavior when haptic guidance was provided during lane-keeping and lane-changing situations. Tsoi et al. found that the system provided drivers with the benefits of haptic guidance for lane keeping while also allowing drivers to smoothly change lanes.

Further curve-related efforts have explored the benefits and limitations of car-following support systems (Abbink et al., 2008) as well as the use of haptic controls by young, inexperienced drivers (Mulder, Abbink, & Boer, 2008) and elderly drivers (Mulder & Abbink, 2010). When looking at the effects of haptic guidance on curve negotiation behavior of young, inexperienced drivers, Mulder, Abbink, and Boer (2008) developed a haptic guidance system that continuously generated low forces on the steering wheel which required active input from the driver to safely negotiate curves. They tested this system in a fixed-base driving simulator and found that the haptic guidance resulted in reduced and smoother driver steering behavior (Mulder et al., 2008). With elderly drivers, Mulder and Abbink (2010) found that although the haptic guidance system for curve negotiation resulted in a small increase in curve negotiation performance with less control activity, the haptic guidance system resulted in a relatively large increase in steering forces, which could potentially be a disadvantage for elderly drivers.

Building upon these findings, Mulder and Abbink (2011) investigated how drivers respond to faulty control of the previously studied haptic shared system (i.e., Mulder et al., 2008; Mulder & Abbink, 2010) when trying to negotiate the vehicle around an obstacle suddenly appearing on the road. Using a fixed-base simulator, drivers were asked to negotiate a winding road that had obstacles at either end. Drivers were required to respond in instances when the support system responded too late and to override the faulty late response of the system. Comparing driver responses during the faulty control with responses when drivers did not share control with the haptic system, they found that for a time-to-contact of 1.4 s, haptic shared control reduced the hit rate with obstacles from 21.2% to 15.2%. Further, under the faulty conditions, the haptic shared control allowed the driver to understand the fault in the system and to respond in 35% of the cases.

Penna, van Passen, Abbink, and Mulder (2010) also presented findings associated with the use of a haptic interface during collision avoidance maneuvers. Penna et al. (2010) conducted an experiment using a fixed-base simulator wherein drivers had to avoid an obstacle through either a right or left maneuver. The collision-avoidance system supported either solution through a haptic steering wheel interface featuring torque feedback and stiffness feedback. The researchers found that the haptic feedback effectively reduced the number of crashes and also decreased response time, control effort, and activity in the most critical situations.

Brandt, Sattel, and Böhm (2007) developed a proof-of-concept steering wheel providing force-feedback with potential field path planning and path following for lane-keeping and collision-avoidance assistance. Within the proposed system, drivers could influence the path planning through the haptic interaction with the vehicle. The proposed lane-keeping system and collision-avoidance systems required driver control over longitudinal vehicle guidance while the driver and assistance system work in tandem for the lateral vehicle guidance. The proposed path-planning algorithm, the corresponding path-following controller, and the assistant torque characteristics were tested using a fixed-base simulator. Drivers were required to complete a single drive of approximately 4 min along a curvy road course containing four non-moving obstacles which appeared at different locations and different distances in front of the host vehicle while performing a secondary task (a visual search task on an in-cabin monitor). The results indicated good driver acceptance for the lane-keeping assistance concept; however, it was noted that the proposed collision-avoidance assistance system needed improvement.
Griffiths and Gillespie (2005) demonstrated that adding automation through haptic display could improve performance on a primary task and reduce perceptual demands or free attention for a secondary task. Three experiments were conducted using a force-feedback steering wheel on a fixed-base driving simulator. This level of automation was compared to a copilot that assisted with lane following by applying torques to the steering wheel. The results of the lane-following task experiments indicated that haptic assist improved lane following by at least 30% while reducing visual demand by 29% and improving reaction time in a secondary tone localization task by 18 ms. The authors concluded that this research may influence the design of DVI based on haptics that support human/automation control sharing better than traditional push-button automation interfaces.

Lervag, Moen, and Jenssen (2010) studied DVI for lane-keeping systems, specifically DVI concepts for driver assistance systems that alert the driver when the vehicle is crossing lane boundaries. They conducted a simulator study to explore two alternative DVI solutions based on tactile feedback, with vibration motors placed in the driver’s seat and steering wheel. The study found that, although subjects experienced the systems for lane support as useful and effective in terms of driver behavior and traffic safety, subjects expressed low willingness to pay to install such a system in their personal vehicles. However, they supported the mandatory installation of LDWS in new cars. Additionally, the authors found that subjects were most receptive to the tactile steering wheel followed by the tactile seat and were least receptive of the standard audio/visual system. Further, they found that subjects with lower sensation-seeking tendencies had more trust in the system and were more positive to the LDWS than were subjects with high sensation-seeking tendencies.

Radke et al. (2013) analyzed human dynamics perception in automated longitudinally controlled passenger vehicles. They noted that the derivation of a continuous dynamics measure has been suggested to be a key to the implementation of a well-designed DVI. A two-step empirical approach was adopted. The first step involved the evaluation of longitudinal vehicle dynamics while the second step served as the basis of an adjustable longitudinal control DVI. The authors conducted real-world tests along a 15.8-km section of road in Germany. A preliminary study was designed to identify vehicle dynamics parameters characterizing styles of driving. Six participants drove the test vehicle manually. Participants were instructed to drive in explicitly undynamic (i.e., strongly comfort-oriented and homogeneous) and explicitly dynamic (i.e., very sportive and ambitious) styles. Relevant parameters (resulting from the analyses of the driving styles and recorded controller area network, or CAN, values) were merged into a single value called the Dynamics Factor which was used for the objective measurement of human subjective dynamics perception in automated longitudinally controlled passenger vehicles. The second phase involved 31 participants, who were responsible for lateral vehicle control while longitudinal control was autonomously performed by the vehicle. Manual brake and accelerator pedal use was limited to potential emergency situations. The dependent variable was the subjective perception of the amount of dynamics, which were quantified by participants after each track segment via a continuous percentage value. The results indicated that the Dynamics Factor explained 70.5% of the participants’ subjective dynamics variance while driving in an automated longitudinally controlled passenger vehicle on rural road tracks. Further, they found that parameters such as sight distance and route knowledge have a significant influence on drivers’ subjective dynamics perception. Also, the correlation of the Dynamics Factor with the participants’ subjective ratings proved the existence of the co-driver effect (i.e., an effect resulting from systematically increasing the amount of subjective dynamics perceived when displacing the driver from an active into a passive role). It was noted that the proposed DVI was designed to adjust the vehicle’s longitudinal dynamics behavior to the driver’s expectations and preferences. In doing so, the DVI keeps the driver actively involved in the control loop and in charge of the driving task.
As described in the preceding works, both L2 and L3 operations present the potential for greater performance in handling small driving errors that human drivers typically commit. These errors are committed for a number of reasons, such as distraction, confusion, disengagement, or fatigue, and are generally below the level of safety concern. An example of a small error is a steering reversal that does not result in a lane exit. While the human may be subject to many factors that affect performance, it is assumed that any L2 or L3 production automated system will be able to provide a constant level of environmental monitoring and always will be able to provide an appropriate response provided that the lane sensing is accurate.

**Trust In Automated Vehicles**

Automation, across any domain, presents difficulties when individual users’ reliance on the automation is not properly calibrated to the performance. The relationship between trust and automation can lead to several different outcomes, as defined by Lee and See (2004). *Calibrated trust* describes a system in which the user’s trust matches the automation capabilities. Calibrated trust supports appropriate application of the automation. *Overtrust* describes a system in which the user’s trust in the automation exceeds the actual capabilities. Overtrust can lead to misuse of the automated system, where the driver applies the automation to a roadway environment that is outside of the automation’s operational scenarios. *Distrust* describes a system in which the user believes that the automation’s performance is less than it actually is. Distrust can lead to disuse of the automation, removing the possible benefits of the automation.

Although trust in automation has been studied across a number of domains, the applicability of these findings to driving is questionable due to fundamental differences between the operational characteristics of the different automated systems. Perhaps the best analogy may be drawn from aviation. Modern aircraft have multiple highly automated systems onboard. Modern autopilot systems have the ability to automate almost all phases of flight. This automation allows the pilot to transfer to a monitoring role. However, the analogy begins to fail when considering the fact that airspace is somewhat controlled, routes are mapped, and the potential for other airspace users to perform unexpected threatening maneuvers in very close ranges (i.e., under 2 s.) is not typically present. Therefore, while the lessons learned from other automation domains should be considered in approaching L2/L3 vehicle automation, they may not necessarily be directly applicable. More research on the topic of drivers’ trust in L2/L3 automation could provide benefits towards proper use of in-vehicle automation. Ultimately, the issue of drivers’ trust in L2 and L3 automated vehicles is a significant factor in understanding how these technologies are both used, and misused, in the real world.

**Studies Associated with System Trust and Acceptance**

Several studies have examined drivers’ trust and acceptance of automated systems. These studies have addressed how issues such as shared goals, information presentation, and imperfect automation all interact with trust and acceptance of automated systems. In addition, issues of communicating uncertainty in automated systems are discussed. The following presents a more detailed account of these findings.

Verbene et al. (2012) examined whether describing ACC as sharing driving goals affected the perceived trustworthiness and acceptability of ACC and whether trustworthiness and acceptability of ACC depends on its automation level. Participants were presented with perceptions of ACC automation levels (as opposed to functional differences) using a computer-based presentation with participant feedback obtained throughout. Results demonstrated that ACC systems that share the
driving goals of participants are viewed as more trustworthy and acceptable than are ACC systems that do not share the driving goals of participants. Additionally, the automation level of ACC affects both the trustworthiness and the acceptability of ACC. Those systems that both take control over vehicle actions and provide information are judged as more trustworthy and acceptable than are systems that take control over vehicle actions without providing information. Finally, the researchers found that results indicated that trustworthiness is a mediator for both the effect of shared driving goals and the effect of automation level on the acceptability of ACC. This study is significant in that it provided a first indication that both sharing goals and providing information increases the trustworthiness and acceptability of smart systems.

Beller et al. (2013) evaluated whether communicating automation uncertainty improved driver-automation interaction. The researchers noted that few studies have evaluated the presentation of uncertainty in a non-decision-making task (citing McGuirl and Sarter’s (2006) automation study which utilized a line graph to display system confidence and Seppelt and Lee’s (2007) investigation of uncertainty representations in the driving context). To determine whether uncertainty information would improve the appropriateness of human behavior in cooperation with highly automated vehicles, Beller et al. conducted a driving simulator experiment. During the experiment, participants interacted with a highly automated driving system (i.e., the system offered both longitudinal and lateral control in the form of ACC and run-off-road prevention) while driving through a fogged, two-lane highway scenario. Additionally, participants also engaged in secondary tasks (i.e., a visual search task) while required to cooperate with the automation to drive safely. During the 60-min driving scenario, participants were subjected to four conditions with varied degrees of system reliability and certainty. When the automation was unreliable, the system sometimes produced either false or no-braking responses that had to be overruled. When conditions were unclear, the system’s uncertainty symbol (a face with an uncertain expression and hand gestures) was presented. After system encounters, participants were asked questions to determine trust in automation and system acceptance. The presentation of uncertainty information increased the time to collision in the case of automation failure. Additionally, the data indicated improved situation awareness and better knowledge of fallibility for the experimental group. As a result, automation with the uncertainty symbol received higher trust ratings and increased acceptance. The authors concluded that the presentation of automation uncertainty through a symbol improved overall driver-automation cooperation. These findings suggested that driving automation systems could benefit from the display of reliability information.

Weinstock, Oron-Gilad, and Parmet (2012) incorporated aesthetics manipulations in an imperfect in-vehicle automation system in order to explore how aesthetics can decrease negative effects of errors on trust, satisfaction, annoyance, and human-automation cooperation perceptions. Using a PC-based experimental system simulating a navigation system, 141 participants were asked to navigate through four conditions (100% or 85% accuracy, and an aesthetic or non-aesthetic system). Results indicated that participants had decreased perceptions of trust, satisfaction, and human-automation cooperation in the system with 85% accurate performance. The annoyance rating was only identified in the aesthetic system regardless of accuracy. They concluded that, compared to the impact on trust and satisfaction that aesthetics plays in mobile commerce or websites, aesthetics has a limited impact on the trust and acceptance of automated systems; however, additional research is needed to determine the extent of the impact that aesthetics has on trust in imperfect automated systems.

Blair, Sandry, and Rice’s (2012) system-wide assessment theory extended system-wide trust theory to make predictions regarding in-vehicle automated devices. They tested for a system-wide effect for in-vehicle automation by asking participants to provide trust ratings as well as perceived reliability ratings for multiple in-vehicle devices. Two surveys were used to assess the impacts of imperfect automation
on trust and perceived reliability. The first survey asked participants to indicate their levels of trust and perceived reliability in regard to an in-vehicle automated device that was non-specific. Additionally, participants were asked for their perceptions about four additional devices for which they were given detailed information (i.e., a new blind-spot camera in the side mirror, a new GPS system programmed to know the speed limit and give a warning if the driver is speeding, a warning device to let the driver know if he or she is driving too close to the car in front, and a driver’s seat that automatically adjusts to the driver’s body size). At a later time, participants were asked to complete a second survey which presented specific in-vehicle automated devices and additional devices. Findings indicated that participants’ initial perceptions of reliability levels impacted both subsequent reliability estimates and subsequent trust ratings of both specific and non-specific in-vehicle automated devices. The authors concluded that manufacturers need to keep in mind the implications associated with having an unreliable device in the same vehicle as a reliable device; users may be dissuaded from using a safety-related device based on perceptions and trust levels associated with a previous device.

Using a driving simulator, Lees and Lee (2007) examined the influence of collision warning systems and distraction on driver performance during non-critical and critical events. They noted that false alarms and unnecessary alarms (also termed nuisance alarms or alarms that occur in situations judged hazardous by the algorithm but not by the driver) may limit the effectiveness of the collision warning system. Participants were subjected to four types of situations: alarm, false alarms, unnecessary alarms, and critical medium-onset alarms (triggering all collision warning systems). Findings indicated that context influenced compliance with alarms, with drivers complying more with unnecessary alarms that occurred in the context of a non-critical driving event, compared to false alarms, which occurred in seemingly random fashion. The results suggest that the false alarms diminished trust and compliance, whereas the context associated with unnecessary alarms fostered trust and compliance during subsequent events. Further, they noted that these findings suggest that current warning descriptions based on signal detection theory need to be expanded to represent how different types of alarms affect drivers.

Seppelt and Lee (2007) suggest that providing drivers with continuous information about the state of automation may be more effective than warning drivers of imminent crash risk when the system fails. Using a driving simulator, they evaluated the effect of automation (manual, ACC control) and display (a display designed using EID, or no display) on ACC reliance, brake response, and driver intervention strategies. The results demonstrate that drivers in traffic conditions relied more appropriately on ACC when the EID was present, and the EID display promoted faster and more consistent braking responses which resulted in safe following distances and no collisions. In the manual scenario, the EID display proved useful to drivers in terms of time headway maintenance which reduced driving demand and promoted more consistent and less variable car-following performance. In a later study, Seppelt (2009) built upon these findings through the development of a concurrent information display that provides purpose, process, and performance information to drivers. Again, the goal of the system was to keep drivers continuously informed as opposed to alerting them with occasional alarms or warnings.

Larsson (2010) conducted a mainly qualitative survey of ACC users to identify how and when control is transferred between the driver and the ACC in naturalistic conditions, the extent of experienced drivers’ understanding of the ACC system limitations, and whether or not the drivers ever forgot if the system was activated or not. The system in question was functional at speeds over 30 km/h and could be disengaged by pushing the brake pedal or by driving slower than 30 km/h. The set speed was presented in the instrument panel. Additionally, when losing radar contact, an icon indicating a radar lock on the vehicle in front disappears, and the car starts accelerating to the set speed. Surveys were
sent to manufacturer-identified owners of a particular car model in the premium segment. Of the 130 respondents, 9 declared that they never used the ACC system. Larsson found that drivers used the system in the same situations as they would ordinary cruise control and that many disengage the system in dense traffic. Although mentioned in the user manual, 36 respondents were unaware of any system limitations. Those noting limitations included ones not mentioned by the manual, including difficulties in roundabouts, coming to the top of a hill, being overtaken by another car, if the vehicle in front brakes sharply, and large vehicles in the side lane. Additionally, 31 respondents reported having forgotten whether or not the system was active. Other respondents voiced concerns over the system’s operation (e.g., do the brake lights come on). Larsson concluded additional education may be necessary and provided suggestions for future research focusing on who is responsible for making the driver aware of the system’s operational range and functionality.

Larsson (2012) further examined these issues through a survey of 130 ACC users and found that the longer drivers used their systems, the more aware of its limitations they became. Moreover, the drivers reported that ACC forced them to take control intermittently. Larsson posits that current ACC systems may be less detrimental to driver performance than previous research has suggested because the less-than-perfect system forces the driver to reclaim control from time to time, which may help the driver to stay in the loop.

Through a series of studies, the California Partners for Advanced Transportation TecHnology (PATH) program has explored drivers’ preferred following distances with regards to CACC technology. Building upon the previously developed methods (Shladover et al., 2009), Nowakowski, O’Connell, Shladover, and Cody (2010) conducted a field test to determine whether or not drivers would be comfortable with following time gaps under 1.0 s provided by a CACC system. They found that while drivers were generally comfortable with and selected the sub-second time gaps offered by the CACC system, significant differences existed between the preferences of males and females. The study found that the shortest CACC time-gap setting (0.6 s) was used over 55% of the time, with most males preferring this time-gap setting while most females preferred the longer (0.7 s) time-gap setting. Additionally, participants indicated that the time-gap settings offered by ACC systems resembled time gaps they would keep while driving manually in light to medium traffic, while CACC systems were closer to the time gaps that they would keep while driving manually in heavy traffic, a statement confirmed through an examination of the baseline (manual) driving. Driver preferences regarding shorter gap time settings enabled by CACC technology are further discussed in Nowakowski et al. (2011).

**Adaptive Cruise Control and Forward Collision Warning Systems**

Prior Monte Carlo simulations have estimated that a nationwide deployment of FCW systems in heavy vehicles could reduce the number of rear-end crashes by approximately 21% (Fitch et al., 2008). A benefit-cost analysis that evaluated the benefits in terms of crash cost avoidance and costs in terms of technology costs indicated that for every dollar spent carriers would get more than a dollar back in benefits ($1.33 to $7.22, depending on vehicle miles traveled, estimates of system efficacy rates (i.e., crash prevention rates), and technology purchase prices) (Murray, Shackelford, & Houser, 2009). While these types of examinations have focused on the safety outcomes of the technologies used, they have not addressed the underlying driver performance issues that arise from FCWs. The works presented in this section address advanced technologies such as ACC, FCW, and LDWS from the perspective of driver behavior and performance.

The NHTSA-sponsored Road-Departure Crash Warning System (RDCW) FOT (Wilson, Stearns, Koopmann, & Yang, 2007) set out to investigate if the RDCW – which warned drivers when they were
either drifting out of their lane or about to enter a curve at an unsafe speed – could help reduce road-
departure crashes. A lateral drift warning (LDW) subsystem alerted participant drivers when their
vehicle was in danger of departing the roadway, and a curve-speed-warning (CSW) subsystem issued
an alert when the vehicle was in danger of losing control in an upcoming curve. Using a video camera
to estimate distances, the LDW monitored the subject vehicle’s lane position, lateral speed, and
available maneuvering room. In addition, using side and forward radar (two units each), the LDW
detected adjacent and upcoming objects. The CSW used GPS technology to determine the subject
vehicle’s location, and a road database determined the curvature of the road several seconds in front
of the vehicle. The CSW also predicted the most likely path that the vehicle would travel. The study
vehicles were outfitted with two unobtrusive cameras, extra sensors, and data acquisitions systems,
which saved 8 s of buffered video when an alert occurred. The RDCW FOT collected 130,000 km of
driving data from 78 male and female participants ranging in age from 20 to 70. Participants used the
FOT vehicles in place of their own vehicles for 25 days. A baseline period of 6 days (in which no alerts
were issued to the drivers) occurred at the beginning of the study followed by a 19-day treatment
period with alerts provided. FOT participants also completed surveys before and after their FOT
experience, discussed their opinions of the RDCW, and 32 of the 78 participants were involved in four
2-hour focus groups.

The performance and safety benefits of the system, as well as driver acceptance, were examined.
Lighting and precipitation influenced the availability of the LDW system. While the system was
available 76% of the time (i.e., 76 out of every 100 miles) on freeways, it was only available 36% of
the time on non-freeways. Likewise, it was available 56% of the time during dry, daytime conditions,
but only 4% of the time during wet, nighttime conditions. However, CSW availability was high: with
99% availability on freeways and 94% on non-freeways. Both the LDW and the CSW had
inaccuracies in their alerts; e.g., one in three LDW alerts was a false positive, and the CSW system
failed to alert one out of four cases when a vehicle approached a curve with excessive speed.
However, participants gave the following features favorable ratings: LDW and CSW alert timing, LDW
and CSW missed alert frequency, and LDW false-positive alert frequency. The FOT data indicated that
with the RDCW activated a 10- to 60-percent reduction in departure conflict frequency was observed
at speeds over 88 km/h (approximately 55 mi/h). Assuming 100-percent device availability and
deployment, an annual reduction of 9,400 to 74,900 road-departure crashes was forecast.

The 5-year Automotive Collision Avoidance System (ACAS) FOT (GM, 2005) looked at the potential
implications of FCW and ACC systems from both a traffic perspective and a driver acceptance
perspective. The ACAS developed in this project consisted of FCW and ACC subsystems, both of
which used forward-looking radar (FLR). The DVI included a HUD to show ACC- and FCW-related
information and a data fusion system designed to accurately determine forward road geometry. The
96 drivers who participated received training on the ACAS system and then drove the deployment
vehicles as their personal vehicles for a 3- or 4-week period. During the first week, the ACAS features
were not available; after the first week, these features became available for use.

Early in the study driver dissatisfaction resulted from the false alarms (termed nuisance alerts), many
of which were due to stationary objects along the roadway that were incorrectly classified as threats.
Subsequent revisions of the software algorithms addressed this concern.

The data collected during this study included 1.4 terabytes of information, as well as subjective
evaluations resulting from participant interviews, questionnaires, and focus groups. Results showed
that the FCW and ACC subsystems reduced the incidence of tailgating as compared to what is seen
in manual driving, although this effect was restricted to daytime and freeway driving. However,
evidence that the FCW and ACC systems reduced approach conflict behavior was mixed. Driver acceptance of the ACC systems was uniformly high, but mixed for the FCW, possibly owing to the workload and stress reduction afforded by the ACC, and credibility issues resulting from the false alarms generated by the FCW system. Study authors suggested that a larger FOT with a longer-term exposure to an ACAS system is needed.

The Crash Avoidance Metrics Partnership (CAMP) FCW efforts provided further insight into the development of a DVI to accompany an FCW, how driver behavior and judgments compare under on-road versus simulated approach conditions, and recommendations for simulated scenario design. Keifer, Cassar, Flannagan, Jerome, and Palmer reported on CAMP FCW tasks two and three, noting that this research had multiple objectives, including (2005, p. 1):

- To examine the extent to which alert effectiveness is influenced by a wide range of factors such as driver characteristics, environmental factors, interface design, distraction activity, kinematic conditions, and training/false alarms.
- To use visual occlusion techniques under real approach conditions to further understand the driver’s decision-making and avoidance maneuver behavior in rear-end crash scenarios.
- To provide a calibration dataset for understanding how driver behavior and judgments compare under on-road versus simulated approach conditions.

In an effort to simulate realistic driving conditions, the authors used a surrogate target, test track methodology with surprise braking trials. Because simulated approach conditions involving degraded visual scene properties had been shown to influence time-to-collision (TTC) judgments and, subsequently, driver’s perceptions of crash threats, the authors used a TTC judgment occlusion technique (the driver’s vision was occluded during the last phase of an in-lane approach to a lead vehicle, after which drivers were to press a button the instant they felt they would have collided with the vehicle ahead) and a first-look occlusion technique (the driver’s vision was occluded during the initial phase of an in-lane approach to a lead vehicle, after which the driver’s vision was suddenly opened and the driver was instructed to avoid colliding with the lead vehicle). The authors drew the following conclusions (Keifer et al., 2005, pp. 66–67):

- Based on test driver intervention rates during surprise trials, the alert timing approach evaluated, coupled with a single-stage, dual-modality (auditory plus visual) FCW alert, was found to be robust, effective, and judged appropriate across the wide range of conditions evaluated.
- Results from the time-to-collision (TTC) and first look visual occlusion studies suggested that, provided the driver is looking toward the lead vehicle, the driver can quickly assess TTC and make the appropriate crash avoidance maneuver under the alert timing assumptions evaluated.
- The first look method appears to be a valid, efficient, and promising method for exploring the consequences of later FCW alert timing (e.g., crash avoidance versus crash mitigation).

The authors noted that the benefits of the FCW alert during surprise trials were restricted to tasks involving head-down glance activity and were not evident for the eyes-forward distraction tasks examined. Additionally, the researchers found that across the entire range of actual FCW alert and simulated FCW (via visual occlusion) conditions examined, a lack of both age and gender effects were
generally missing. They concluded that this finding suggests that FCW alerts may be an effective means of equalizing a driver’s abilities to avoid rear-end crashes.

Funke et al. (2007) explored the effects of stress, vehicle automation, and subjective state on driver performance and mood. A total of 168 participants completed a drive using a fixed-base driving simulator. Stress was manipulated by exposing drivers to a loss of control experience (i.e., a simulated winter drive that included periodic loss of control for the stressed driving condition, or no periodic loss of control for the non-stressed driving condition), while level of automation was varied across three levels (i.e., no automation/no lead vehicle, following a lead vehicle with a constant speed, and automated speed control that required the driver to perform lateral/steering maneuvers). Driver performance was measured through assessments of drivers’ accuracy of vehicle control (i.e., variability in lateral position), attention to potential hazards (i.e., detection accuracy), and variations in mean speed that reflect an attempt to compensate for increased workload. Pre-experiment stress was measured through the Driver Stress Inventory (DSI; Matthews et al., 1997) while both pre- and post-task stress was measured through the Dundee Stress State Questionnaire (DSSQ; Matthews et al. 1999). Results indicated that both stress and automation influenced subjective distress, with higher levels of distress under the stressful driving conditions (i.e., the periodic loss of control in the simulated winter drive condition) and lower levels of distress under the automated speed control conditions; however, an interaction between stress and automation level was not found. Further, driver performance data revealed that vehicle automation impacted performance similarly in the stress and no-stress conditions. The findings suggested the potential benefits that the DSI screening tool may have for driver personnel selection efforts and the need to educate drivers, especially inexperienced drivers, about the negative consequences of stress.

Seto et al. (2008) conducted a field test to evaluate the effectiveness of a distance control assist system with an active accelerator pedal and a deceleration control. The system was designed to assist drivers in maintaining the following distance to a lead vehicle and relied on a laser radar sensor mounted near the front bumper and integrated with the main controller. The accelerator pedal was designed to react when the driver approached close to the vehicle ahead during car following (e.g., by generating force to push the pedal upward, applying brakes smoothly to decelerate the host vehicle) and when the system judged the driver’s braking action was necessary. In the later condition, the system sounded a buzzer, flashed a caution message on the instrument panel, generated force for pushing the accelerator upward, and assisted with the braking action. Twelve drivers tested the system over an approximately 4-h drive totaling 113 km on ordinary roads, a restricted-access roadway, and expressways. Researchers examined order of system use (i.e., using on outbound but not reverse leg of the driving session and vice versa), time of day (morning or afternoon), and preferred following distance (short, medium, long). Data were gathered in regard to variables related to driving operations and vehicle behavior as well as variables related to the participants’ mental and physiological conditions. The researchers found that the frequency and magnitude of deceleration by the driver decreased, and, from the characteristics of the time-to-collision distribution, the frequency of closing situations decreased, which may have contributed to the reduction of brake action by the driver. Through an analyses of drivers’ Adapted Weighted Workload score on the NASA-TLX and the salivary amylase activity score, researchers found the system also resulted in decreased driver workload.

Vollrath, Schleicher, and Gelau (2011) explored the influence of cruise control and ACC on driving behavior. Using a motion-based simulator, 22 participants drove different scenarios in highway and motorway environments under three different conditions (i.e., assisted by cruise control, ACC, and manual driving without any system), with the inclusion of a secondary task condition. The findings
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suggest that, although drivers did not shift more attention to secondary tasks when driving with ACC, drivers did exhibit delayed reactions in critical situations (e.g., in a narrow curve or a fog bank). The authors concluded that additional research is needed to determine if the delay is due to reduced attention for signs and significant cues or to the effort involved in switching from automatic to manual control, with the ultimate recommendation of performing additional studies with experienced cruise control and ACC users in a naturalistic environment.

Using a motion-based simulator, Xiong, Boyle, Moeckli, Dow, and Brown (2012) examined ACC use patterns in a group of 24 participants deemed early adopters of ACC. They performed cluster analyses on drivers’ use of ACC based on gap settings, speed settings, numbers of warnings issued, and ACC disengaged. Through these analyses and also drivers’ subjective responses to questions regarding trust in ACC, understanding of system operations, and driving styles, they identified three groups of drivers based on driving behavior: risky behavior, moderately risky behavior, and conservative behavior. The results indicate that those drivers in the conservative group left greater following distances than the other two groups. Additionally, the risky drivers were found to respond later to critical events and to experience more ACC warnings. The authors conclude that safety implications are related to individuals’ level of system understanding (e.g., greater awareness of the system resulting in what appears to be safer driving), level of trust in automation (e.g., greater trust resulting in greater cooperation with the system), and driving style and personality (e.g., greater overreliance on ACC with less understanding of the system and limitations).

Stanton, Dunoyer, and Leatherland (2011) evaluated in-car displays used to support Stop and Go ACC (S&G ACC). In an experiment with 12 automaker employees (who were unaware of the S&G ACC project), three different interfaces were proposed to support the detection of modal, spatial, and temporal system changes: an iconic display, a flashing iconic display, and a representation of the radar. The experiment was carried out using a host car equipped with S&G ACC, which the participant drove, and a leading vehicle driven by a member of the experimental team accompanied by a participant. Participants were asked to complete five driving tasks (i.e., follow at slow speeds, stop and start driving, lose lead on bend, lead brakes sharply, and lead cut-in) and to participate in a “multiple target identification test” to determine if drivers could correctly detect which of the objects the radar had identified as the leading vehicle. Results indicated that the speed of response was not influenced by the type of interface and that drivers correctly identified more changes detected by the system with the radar display than with the other displays; however, higher levels of workload accompanied this increased detection.

Bao, LeBlanc, Sayer, and Flannagan (2012) used data from the Integrated Vehicle-Based Safety System (IVBSS) naturalistic study to evaluate heavy truck drivers’ following behavior in order to determine how a crash warning system influences their headway maintenance. Researchers followed drivers over a 10-month period. Two months of baseline period driving was followed by an 8-month treatment period, during which time drivers received warnings. Bao et al. found that the presence of warnings resulted in a 0.28-s increase of mean time headway with dense on-road traffic and a 0.20-s increase with wipers on. Additionally, drivers in the treatment condition responded to forward conflicts 15% faster than when in the baseline condition. Based on these findings, it was concluded that warning systems have the potential to increase heavy-truck longitudinal driving safety.

Saffarian, Happee, and de Winter (2012) studied drivers’ headways in fog conditions in automated and manual driving scenarios. Using a driving simulator, 27 participants were tested using four scenarios: (1) clear visibility conditions and automated driving, (2) clear visibility conditions and manual driving, (3) fog and automated driving, and (4) fog and manual driving. In the clear and fog
manual driving scenarios, participants used the primary vehicle controls (steering wheel, throttle, and brake pedals), while in the clear and fog automated driving conditions the driver only had to maintain lateral control over the vehicle (steering only, as the distance to the lead car was maintained through the automated controller). During each driving task, participants were asked to indicate their perception of current driving risk using a steering-wheel-mounted touchscreen. After each driving scenario, drivers were asked to complete the NASA-TLX (Hart & Staveland, 1988) workload assessment as well as four additional questions regarding perceptions of risk, driving safety, task ease, and confidence in ability to act. The results indicated that steering activity and perception of risk were elevated when the lead car was out of sight as opposed to when the car was in sight. They concluded that two advantages of maintaining close headway in fog are reduced perceived risk and improved lateral control. Additionally, no differences in risk perception were found between manual and automated driving when following distances were taken into account.

Lin, Hwang, and Green (2009) investigated the effects of time-gap settings and contents of secondary tasks on drivers’ performance while reclaiming control from ACC in a car-following scenario of emergency braking by the lead vehicle. More specifically, Lin et al. explored time gaps preferred on expressway driving; which time-gaps maximized safety (as assessed by statistics of the gap when braking begins, brake pedal movement time from contact to 50% depression, the minimum gap during an encounter, and the number of crashes); and how time gaps were affected by the complexity of concurrent secondary tasks. Using a fixed-base bus-driving simulator, 30 professional bus drivers were observed as they drove using an intercity bus simulator within a highway traffic flow scenario with 12 random time-gap settings that ranged from 0.64 s to 2.4 s in intervals of 0.16 s. Three conditions were presented: no secondary task, simple secondary task (i.e., the addition of two numbers that were displayed on an LCD monitor at the right-hand side of the driver accompanied by a pre-question tonal cue), and complex task (i.e., a calculation task accompanied by a confirmation button press). Results indicated that the safer time gaps were longer than 1.60 s for non-secondary task distraction and longer than 2.08 s for being continuously distracted by secondary tasks.

Connected Vehicles

Nowakoski, Vizzini, Gupta, and Sengupta (2012) presented the final results of the USDOT SafeTrip-21 Initiative, which resulted in a real-time freeway end-of-queue alerting system that was tested along San Francisco Bay area freeways in California. The Networked Traveler Foresighted Driving Advanced Driver Assistance System was designed to promote drivers’ situational awareness. Using vehicle-to-infrastructure (V2I) communications, drivers were provided with an auditory alert approximately 60 s before the driver reached slow traffic. Twenty-four drivers each drove instrumented vehicles for 2 weeks. During the first week of driving, baseline driving data was recorded; in the second week, the auditory alerts were activated and sounded when the driver approached traffic that was moving at least 24 km/h (15 mi/h) slower. The findings suggested that the system worked to increase driver situational awareness which resulted in smoother transitions into the end of the traffic queue, a reduction in the risk of rear-end crashes, and a small but significant reduction in mean peak deceleration rates during morning and off-peak travel as compared with the baseline conditions. Furthermore, drivers rated the majority of alerts good or neutral and reported that the system was most useful when traffic queues appeared unexpectedly.
Chapter 4 Lessons Learned from Other Domains

This section provides an overview of the findings from other fields that may be used to inform the development of automated driving systems. Findings have been drawn from the fields of aviation, rail, and process control.

Aviation and Unmanned Vehicles

An interesting parallel to automation in ground vehicles is the approach that different aircraft manufacturers have taken in flight automation. Modern aircraft offer many automated components, from auto-throttles and anti-skid braking systems, to flight management systems (FMS) that have largely negated the need for most flights to carry a dedicated flight engineer and navigator. However, control automation – that automation that assists the pilot or assumes some level of control over the aircraft – presents some interesting challenges in terms of human-automation interaction. These challenges are perhaps best illustrated by the different philosophies of two major aircraft manufacturers: Boeing and Airbus.

Orlady and Barnes (1997) summarized these differences. Boeing’s philosophy on aviation automation is that the pilot is the final authority in flight operations and that automation should assist rather than replace the pilot. In contrast, the Airbus philosophy is that automation should enhance aircraft and system performance and maintain the aircraft’s flight envelope by not working against the operator unless necessary for safety. This difference in how the human-automation interaction is managed, is subtle, yet critical. While the Boeing automation philosophy allows for the pilot to commit errors, lapses, and mistakes that can lead to incidents, the Airbus philosophy can prevent a highly trained pilot from executing a maneuver needed for safety.

Two crashes illustrate the respective problems with each approach. In December 1995, a Boeing 757 en route to Cali, Columbia, crashed into a mountain (Aviation Safety Network, 2013a). The resultant investigation determined that one of the contributing factors was the pilot’s failure to retract the speed brake during an attempted climb. In a more automated-type system (e.g., Airbus) the automation would have automatically retracted the speed brakes. In the Boeing system, the pilot’s lapse helped precipitate the crash. The second incident took place in June 1988, when an Airbus A320 was being demonstrated at an airshow at Mulhouse-Habsheim Airport in France. As part of the airshow, a low-speed flyover was to occur. Instead of the planned 33-m flyover, and due to a number of factors, the pilots executed the maneuver at approximately 9-m. However, as the plane passed below approximately 15 m, the automated landing system took control of the plane and crash landed into the trees surrounding the field. In this case, the automation functioned as intended, but outside the intentions of the pilots.

Although both manufacturers continue to pursue greater levels of sophistication in cockpit automation, increased automation can introduce the possibility of errors that previously did not exist. Mod
confusion and not fully understanding the actions and capabilities of the automation can lead to errors. However, the proper use of automation can also result in degraded performance. Sumwalt, Thomas, and Dismukes (2002) noted that a pilot’s monitoring behavior is degraded during periods when the pilot is not actively flying, a situation enabled by automation technology. Likewise, research has indicated that pilots’ manual flight skills are degraded by longer and more frequent use of automation (Wiener, 1988; Sherman, 1997). As a result, a recent Safety Alert for Operators (SAFO) issued by the Federal Aviation Administration (FAA, 2013) encouraged pilots to use manual (non-automated) control of the plane when possible, as the continuous use of autoflight systems leads to a lack of reinforcement of pilot skills.

This fact is of great interest in the domain of automated ground vehicles. Defining intent, and ceding ultimate control, is associated with some risks in L2 and L3 automated vehicles. It is conceivable that automated components within the vehicle will be designed to account for a certain amount of human variability. That is, people will make mistakes, and many of these will likely be understood. The designs of these automated components will account for such mistakes and act accordingly. However, the risk in this approach is that the automated component does not correctly account for the intentions of the driver and acts inconsistently with his or her expectations. Thus, the designers of highly automated components can provide ultimate decision authority to the vehicle automation, or they can provide ultimate authority to the driver. In the case of ultimate control and authority to the vehicle automation, the electronics can prevent a driver from making a mistake (e.g., falling asleep and failing to steer the vehicle). In the latter case, the driver can detect a rare event and evade accordingly where the automated component may not have been able to adequately adjust. Again, further research into shared authority and transitions between the driver and automation could provide significant benefit towards understanding and accounting for these risks.

Additionally, questions of pilot overreliance (and the associated skill degradations from such overreliance on automation) raise questions of similar effects in drivers. Could there be a risk of overreliance on the automation when drivers are able to use an L2 or L3 automated driving system for some extended period of time and, if so, for how long? This risk comes from the potential for drivers to constantly seek to activate the automated driving component of a vehicle after becoming familiar with the automation and how it functions. Over time, this can possibly lead to a degradation in driver skill, as the reinforcement coming from constant engagement in the driving task is now lacking. This issue is of concern in the aviation domain, where pilot skill has been observed to suffer in the presence of frequent and continuous use of automated functions.

This section provides an overview of key recent human factors findings to be drawn from the field of aviation. Several have provided overviews of the issues associated with aviation automation (e.g., Finn & Scheding, 2010; Kaber & Prinzel, 2006). Additional efforts have looked at:

- System-wide trust assessments;
- Characterization of adaptive systems, generally, and the benefits of co-adaptive aiding;
- Effects of observability, auditory cueing, and conflict probe automation;
- Issues associated with the use of unmanned ground vehicles (UGVs) and unmanned air vehicles;
- Examination of workload and stress metrics; and
- Workload associated with the implementation of conflict detection and resolution (CD&R) systems.

Overviews of the issues associated with automation within the field of aviation are numerous (Sheridan, 2006). For example, Finn and Scheding (2010) provided an overview of the developments...
and challenges for automated unmanned vehicles. Langan-Fox, Sankey, and Canty (2009) conducted a critical review of the research pertaining to the measurement of human factors issues in current and future air traffic control. They predicted that, given the changing role of air traffic controllers and of airspace requirements and configurations, issues of stress, trust, and boredom will become more significant. Landry (2009) provided a review of flight deck automation with an emphasis on examples and design principles. Landry discussed human factors, integration, safety, and certification issues associated with the development of automated flight deck systems. Specific attention was given to the challenges facing those who will design future systems.

Additionally, Kaber and Prinzel (2006) presented a critical review of the literature associated with approaches to adaptive and adaptable task/function allocation and the adaptive interface technologies for effective human management of complex systems that were likely to be issues for the Next Generation Air Transportation System and the focus of research under the Aviation Safety Program, Integrated Intelligent Flight Deck Project. Kaber and Prinzel noted that their main finding was that adaptable system designs requiring human delegation of task and function authority to automation during performance may increase operator workload, which would then lead to degradations in situational awareness and performance. In regard to adaptive interfaces, they noted the need for consideration of multiple user characteristics, preferences, and behaviors in the design process. Further, they observed that adaptive interface features need to be linked to specific task requirements and that it is necessary to maintain some consistency in interface design across modes of system operation so that operators can effectively apply mental models.

Feigh, Dorneich, and Hayes (2012) presented a systemic framework characterizing adaptive systems (i.e., those systems that can appropriately modify their behavior to fit the current context). They presented a two-part framework that categorizes ways in which adaptive systems can modify their behavior as well as trigger mechanisms through which adaptive systems can sense the current situation and decide how to adapt. The taxonomy of system modification included the following:

- Modification of Function Allocation: dynamically changing who (human or machine) performs each task (includes task sharing and task offloading).
- Modification of Task Scheduling: dynamically changing when tasks are performed, including task duration and priority.
- Modification of Interaction: dynamically changing how the system interacts with the user (includes system style, interface features, modality, and amount).
- Modification of Content: dynamically changing what information is presented to users, including what categories are presented and at what level of detail or abstraction.

The taxonomy of triggers presented is based on information that can be sensed, observed, or modeled to create an understanding of context relevant to the adaptive system’s decision-making. The proposed taxonomy is divided into five categories:

- Operator-based triggers: adaptations are initiated by the operator or by a system-assessment of the operator state.
- System-based triggers: adaptations are triggered by predicted system states or different modes of system operations.
- Environment-based triggers: adaptations are triggered by the environment or external events.
- Task- and mission-based triggers: adaptations are based on a coherent set of goals or sub-goals and/or task accomplishments.
- Spatiotemporal triggers: adaptations are triggered by either time or location.
The authors envision this framework as serving as a starting point for system designers. 

Christensen and Estepp (2013) expanded upon the theory of adaptive aiding by measuring the effectiveness of co-adaptive aiding, wherein they allowed for both the system and the user to adapt to each other. They compared the physiological activation of adaptation with manual activation or no activation of the same automation and cueing systems using 10 participants and a PC-based supervisory mission control scenario. Three experimental trials (one each of no aiding, physiologically activated aiding, and manual activated aiding) were conducted. The tasks were meant to represent future operator control tasks and to tap into a wide range of cognitive skills including working memory, visual search, object recognition, task switching, and flexible management of conflicting priorities. Physiological data, including that for EEG, electrooculography (EOG), and electrocardiogram (EKG) were recorded. Results demonstrated that in the first 2 days of testing no significant differences in performance were noticed between conditions. However, on the third day, physiological adaptation produced the highest performance. The researchers concluded that the extended testing period provided enough time and experience for user adaptation as well as online system adaptation, which demonstrated co-adaptive aiding. They concluded that the results may be used to implement more effective adaptive workstations in a variety of work domains.

Niederée et al. (2012) noted that little research has been completed on the effect of observability (how well internal states may be inferred from external outputs), mood states, and low workload conditions on human errors in handling automation in the field of highly automated aircraft. This research attempted to address that gap. Assumptions were made regarding observability, mood states (i.e., tension, activation, positive mood or happiness, achievement potential, and extraversion), and workload. First, lacking observability of the automation would result in an increase in human errors in handling automation. Second, mood state assumptions included:

- Tension: higher tension levels were posited to be related to lower levels of trust, which in turn would impact human-automation cooperation negatively, thus resulting in a greater number of human handling errors.
- Activation (i.e., the level of drive and energy): a higher level of activation would result in a higher number of handling errors.
- Positive mood or happiness: fewer errors would occur when the mood was more positive.
- Achievement potential (i.e., the operator’s perceived capability of achieving a high level of performance due to a high level of alertness and concentration): high potential would result in a lower level of handling errors as a result of better concentration and alertness.
- Extraversion (i.e., a disposition to behave impulsively): a higher level of extraversion would result in a larger number of handling errors.

Third, higher workload was expected to reduce handling errors. To test these assumptions, 24 participants were required to monitor aircraft automation to keep the aircraft’s pitch angle within certain boundaries and to keep the engines functioning as expected. When the automated pitch was outside boundaries, participants had to correct the automation by pressing a button. Engine function monitoring was a secondary task and required participants to make adjustments when repeated values (associated with engine speed, exit fuel temperature, or fuel flow) varied. Workload associated with the engine monitoring was varied between the monitoring of three variables versus the monitoring of one variable (exit fuel temperature). After each task, participants rated their mood. The results indicated that significant effects of automation’s observability and the participants’ level of positive mood and extraversion on the number of handling errors were present. Researchers considered handling errors to be indicators for communication breakdowns as they were the result of the automation insufficiently informing the operator on its actions. They concluded that the results
highlighted the need to focus on automation’s observability when designing highly automated systems, especially in safety-critical domains, and on the need for further analysis of the effects of mood states on human-automation interaction.

Dehais, Causse, and Tremblay (2011) assessed the efficacy of cognitive countermeasures based on the technique of information removal to enhance human operator attentional disengagement abilities when facing attentional tunneling. They noted that conflicts with automation lead to the degradation of operators’ performance by promoting excessive focusing on a single task to the detriment of the supervision of other critical parameters. To test their cognitive countermeasures, they developed an experimental design that incorporated an actual UGV, a ground station, and a computer interface dedicated to triggering special hazards within the scenario. Participants were asked to complete a target localization and identification task. Authority conflict was introduced by a low-battery event at a point when participants were deeply involved in the target identification task. The system was designed so that this hazard resulted in the robot returning to base autonomously. Participants were warned of this development through three visual alerts which displayed on the user interface. The cognitive countermeasure altered the screen display and superimposed conflict explanation information over the display. Researchers tracked participants’ decision-making at the time of the failure, ocular activity (to ensure that attentional shrinking was mitigated as indicated by increased saccadic activity and a greater number of scanned areas of interest), and heart rate (to establish whether sympathetic activity was reduced because of the countermeasure). Findings suggested the use of cognitive countermeasures appeared to be effective at mitigating excessive focus issues in the UGV environment. They concluded that the principle of cognitive countermeasures could be applied to a large domain of applications that involve human operators interacting with critical systems.

Kaber and Kim (2011) investigated the effects of advanced auditory cueing of control mode changes in an adaptively automated system on human performance and explained cognitive behaviors at mode changes by using a computational cognitive model. More specifically, they assessed whether cueing of mode transitions would reduce the return-to-manual control (performance) deficit effects associated with the mental model changeover (i.e., switching from long-term memory into working memory). They hypothesized that increased long-term memory and working memory transactions would degrade operator performance, specifically response time and accuracy. To explore these effects, a dual-task piloting simulation was developed that involved tracking and tactical decision-making. Performance data was collected based on auditory cueing or no cueing of the mode transitions in the tactical task. Kaber and Kim noted that the human performance data did not reveal any differences between cued and non-cued trials, possibly because of distraction from the tracking (secondary loading) task. These findings were compared to a computational GOMS (goal, operators, methods, and selection) model. This model was then refined to assume that memory stores are used on an ad hoc basis after high-workload mode transitions and with consideration of human parallel processing in dual-task performance; the refined model was determined to have greater plausibility for representing user behavior. The authors concluded that the use of memory stores for controlling an adaptive system provides insight into the impact of the cueing of mode transitions which can inform future system designs.

Rovira and Parasuraman (2010) examined how the type of automation imperfection (miss vs. false alarm) would affect air traffic service providers’ (ATSPs’) performance and attention allocation. The experiment was conducted using a head and eye tracker, as well as an air traffic control (ATC) simulator. An automated conflict probe tool highlighted aircraft projected to be in conflict within the next 6 min. The conflict probe warning remained visible until the initial point of loss of separation or until the ATSPs performed resolution responsibilities. Twelve performance-level ATSPs served as participants,
who were presented with four levels of automation support (manual performance, reliable automation, miss automation, and false alarm automation) across four 30-min scenarios. Conflict resolution, resolution performance, eye movements, and ratings of trust and self-confidence were measured. Results indicated that ATSPs detected conflicts faster and more accurately with reliable automation than with manual performance. They concluded that when the primary task of conflict automation was automated, even highly reliable yet imperfect automation (miss or false alarm) resulted in serious negative effects on operator performance. However, Rovira and Parasuraman cautioned that the further in advance a conflict probe automation predicts a conflict, the greater the uncertainty of prediction; therefore, they urged designers to provide users with feedback on the state of the automation or other tools that allowed for inspection and analysis of the data underlying the conflict probe algorithm.

Chen, Durlach, Sloan and Bowens (2008) examined the ways in which human operators interacted with simulated semi-automated UGVs, semi-automated unmanned aerial vehicles (UAVs), and teleoperated UGVs (Teleop). Additionally, operators’ span of control of robotic assets was studied. During the experiment, participants were given either a single robotic asset (i.e., UAVs, UGVs, or Teleop) or all three. Chen et al. (2008) found that target detection performance was lower with three than with a single unmanned vehicle (UV), and that participants were also less likely to complete their missions in the allotted time. Chen and Terrence (2009) investigated the performance and workload of the combined position of gunner and robotics operator in a simulated environment to determine how aided target recognition capabilities for the gunnery task with imperfect reliability (false-alarm-prone versus miss-prone) might affect the concurrent robotic and communications tasks.

Chen and Barnes (2012) studied the effects of an intelligent agent on the performance of robotics operators. Specifically, they looked at the effects of imperfect automation and individual differences on the management of a team of ground robots. The intelligent agent was manipulated so as to perform perfectly or to be either false-alarm or miss prone. Results indicated that when the intelligent agent was reliable, it was helpful in reducing overall mission times. Additionally, they found that the type of imperfection (false-alarm vs. miss prone) affected operators’ performance of tasks involving visual scanning (i.e., target detection, route editing, situational awareness). Further, they noted a consistent effect of visual density (i.e., clutter of the visual screen) for multiple performance measures. They also discovered that participants’ attentional control and video gaming experience affected their overall multitasking performance and that participants with greater spatial ability consistently outperformed low-spatial-ability counterparts in tasks that required effective visual scanning. The authors concluded that while intelligent agents can benefit the overall human-robot teaming performance, the effects of type of agent unreliability, tasking requirements, and individual differences needed to be considered in light of their complex effects on human-agent interaction.

Chen and Terrence (2009) also examined whether performance was influenced by individual differences in spatial ability and attention control. They found that within the context of a simulated military multitasking environment, false-alarm-prone alerts were more detrimental to those with higher perceived attentional control while miss-prone automation errors were more harmful for those with lower perceived attentional control. Additionally, participants with low spatial ability preferred visual cueing while high-special-ability participants favored tactile cueing. These findings can be used to inform personnel selection for robotics operations, robotics user interface designs, and training development.

Neyedli, Hollands, and Jamieson (2011) evaluated display formats for an automated combat identification aid. They tested four visual displays that showed both target identity and system
reliability information while manipulating display type (i.e., pie, random mesh) and display proximity (i.e., integrated, separated) of identity and reliability information. Two experiments were conducted. In the first, participants used the displays while engaging targets in a simulated combat environment. In the second, participants briefly viewed still scenes from the simulations. The researchers concluded that the integrated display format and a random mesh display were the most effective displays tested. They recommended the use of this format and display to indicate identity and reliability within an automated combat identification aid system.

Cummings, Mastracchio, Thornburg, and Mkrtchyan (2013) explored boredom within operators of UAVs. Cummings et al. conducted a long-duration, low-task-load experiment (i.e., three task loads requiring input over 10, 20, or 30 min) using a multiple UV simulation environment. They found that participants’ reaction times to system-generated events and their ability to maintain directed attention decreased over the 4-h test period. Additionally, participants spent almost half the study time in a distracted state. The results led to the conclusion that distraction due to boring, low-task-load environments could be managed through efficient attention switching; however, future work is needed to determine the frequency and duration of attention state switches.

Parasuraman, Cosenzo, and Visser (2009) explored the use of automation to support human operators as they supervised multiple UAVs and UGVs. Two experiments were conducted to determine the efficacy of adaptive automation in a simulated high-workload reconnaissance mission that involved four subtasks: target identification; UGV route planning; communications, with embedded verbal situation awareness probes; and change detection. The researchers used a custom-developed simulation, the robotic non-commissioned officer, to isolate some of the cognitive requirements associated with a single operator controlling robotic assets within a larger military environment. The first experiment was a baseline study without automation that allowed researchers to determine the levels of low- and high-task load used in the second experiment. Task load was varied through the manipulation of the difficulty of the UAV and communications task at each of two levels in a 2 × 2 factorial design. Tasks were presented in separate windows of a computer monitor along with a separate window displaying a situational map of the reconnaissance area. The second experiment compared three automation conditions: manual; static automation, in which an automated target recognition (ATR) system was provided for the UAV task; and adaptive automation, in which individual operator change detection performance was assessed in real time and used to invoke the ATR only when change detection was below a threshold. Although participants in both automated scenarios had greater change detection accuracy and situational awareness and lower workload than in the manual scenario, the greatest beneficial effects resulted from the adaptive automation scenario. The results demonstrated the efficacy of adaptive automation for supporting human operators tasked with supervising multiple UAVs and UGVs under high-workload conditions.

Guznov, Matthews, Funke, and Duke (2011) evaluated whether the RoboFlag simulated environment was capable of eliciting dissociations between performance, workload, and subjective stress responses through the manipulation of environmental uncertainty (i.e., uncertainty about key elements of the operating environment) and maneuverability (i.e., controllability of the vehicle’s trajectory). An experiment with 64 participants indicated that the RoboFlag task resulted in increased workload and elevated distress. Additionally, they confirmed the benefits of a multivariate approach to assessment. The authors also found that, contrary to their expectations, distress and some aspects of workload were highest in the low-uncertainty condition, which they concluded may suggest that overload of information may be an issue for UAV interface designers.
Ruigrok and Hoekstra (2007) reported on human factors evaluations of free flight (i.e., operators, under instrument flight rules, have the freedom to select their path and speed in real time). As background, Ruigrok and Hoekstra provided detailed results from previous human-in-the-loop experiments conducted in a flight simulator with specific attention given to the human factors issues, particularly workload. The Airborne Separation Assurance System (ASAS) in the free flight experiments consisted of:

- Automatic Dependent Surveillance – Broadcast (ADS-B) system which provides a digital link between aircrafts so that they can “see” each other. This system also includes the Traffic Information Services – Broadcast (TIS-B) system that contains similar data to the ADS-B but is generated by ground stations using radar.
- Cockpit Display of Traffic Information (CDTI) on Navigation Display (ND). Pilots are provided with call sign, relative/absolute altitude, groundspeed/calibrated airspeed, track, and a vertical speed arrow.
- Conflict Resolution and Detection (CR&D) algorithms. The CR&D function is based on aircraft state information and incorporates position plus three-dimensional speed vector information from the aircraft’s own position and other traffic. Conflicts are detected up to 6 min ahead of the aircraft. If the closest point of approach is below the separation standard (5 mm horizontally and 950 ft vertically), a conflict is shown.
- Predictive ASAS (PASAS). Initial experiments suggested that an ASAS system should be capable of conflict prevention, i.e., not introduce conflicts while maneuvering the aircraft. PASAS calculates which headings and vertical speeds will result in a conflict with another aircraft within the look-ahead time (6 min). Potential conflicts are displayed on the primary flight display and ND.
- Alerting Logic. Distinctions are made between potential conflicts within 0–3 min away from intrusion and 3–6 min away from intrusion. Pilots are given rules for acceptable actions within each conflict zone.

The 1997 human-in-the-loop experiment varied the traffic density, level of automation, and nominal (i.e., normal)/non-nominal conditions (i.e., special events including ASAS failures and pilots not obeying the rules). Three levels of automation were used for resolution activation via the aircraft autopilot:

- Manual: no automation: use normal select mode for heading, vertical speed, and/or horizontal speed.
- Separate: two modes available: vertical or horizontal maneuver.
- Combined: one mode performs combined horizontal and vertical maneuvers.

Researchers tested combinations of traffic densities and levels of automation in both nominal and non-nominal conditions. A second human-in-the loop study explored human factors issues associated with future air traffic management (ATM) systems, covering transitions in time (mixed equipage, i.e., aircraft equipped for free-flight operations and aircraft not equipped for these operations) and transitions in space. Follow-on experiments explored what would happen when more aircraft were controlled by humans (versus the more ideal automatically controlled traffic) and how low flights could go when flying into an airport in free flight until the final approach fix.

Results indicated that pilots’ subjective workload increased slightly but remained within acceptable levels, even in high-traffic densities. To provide pilots with additional situational awareness, further studies were conducted which incorporated an intent-based ASAS (in contrast to the aforementioned...
state-based ASAS). While the conflict can be calculated based on aircraft state (i.e., ground speed, track, and vertical speed), conflicts can alternatively be calculated based upon aircraft intent (i.e., flight plans). The intent-based CD&R researchers implemented priority rules instead of cooperative solutions, meaning that one aircraft was assigned priority while the other was expected to maneuver. Studies developed a human operator model for fast-time simulations based on measurements during the simulation and obtained pilot feedback on the use of intent-based ASAS information in the enroute flight phase. A follow-on study validated outcomes from the fast-time simulations and extended the scope of the flight-to-arrival and -departure phases. An additional study, the Mediterranean Free Flight study, combined state-based ASAS with the priority rules associated with intent-based ASAS. Based on these studies, researchers determined that although the intent-based CD&R system resulted in reduced pilot workload, it also resulted in increased complexity, the need for priority rules, and the resolution of potential compatibility problems between different flight management systems and large bandwidth requirements. Additionally, the intent-based system was not effective at solving multi-aircraft conflicts. The state-based system was simpler, required less bandwidth, was easier to retrofit, and could solve multi-aircraft conflicts in parallel. The costs were higher pilot workload in similar circumstances and a smaller look-ahead time, which resulted in less efficient maneuvers. The optimal CD&R was suggested to be the state-based CD&R with the addition of intended or target flight level.

More recently, Bonini, Dupré, and Granger (2009) presented findings associated with the En Route ATM Soft Management Ultimate System (ERASMUS) project, a project proposing to share air traffic controllers' workload with automation in order to increase capacity. Bonini et al. tested the potential of ERASMUS in a demonstration with operational experts. The underlying assumption of the ERASMUS project is that decreasing the attention load of the controller through automation reduces the number of conflicts, giving the controller more time and resources to control a greater number of aircraft. ERASMUS provides conflict detection (based on aircraft trajectory prediction) and conflict resolution (e.g., minor speed changes, new flight levels or trajectories). The system can function autonomously or with controller input. A demonstration was conducted over a period of 3 days and included the ERASMUS autonomously working as a support system for the meta-sector planner and as a support system for the tactical controller. The results indicated that participants found that the HMI was intuitive and attractive, illustrated the concepts effectively, and allowed them to envision their use in an operational setting. Additionally, users were more receptive to the system for its detection potential versus its conflict resolution abilities.

Rail

Recent rail-related automation studies examined the importance of managing human factors in safety-critical fields, how automation contributed to sustainability efforts, the role of automation in rail-signaling efforts, and the effects of automation on workload. Each of these concepts is discussed further within this section.

Cunningham (2007) discussed the importance of managing human performance within safety-critical fields, noting that rail operators are implementing lessons learned from other fields, such as aviation. He noted that there are two ways to manage human performance: through technology (i.e., the automation of control and operations) or through human resource management (i.e., training individuals and implementing processes that address the psychological aspects that cause human error). Within the rail industry, many efforts have been implemented to manage human performance, including psychometric testing to assess individuals' ability to perform repetitive and monotonous
tasks, ensuring limited workdays and regular breaks, and engaging staff in fatigue-education programs. In regard to automation, the Automatic Warning System and the newer Train Protection and Warning System (which assumes control and applies the brakes in cases where the driver is distracted or makes an error) have been proven to minimize human error.

Vlad and Tatarnikov (2011), in their examination of sustainable rail transportation efforts, discussed Vancouver’s SkyTrain Driverless Urban Rail System. They noted that because the system is automatically controlled, system safety and efficiency is increased because the system can operate longer and under more optimal conditions than if it were manually driven. However, they cautioned that, within this system, operators are still affected by fatigue which results in suboptimal parameters of the rides (i.e., acceleration, braking, stopping) and, in extreme cases, could lead to accidents with potential health, safety, and environmental consequences.

Balfe, Wilson, Sharples, and Clarke (2011) conducted a qualitative study involving 10 operational rail staff who regularly used automated systems in rail signaling. Specifically, Balfe et al. (2011) looked at the most advanced form of automation in use in the UK rail network, automatic route setting (ARS), which is used in 12 signaling centers across the UK where it has been implemented on Visual Display Unit (VDU)-based signaling systems. The ARS system sets appropriate routes and attempts to deal with conflicts. The system attempts to account for both static (e.g., train service pattern) and dynamic (e.g., speeds of the trains) properties, but signalers retain the ability to take manual control of the system. Ten semi-structured interviews were conducted to develop an understanding of the role of automation in UK rail signaling and how the design influences operators’ use of and interaction with the automation. The findings indicate that, despite having generally low levels of understanding about the system and an inability to predict automation system actions, signalers have developed coping mechanisms that enable them to use the technology effectively. Additionally, drawing from the literature and the interviews, 10 key principles of automation were identified that are intended to address concerns associated with introducing and designing automated systems (i.e., reliable, competent, visible, observable, understandable, directable, robust, accountable, proactive control, and skill degradation; p. 49).

Working with Network Rail (the rail infrastructure owners in the UK), Pickup, Wilson, and Lowe (2010) described the development of the Operational Demand Evaluation Checklist (ODEC): a tool for determining mental workload in signal operators that has potential applications in other domains. Development of the ODEC used a Repertory Grid Technique (RGT) to identify the most relevant elements of the signaling system and each element’s potential to result in high- or low-workload situations. Data from the RGT phase were then transferred to a tool that could record data on each element into the system, the output of which would enable one to determine the extent to which the signaling system contributed to signaler workload. The system was further refined to include additional data considerations. Additionally, researchers validated the system, in part through a comparison of ODEC output data with the rail industry grading system which was used for human resource management purposes. They noted that although the tool was not developed for predictive use, ergonomists have used the tool to assess the current and potential demands on a system and workload as the result of technology changes and that the RGT method could be replicated in other domains or organizations.
Control System Automation

Human control of a number of different systems may be aided by automation. Automation can assist by providing physical control or by providing decision-making aids to users. The work discussed in this section deals with topics such as reliance, countermeasures, and the different approaches to presenting the status of automation; all of these topics have a great deal of importance for the overall success of human-automation interaction.

McBride et al. (2010) studied whether older and younger adults differed in the way they used automation as well as whether their subjective experiences of interacting with the automation differed, as measured by trust and workload ratings. A group of older ($M = 70.17, SD = 2.8$) and younger ($M = 20.39, SD = 2.39$) participants used a simulated dual-task scenario (i.e., accepting inventory and dispatching trucks). One of the tasks (i.e., dispatching trucks) was supported by an automated aid that was reliable 70% of the time. They found that younger adults outperformed older adults in both tasks. Additionally, when the automation was incorrect, younger adults exhibited less dependence on the automation and took significantly less time to verify the automation’s suggestion than did older adults. Findings also suggest that older adults reported greater trust in the automation and higher workload compared to younger adults.

Jipp (2012) studied the extent to which individual differences in fine motor abilities affected indoor safety and efficiency on human wheelchair systems. The purpose of this effort was to reduce the large number of indoor wheelchair accidents through the use of assistance systems that incorporated a high level of automation. Through testing of participants’ aiming, precision, and arm-hand speed abilities as they navigated a specially designed course, he found that participants with lower fine motor abilities had more collisions and required more time for reaching goals. He concluded that adapting the wheelchair’s level of automation to these fine motor abilities could improve indoor safety and efficiency. Moreover, these findings suggest the need for further examinations of the impact of individual difference on the design of automation features for not only powered wheelchairs but also for other applications of automation.

Röttger, Bali, and Manzey (2009) explored the impact of automation on operator workload and behavior in process control fault management using subjective, cardiovascular, and secondary task performance indicators. Twelve participants were asked to detect a malfunction in a simulated life-support system of a space capsule, identify the source of the malfunction, and maintain appropriate atmospheric conditions through manual interventions for the duration of the malfunction. Three levels of automation were tested: some structured guidance for fault diagnosis, suggested diagnosis and recommendations for fault management, and automated management of system if not vetoed by user. Results indicated that better performance (i.e., shorter fault identification times) occurred in the medium to high automation scenarios, that control activity increased considerably during system malfunctions especially in the manual and mid-range automation levels; that during fault-free phases no differences in information sampling actions and control actions occurred between automation conditions, but significantly more control actions were observed in the manual condition; and that subjective workload decreased almost linearly with the increasing degree of automation. The results suggested that the differences between the performance and workload effects of the different levels of automation were slight. As a result, they were unable to draw definite conclusions about the relative advantages of each system in terms of real-world implementation and noted that additional factors, such as system reliability and monitoring complexity, may need to be considered.
Merritt, Heimbaugh, LaChapell, and Lee (2012) examined the influence of implicit attitudes toward automation on users’ trust in automation. They noted that although previous empirical work examined explicit (i.e., conscious) influences on user level of trust in automation, implicit influences had not yet been measured. To address this gap, the authors examined concurrent effects of explicit propensity to trust machines and implicit attitude towards automation on trust in an automated system. The differential impacts of each were examined under varying automation performance conditions (i.e., clearly good, ambiguous, clearly poor). Participants were asked to complete a self-reported propensity to trust and an Implicit Association Test measuring implicit attitudes towards automation. Participants were then asked to complete a simulated X-ray screening task wherein automation performance was manipulated within subjects by varying the number and obviousness of errors. They found that propensity to trust and implicit attitudes toward automation did not significantly correlate. Further, results indicated that when the automation’s performance was ambiguous, implicit attitude significantly affected automation trust, and its relationship with propensity to trust was additive. That is, increments in either were related to increases in trust. Additionally, they found that when errors were obvious, a significant interaction between the implicit and explicit measures was found: those high in both implicit and explicit measures had higher trust. They concluded that implicit attitudes have important implications for trust; that users may not be able to accurately report why they experience a given level of trust; and that measurements of explicit and implicit predictors may be necessary to understand why users trust, or fail to trust, automation.

Merritt (2011) examined the influence of user moods and emotions on the reliance on automated systems. Following the presentation of video clips selected to induce a positive or negative mood, participants were instructed to interact with a fictitious automated system on an X-ray screening task while trust, liking, perceived machine accuracy, user self-perceived accuracy, and reliance were assessed. These variables, along with propensity to trust machines and state effect, were included in a structural equation model. Results indicated that happiness significantly increased trust and liking for the system throughout the task. Additionally, liking was the only variable that significantly predicted reliance early in the task, whereas trust predicted reliance later in the task. Perceived machine accuracy and user self-perceived accuracy had no significant direct effects on reliance. Based on these findings, Merritt noted that liking a new system may be key to appropriate automation reliance. Additionally, positive affect can be easily induced and may be a lever for increasing liking.

Lyons and Stokes (2012) considered human-human reliance during a computer-based scenario where participants interacted with a human aide and an automated tool simultaneously (noting that although previous research explored the differences in human-human versus human-machine reliance, few studies have examined such reliance when individuals are presented with divergent information from different sources). To assess these differences, the authors conducted a convoy leader simulation. Forty participants were asked to decide which of three routes could be used to safely send convoy operations. To aid in their decision-making, participants were provided with three sources of information: route parameters, an automated tool that highlighted historical enemy hostile threats, and a human aide who suggested a route based on intelligence reports of hostile activity. Risk was manipulated through the human aide, who provided probability of attack as being low, moderate, or high, and by information from the automated tool that did not support the guidance offered by the human aide. Participants’ human reliance intentions, automation reliance intentions, human behavioral reliance (i.e., whether or not the participant took the route suggested by the human aide), and manipulation checks (i.e., participants’ assessments of perceived risk) were assessed. The findings suggest that when individuals are provided information from both a human aide and automation, their reliance on the human aide decreased during high-risk decisions. This information is useful in that it
Reichenback, Onnasch, and Manzy (2011) investigated how human performance consequences of automated decision aids are affected by the degree of automation and the operator's functional state. They asked participants to perform a simulated supervisory process control task with one of two decision aids providing support for fault identification and management. The process was simulated using a "microworld" simulation that simulated an autonomously running life-support system consisting of five subsystems critical for the maintenance of atmospheric conditions (AutoCAMS 2.0; citing Manzy et al., 2008). Participants were required to supervise the five subsystems, including the diagnosis and management of system faults. Depending on the fault involved, participants either performed the fault diagnosis and management manually or with the assistance of one or two different versions of an automated aid. In the first, an alarm was accompanied by a message providing the specific diagnosis for the fault; in the second, the system also implemented all necessary steps autonomously if confirmed by the participant. Tests were conducted over the course of two sessions. One took place during the day, and the other took place during the night after a prolonged waking phase of more than 20 h (extreme evening types were excluded based upon the results of a Morningness-Eveningness Questionnaire, citing Griefahn, Küinemund, Bröde, & Mehnert, 2001). The results showed that decision aids could support humans effectively in maintaining high levels of performance, even in states of sleep loss, with more highly automated aids being more effective than less automated ones. Additionally, participants suffering from sleep loss were found to be more careful in their interaction with the aids (i.e., less prone to effects of complacency and automation bias). However, the authors cautioned that costs arose that included a decline in the secondary-task performance and an increased risk-of-return-to-manual performance decrements. They concluded that automation could help protect performance after a period of extended wakefulness. Also, operators suffering from sleep loss seemed to compensate for their impaired functional state by reallocating resources and showing a more attentive behavior towards possible automation failures (Reichenback et al., 2011).

Key Lessons Learned from Other Domains

The outcomes of these studies from the fields of aviation and unmanned vehicles, rail automation, and control system automation can be used to inform the design and development of automated vehicle systems moving forward. As noted, there are many lessons to be learned from the aviation and unmanned vehicle industry regarding the sharing of authority and the problems associated with overreliance on automated systems (and the associated skill degradations from such overreliance on automation). In regards to design, researchers have recommended that adaptive interface features be linked to specific task requirements and that some degree of consistency in interface design across modes of system operation be maintained so that operators can effectively apply mental models (Kaber and Prinzel, 2006). When dealing with imperfect systems, even in highly reliable systems, imperfect automation (e.g., missed alarms, false alarms) can result in serious negative effects on operator performance (Rovira & Parasuraman, 2010). Moreover, the effects of imperfect automation can vary based on differences among individuals (Chen & Barnes, 2012; Chen & Torrence, 2009). Finally, distraction due to boring, low-task-load environments may be effectively managed through efficient attention switching; however, more research is needed to determine both the optimal frequency and duration of state switches (Cummings et al., 2013).
The findings from the rail automation studies may be used to inform the integration of automated vehicles, both group rapid transit and personal rapid transit, into new or existing public transit networks. Automated systems could be used to improve safety and efficiency of transit systems. System service hours could also be extended as automated transit alternatives can operate longer than those that are manually driven. While potentially beneficial, the integration of automated transit alternatives will require parallel efforts by human resource managers, which are designed to educate operators and to minimize fatigue and boredom resulting from monotonous and repetitive tasks.

These control system automation studies suggest the importance of considering variations among users in the design of the system. For example, younger and older users will rely on automation differently, and, as a result, the automation will have different effects on users' workload (McBride et al., 2010). Additionally, variations among users' fine motor abilities should be considered as those users with lower fine motor abilities (e.g., lower arm-hand speed) may require longer reaction times (Jipp, 2012). Users' implicit attitudes as well as user moods and emotions may impact their trust in (Merritt et al., 2012) and reliance on (Merritt, 2011) automated systems. Furthermore, automation may be useful in helping those users with decreased functional states maintain high levels of performance, albeit as the expense of secondary task performance and an increased risk-of-return-to-manual performance decrements (Reichenback et al., 2011).
Chapter 5 Automated Driving-Relevant Databases

Several instances exist of real-world data collection using L2- and L3-type automated vehicles, many of which have been discussed within this document. In the interest of providing an initial reference for future explorations of such data, the following list of projects is provided. While this list is not meant to be comprehensive regarding all research examining automated vehicles, it is meant to specifically include those studies that have examined concepts relevant to near-term L2 and L3 automated vehicles for use on public roads. It is important to note that many manufacturer initiatives are not included here as they have not been made publicly available. Additionally, many technical and legal challenges may exist in trying to access these data. However, the following studies provide some evidence of the number and type of data collection efforts that have occurred to date.

Ardelt et al., 2012: In conjunction with the HAD project, data were collected over the course of a 65-km test drive.

Bertozzi et al., 2012: As part of the VisLab Intercontinental Autonomous Challenge, it is estimated that approximately 50 terabytes of data were collected. These data offer a resource for algorithm development. Researchers have undertaken efforts to rerun the trip in virtual space on an Italian supercomputer in order to evaluate algorithm performance. Their stated intention is to make the data set available to other researchers going forward.

Chan, 2012: The SARTRE project included a demonstration of a road train with three and four vehicles; several hundred km of testing were performed with the cars driving behind the lead vehicle at 85 km/h, separated by 5–15 meters.

Google: Google has collected over 300,000 mi of L2-type vehicle driving data.

Kessler & Etemad, 2012: The European Large-Scale FOTs on In-Vehicle Systems (euroFOT) resulted in the collection of data from vehicle sensors, video streams, and questionnaires. Protocols are in place to allow part of the data to be accessed by third parties. In total, almost 35 million km (approximately 22 million mi) of data were collected over 598 total hours of driving. After June 20, 2013, access to the euroFOT database was not defined in the description of work; therefore, access to the data will have to be negotiated separately with each of the five vehicle management centers.

Tsugawa, 2012: The EnergyITS project demonstrated three heavy (25-t) trucks at 80 km/h with a 10-m gap; in March 2013 a scheduled demonstration of three heavy trucks and one light truck at 80 km/h with a 4-m gap was held on 24-km (8 km – 3 times) of expressway before public use. About 100-km of test track (oval) data were also collected. Market research was conducted along an expressway (80 km/h, 10-m gap).
Zlocki, 2012: The KONVOI project gathered over 3,000 km of test data collected on closed test tracks, closed motorways under construction, and on motorway BAB 1 in real-world traffic. Configurations tested include a 2-truck KONVOI, 2 × 2 truck KONVOI, 3-truck KONVOI, and 4-truck KONVOI. Analysis included up to 2,400 overtaking maneuvers, 13 vehicles entering between the KONVOI trucks at junction, and 2 vehicles entering between KONVOI trucks at junction during coupling and decoupling maneuvers.

Flemisch et al., 2010: During the evaluation of two different transition designs for the HAVEit Temporary Autopilot, data were collected on a 70-km (approximately 43.5-mi) stretch of the A39 motorway. Vehicles traveled at a maximum speed of 100 km/h (approximately 65 mi/h) over an approximately 45-min time period.

Strauss et al., 2010: Validated the ARC system as part of the HAVEit project.

Schoenherr, 2009: As of 2009, the U.S. Army’s Convoy Active Safety Technology System has collected more than 161 km (100 mi) of continuous autonomy with a speed of 80 km/h (50 mi/h).

Viti et al, 2008: During a large-scale FOT, 19 vehicles were driven in real traffic across the Netherlands for 6 months. During the first month, the ADAS (ACC and LDWS) were inactive to allow participant to get acquainted with the vehicles (Volkswagen Passats). For the following 5 months, participants were allowed, but not required, to use the ADAS. Data were collected on vehicle driving characteristics (e.g., speeds, accelerations, braking force, and times and positions on the roads), on the ACC usage (activity status of the ACC, speed limit, headway set), and on the preceding vehicle characteristics (distances, speeds, width). GPS positioning data were recorded from the full-traffic cars to map-match signals with the traffic flow database using the road-monitoring system Regiolab, which covers a number of motorways in the Netherlands.
Chapter 6 Manufacturer Approaches to Vehicle Automation

This chapter provides an overview of current industry approaches to vehicle automation. This discussion has been divided to include a summary of industry motivations, concepts associated with highway driving and highway platooning, approaches for city street driving, automated valet parking innovations, automated operations on unimproved roads, and a review of the limitations of enabling technologies. The chapter concludes with a review of the role of automated vehicle systems.

Industry Motivation

Representatives from various automakers have made public statements regarding their companies’ individual motivations for pursuing automated vehicle production. A survey of these public statements was made and are depicted in Figure 6-1; brief summaries of each automaker’s statements appear below.

![Figure 6-1. Industry Motivations for Automation (Source: Author)](image)
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Audi

Audi has defined their automated vehicle concept as piloted driving (Audi of America, 2013). These systems assume the driving task for a limited period of time, thus contributing to more comfort during the ride.

BMW Group

BMW Group (2013a) announced a new research and development partnership with Continental focused on automated driving. Their plan, which is motivated by road safety and a Vision Zero (Accident-Free Mobility) aim, calls for highly automated driving functions ready for implementation in the 2020 timeframe. These goals are supplemented by goals for improved convenience and efficiency. Partially automated driving functions of the near future, such as the Traffic Jam Assistant, are seen as an important step on the road to highly automated driving. Both BMW and Continental agree that highly automated driving will play a major part in ensuring future sustainable personal mobility.

In their observations, BMW Group (2011) described drivers and passengers experiencing highly automated driving. While initially reporting a “strange feeling,” drivers and passengers begin to relax and trust the system after a few minutes. Nevertheless, with the BMW Group plan, the driver must stay aware of his or her surrounding conditions and remain responsible for the situation at all times.

Ford Motor Company

Ford Motor Company’s (2012) Blueprint for Mobility outlined the company’s views on the evolution of transportation in the near term and beyond. Based on forecasts showing that the 1 billion cars on the road today could double, or even quadruple, by mid-century, Ford’s blueprint addresses the technologies, business models, and partnerships needed to address the challenges of population growth and urbanization. Ford plans to take advantage of the car as a rolling collection of sensors to reduce congestion and help prevent accidents. The development of these technologies is the first step in Ford’s plan for a more connected future which will save time, conserve resources, lower emissions, and improve safety (Ford Motor Company, 2012). As such, Ford sees automation coming in stages, starting with freeway driving (Hachman, 2012).

Ford’s emphasis on the driver’s role is consistent with Nevada’s requirement that a driver must be unimpaired and in the driver’s seat (Hachman, 2012). To that end, Ford is working to establish a rapport between the car and its driver. This rapport includes the drivers’ ability to quickly assume control in an emergency, as well as establishes driver confidence that the car can act independently and safely. While working towards opportunities for automated driving, Ford aims to keep the driver connected and involved in the decision-making loop. Such a system, if performing robustly and avoiding wrong decisions, will be one that consumers find trustworthy (Hachman, 2012).

General Motors Corporation

GM’s overarching philosophy is that the technology should make driving safer and easier but not fully remove the driver from the equation (Bunkley, 2012). The driver should remain in the loop, engaged and aware of the situation, and ultimately responsible for the vehicle’s operation. For example, the Super Cruise system keeps the driver in the loop through a series of driver alerts (GM, 2013). GM considers that the transition from automated mode to the driver taking control has to be done in a
timeframe of approximately 2–3 s (Smyth, 2012). Going to fully automated vehicles, GM expects it will be possible to let people do other things in the vehicle, but they see this as much longer term (Smyth, 2012). The high prevalence of drivers talking on cellphones, texting, and doing other activities that take their attention off the road helps make a case for vehicles to take over in at least some situations (Bunkley, 2012). GM noted that the issues raised by self-driving vehicles are a key reason they have decided to take their Super Cruise, Cadillac’s semi-automated driving system, to the next stage of development, including real-world driving assessment and trials (Bunkley, 2012; GM, 2013). Salinger (2013) provides an overview of GM’s rollout sequencing, beginning with Driver Information and Alerts (no control; in production 2008), Emergency Intervention (limited control; in production 2013), and moving on to Limited On-Demand Automation (monitored control), Complex On-Demand Automation (transferred control), and Autonomous Driving (Chauffeured Driving) as future steps.

Google

Google indicated that they are developing automated vehicles as part of their goal to use and create technology that improves the world (Silicon Beat, 2012). Google noted that automation can be used to save lives, reduce the nation’s energy consumption, free up substantial time every day (approximately 52 min per working American), triple the capacity of the highway system, and enable new models of car-sharing (Hansen, 2011). In practice, Google has been testing its cars on public roads since 2010, working with California, Nevada, and Florida to gain access to its roadways. Results of two studies analyzing Google’s self-driving Prius and Lexus cars found the cars to have safer and smoother steering than when a human is in control (Simonite, 2013).

Mercedes Benz

Mercedes-Benz Research & Development North America, Inc., stated that automated driving is part of their vision for the future of their automobiles. Mercedes-Benz claims to see automation as providing greater safety, relieving the driver of cumbersome routines and/or tedious situations (customer convenience), and enabling the safe use of entertainment, telematics, and communications systems (enabling multitasking). Societal benefits associated with these efforts include the capability of enabling the elderly and disabled to travel with their own vehicles plus the increases in fuel economy through better traffic flow (Association for Unmanned Vehicle Systems International [AUVSI], 2012).

Nissan Motor Company

Nissan Motor Company’s basis for autonomy is safety first (Sierhuis, 2013). The company philosophy in this domain is to provide more safety, i.e., “our cars never cause accidents.” A distinction is drawn between “driver initiated autonomous driving” in which the vehicle monitors for threats continuously and drives autonomously when it intervenes to handle a threat, and “car initiated autonomous driving” which activates when the car drives better than the driver. An important concept introduced here is that of the car and driver working as a team, akin to the partnership of equestrians and their horses. Nissan has also noted that an aging population with serious purchasing power and a hunger to retain their mobility as they get older will likely be the reason why driverless, or less-driven cars, are adopted into the mainstream (Bigman, 2013). Additionally, Nissan noted the immediate benefits of automation to older people and those with handicaps. Further, people who cannot afford cars will be able to access car-based mobility due to car sharing. From a broader viewpoint, society, urban design, and transportation as a whole may change as individuals will now be able to undertake new activities in the car which were previously impossible while driving (Nissan Motor Company, 2013).
Toyota Motor Corporation

Toyota Motor Corporation (2013b) reviewed the company’s Integrated Safety Management Concept – which includes active safety systems – and noted that components of these research efforts could lead in the future to a fully automated car. However, the vision is not necessarily a car that drives itself. Instead, Toyota and Lexus are focusing on technologies that support the driver, with the philosophy that a more skillful driver is a safer driver. Toyota noted that as automated efforts move forward, the driver needs to remain fully engaged in the driving process, acting as an intelligent, always-attentive co-pilot (Toyota Motor Corporation, 2013b).

Volvo Car Corporation

The vision for Volvo Car Corporation "is that no one is killed or injured in a new Volvo by 2020" (Duxbury & Stoll, 2012, para. 1). Automated driving is important to this vision of a future without car crashes (Volvo Car Corporation, 2012). Coelingh (2013), observing that in over 90% of all crashes human error is partly or fully responsible, notes that eliminating human error offers the largest potential in reaching their safety target; further, an automation system that does not require supervision can be made safer than one that relies on human supervision.

Anders Eugensson, Volvo’s head of government affairs, noted that the vehicle integration of wireless Internet would result in the interconnectivity necessary for the coordinated operations of road trains. These road trains would operate in a manner similar to a team of horses (Duxbury & Stoll, 2012):

> The car of the future will be just like the farmer’s horse. The farmer can steer the horse and carriage but if he falls asleep the horse can still take him back home. And if the farmer tries to steer the carriage against a tree or off a cliff, the horse will refuse.

Automated driving is not only seen as safer, but it is also seen as a way to increase driver productivity. Volvo Car Corporation (2012) asserted that automated driving paves the way for more freedom behind the wheel, creating the possibility to safely do something else, such as sending text messages or reading a book while the car is driven in an automated mode. The first focus areas in Volvo’s technology development are automated driving in slow-moving queues and, with a longer perspective, road trains on motorways. One of their research conclusions is that younger consumers, in particular, are willing to pay for technology that can help manage the distractions created by the urge to be constantly connected, even when traveling in a car. Volvo Cars sees highly automated driving entering the market gradually (Coelingh, 2013).

Highway Driving

Traffic Jam Assist

Several automakers have announced various implementations of traffic jam assist (TJA). These systems are either already present on model year 2014 vehicles, or are present on forthcoming products. For these automation concepts, TJA may be broadly viewed as operating in an L2 modality.

Several production system announcements for model year 2014 vehicles are of note. Mercedes has announced the availability of TJA (i.e., Distronic Plus® with Steering Assist and PRE-SAFE Brake features) on their S-Class vehicle for model year 2014 (Mercedes-Benz USA, 2014); Daimler AG, 2013, 2012a). The Distronic Plus functions within a speed range of 0 to 200 km/h (approximately 0 to
124 mi/h). The Mercedes system employs a sensor suite enhanced with stereo vision, which enables normal-lane marker detection as well as car-following when in a traffic jam. Speed is adapted to the flow of traffic ahead, slowing as necessary. The system can brake to a full stop. When traffic moves, the driver can resume with a tap, or, if the stop is less than 1s, automatically (Mercedes-Benz USA, 2014). The driver is expected to be engaged and have hands on the steering wheel. If the driver is not touching the steering wheel, the system issues a warning and disables after a few seconds. Volvo Cars has announced plans to launch TJA in 2014, for initial use in heavy traffic at speeds up to approximately 59 km/h (31 mi/h; Duxbury & Stoll, 2012).

BMW Group (2013b) notes that TJA will be available on the 5 Series vehicle starting in November 2013. The TJA system in the BMW i3 Concept is described in BMW Group (2011). The TJA function helps drivers in monotonous traffic situations and congested areas, taking over vehicle control to reduce driver stress levels. TJA maintains a safe distance between vehicles and automatically controls the speed – down to a standstill and restart – with the ability to bring the car to a complete stop. The system provides active steering support as well; however, the driver is required to keep one hand on the steering wheel. TJA operates at speeds up to 40 km/h (approximately 25 mi/h).

Audi’s Piloted Driving was demonstrated at the 2013 Consumer Electronics Show on a Nevada freeway in public traffic (Audi of America, 2013). The aim of Audi’s system is to reduce the driver’s workload in stressful situations, such as in congested traffic. The system provides automated control of steering, braking, and throttle at speeds of 0–60 km/h and builds upon S&G ACC. Sensing includes radar (250-meter range with a 35-degree field of view), a wide-angle video camera, a laser scanner (80-meter range with a 140-degree field of view), and eight ultrasonic sensors monitoring zones directly in front of the car and at the corners. The system can detect objects such as pedestrians, other vehicles, and guardrails. Perception sensors enable the vehicle to define a de facto lane in the absence of lane markings. The system also responds cooperatively to cars moving into or out of the lane. The Audi TJA system monitors the subject vehicle’s speed and nearby traffic. If it detects traffic jam conditions at speeds below 60 km/h, the TJA function enables and the driver can activate the assistance function. If the vehicle reaches the limits of the function, such as dispersal of the traffic jam, the driver is prompted to take over control.

According to Ford Motor Company (2012a) the company is developing TJA with an anticipated mid-term (2017 to 2025) implementation. The system will use radar and camera technologies to automatically keep pace with other vehicles and provide automated steering control to stay in the current lane, thus reducing driver stress and potentially improving vehicle flow. Ford noted that their system employs technology from features already available in Ford cars, including Active Park Assist, ACC, Lane Keeping Aid (a lane departure avoidance system), and Ford Powershift transmission. The press release noted that Ford’s TJA system is intended for environments in which there are no pedestrians, cyclists, or animals, and where lanes are clearly marked. Additionally, Ford’s TJA system will be able to communicate any developments regarding surrounding traffic to the driver. In doing so, the system incorporates features to help the driver remain alert and in contact with the vehicle controls, even when the system is active. Drivers will also be able to override the system at any time.

**Highway-Speed Automation**

**Level 1 Systems**

Nissan Motor Company (2013) announced a new capability in model year 2014 Infiniti vehicles. These vehicles will be equipped with steer by wire, which allows for the independent control of a vehicle’s tire
angle and steering inputs. This capability insulates the vehicle from unnecessary road-generated disturbances such as ruts or crosswinds. Steer by wire enables a new straight-line stability system which assists on-center driving. The system reduces discrepancies between the intended path and the actual path; in addition, the company asserts that the driver will be required to make fewer fine-grained steering adjustments, which will reduce driver fatigue and workload.

### L2 Systems

Several L2 systems intended for highway operation have been discussed in the community. GM’s Super Cruise system provides full-speed-range ACC and lane centering, and uses cameras and radar to automatically steer or brake in highway driving (GM, 2012). GM’s Super Cruise system is based on an integrated combination of radar, ultrasonic sensors, cameras, and GPS map data (GM, 2013). This technology results in a system capable of semi-automated driving, including hands-off lane following, braking, and speed control under certain driving conditions (GM, 2013). The system allows the driver to take his/her hands off the steering wheel for extended periods, and is intended for operation in highway driving scenarios. GM safety engineers note that drivers may engage in secondary tasks while using Super Cruise, and work is underway to develop techniques to appropriately manage secondary task behavior (GM, 2013). Noted benefits of the Super Cruise system include reduced driver workload in freeway conditions, bumper-to-bumper traffic, and on long road trips. While not yet available, Super Cruise–enabling technologies, such as 360-degree crash-risk detection and enhanced driver-assist features, are available on model year 2013 vehicles as part of GM’s Driver Assist Package.

In Europe, the Honda Accord has been available with LKAS since 2008. The LKAS provides up to 80% of steering force required, with the driver expected to provide the remaining 20% (Honda Motor Europe Ltd., 2008). These vehicles can also be equipped with ACC, making simultaneous LKAS/ACC possible. The system operates at between 72 and 180 km/h. Honda noted that the system is designed to complement the driver, not to replace his/her input; therefore, a Honda Accord with the combined LKAS/ACC system could be considered an L2 vehicle under current NHTSA definitions. Price (personal communication, April 27, 2009) further noted that a warning is provided if the system detects that the driver has taken his/her hands off the steering wheel.

BMW Group (2011) described demonstrations of an L2 vehicle which provides lateral and longitudinal control at highway speeds. When slower traffic ahead prevents the vehicle from maintaining its set speed, the vehicle monitors the adjacent lane and performs a lane change when safe. The vehicle also adjusts speed to allow merging vehicles to enter traffic safely. The system can function up to a speed of 130 km/h. Sensing is performed by a fusion of lidar, radar, ultrasonic, and camera sensing technologies. In 2011, a BMW test vehicle was tested in public traffic, traveling on the A9 motorway between Munich and Nuremberg with no driver intervention (Ardelt et al., 2012). During 2013–2014, BMW will be working with Continental to equip several near-production L2 vehicles, which will be driven by a selected group of trained test participants in pilot testing. This testing will be conducted on German and European motorways and will take into account motorway intersections, toll stations, road work, national borders, and other challenging situations (BMW Group, 2013a).

Toyota Motor Corporation (2013a) described its advanced safety research vehicle at the 2013 Consumer Electronics Show. The vehicle includes an LKAS with yaw rate feedback control. When differences between ideal and actual vehicle posture caused by uneven road crown (camber) or crosswinds are detected, steering torque is automatically adjusted according to vehicle speed, thus assisting the driver in staying in a chosen lane. The system operates in two modes. When ACC is
inactive, the system offers an LDWS function only, including momentary corrective steering. If LKAS is activated while ACC is in operation, the system offers lane-keeping functions at speeds of approximately 72 to 177 km/h (45 to 110 mi/h).

Bosch's roadmap for fully automated driving addresses two regimes spanning multiple automation levels: a) system permanently supervised by a driver, and b) reduced driver supervision of system (Becker, 2013). The first regime includes offering combined ACC and lane keeping as well as Integrated Cruise Assist (ICA). ICA offers automated longitudinal and lateral guidance from 0 to 130 km/h (on highways and major roads; 0 to approximately 81 mi/h); if lane markings are inadequate, lateral guidance is provided via dynamic radar objects. ICA extensions (with driver confirmation) are automatic lane changes and automatic speed adaptation based on road sign recognition. Testing is underway on public roads in Germany and the United States (California and Michigan).

The supplier Valeo's efforts include their Cruising Assistance development program (Mattern, 2013). Within the Valeo system, the performance envelope is described as forward, and lane-change movements are made at speeds up to 120 km/h with a 120-m sensing range. Relevant objects are moving cars (same direction), road borders, lane markings, and speed signs.

**L3 Systems**

Google has developed an automated vehicle that currently can operate up to 75 mi/h at L2 in highway use and L3 for testing purposes (e.g., research being conducted in a safe setting). The vehicle does not change lanes. It will slow down/stop for moving traffic in front of it. The vehicle combines laser, radar, camera, and map data to stay in its lane in an automated driving mode until the user is ready to retake control. An in-dash user interface displays system-state information and is used to notify the driver when automated mode is available, as well as to prompt the driver to retake control when needed.

Moving from L2 to L3 systems has significant implications in system design (Schumacher, 2013). Describing supplier Continental's Vision of Accident-Free Driving (Vision Zero), Schumacher noted, "We are convinced that innovative technologies will make it possible to one day drive a car without any accidents – in all vehicle categories and markets of this world" (2013, p. 2). Schumacher (2013) further stated that the shift from L2 to L3 requires a corresponding shift in the fail-safe concept: the driver's instinct and knowledge are no longer in the control loop, and the driver cannot serve as a fallback controller. The system must act as the fallback, which requires redundancy in signals, software, and electrical systems, particularly focused on braking and steering.

Within the Bosch automation roadmap, prototypes have been developed which require steadily decreasing levels of driver supervision (Becker, 2013). A highly automated "highway pilot" operates without the driver in the loop, and overtaking maneuvers are performed automatically. The Bosch system also reacts to construction zones and intersections. A further evolution has been defined as a fully automated "commuting" system. Testing is underway on public roads in Germany and the United States (California and Michigan). In the event of a system failure, the Bosch approach calls for the vehicle to be brought to a safe state – even without driver intervention; this effort requires redundant actuation, an emergency operation mode, and energy backup.

**Emergency Automated Operation**

BMW Group (2013a) described an ESA prototype that does not require driver involvement. If biosensors detect a medical emergency in the vehicle (such as a heart attack), the ESA is able to
bring the vehicle safely to a stop. The system activates the hazard warning lights and maneuvers through traffic in a safe and controlled way to come to a stop on the road shoulder. An emergency call is automatically sent out as well to request medical assistance and notify the traffic authorities.

City Street Driving

The majority of published research and development work examining city driving has been undertaken in the European community. Efforts from multiple universities and consortiums in Europe have sought to develop automated driving concepts suitable for city street use. Additionally, a recent DARPA Grand Challenge awarded a prize for automated operations on urban roads. These efforts are discussed within this section, along with supplier activities.

The 2007 DARPA Urban Challenge attracted dozens of teams with unmanned automated vehicles which could operate among each other in a residential street setting (DARPA, 2013). The top three finishers (CMU/GM, Stanford, and Virginia Tech, respectively) successfully handled traffic circles, four-way stops, parking lots, and road obstacles on these streets.

The University of Braunschweig in Germany has built upon their entry into the DARPA Urban Challenge with their Leonie vehicle (Nothdurft, 2011). Their research focuses on automated urban driving, and they regularly conduct testing in live traffic on the city's Stadtring. This busy 4+ lane arterial has such features as traffic lights, turn lanes, and pedestrians. The vehicle executes turn maneuvers, responds to traffic lights, and performs lane changes as needed to flow in traffic.

Mattem (2013) describes supplier Valeo’s Urban Assistance development program. The performance envelope is described as forward movement and 90-degree turns, speeds up to 50 km/h (approximately 31 mi/h), and sensing range of 50 m (approximately 55 yd). Relevant objects are cars at all speeds (moving and parked), pedestrians, infrastructure, road signs (yield), and traffic lights.

The German UR:BAN project is also aimed at extensive situational awareness in urban environments (UR:BAN, 2013). While the project is not explicitly aimed at automation, safe lateral and longitudinal vehicle control are two of its stated areas of interest. Using panoramic sensing, systems and algorithms are being developed for driver support in driving on narrow or obstructed streets, resolving conflicts with opposing traffic, and performing lane changes.

The European CyberCars project developed urban vehicles for operation in city centers in lanes or districts segregated from normal traffic (Vlacic, 2009). Vehicles were capable of performing driving maneuvers in cooperation with each other, including overtaking, platooning, docking and undocking, roundabout driving, intersection crossing, obstacle avoidance, and path generation.

Additionally, a specific V2V and V2I communication architecture was designed, developed, and implemented to enable interconnectivity and interoperability between the vehicles. Public demonstrations were held in eight cities in Europe. INDUCT (2013) described NAVIA, a driverless eight-passenger robotized shuttle designed for transportation in such areas as city centers, pedestrian areas, private campuses, and airport parking lots. NAVIA is equipped with laser range finders, cameras, and a software package enabling safe automated operation in any environment, according to the company’s website. At the 2013 Driverless Car Summit, Lefevre (2013) provided additional details about the system. As currently designed, the maximum speed is 12.5 mi/h (20 km/h). Four-
wheel steering enables high maneuverability in tight urban spaces: the turning radius is less than 3 m. Battery charging is inductive. The perception system consists of four laser scanners for 360-degree coverage, two stereo fusion cameras, eight ultrasound sensors, plus GPS. Combining this data with odometry, the system is able to recognize traffic signals and obstacles, identifying obstacles as pedestrians, cars, or bicycles.

Automated Valet Parking

Many suppliers and automakers are working on or have developed automated valet parking solutions. These differ from currently available parking assistants (such as the self-parking systems currently available from Toyota, Ford, and Volvo) as the driver is not expected to be in the vehicle while automated valet parking is occurring. While this automation concept does not fall under the on-road/driver present scenarios described by NHTSA automation definitions, they can be seen as a foundational automation technology for vehicles. Further development of automated parking is likely in the near future.

Audi of America (2013) has developed a prototype system which enables the driver to depart the vehicle at the entrance to a parking garage and instruct it to proceed to park itself via a smartphone interface. The vehicle then travels without a driver into the garage and parks in an empty space. Upon being summoned by the owner via smartphone, the vehicle proceeds to the garage exit area for the driver to re-enter the vehicle and resume driving. The parking facility's central computer takes over part of the control function and guides the vehicle via wireless local area networking (WLAN) to the nearest available parking space. The vehicle's movements are monitored via external laser sensors. The vehicle also uses 12 ultrasound sensors for situational awareness; in the future, four video cameras will also be used. Audi is currently equipping a parking garage in Germany for further testing of this system.

Williams (2012) reported on Nissan's self-parking car. The system enables a driver to exit the vehicle at the entrance to a parking area and tap a park in button on a smartphone car application; the car then travels without a driver and parks. Nissan notes that, upon receiving the park request, data is sent to the Nissan Global Data Center, which performs a vehicle health check. If vehicle health is confirmed, the automatic driving mode is enabled. The vehicle relies on a digital map of the parking area supplied by a cellular data link. For maneuvering and localization, four cameras are used. The article quoted Nissan as saying this is a more accurate method than using GPS. At a trade show demonstration, a car emblazoned with a large 2015 on its side drove at about 5 km/h while in automatic driving mode.

Cunningham (2011) described a system developed by Tier 1 supplier Valeo which was demonstrated at the 2011 International Motor Show in Frankfurt. The vehicle's parking maneuver was initiated by a command from an iPhone. Perpendicular parking was accomplished via automatic control of steering, brake, and throttle. The article noted that these types of systems would be useful for parking a car in narrow spaces, where it would be difficult to open the driver door once parked, and for wheelchair unloading, which might require more space next to the car than is available. Mattern (2013) noted that this system followed development of automated steering (2007) and automated braking (2010), with automated throttle, automated gearbox, and remote control now in the product development phase. Termed Maneuvering Assistance, the system performance envelope is described as omnidirectional movement under 6 km/h (approximately 4 mi/h), with a 6-m (approximately 7-yd) sensing range. Objects to be detected are mostly stationary and include parked cars, trees, curbs, and pedestrians.
Enabling Technologies: State of the Art

The technologies to accomplish automated driving fall into the categories of situational awareness, decision-making, and actuation. Technology for situational awareness includes sensors, maps, positioning, and sensor fusion. Decision-making is software-based, requiring highly sophisticated algorithms at the planning and control levels. Actuation requires robust and fail-safe control technologies. Testing and certification can be seen as another enabling technology area. Various reports and industry information provide some insight into the state-of-the-art and technical challenges as seen by the practitioners.

Perception

Broggi (2012) noted that since the DARPA Challenges work in perception has split into two main areas. The first includes high-performance perception using currently expensive lidar-based sensors which require challenges in vehicle integration. The second area focuses on low-cost and integrated stereo-vision sensing, which is also aligned with military and off-road commercial applications such as mining and agriculture. Current high-performance lidars generate 2.5-million distance estimates per second but with deformations in the resulting data when the sensor is mounted on a moving platform, while stereo vision experiences higher noise than lidar but still can generate about 1.7-million correct measurements per second. Additionally, lidar systems are more sensitive to smoke, rain, and dust than is stereo vision. Broggi (2012) further noted that that image data can be useful in providing texture data, which can in turn assist in pattern recognition. He concluded with the observation that those investing in lidar-based systems are seeking to lower costs, while those investing in stereo-vision systems seek to increase performance.

AUVSI (2012) reviews comments made at the 2012 Driverless Cars Summit. Invited experts at the event discussed challenging technology issues. Unusual obstacles, which are rare but must be addressed, were described as a Mylar balloon (with a large radar cross-section) or a bouncing ball (likely to be followed by a child racing to retrieve it). The complex scenarios on city streets involving pedestrians, bicyclists, unstructured intersections, etc., were cited as further examples of the challenges being faced. In particular, pedestrian interactions with cars frequently involve eye contact between the pedestrian and the driver to confirm they are aware of each other. The MIT MediaLab’s City Car for urban driving aims to develop automated vehicles capable of sensing other people and objects and reacting intuitively. An example of this intuitive behavior would be the recognition of a pedestrian with headlight movements that mimic eye contact (AUVSI, 2012).

A Google representative, when asked about situations the Google car cannot handle, cited erratic behavior by other drivers or extreme and rare situations such as a vehicle entering the highway the wrong way via an off ramp (AUVSI, 2012, p. 7). Additionally, Muller (2013) discussed challenges with Chris Urmson of Google’s self-driving car team. Google vehicles rely on a database created by humanly driving the road; this data is added to highly detailed maps of the roads and terrain. When the automated system is driving the vehicle, it is comparing real-time sensor data to the database for greater robustness in perception. However, Urmson noted that due to the dynamic nature of the environment, the Google system cannot perform adequately in heavy rain or on snow-covered roads (Muller, 2013, para. 10). Additional challenges exist when the vehicle encounters a rare event, such as a stalled vehicle, or road debris (e.g., a tire carcass) (Muller, 2013). Urmson (2012, para. 3) also noted the challenge of interpreting signs and signals at temporary road construction zones.
Rodriguez (2012) discussed the challenge of detecting animals on the road at night and described a new system developed by Autoliv which uses data from thermal imagery infrared cameras to detect animals that are beyond the vehicle headlights’ field of vision. The technology is the next generation of a night vision product that is currently installed on several car models. Autoliv was quoted as saying they have contracts with several OEMs to offer the animal detection system as an option as early as 2013.

Daimler (2012b) described a new perception technology they developed called 6D Vision which identifies hazards in complex traffic environments. Based on stereo camera data, algorithms resolve both the position and the movement of the three dimensions of objects; hence the name 6D Vision. Daimler noted that the system will go into production in 2013.

A cyclist in the same lane swerving out in front of the car is one incident type occurring in urban driving. Volvo Car Group (2013) announced a new system to detect and automatically brake for cyclists in this scenario, as an enhancement of present pedestrian detection and auto brake technology. All cars previously equipped with pedestrian detection will now also incorporate cyclist detection. The system relies on combined radar-camera data. The radar has a wide field of view, and the high-resolution camera allows for robust detection in the complex urban traffic environment.

Following the SARTRE project, Volvo Cars concluded that their production sensor system is “partly sufficient” for road train operation; basic steering and brake control is sufficient (Coelingh, 2013). While lateral control within the platoon was described as “difficult,” the cost of supporting communications was considered to be affordable. The main challenges for automated driving – dependability, verification, and sensing – were described as follows (Coelingh, 2013):

- Vehicles need to handle at least single faults; systems should be “fail-operational.”
- ISO 26262 is not sufficient for verification.
- Improved sensor detection capability is needed to minimize false negatives.
- In terms of actuators and power, redundancy may be needed in case of failure.
- Verification of very low-frequent events is needed.

Salinger (2013) described the increased perception performance needed as increasing levels of automation. Three broad areas of requirements are identified: navigation and active safety requirements, on-demand assistance and crash avoidance requirements, and driverless operation requirements. Numerous challenges for automation driving identified pertain to sensing and perception capabilities, fault-tolerant/fail-safe vehicle control, strong situational analysis abilities, appropriate system responses for emergency situations and rare-events, interactions with non-automated vehicles, driver inattentiveness detection, positioning challenges (e.g., GPS lane level accuracy and availability, digital map accuracy, virtualization), and security/privacy concerns. To address the challenges associated with automated driving, enabling technologies are needed in the following areas (Salinger, 2013):

- Sensors
  - Object sensing: smaller/easier to fit on the vehicle, less expensive, higher resolution (range, horizontal, and vertical angle), larger field of view (longer, wider), higher update rates and lower latency
  - Road sensing: sign/traffic signal information, lane geometry, surface friction
  - Driver state sensing: attention, intent
• Fail operational functionality
  o Sensing
  o Actuation
  o Processing
  o Communications
  o Power
• Networking and infrastructure information
  o Maps/GPS
  o Lane level information
  o Faster update rates
  o V2V and V2I communication

Bosch (Becker, 2013) noted that perception for high levels of automation requires “surround sensing” which entails 360° surround view, 3D information, shape and surface measurements, high reliability, low sensitivity to weather and lighting conditions, physical redundancy, active measurement (preferred), and object classification (preferred).

Similarly, The Karlsruhe Institute of Technology has identified the challenges of perception for driver assistance systems in urban traffic scenarios. This research, which uses a stereo camera approach, has identified the following unique challenges associated with urban traffic (Karlsruhe, 2013):

• Crowded situations with many types of traffic participants such as cars, pedestrians, cyclists, trams, etc.
• Objects that may (partly) occlude each other and may look considerably different from different viewpoints.
• Scenarios which may change abruptly compared to highway driving.
• Wide variation in road geometry.
• Features typically relied upon, such as lane markings, can be partly occluded or completely missing.

Additionally, Team AnnieWay has been working in the area of environmental perception for automation driving, focusing mainly on vision-sensing capabilities (Karlsruhe Institute of Technology, 2013). A Volkswagen Passat is equipped for fully automated driving and an Audi Q7 serves as mobile sensor platform and as communication partner in cooperative driving. Sensing technology consists of stereo cameras, radar, a Velodyne 3D lidar, GPS, an inertial measurement system, and communication devices for V2V communication. Current areas of investigation are:

• Efficient large-resolution stereo vision
• Optimal path and trajectory planning for autonomous vehicles
• Intersection detection and estimation from video sequences
• Scene understanding from 3D lidar data
• Collaborative driving strategies and longitudinal control of vehicle convoys

Machine Intelligence and Decision-Making

Keane (2013) reported on comments made at the 2013 SAE Government-Industry meeting regarding technology challenges. At the meeting, Anthony Levandowski of the Google self-driving car team described Google’s biggest challenge as ensuring the reliability of the decision-making software which...
controls the vehicle. Designing the Google system with proper processes to understand and minimize failure is essential. The resulting system needs to know how to respond to a variety of scenarios that may occur with little to no room for errors. Additionally, the system will need to be able to make judgments to understand situational contexts. For example, a ball rolling into the street may be followed by a child trying to retrieve it (Keane, 2013, Foolproof Software section, para. 3 & 4).

Coelingh (2013) also described decision-making and control as key challenges for automation, particularly in terms of robust sensing, vehicle positioning, situational awareness, control performance, and user experience.

Sierhuis (2013) introduced the concept of a “social car” acting in concert with the driver as a “team member,” noting that human activity is always socially inspired. As people and cars interact, the question becomes: “What services does the car provide to the human and vice-versa?” Overall, the car needs to understand the daily life of the human team member. Sierhuis described key factors as coordination (sharing information), cooperation (aware of and supporting each other’s goals), and collaboration (working on a shared project).

Karlsruhe Institute of Technology’s (2013) Cognitive Automobiles team described investigations into techniques “to give automobiles an abstract understanding of traffic situations and to make autonomous behavior decisions on this basis” which draw upon models of human cognition. A cognitive automobile is described as one which perceives itself and its environment with sensors plus communication to gain information from other traffic participants. The team is developing a consistent probabilistic model of the vehicle’s knowledge about its environment and itself; such a model is necessary since a vehicle can only partially observe its surroundings and these observations can be noisy. The researchers asserted that the vehicle must be aware of these uncertainties, with this knowledge flowing into the behavior decision process. An additional focus is in developing machine learning methods which incorporate automatic reasoning about the behaviors of other traffic participants and the risk potential of situations to implement anticipatory and self-aware decision-making. While a typical approach to automated driving behavior planning is to manually model decisions for different environmental states, their approach is to make decisions automatically for every probability distribution over the state space. This method enables the vehicle to explicitly consider its own uncertainty and lack of knowledge due to incomplete perception. A key aspect of this research is the integration of empirical knowledge the car gains in real or simulated driving experiments, i.e., gaining knowledge from a human “driving instructor.”

Rupp and King (2010) discussed machine learning for situational awareness and decision-making. Noting that humans will never be perfect, the authors noted that humans are permitted to operate vehicles, and society accepts the consequences. Rupp and King wondered how much better a machine has to be than the human it is to replace before the replacement is societally accepted. They posited that the key to acceptance could be in the ability to learn; possible machine replacement of human drivers will come when the system demonstrates its ability to perform and learns at least as well a human and is able to avoid making the same mistake twice. An even higher level of performance could be a system which is designed to learn from and avoid the mistakes of other automated systems on the road. They recommended that future systems for situational awareness should be conceived with these limitations in mind (Rupp & King, 2010).

Rupp and King proposed that the next steps for situational awareness focus on improving the true versus false detection rate for key objects and events (2010). Accuracies of the target characteristics have to be interpreted, and the validity of the detection itself must be verified. The artificial intelligence
must handle hacker attacks, unknown objects (such as a new type of vehicle that is not communicating), and internal system failures. Rupp and King see V2V and V2I network communications as an additional sensor that will improve the accuracy and timeliness of information when fused with other onboard sensors, extending sensing beyond line of sight and providing information about traffic, weather, road condition, and the states of nearby vehicles.

Rupp and King (2010) noted that the decision-making process followed by an automated vehicle system should act in a manner consistent with safe driving for the roadway conditions, as well as according to the general expectancies of other road users (e.g., the appropriate timing of lane changes). Part of the solution, as they see it, is for the system to learn the driver’s specific driving technique and style; however, this ability is beyond the capabilities of current decision-making systems and suggests a variety of challenging research problems.

Test Methods

Several have commented on the need for robust safety testing. For example, Mercedes-Benz has noted that they expect new driver assistance systems to have completed millions of kilometers of error-free test driving before they consider it ready for mass production (Wüst, 2013). Urmson (2012) noted that Google vehicles have completed more than 300,000 miles of testing across a wide range of traffic conditions. To date, no crashes have occurred under computer control. Regardless, Silicon Beat (2012) noted that although Google’s vehicles have traveled as far as 50,000 miles without a safety-critical intervention, Google strives to improve these numbers as the self-driving car will face greater scrutiny than a human driver would. Similar sentiments were echoed by others. At a recent meeting of the European iMobility Forum Working Group on Vehicle Automation, Bartels (2013, March) observed that specific development and test procedures are needed for testing highly/fully automated driving.

User Aspects of Automated Driving

Consumer Attitudes towards Automated Driving

Accenture (2011) described the results of a survey of more than 2,000 consumers which examined attitudes toward intelligent devices that frequently crash or freeze. About half of the respondents (49%) said “they would be comfortable using a driverless car” (2011, Keep It Simple section, para. 3).

J. D. Power and Associates (2012) reported the results of their 2012 Emerging Technologies Study. The study included questions regarding consumer sentiments on automated driving. Results were based on responses from more than 17,400 vehicle owners. Twenty percent of all vehicle owners say they “definitely would” or “probably would” purchase “autonomous driving” in their next vehicle after learning the estimated market price of $3,000. Prior to learning the price, consumers expressed only a 37% interest in this technology. After learning the price, premium vehicle owners maintained their interest at a level of 31% while the interest of non-premium vehicle owners was at 18%. The study found that vehicle owners were nearly as likely to select a fully automated driving mode as they were to select semi-automated driving technologies such as emergency stop assist, traffic jam assist, or speed limit assist. Vehicle owners with the highest interest in fully automated driving at market price were males (25%), those between the ages of 18 and 37 (30%), and those living in urban areas (30%). Those who expressed an interest in the automating parallel parking feature also indicated a preference in fully automated driving (41%); this finding illustrates similar consumer importance placed on semi-automated and fully automated driving modes.
Based on experiences and customer clinics in the SARTRE project, Volvo Cars concluded that autonomous driving is easy to adapt to “for most people” (Coelingh, 2013). However, selecting appropriate use cases and operating situations is critical; use cases such as joining the platoon from the side (rather than rear) and allowing non-platoon vehicles temporarily into the platoon caused “major problems.” More generally, Volvo concluded that half of today’s car buyers are ready to embrace autonomous driving and that “a majority of tomorrow’s car owners will not buy a car without it.”

To assess public perspectives on automated driving, Nåbo, Anund, Fors, and Karlsson (2013) described results from focus groups involving 28 participants who were asked to consider the future (5–20 years) and the possibilities that automated driving might bring. After an initial discussion focusing on general aspects of automated driving, the groups were shown automated driving video clips. Participant perspectives were captured during discussions and through a questionnaire. Concerns about affordability, legal issues, and loss of driving skill were voiced. The groups discussed various aspects of safety and security but were not clear if the systems would increase or decrease safety. Interestingly, participants were more supportive of systems in which the driver supervises automated driving than of systems in which the driver has a lesser role and can attend to something else. Additionally, some participants wanted to have automation during long, boring drives (i.e., for increased comfort), while others wanted it to help cope with difficult driving situations (i.e., for increased safety).

Rupp and King (2010) provided a perspective on the concept of a driverless car. Rupp and King asked (2010, p. 6): “Do consumers want a car without a driver, for instance to pick up the kids after school with no one in control on board?” Their contention is that taxi services, carpools, etc., already exist for that and other errands such as package pickup. Instead, consumers want a car that drives itself, relieving the owner of the immediate task of driving while retaining command. Rupp and King (2010) also hold that the driver should be in-the-loop, particularly during the transitional period in which vehicle automation is being proven within a complex traffic environment consisting of both machine-driven and human-driven vehicles. They drew the analogy of the driver acting in a supervisory mode, “like the orchestra conductor who commands all the instrumentalists (stop/start, faster/slower, louder/softer), but does not play the instruments himself” (Rupp & King, 2010, p. 13). This analogy implied that, even though the driver is not operating the controls, he or she must still maintain situational awareness. Their concept of Full Driver Assist provides the driver additional time, resulting in “more confidence in performing a more appropriate role in the overall system, one that is partially tactical but becomes mostly strategic in nature.”

Rupp and King (2010) also noted that specialized training may become the future norm, such that the first automated systems can only be operated by drivers who have undergone specialized training, earning a certification and a special license to operate an automated vehicle. Interestingly, they also noted that, as automated vehicle technology becomes the norm, specialized and intense training may be required to operate a vehicle in manual mode (Rupp & King, 2010).

**Driver-Vehicle Interactions**

The DVI is an important element of an automated driving system. Sources provide some indication of drivers’ propensity towards secondary tasks when using active safety systems applicable to automated vehicles. A key topic of discussion is driver monitoring and adaptive DVI.
Adaptive DVI

Benmimoun et al. (2012) reported on driver interactions with an ACC/FCW system within the euroFOT project, which could have some bearing on automated driving. Field testing found that drivers of passenger cars using ACC/FCW were three times more likely to engage in visual secondary tasks during normal driving. In testing with a separate fleet of vehicles, drivers were also more likely to engage in secondary tasks while driving with LDWS. However, in both cases this difference was not found during incidents. The authors concluded that this implies that drivers may be capable of managing secondary tasks and yet focus on the road ahead when the traffic situation requires doing so. In addition, ACC/FCW does not seem to affect the amount of drowsy driving. For trucks, no particular side effects on driver behavior were observed.

The German UR:BAN project is aimed at extensive situational awareness in urban environments (UR:BAN, 2013). The authors noted that novel assistance functions provide the driver with supporting information in complex traffic situations, but benefits arise only if the information flow is intelligently filtered to avoid overloading the driver. To this end, support is adapted to the driver’s current state and activation by detection of overburdened or inattentive drivers. By incorporating adaptive support into the design of vehicle controls and displays, it is hypothesized that the driver will receive information much earlier and will be motivated to anticipate traffic situations rather than simply react to them. BMW Group (2012) noted that the UR:BAN researchers were developing methods of identifying the intentions of both the driver of the subject vehicle plus other drivers as early as possible, so that this information can be taken into account in the subject vehicle’s response.

Salinger (2013) described a human factors study conducted by GM, based on the premise that the first autonomous systems introduced to the driving public may follow an “incorrect path.” The project defined a Limited-Ability Autonomous Driving Systems (LAADS) as one which can control vehicle speed and steering on public roads for substantial distances and times while in some situations requiring that the driver/operator intervene to assure a safe and comfortable trip. The aim of the study was to investigate driver interactions with a LAADS to determine the effects of the system on driver visual attention to the driving task, driver willingness to engage in secondary non-driving-related tasks, and driver ability to respond to events. Further goals were to understand, in terms of human-machine strategies and control transition strategies, factors impacting the effectiveness of alternative concepts of operation. These issues were identified based on surveys, expert panel studies, driving simulator studies, and test track studies. It was found that riskier tasks (relative risk values greater than 1) tended to be limited to LAADS driving as compared to normal ACC driving. For instance, behaviors such as reaching into the rear compartment, extended glances to watch a DVD, phone interactions, and texting/emailing were significantly higher in LAADS driving. Subsequent work developed and tested countermeasures. Without countermeasures, off-road glance durations of up to 12 s were observed, whereas the maximum off-road glance time with countermeasures was about 4 s. By comparison, off-road glance times observed with ACC-only were under 3 s. The study concluded that driver engagement in secondary tasks is likely to increase when the level of automation provides the opportunity to do so; therefore, LAADS systems should be designed to clearly indicate the mode of operation and to encourage drivers to attend to forward roadway conditions. The study further concluded that HMI components can improve driver engagement, including providing:

- Means to engage driver in driving task when system is engaged
- Means to encourage visual attention to forward roadway
- Active alerts for system failures and limitations
Coelingh (2013) noted human factors challenges as trust, control modes (what is the driver allowed to do or not do), and handover of control (how often, when, and at what short notice). Schumacher (2013) noted Continental’s goal is the adaptation of information, warnings, and vehicle behavior depending on the level of driver distraction. A key aspect under development is a driver analyzer to monitor driver state. This DVI may include a 360° “halo” which directs the driver’s attention in the proper direction.

Rupp and King suggested specific DVI techniques (Rupp & King, 2010). Steering characteristics could change as the vehicle approaches a lane boundary, providing feedback on lane position. Subliminal sound could be used to indicate traffic conditions; e.g., as a threat develops, a localized and directional sound would serve to direct the driver’s attention. They also discuss the use of augmented reality displays (full windshield or a wearable display) which could highlight objects of interest or other key information, coupled with driver gaze monitoring. They noted:

>Warnings would still have their role as the last resort, but given an immersive situational awareness the driver would be more involved, informed and active in his role, so when it is time to hand over from autonomous to human control it’s not a surprise, the context is understood and it will be a mutual decision. (Rupp & King, 2010, p. 14)

Mattern (2013) noted that HMI strategies may require new sensors and functions to facilitate reporting, prioritization, and decision-making, interfacing via tones, vehicle dynamics, and personalization to support intuitive system operation, driver acceptance, and trust in the system. Further, he noted the need to clearly indicate what specific driver assistance functions are offered by a vehicle. Interaction with the system can take advantage of smart devices, gesture recognition, capacitive switches, voice recognition, and HUDs to provide augmented reality. New scanning laser technology in particular offers the possibility of larger display areas for HUDs.

**Driver Monitoring**

Toyota Motor Corporation (2013a, 2013b) described their driver-monitoring system, which constantly monitors the movement of the driver’s head when looking from side to side. If the driver’s head is turned away from the road when the system detects a probable collision, the system will automatically sound a pre-crash warning alarm. If the situation persists, it will briefly apply the brakes. If the driver does not then respond immediately, all automated emergency braking functions will engage. Toyota Motor Corporation (2012) also reported that the company has funded a 3-year project at Stanford University titled *Driver Vehicle Interface for Partly Intelligent Vehicles*. The research will develop a set of psychological principles that will guide the design of a DVI that provides effective, real-time support for drivers of a partially intelligent vehicle (not further defined). This research will culminate with the development of a DVI for a fully operable automated vehicle to verify its effectiveness.

Ford Motor Company (2012b) described the company’s activities to use sensor data from driver-assistance systems, plus biometric data, to develop new methods to estimate driver workload based on traffic and road conditions. The driver workload estimator uses data from active safety sensors plus information on the driver’s use of the throttle, brakes, and steering wheel. Side-looking radar sensors used for blind spot monitoring and the forward-looking camera for the LDWS are continuously active, such that the intensity of the traffic situation around the subject vehicle can be estimated. Biometric data sources include several sensors added to the steering wheel rim and spokes to get more detailed driver information, such as the driver’s heart rate. Infrared sensors on the steering wheel monitor the palms of a driver’s hands as well as his or her face, looking for changes in temperature (a downward-looking infrared sensor under the steering column measures the cabin temperature to provide a baseline for comparing changes in the driver’s temperature). Additionally, a sensor is embedded in the
seat belt to assess the driver’s breathing rate. Ford noted that, with a more complete picture of the
driver’s health and wellness along with knowledge of what is happening outside the vehicle, the car
will have the intelligence to dynamically adjust the alerts provided to the driver and filter interruptions
(Ford Motor Company, 2012b). For instance, in heavy traffic, the vehicle control system could increase
the warning times for forward collision alerts and automatically filter out phone calls and messages,
allowing the driver more time to respond. When the vehicle is on the open road and the driver is
assessed as alert, incoming calls could be presented.

In addition, Mattern (2013) noted that awareness of the driver can be facilitated by monitoring eyes,
head, pulse, and potentially an “Alive Switch” (i.e., a switch that needs to be triggered by a driver in
defined regularity).

**DVI Philosophy and Design Relating to Control Transition**

Beiker and Calo (2010) discussed research needs with regard to the interaction between drivers and
the vehicle when the vehicle navigates autonomously through traffic, especially mixed traffic (i.e.,
automated and non-automated traffic). Assuming situations will occur such that the automated system
requires human intervention, the authors suggested that hand-over scenarios between human and
vehicle need to be researched. On a subjective level, they noted that the extent to which humans
might feel that their individual freedom increases or is being compromised should be addressed, as
well as their perception of trust and safety.

After hand-off to the automated driving function, the driver must maintain vigilance and readiness to
resume control, according to Rupp and King (2010). To provide the proper driver support, the DVI
must evolve to offer immersive situational awareness. Rupp and King cited experiences with
automated aircraft cockpits in which operators are uncertain about what the system is currently doing,
what it will do next, and what it will do in other similar situations. Three factors are deemed important
for an effective DVI (Rupp & King, 2010, p. 9):

1. System will provide timely and specific feedback about the activities and future behavior of
   the agent relative to the state of the world;
2. User will have a thorough mental model of how the system behaves in particular situations;
   and
3. System actions are consistent with prior instructions from the human operator.

Per Rupp & King (2010), the automated system could request the driver to confirm readiness to
resume control; in the event of a non-responsive driver, it would support the option to bring the vehicle
to a suitable non-moving and safely positioned state. What if the driver is deemed unfit to resume
control? In this case, the system’s task may become that of preventing the operator from starting the
car. Therefore, the DVI should include both direct and indirect driver monitoring and interpretation of
operator state to ensure properly coordinated driver assist (Rupp & King, 2010).

Rupp and King (2010) concluded their discussion of DVI with a caution. While future DVI designs over
the coming decades will guide the transition from driver to operator, large step changes in DVI design
may slow consumer acceptance. Therefore, DVI designs should evolve smoothly and gradually,
building upon driver experience with the support and interventions of partial automation.
Chapter 7 Legal / Liability Aspects to Automated Driving

This chapter provides a broad overview of the legal and liability aspects associated with the implementation of automated driving initiatives. The discussion has been divided to address United States perspectives and is followed by a discussion of international perspectives.

U.S. Perspectives

Walker Smith (2013, 2012a) provided the most comprehensive discussion to date of legal issues relating to the sale and use of automated vehicles in the United States. The general conclusion is that the computer direction of a motor vehicle’s steering, braking, and accelerating functions without real-time human input is probably legal. However, issues do exist in the regulatory and liability domain. Walker Smith’s paper centers on the principle that everything is permitted unless prohibited, and covers three key legal regimes: the 1949 Geneva Convention on Road Traffic, regulations enacted by the NHTSA, and the vehicle codes of all 50 states (2012a). Walker Smith’s conclusion is that the Geneva Convention, to which the United States is a party, probably does not prohibit automated driving. The treaty requires every vehicle to have a driver who is “at all times ... able to control” it. He noted this requirement is likely satisfied if a human is able to intervene in the automated vehicle’s operation. Walker Smith’s analysis further concluded that NHTSA’s regulations, which include the Federal Motor Vehicle Safety Standards to which new vehicles must be certified, do not generally prohibit or uniquely burden automated vehicles (2012a).

In tracking state legislative and regulatory actions, Walker Smith (2013) noted that three states (California, Florida, Nevada) and the District of Columbia have enacted legislation related to automated driving. California and Nevada also have considered regulations related to automated driving. In addition, 13 states are beginning to discuss legislative efforts governing automated driving. These efforts are at various stages of the legislative process. Several other states that have not yet implemented legislation regarding autonomous vehicles have brought regulations regarding automation to legislative committee. These states include Hawaii, Massachusetts, Michigan, Minnesota, New Hampshire, New York, Oregon, South Carolina, Texas, Washington, and Wisconsin. Walker Smith also concluded that state vehicle codes probably do not prohibit automated driving, but challenges exist (2012a). These state codes assume that human drivers are using human judgment, and particular rules may functionally require that presence. He observed that many rules mandate “reasonable, prudent, practicable, and safe driving”; these rules have uncertain application to automated vehicles and their users (Walker Smith, 2012a, p. 3). For example, following distance requirements could restrict the operation of close headway vehicle platoons. Walker Smith’s paper included draft language for U.S. states that wish to clarify this status (2012a).

Walker Smith recommended five near-term measures that may help increase legal certainty without producing premature regulation (2012a, p. 3):

---
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1. Regulators and standards organizations should develop common vocabularies and definitions that are useful in the legal, technical, and public realms.
2. The United States should closely monitor efforts to amend or interpret the 1969 Vienna Convention, which contains language similar to the Geneva Convention but does not bind the United States.
3. NHTSA should indicate the likely scope and schedule of potential regulatory action.
4. States should analyze how their vehicle codes would or should apply to automated vehicles, including those that have an identifiable human operator and those that do not.
5. Additional research on laws applicable to trucks, buses, taxis, low-speed vehicles, and other specialty vehicles may be useful, in addition to ongoing research into the other legal aspects of vehicle automation.

Soriano (2013) reviewed California Senate Bill 1298 and the California Department of Motor Vehicles (DMV) activities to respond to the legislation. In summary, Senate Bill 1298 calls for the DMV, by January 1, 2015, to adopt regulations for both manufacturers’ testing of autonomous vehicles and operation of those vehicles on public roadways. The bill authorizes an autonomous vehicle to be operated on public roads for testing purposes by a driver who possesses the proper class of license and after the manufacturer provides evidence of insurance at the level of $5M; only persons designated by the manufacturer may operate the vehicle. For testing purposes, the driver must be seated in the driver’s seat and capable of taking over immediate manual control. In terms of operation by the public, a manufacturer must submit an application to the DMV certifying they meet all testing requirements and safety standards and until DMV approves the application.

Soriano noted that the strategy for development of specific regulations has been split into two packages on differing timescales:

- **Regulatory Package 1 (adoption by December 2013)**
  - Submission of evidence of insurance
  - Marking of vehicle on DMV’s database
  - Other feasible regulations
- **Regulatory Package 2 (adoption by December 2014)**
  - Testing requirements
  - Safety standards
  - Operator license requirements
  - Vehicle registration requirements
  - Other feasible regulations

In addition to expert working groups and public hearings, a Statewide Steering Committee consisting of the following California agencies provides guidance on a range of issues: DMV; Highway Patrol; Department of Insurance; Department of Transportation; Business, Transportation, and Housing Agency; and the Office of Traffic Safety. The NHTSA also has a seat on the committee.

Walker Smith (2012b) also provided a discussion of the ongoing activity to define terminology relating to automated vehicles, including work by NHTSA, SAE, ISO, and Germany’s Federal Highway Research Institute (BASt). He made the point that a coordinated approach to terminology is an important factor in effective legal, technical, and commercial communication.

Khan, Bacchus, and Erwin (2012) examined levels of automation technology development through the long term (i.e., beyond 2025), noting that increasing automation poses major challenges to
government and public policy, as there is no prior experience with the technology. They posit that the advent of automation will require a systematic comprehensive policy framework to address complex issues and also to potentially influence the technology development for societal benefit. This policy framework must be able to deal with uncertainties as well. More specifically, this policy framework would address common technical standards essential for interoperability of systems, safety design standards and regulations, liability and litigation issues, potential incentives for technology adoption, societal benefits, and privacy issues. The authors asserted that the framework should incorporate a methodology to assess automation initiatives to compare costs against the achievement of policy initiatives which include safety, efficiency, mobility, eco-driving, consumer satisfaction, and the needs of special interest groups (e.g., youths, seniors). Since many factors to be included in the automation systems do not have market values or are quantifiable only in subjective terms, a cost-effective method was proposed which captures cost and safety benefits in dollar terms. Benefits that cannot be captured in dollar terms are taken into account by using a utility-theoretic method. Due to uncertainties in cost estimation, costs are expressed in probabilistic terms which take into account empirical data. In their discussion, Khan et al. provided some examples of these key concepts (2012).

**Accident Fault**

Beiker and Calo (2010) discussed the legal challenges of automated driving. They noted that, while the traditional approach to traffic litigation assumed the cause of an accident to be a human or technical failure, or a result of environmental conditions – or a combination of these – the situation is more complex with automated vehicles. They asserted that the automated vehicle will encounter situations which, in a unique set of circumstances, could contribute to crashes, yet not be found to have had a technical failure per se. It is unclear how the courts, or the public, will respond to the prospect of artificial intelligence acting on behalf of humans with life or death consequences. They see a danger of overreaction, even if it can be established that a transition to automated vehicles would lead to far fewer traffic-related fatalities overall. Beiker and Calo (2010) contended that mitigating this issue will require research and education, including methods such as:

- Pilot fleet communities with statistical comparisons
- Extensive beta testing with “limited autonomy”
- Mock trials and focus groups
- Special insurance policies for automated vehicles
- Mandatory data recorders for automated vehicles

They expect that a set of policies can be established to create the necessary legal framework for further development of vehicle automation.

Kalra, Anderson, and Wachs (2009) evaluated how the existing liability regime (i.e., traditional negligence, no-fault liability, and strict liability) would likely:

- Assign responsibility in crashes relating to vehicle automation,
- Identify the controlling legal principles at work, and
- Examine implications for further development and acceptance of the technology.

They found that the existing liability situation does not appear to create unusual liability concerns for owners or drivers of vehicles equipped with automation. Manufacturers’ product liability, however, is expected to increase, as they may be held responsible under several theories of liability for systems that aid the driver but leave him or her in total or partial control.
In particular, current liability law on design defects may hinder the adoption of automated vehicle technologies. Kalra, Anderson, and Wachs (2009) provided the example of an automatic emergency braking system which works to prevent crashes 80 percent of the time; however, the other 20 percent of the time, the technology does not work, and crashes occur as if the technology were absent. Victims in those crashes may sue the manufacturer and argue that the product was defective because it failed to operate properly in their crashes. This argument could be valid under the existing liability doctrine, if it could be established that the product did not work as designed (manufacturing defect), as advertised (misrepresentation), and as warranted. Even though the social benefits are strong, a manufacturer may delay bringing this type of technology to market. Kalra, Anderson, and Wachs asserted that the existing liability regime does a poor job of aligning private incentives with the public good in a situation such as this (2009).

In the event of manufacturer reluctance to bring advanced driver-assistance systems to market, Kalra, Anderson, and Wachs cited consumer education as an important factor in the proper use of the systems (2009). They also posited that federal regulations could preempt state tort suits if the USDOT establishes regulations pertaining to vehicle automation. Another approach offered is to more fully integrate a cost-benefit analysis into the standard for liability in a way that accounts for the consideration of the benefits associated with this technology; here, more research is needed to fully capture costs and benefits.

Kalra, Anderson, and Wachs additionally reviewed the existing literature on the regulatory environment for automated vehicle technologies (2009). They found that, to date, no government regulations exist for these technologies. For industry-led standards to work, they stressed the importance of precisely specifying environmental conditions under which compliance must be met, as well as addressing how diverse populations of drivers may use the technologies. Because drivers are likely to use these technologies in different vehicles created by different manufacturers, they called for standardization of system performance and user interfaces. They asserted that safe use depends on the driver understanding how to use the system as well as understanding its capabilities and limitations (Kalra, Anderson, & Wachs, 2009).

Further, Rupp and King (2010) hold that the driver has legal responsibility for control of the vehicle and must have the ability to override the system via steering, brake, or throttle. This would include the option to request or make maneuvers such as a lane change. The driver may also be requested to confirm appropriateness and acceptance of a system-recommended maneuver.

**European Perspectives**

VDA (i.e., the German automakers association) established a working group on automated driving (Bartels, 2013). Major OEMs and Tier One suppliers are participating. The objective is to create a framework of conditions for establishing the automated driving function. Their focus is on coordination of activities regarding definitions and terminology, international homologation (i.e., the United National Economic Commission for Europe [ECE] Vehicle Regulations), and regulatory law (e.g., The Vienna Convention on Road Traffic 1968, German Road Traffic Code).

Van Dijke and van Schijndel (2012) provide an overall review of the European CityMobil project, which ended in 2011. They noted that the most severe barriers to implementation were legal and administrative. In the legal domain, current European legislation (based on the Treaty of Rome) requires that the driver be responsible at all times for a vehicle that uses public roads. This
requirement raises numerous questions for automated vehicles where there is no driver, such as responsibility in a crash. The authors made the point that the uncertainty is viewed as effectively barring automated systems from using public roads, thus restricting them to private terrains (van Dijke & van Schijndel, 2012). Changes to the existing law are expected to take a significant amount of time.

In the safety and certification domain, van Dijke and van Schijndel (2012) maintained that the key issue is not so much doubt about the safety of automated systems, but the lack of established criteria and methods to certify a system as safe enough. Although such procedures exist for traditional roadway vehicles, such standards do not yet exist for automated transport systems of the type developed in the CityMobil project. To get permission from local authorities for system demonstrations, certification procedures were developed, mainly relying on a Failure Modes, Effects, and Criticality Analysis (i.e., FMECA) process. For a CityMobil demonstration in Rome, the Italian Ministry of Transport accepted the results as the main basis to certify the system. For another demonstration in Abu Dhabi, the Ministry of Transport required an additional analysis before the system was accepted. The authors noted that the process of obtaining certification was time-consuming and highlighted the importance of establishing generally accepted procedures. A next step envisioned was to introduce a set of procedures to the European authorities as a possible future certification standard for automated transport systems (van Dijke & van Schijndel, 2012).
Chapter 8 Timeline of Vehicle Automation

Not surprisingly, a variety of viewpoints exist as to when specific levels of vehicle automation will become available. Some see very rapid rollout. Silicon Beat (2012) quotes Google cofounder Sergey Brin as saying, “You can count on one hand the number of years until people can experience this.” Keane (2013) quotes Anthony Levandowski, product manager for Google’s self-driving car technology, as saying, “We expect to release the technology in the next five years. In what form it gets released is still to be determined.”

Auto industry players generally align in their expectations. AUVSI (2012) reported on comments from industry executives made at the Driverless Car Summit 2012. Dr. Gary Smyth of GM expects “transferred control” (hands/feet off driving) (L2) by the mid-end of the decade and automated driving by the end of the decade. Similarly, Bigman (2013) quoted Nissan CEO Carlos Ghosn at the Detroit Auto Show stating that automated driving will be ready “by the end of this decade.” In addition, Luca Delgrossi of Mercedes spoke to Daimler’s stepwise approach to automated driving. Daimler is looking at automated driving as their final goal and is going step by step to get there. The Daimler progression calls for moving from feet off (today’s ACC) to add hands off, which would require short driver takeover times. The next step would be eyes off requiring moderate takeover times. The ultimate goal would be body out, meaning an unoccupied vehicle. Delgrossi noted that hands off, eyes off, and body out are not certifiable today.

At the more conservative end of the scale, Beene (January 2013) reported on comments made by industry executives at the Automotive News World Congress. Helmut Matschi of Continental AG said automated driving systems will be able to take over for drivers by 2025. He expects TJA will be possible by 2016 and that hands-free driving, which allows drivers to have some time to resume manual control of a vehicle when alerted will be possible by 2020. Ludwig Willisch, CEO of BMW North America, said automated driving technologies will likely enter the market before 2025.

Ford’s Blueprint for Mobility (Bunkley, 2012) provided their vision for the rollout of automated driving other the next several decades.

- **Near term (2012–17)**
  - Implement limited automated functions for parking and driving in slow-moving traffic, including active park assist, ACC, and Active City Stop, which automatically applies the brakes if a crash is about to occur.

- **Midterm (2017–25)**
  - Introduction of semi-automated driving technologies, including driver-initiated “auto pilot” capabilities and vehicle platooning in limited situations.
  - Increasing capabilities of driver-assist technologies, including limited semi-automated and automated highway lane-changing and exiting.
• Long term (2025–30)
  o Arrival of fully automated assist capability, plus the arrival of automated valet functions, in which vehicles park and retrieve themselves.
  o Letting the car take over.


While not providing specific timeframes, Rupp and King (2010) offered a useful sequence of increasing system capability. Specific cases are listed here, along with variations.

• Steady State Control: Limited automated control for a short interval in a specific driving scenario. This control level could be a function like ACC in a single axis. A further extension of this use case would be limited automated control across multiple axes: such as TJA or driving on the highway from entrance ramp to exit ramp, possibly including lane changes. This functionality might be limited to roadways that the vehicle has previously driven and analyzed to be “self-drivable” in terms of GPS availability, number of lanes, etc. The system may still ask the driver for confirmation for certain maneuvers, such as a lane change. Automatic parking and platooning would fit into this use case.

• Transitional Control: This use case addresses scenarios in which vehicles may conflict in intent and space, with support provided through information, advice, warning, or automatic control, ideally as early smooth coordination or as late evasive actions, if necessary. Sub-categories are:
  o Merging at freeway and intersection flow points
  o Assistance at intersections with opposing flow traffic
  o Convenience support at an intersection, such as automatic slowing and stopping for a stop sign or traffic signal
  o Emergency stop on the roadside in case the driver is incapacitated; this would include communicating the emergency situation to surrounding traffic

• Revisiting Known Destinations and Routes: This use case extends to all roads but is still restricted to roadways that the vehicle has already traversed and passively assessed. In this case, the vehicle only has to confirm interactions with the environment, rather than analyze the entire situation in real time. Subcategories are:
  o Areas frequently traveled, for example, from home to work, such that the system has high confidence in familiarity and low likelihood of change in the nature and condition of the infrastructure and the typical traffic flow.
  o A vacation or holiday destination, which is a longer distance and less frequently traveled, introducing a greater situational variability since the last traversal and increasing demand on the automated system to recognize changes in the infrastructure and traffic flow characteristics.
  o A fully automated local shuttle scenario described as “a limited pre-implementation feasibility demonstration and learning opportunity only.” The shuttle would function as a test bed where the new DVI, situational awareness, and control functionality can be assessed for reliability and robustness. They posit that this type of shuttle could operate on a private road network.

• Traversing Unknown Routes: The General Case represents full automated vehicle functionality, extending to situations not previously assessed. The vehicle is capable of handling all scenarios. Rupp and King noted (2013) that full functionality should achieve
“at least the same outcome as the human driver when encountering new situations, but with the greater diligence and situational awareness, as well as rapid recognition of subtle novelty that a machine can have.” This full capability would include any configuration of intersection, operating in the full range of weather conditions, operating on poorly marked or non-paved roads, and handling scenarios which require evasive action in traffic, even including the possibility of assessing and using driving surfaces off-road.

Rupp and King concluded by noting that the evolution to this end state will parallel the evolution from the horse-drawn to the automobile carriage, which they characterize as:

a period of initial caution and low acceptance, initial innovation and invention, use by early adopters, followed finally by rapid innovation and expansion, mass market penetration, and standardization.

Full consumer acceptance will depend on consumers observing early adopters long enough to build trust in automated systems (Rupp & King, 2010).

Schumacher (2013) offers the following timeline, which follows the definitions of Levels 2, 3, and 4, respectively:

- **2016 – Partially Automated**: Monitoring of the system required; the driver needs to be able to take over the driving task at any moment. Example: S & G ACC up to approximately 56 km/h (30 mi/h)
- **2020 – Highly Automated**: Monitoring of the system is not required; the driver needs to be able to take over the driving task with lead time. Example: S & G ACC (highway)
- **2025 – Fully Automated**: Monitoring of the system is not required; the driver does not need to take over the driving task. Example: Highway driving up to 130 km/h (approximately 81 mi/h)
Chapter 9 Summary

This document seeks to provide a summary of past research work, a view of the current state of automation technology, and information on emerging system concepts. This summary is provided within the context of L2 and L3 automation concepts. It is, however, important to note that the literature review performed as part of this task is not meant to be a comprehensive effort; instead it expands upon previous and recent literature reviews performed on this topic for the USDOT.

Government-sponsored research programs have been a major force behind the development of some L2 and L3 automated driving concepts. European and Asian government research efforts have furthered development of concepts such as vehicle platoons, speed adaptation, automation for personal mobility, and general L2/L3 vehicle operations. In addition, a number of automakers and suppliers are either preparing to or actively working towards fielding L2 and L3 automated vehicles in the near future. The motivation for automakers is centered on issues of safety, convenience, enabling multitasking, and increasing mobility. These motivations are also reflected in the ongoing development of systems such as TJA and various highway-speed automated driving aids.

In addition to studies directly addressing automated driving, this effort has sought out studies not directly focused on automation yet dealing with tasks and scenarios relevant to automated driving. Further, information regarding differing policy approaches has been summarized in order to provide a more relevant context for the state of vehicle automation. Automated driving-relevant databases are available; this document identifies databases of this type in support of future research efforts. Finally, without attempting to predict the future actions of the market, regulatory bodies, or manufacturers, the timeline of vehicle automation was provided in the interest of summarizing discussions and publicly released information on forthcoming L2 and L3 automated vehicles.

As the primary focus of this review was to perform an initial Human Factors assessment of driver performance and behavior, the remaining portion of this chapter will draw attention to the key findings associated from the literature. Additionally, this discussion includes an overview of the findings resulting from the review of articles, summaries, and presentations from OEMs and suppliers which shed additional light on their roadmap for automation and philosophy for driver role.

Studies of Automated Driving

Government-sponsored research programs play an important role in stimulating research and development and policy initiatives in vehicle automation. Key programs and findings related to the current effort were reviewed. More in-depth discussions about many of the projects presented can be found in the recently released literature reviews of international activity in cooperative vehicle-highway automation systems (Shladover, 2012a, 2012b).

Studies of automated driving have demonstrated that automated vehicles have the potential to aid in overall driving performance. In the military setting, automated vehicles have proved successful in convoy situations (Schoenherr, 2009) and have been shown to improve gap distance maintenance.
and improved panic stopping distances over non-automated systems (Thiessen, 2011). Additionally, researchers found that automated systems resulted in significantly less participant fatigue and improved performance (Theisen, 2011). When used for patrol operations, automated vehicles have replaced soldiers on the front lines, possibly reducing soldiers’ exposure to gunfire or other confrontations (Main, 2013). Safety benefits are also seen in private industry, where automated vehicles have been used in mines as haul trucks (Rio Tinto, 2012). In the academic setting, several efforts, including the University of Braunschweig in Germany’s Leonie vehicle, the VisLab Intercontinental Autonomous Challenge, the Oxford University RobotCar project, and work completed at the Karlsruhe Institute of Technology have focused on developing an automated vehicle that incorporates highly integrated sensors and cameras in order to provide a low-cost solution (Northdurft, 2011; Broggi et al., 2012; Bertozzi et al., 2011; Lee, 2013; Karlsruhe, 2013; Lenz, 2013). In a simulator setting, Neubauer et al. (2012) assessed the impact of L3 automation on fatigue, stress, and workload and suggested that additional solutions which maintain driver engagement and address the vulnerabilities of fatigue-prone drivers should be sought.

**Research Approaches Supporting Automated Driving**

More extensive work has been performed examining what may be considered underlying Human Factors technologies that could be considered as part of an L2 or L3 automated system. These efforts include the DVI design and evaluative approaches of IVIS, especially with regard to such systems’ effect on driver workload. Further efforts are associated with the development of ACC and FCW systems, lane maintenance and LDWS, and connected vehicle initiatives. The following key Human Factors issues related to these enterprises were identified.

**IVIS and Associated DVI Issues**

While distraction is a concern, when designed properly an IVIS can aid driving. Davidse et al. (2009) found that driver performance in both older and younger drivers improved when provided with information on right-of-way regulations, obstructed intersection views, and safe gaps to cross or join traffic streams, resulting in safer driving performance without increasing workload. A key aspect is maintaining situational awareness and monitoring situational developments when interacting with in-vehicle devices (Rauch et al., 2010; Reimer et al., 2010, Merat et al., 2012). Kaber et al. (2012) explored the effects of visual, cognitive, and simultaneous visual and cognitive distraction on operational (braking, accelerating) and tactile (maneuvering) tasks and found that the three types of distraction increased workload. They found that drivers were better able to adapt to visual distraction through increased headway while tactical control behavior was less conducive to adaptation. However, drivers engaged in tactile control were able to perceive the higher workload when presented with simultaneous distractions, and, as a result, prioritize the driving task. When looking at the effects a secondary task has on primary-driving-task performance degradation, several have found it beneficial to use the lane change task (Benedetto et al., 2011) or a lane change task adapted to automated driving conditions (Spießl, 2011; Spießl & Hussmann, 2011).

A number of research efforts have focused on information presentation. Two separate meta-analyses efforts explored the use of tactile and auditory interruptions (Lu et al., 2013; Lu et al., 2011). Researchers found that tactile interruptions were responded to 6% faster than auditory interruptions and resulted in no significant differences in task performance and no speed-accuracy tradeoff. When taking into account moderator variables, they recommend using tactile cues for low-complexity IT conditions and for notification alerts and using auditory cues for high-complexity IT conditions and...
urgent alerts. Much research has focused on the use of force-feedback (haptic) shared control as a DVI that can provide for shared control between human-automation interactions (Abbink et al. 2012). Research has shown that haptic shared control can lead to short-term performance benefits, including improved car following behavior (Abbink et al., 2008), curve negotiation (Mulder et al., 2012; Mulder et al., 2008; Mulder & Abbink, 2010), lane keeping (Tsoi et al., 2010), collision avoidance maneuvers (Penna et al., 2010; Brandt et al., 2007), and task performance (Griffiths & Gillespie, 2005).

Trust in Automated Vehicles

Several studies have examined drivers' trust and acceptance of automated systems. Systems that were able to both take control over vehicle actions and also provide information to the driver about the driving goals were judged to be more trustworthy and acceptable than systems that take control without providing information (Verbene et al., 2012). Similarly, communicating situations in which the automated system is uncertain about a situation was found to improve users' trust in automation and system acceptance (Beller et al., 2013). As compared to the impact that trust and satisfaction that aesthetics plays in mobile commerce or websites, initial research indicates that system aesthetics has little impact on users' trust and acceptance of automated systems (Weinstock et al., 2012).

Researchers have also explored trust associated with automated system accuracy (Weinstock et al., 2012) and reliability. Findings suggest that initial perceptions of reliability levels impact both subsequent reliability estimates and trust ratings (Blair et al., 2012). Results indicated that false alarms diminish trust and compliance, whereas the context associated with unnecessary alarms fostered trust as compliance during subsequent events (Lees & Lee, 2007). Additionally, findings suggest that providing drivers with continuous information about the state of automation may be more effective than warning drivers of imminent crash risk when the system fails (Seppelt & Lee, 2007). Increasing driver education as to system functionality and limitations may be warranted (Larsson, 2010). As drivers become more aware of system limitations, they may actually interact with the system more, thus keeping them in the loop (Larsson, 2012). Following gaps also affect drivers' opinions of the automated systems. For example, the PATH research found that participants' were generally receptive to CACC following distances that were shorter than 1s. When compared to manual driving preferences, the time-gap settings offered by ACC systems resembled time gaps participants would keep while driving manually in light to medium traffic, while CACC systems were closer to the time gaps that drivers would keep while driving manually in heavy traffic (Shladover et al., 2009; Nowakowski et al., 2010; Shladover et al., 2011).

ACC, FCW, and Connected Vehicles

Key studies explored underlying driver behavior and performance issues that arise from such advanced technologies as ACC, FCW, and LDWS. Several large-scale FOTs have been conducted in this area. The RDCW FOT observed a 10- to 60-percent reduction in departure conflict frequency at speeds over 88 km/h (55 mi/h) when the system was activated. Participants also gave the following features favorable ratings: LDW and CWS alert times, LDW and CWS missed alert frequency, and LDW false-positive alert frequency (Wilson et al., 2007). Results of the ACAS FOT indicated a reduction in the incidence of tailgating as compared to unassisted drivers. In terms of driver acceptance, the ACC system acceptance was uniformly high, but mixed for the FCW, possibly owing to the reduction in workload and stress afforded by the ACC and the credibility issues resulting from the false alarms generated by the FCW system (GM, 2005). The CAMP FCW provided additional insight into the development of a DVI to accompany an FCW, how driver behavior and judgments compared under on-road versus simulated driving approach conditions, and recommendations for simulated scenario design (Keifer et al., 2005). Findings included the identification of a single-stage,
dual modality (auditory and visual) alert that was found to be robust, effective, and judged appropriate across a wide range of tested conditions.

In addition to the large-scale FOTs, further efforts inform the knowledge base regarding the effects of stress and mood, reaction times in critical situations, use patterns of early adopters, driver following, and headway patterns. Funke et al. (2007) explored the effects of stress, vehicle automation, and subjective state on driver performance and mood. The findings suggested the potential benefits that the DSI screening tool may have for driver personnel selection efforts and the need to educate drivers, especially inexperienced drivers, about the negative consequences of stress. Vollrath et al. (2011) found that although drivers did not shift more attention to secondary tasks when driving with ACC, drivers did exhibit delayed reactions in critical situations. Among early adopters of ACC, safety implications were associated with individuals’ level of understanding, level of trust in automation, and driving style and personality. An evaluation of in-car displays (i.e., an iconic display, a flashing iconic display, and a representation of the radar data) used to support S&G ACC found that drivers correctly identified more changes detected by the system with the radar data display than with the other displays; however, the higher detection of workload accompanied the increased detection (Stanton et al., 2011). Naturalistic driving results suggested that the presence of a warning in an IVBSS resulted in increased headways and faster responses to forward conflicts. Saffarian et al. (2012) also looked at driving headways, in this case those associated with fog conditions in automated and manual driving scenarios, with findings indicating that the two main advantages in maintaining close headway in fog are reduced perceived risk and improved lateral control. Further, no differences in risk perception were found between manual and automated driving when following distances were taken. When looking at the effects of time-gap settings and contents of secondary tasks on bus drivers’ performance when regaining control from ACC in a car-following scenario during expressway driving, Lin et al.’s (2009) results indicated that safer time gaps were longer than 1.60 s for non-secondary task distraction and longer than 2.08 s for being continuously distracted by secondary tasks. Situational awareness benefits were associated with the alerts presented in the SAFE-Trip 21 Initiative, with drivers finding the alerts most useful when traffic cues appeared unexpectedly.

While these findings are informative, it should be noted the majority of the studies included a limited number of participants and involved simulated or test conditions. Even in the case of real-world applications, longer-term studies would provide further insight as to the effects of automation over time. As such, many of the researchers included above noted the need for future research (e.g., Thiessen, 2011; Davidse et al., 2009; Abbink et al., 2012; Weinstock et al., 2012; Lees & Lee, 2007). An associated issue to be explored relates the education provided with the system, whether additional training is necessary and what effects additional information and/or system experience may have on system understanding and use (e.g., Larsson, 2010; Funke et al., 2007; Vollrath et al., 2011).

**Lessons Learned from Other Domains**

Several studies provide insights for systems engineers, particularly in regard to adaptive and co-adaptive systems. Feigh et al. (2012) provided a systemic framework that categorized the ways in which adaptive systems can modify their behaviors as well as trigger mechanisms through which adaptive systems can sense the current situation and decide to adapt. Christensen and Estepp (2013) expanded upon the theory of adaptive aiding by measuring the effectiveness of co-adaptive aiding, concluding that a third day of testing extended the time period which provided enough time and experience for user adaptation as well as online system adaptation. Niederée et al. (2012) concluded a need exists to focus on automation’s observability when designing highly automated systems,
especially in safety-critical domains. Cognitive countermeasures were found to be effective at mitigating excessive focus issues in the UGV environment (Dehais et al., 2011). Further, the principle of cognitive countermeasures could be applied to a large domain of applications that involve human operations interaction with critical systems. The use of memory stores for controlling an adaptive system was found to provide insight into the impact of cueing of mode transitions which can also inform future system designers (Kaber & Kim, 2011). Rovira and Parasuraman (2010) found that conflicts were detected faster and more accurately with reliable automation than with manual performance; however, even highly reliable yet imperfect automation resulted in serious negative effects on operator performance. Therefore, system designers were urged to provide users with feedback on the state of the automation or other tools that allow for inspection and analysis of the data underlying the conflict probe algorithm.

Imperfect automation systems were also found to be detrimental within the context of a simulated military multitasking environment. In this case, false-alarm-prone automation errors were more detrimental to those with higher perceived attentional control while miss-prone automation errors were more harmful for those with lower perceived attention control (Chen & Barnes, 2012). Further, visual cueing was preferred by those with low spatial ability while those with high spatial ability favored tactile cueing. These findings were further supported by Chen and Terrance (2009), who found similar cueing preferences. Within the management of a team of ground robots, researchers found that participants’ attentional control and video game experience affected their overall multitasking performance and that participants with greater spatial ability consistently outperformed low-spatial-ability counterparts in tasks requiring effective visual scanning (Chen & Barns, 2009). In terms of display, Neyedi et al. (2011) evaluated display formats for automation combat identification aids and found that integrated display and mesh display formats were the most effective.

Military-based research also provided insight into the effects of automation on task performance. Distraction due to boring, low-task-environments were found to be manageable through efficient attention switching; however, additional research is needed to determine the frequency and duration of attention state switches (Cummings et al., 2013). For those human operators supervising multiple UAVs and UGVs under high-workload conditions, adaptive automation (i.e., automation in which individual operator change detection performance was assessed in real time and used to invoke the ATR only when change detection was below a threshold) was shown to have beneficial effects (Parasuraman et al., 2009). Findings also suggested that overload of information may be an issue for UAV interface designers (Guznov et al., 2011).

In the rail domain, research has focused on the impact of automation on human resource management. Cunningham (2007) noted that within the rail industry efforts implemented to aid in the management of human performance include psychometric testing, limited workdays, regular breaks, and fatigue education. Vlad and Tatarnikov’s (2011) findings also support the need for fatigue education. In a small qualitative study, Balfe et al. (2012) found that staff developed coping mechanisms to compensate for generally low levels of understanding about the automated system and an inability to predict automation system actions. Additionally, Pickup et al. (2010) developed a tool, the ODEC, for determining mental workload in signal operators for human resource management purposes; this tool may have applications in other domains.

Control system automation research provided insight on the effects of individual differences which may have implications for user acceptance and system reliance. McBride et al. (2010) found that in a dual-task scenario, younger adults outperformed older adults and exhibited less dependence on the automation and took significantly less time to verify automation suggestions than older adults who
reported greater trust in the automation and experienced higher workloads. Jipp (2012) explored individual differences in fine motor skills and found performance to be negatively affected by those with lower fine motor skills. The effects of the influence of implicit attitudes towards automation were also explored (Merritt et al., 2012). Researchers concluded that implicit attitudes have important implications for trust; users may not be able to accurately report why they experience a given level of trust; measurements of explicit and implicit predictors may be necessary to understand why users trust, or fail to trust, automation. Mood also influences reliance on and trust in automated systems (Merritt, 2011). Happiness significantly increased trust and liking for the automated system. Furthermore, liking a new system may be key to appropriate automation reliance. As Merritt notes, positive affect can be easily induced; therefore it may be a lever for increasing liking. Reichenback et al. (2011) noted the benefits of automation as countermeasures. Automation was found to help protect performance after a period of wakefulness. Also, those suffering from sleep loss reallocated resources and showed more attentive behaviors towards possible automation failures.

Industry Activity

This literature search found that the majority of automakers active in the United States, one truck OEM, and Google have made public statements as to their ongoing development of automated driving systems. Some stress safety as foremost, others also note the ability for drivers to do other things while driving as a key benefit of this technology. Several note the value of automated driving to extend mobility for the disabled and elderly.

The majority of product-oriented industry activity focuses on L2 automation in highway driving. In the low-speed domain, model year 2014 Traffic Jam Assist products from two OEMs have been announced, which include limited abilities at regular highway speeds as well. Several OEMs and suppliers are actively testing full-capability L2 systems (including automatic lane changing) on public roads at highway speeds to evaluate the robustness of the systems. For L3 automation, the need for redundancy in signals, software, and electrical systems has been noted since the driver role is diminished. Activity at Level 4 automation focuses on implementation of an emergency stop assistant as well as a “commuting system.” Public road testing is underway for all these levels.

For automation in urban driving environments, the majority of published work examining city driving has come from Europe. In many cases, this builds on prototypes created for the DARPA Urban Challenge. Systems under development and test aim for full situational awareness and proper behavior on multi-lane city streets, narrow streets, and at intersections, detecting and responding appropriately to other traffic and pedestrians. Special-purpose urban vehicles will be tested in European cities in the near term, and one commercial urban vehicle for pedestrian zones has entered the market.

Automated valet parking is a topic of high interest as well and could serve as a near-term stepping stone to on-road automation.

Technology Challenges

A majority of the activity in developing technology to accomplish automated driving focuses on situational awareness and decision-making, as well as on overall system robustness and test methods. Key challenges and requirements for automated driving were noted as:
• Providing fault-tolerant/fail-safe automated vehicle control (with driver-in-the-loop)
  o Ability to handle faults so that systems are “fail-operational”
• Maintaining situational analysis in complex environments
  o Object detection capability to minimize false negatives
  o Detection of all relevant road elements
• Addressing emergency situations and rare events
• Integration of V2X communications including security/privacy, interoperability, signal congestion
• Low sensitivity to weather and lighting conditions
• Physical redundancy

Some view V2V and V2I network communications as an additional sensor that will improve the accuracy and timeliness of information when fused with other onboard sensors, extending sensing beyond line of sight and providing information about traffic, weather, road condition, and states of nearby vehicles.

Several sources noted the need for robust safety testing, including on-road testing in the range of millions of kilometers. Experts have observed that specific development and test procedures over and above current methods used for active safety systems are needed for testing automated driving.

**User Issues**

Does the public want automated driving? Consumer surveys have reported numbers as high as 49% and as low as 18% favorable towards having an automated vehicle. Males, owners of premium vehicles, and those living in urban areas were found to have higher interest. Based on customer clinics in the European SARTRE project, project engineers concluded that automated driving is easy to adapt to “for most people” (Coelingh, 2013). Further, they concluded that half of today’s car buyers are ready to embrace autonomous driving and that “a majority of tomorrow’s car owners will not buy a car without it” (Coelingh, 2013).

Potential user issues with automated vehicles include, but are not limited to, the following. The importance of the driver having a clear understanding of system modes was noted. The ability to use driver state sensing to monitor the focus of the driver’s attention plus the driver’s intention is of high interest and development is underway by several OEMs. As one view, an active partnership between the driver and the vehicle system was described, key factors are coordination (sharing information), cooperation (aware of and support for each other’s goals), and collaboration (working on a shared project). Work is also underway to develop “cognitive automobiles” which integrate probabilistic reasoning and knowledge of human driving to make behavior decisions. For complex traffic scenarios, one aim of the current research is to intelligently filter information to avoid overloading the driver, as well as to adapt information presentation to the driver’s current state; ideally this will result in the driver receiving information much earlier, thus allowing him or her to anticipate traffic situations rather than simply react to them.
Legal / Liability Aspects

United States

Legal experts have generally concluded that the computer direction of a motor vehicle’s steering, braking, and accelerating functions without real-time human input is probably legal (Walker Smith 2013; 2012a). Further, the Geneva Convention, to which the United States is a party, probably does not prohibit automated driving. Additionally, NHTSA’s Federal Motor Vehicle Safety Standards do not generally prohibit or uniquely burden automated vehicles.

Three states (California, Florida, Nevada) and the District of Columbia, have enacted legislation related to automated driving. California and Nevada also have considered regulations related to automated driving.

Walker Smith recommended five near-term measures that may help increase legal certainty without producing premature regulation (2012a, p. 3):

- Regulators and standards organizations should develop common vocabularies and definitions that are useful in the legal, technical, and public realms.
- The United States should closely monitor efforts to amend or interpret the 1969 Vienna Convention, which contains language similar to the Geneva Convention but does not bind the United States.
- NHTSA should indicate the likely scope and schedule of potential regulatory action.
- States should analyze how their vehicle codes would or should apply to automated vehicles, including those that have an identifiable human operator and those that do not.
- Additional research on laws applicable to trucks, buses, taxis, low-speed vehicles, and other specialty vehicles may be useful, in addition to ongoing research into the other legal aspects of vehicle automation.

A great deal of attention is now focused on the California regulatory process for automated driving. Soriano (2013) reviewed California Senate Bill 1298, which calls for the California DMV to adopt regulations for both manufacturers’ testing of autonomous vehicles and operation of those vehicles on public roadways by the beginning of 2015. This work is proceeding in two phases to meet the legislature’s deadline.

Khan, Bacchus, and Erwin (2012) noted that increasing automation poses major challenges to government and public policy, as there is no prior experience with the technology. They expect that the advent of automation will require a systematic comprehensive policy framework to address complex issues such as technical standards, potential incentives for technology adoption, and societal benefits.

As to liability, Beiker and Calo (2010) noted that the situation is more complex with automated vehicles, concluding that it is unclear how the courts, or the public, will respond to the prospect of artificial intelligence acting on behalf of humans with life or death consequences. They expect that a set of policies can be established to create the necessary legal framework for further development of vehicle automation.

Kalra and Wachs (2009) found that the existing liability situation does not appear to create unusual liability concerns for owners or drivers of vehicles equipped with automation. Manufacturers’ product liability, however, is expected to increase, as they may be held responsible under several theories of
liability for systems that aid the driver but leave him or her in total or partial control. They also posited that federal regulations could preempt state tort suits if the USDOT establishes regulations pertaining to vehicle automation. Another approach offered is to more fully integrate a cost-benefit analysis into the standard for liability in a way that accounts for the consideration of the benefits associated with this technology; here, more research is needed to more fully capture costs and benefits.

Europe

VDA (i.e., the German automakers association) established a working group on automated driving (Bartels, 2013). Major OEMs and Tier One suppliers are participating. The objective is to create a framework of conditions for the establishment of the automated driving function. Their focus is on coordination of activities regarding definitions and terminology, international homologation (i.e., the United National Economic Commission for Europe [ECE] Vehicle Regulations), and regulatory law (e.g., The Vienna Convention on Road Traffic 1968, German Road Traffic Code).

Van Dijke and van Schijndel (2012) make the point that the uncertainty is viewed as effectively barring automated systems from using public roads, thus restricting them to private terrains. Changes to the existing law are expected to take a significant amount of time. With regard to CityMobil urban vehicles, they noted that a next step envisioned was to introduce a set of procedures to the European authorities as a possible future certification standard for automated transport systems (van Dijke & van Schijndel, 2012).

Timeline

Auto industry players generally align in their expectations as to when specific levels of vehicle automation will become available. Assimilating various comments from industry players, the following timeline is representative:

- 2016 (Level 2): combined lateral and longitudinal control with monitoring of the system required; the driver needs to be able to take over the driving task at any moment. Stop-and-go driving on a limited access highway at low speeds is frequently mentioned.
- 2020 (Level 3): highly automated driving at highway speeds in which active monitoring of the system is not required; the driver needs to be able to take over the driving task with some reasonable lead time.
- 2025 (Level 4): fully automated driving on highways in which monitoring of the system is not required and the driver does not need to take over the driving task.

While researchers are actively developing automated systems for non-highway urban street environments, at this time no concrete statements have been made as to when this capability might be commercially available.
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# APPENDIX A. List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td>Adaptive Cruise Control</td>
</tr>
<tr>
<td>ACAS</td>
<td>Automotive Collision Avoidance System</td>
</tr>
<tr>
<td>ADAS</td>
<td>Advanced Driver Assistance Systems</td>
</tr>
<tr>
<td>ADPTS</td>
<td>(The Netherlands) Advanced Public Transport Systems</td>
</tr>
<tr>
<td>ADS-B</td>
<td>Automatic Dependent Surveillance - Broadcast</td>
</tr>
<tr>
<td>AHS</td>
<td>Advanced cruise-assist Highway System (AHS)</td>
</tr>
<tr>
<td>AiTR</td>
<td>Aided Target Recognition</td>
</tr>
<tr>
<td>ALCT</td>
<td>Autonomous Lane Change Test</td>
</tr>
<tr>
<td>AMAS</td>
<td>Advanced Driver Assistance Systems</td>
</tr>
<tr>
<td>AQuA</td>
<td>Automated Queue Assistance</td>
</tr>
<tr>
<td>ARC</td>
<td>Automated Assistance in Roadwork and Congestion</td>
</tr>
<tr>
<td>ARS</td>
<td>Automatic Route Setting</td>
</tr>
<tr>
<td>ASAS</td>
<td>Airborne Separation Assurance System</td>
</tr>
<tr>
<td>ATC</td>
<td>Air Traffic Control</td>
</tr>
<tr>
<td>ATM</td>
<td>Air Traffic Management</td>
</tr>
<tr>
<td>ATR</td>
<td>Automatic Target Recognition</td>
</tr>
<tr>
<td>ATSP</td>
<td>Air Traffic Service Providers</td>
</tr>
<tr>
<td>BASst</td>
<td>Bundesanstalt für Straßenwesen</td>
</tr>
<tr>
<td>CACC</td>
<td>Cooperative Adaptive Cruise Control</td>
</tr>
<tr>
<td>CAMP</td>
<td>Crash Avoidance Metrics Partnership</td>
</tr>
<tr>
<td>CAN</td>
<td>Controller Area Network</td>
</tr>
<tr>
<td>CAST</td>
<td>Convoy Active Safety Technology</td>
</tr>
<tr>
<td>CC</td>
<td>Cruise Control</td>
</tr>
<tr>
<td>CDTI</td>
<td>Cockpit Display of Traffic Information</td>
</tr>
<tr>
<td>CIB</td>
<td>Collision-imminent Braking</td>
</tr>
<tr>
<td>CMB</td>
<td>Collision Mitigating Braking</td>
</tr>
<tr>
<td>CR&amp;D</td>
<td>Conflict Resolution and Detection</td>
</tr>
<tr>
<td>CSW</td>
<td>Curve-Speed-Warning Subsystem</td>
</tr>
<tr>
<td>DALI</td>
<td>Driver Activity Load Index</td>
</tr>
<tr>
<td>DARPA</td>
<td>Defense Advanced Research Projects Agency</td>
</tr>
<tr>
<td>DMV</td>
<td>Department of Motor Vehicles</td>
</tr>
<tr>
<td>DGPS</td>
<td>Differential Global Positioning System</td>
</tr>
<tr>
<td>DSA</td>
<td>Driver State Assessment</td>
</tr>
<tr>
<td>DSI</td>
<td>Driver Stress Inventory</td>
</tr>
<tr>
<td>DSRRC</td>
<td>Dedicated Short Range Communications</td>
</tr>
<tr>
<td>DSSQ</td>
<td>Dundee Stress State Questionnaire</td>
</tr>
<tr>
<td>DVI</td>
<td>Driver-Vehicle Interface</td>
</tr>
<tr>
<td>EC</td>
<td>European Commission</td>
</tr>
<tr>
<td>EEG</td>
<td>Electro Encephalography</td>
</tr>
<tr>
<td>EID</td>
<td>Ecological Interface Design</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>EKG</td>
<td>Electrocardiogram</td>
</tr>
<tr>
<td>EOG</td>
<td>Electrooculography</td>
</tr>
<tr>
<td>ERASMUS</td>
<td>En Route ATM (Air Traffic Management) Soft Management Ultimate System</td>
</tr>
<tr>
<td>ESA</td>
<td>Emergency Stopping Assistant</td>
</tr>
<tr>
<td>FAA</td>
<td>Federal Aviation Administration</td>
</tr>
<tr>
<td>FCW</td>
<td>Forward Collision Warning System</td>
</tr>
<tr>
<td>FCW+</td>
<td>Forward Collision Warning and Braking System</td>
</tr>
<tr>
<td>FLR</td>
<td>Forward Looking Radar</td>
</tr>
<tr>
<td>FMECA</td>
<td>Failure Modes, Effects, and Criticality Analysis</td>
</tr>
<tr>
<td>FMS</td>
<td>Flight Management Systems</td>
</tr>
<tr>
<td>FOT</td>
<td>Field Operational Test</td>
</tr>
<tr>
<td>GM</td>
<td>General Motors Corporation</td>
</tr>
<tr>
<td>GOMS</td>
<td>Goal, Operators, Methods, and Selection model</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>HAD</td>
<td>Highly Automated Driving on Freeways</td>
</tr>
<tr>
<td>HAVEit</td>
<td>Highly Automated Vehicles for Intelligent Transport</td>
</tr>
<tr>
<td>HMI</td>
<td>Human-Machine Interface</td>
</tr>
<tr>
<td>HUD</td>
<td>Heads-Up Display</td>
</tr>
<tr>
<td>I2V</td>
<td>Infrastructure To Vehicle</td>
</tr>
<tr>
<td>ICA</td>
<td>Integrated Cruise Assist</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and Communication Technologies</td>
</tr>
<tr>
<td>ISI-PADAS</td>
<td>Integrated Human Modelling and Simulation to support Human Error Risk Analysis of Partially Autonomous Driver Assistance Systems</td>
</tr>
<tr>
<td>ISA</td>
<td>Intelligent Speed Adaptation</td>
</tr>
<tr>
<td>ISO</td>
<td>International Standards Organization</td>
</tr>
<tr>
<td>IT</td>
<td>Interrupting Task/Signal</td>
</tr>
<tr>
<td>ITS</td>
<td>Intelligent Transportation Systems</td>
</tr>
<tr>
<td>IVBSS</td>
<td>Integrated Vehicle-Based Safety System</td>
</tr>
<tr>
<td>IVIS</td>
<td>In-Vehicle Information Systems</td>
</tr>
<tr>
<td>JSD</td>
<td>Joint System Demonstrator</td>
</tr>
<tr>
<td>LAADS</td>
<td>Limited-Ability Autonomous Driving Systems</td>
</tr>
<tr>
<td>LCT</td>
<td>Lane Change Test</td>
</tr>
<tr>
<td>LDW</td>
<td>Lateral Drift Warning Subsystem</td>
</tr>
<tr>
<td>LDWS</td>
<td>Lane Departure Warning Systems</td>
</tr>
<tr>
<td>LED</td>
<td>Light-emitting Diode</td>
</tr>
<tr>
<td>LKAS</td>
<td>Lane Keeping Assist System</td>
</tr>
<tr>
<td>MEST</td>
<td>(South Korea) Ministry of Education Science and Technology</td>
</tr>
<tr>
<td>MLIT</td>
<td>Ministry of Land, Infrastructure, Tourism, and Transport</td>
</tr>
<tr>
<td>METI</td>
<td>Ministry of Economy, Trade and Industry</td>
</tr>
<tr>
<td>MKE</td>
<td>(South Korea) Ministry of Knowledge Economy</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NASA-TLX</td>
<td>NASA Task Load Index</td>
</tr>
<tr>
<td>ND</td>
<td>Navigation Display</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>NHTSA</td>
<td>National Highway Traffic Safety Administration</td>
</tr>
<tr>
<td>N·m</td>
<td>Newton meter</td>
</tr>
<tr>
<td>OEMs</td>
<td>Original Equipment Manufacturers</td>
</tr>
<tr>
<td>ODEC</td>
<td>Operational Demand Evaluation Checklist</td>
</tr>
<tr>
<td>OT</td>
<td>Ongoing Task</td>
</tr>
<tr>
<td>PASAS</td>
<td>Predictive Airborne Separation Assurance System</td>
</tr>
<tr>
<td>PATH</td>
<td>California Partners for Advanced Transportation Technology</td>
</tr>
<tr>
<td>PRT</td>
<td>Personal Rapid Transit</td>
</tr>
<tr>
<td>RDCWS</td>
<td>Road-Departure Crash Warning System</td>
</tr>
<tr>
<td>RGT</td>
<td>Repertory Grid Technique</td>
</tr>
<tr>
<td>RPA</td>
<td>Remotely Piloted Aircraft</td>
</tr>
<tr>
<td>S&amp;G ACC</td>
<td>Stop and Go ACC</td>
</tr>
<tr>
<td>SAFO</td>
<td>Safety Alert for Operators</td>
</tr>
<tr>
<td>SARTRE</td>
<td>Safe Road Trains for the Environment</td>
</tr>
<tr>
<td>Teleop</td>
<td>Teleoperated Uninhabited Ground Vehicles</td>
</tr>
<tr>
<td>TJA</td>
<td>Traffic Jam Assist</td>
</tr>
<tr>
<td>TIS-B</td>
<td>Traffic Information Services - Broadcast</td>
</tr>
<tr>
<td>TTC</td>
<td>Time-to-Collision</td>
</tr>
<tr>
<td>UAs</td>
<td>Unnecessary Alarms</td>
</tr>
<tr>
<td>UAVs</td>
<td>Uninhabited Air Vehicles</td>
</tr>
<tr>
<td>UGVs</td>
<td>Uninhabited Ground Vehicles</td>
</tr>
<tr>
<td>UR:BAN</td>
<td>Urban Space: User-Oriented Assistance Systems and Network</td>
</tr>
<tr>
<td>USDOT</td>
<td>US Department of Transportation</td>
</tr>
<tr>
<td>UV</td>
<td>Unmanned Vehicle</td>
</tr>
<tr>
<td>VDU</td>
<td>Visual Display Unit</td>
</tr>
<tr>
<td>V2I</td>
<td>Vehicle to Infrastructure</td>
</tr>
<tr>
<td>V2V</td>
<td>Vehicle to Vehicle</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Networking</td>
</tr>
</tbody>
</table>
## APPENDIX B. Study Summary Tables

### Table B-1. Summary of Key Relevant European Commission Studies

<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L3                        | Simulator, Test Vehicles, Demonstration | **Study:** Chan, 2012  
**Project:** SARTRE  
**Key Building Blocks:** Lane Departure Prevention, FCW/CIB, Stability – Control Awareness  
- Investigated close-headway platooning as an early step in automation deployment.  
- Demonstrated a road train with 3 and 4 vehicles in up to 90 km/h at Hällered proving ground in Sweden. |
| L3                        | Simulator | **Study:** Larburu et al., 2010  
**Related Project:** SARTRE  
**Key Building Blocks:** Lane Departure Prevention, FCW/CIB, Stability – Control Awareness  
- Investigated close-headway platooning as an early step in automation deployment.  
- Demonstrated a road train with 3 and 4 vehicles at up to 90 km/h at Hällered proving ground in Sweden. |
| L2                        | Simulator, Test Vehicle | **Project:** HAVEit  
**Key Building Blocks:** HMI – Driver Information, Situation – Control Awareness  
- Developed and validated a next-generation ADAS directed towards higher levels of automation as compared to the current state of the art. |
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| **L2**                    | Simulator, Test Vehicle     | **Study:** Hoeger et al., 2011  
**Related Project:** HAVEit  
**Key Building Blocks:** HMI – Driver Information, Driver Monitoring, Situation – Control Awareness  
- Developed a Driver State Assessment Module for use in identifying drivers’ need for automation and to make decisions when automation is to be up- or down-graded.  
- Available parameters for online driver drowsiness and driver distraction detection are dependent on the current automation level.  
- Techniques independent from the current level of automation include reaction time to specific events, indirect measures referring to additional in-vehicle activities, and direct driver monitoring. |
| **L2**                    | Simulator, Test Vehicle     | **Study:** Flemisch et al., 2010  
**Related Project:** HAVEit  
**Key Building Blocks:** HMI – Driver Information, Driver Monitoring  
- High driver acceptance ratings indicated that driver monitoring (as part of an automated vehicle system) was not likely to be met with driver resistance. |
| **L2, L3, L4**            | Simulator, Demonstrations   | **Project:** CityMobil  
**Key Building Blocks:** Lane Departure Prevention, FCW/CIB, Reliability, Situation – Control Awareness, HMI – Driver Information  
- Research and development activities were conducted to identify, address, and, where possible, eliminate barriers blocking the implementation of automated transport systems. |
| **L3, L4**                | Demonstration               | **Study:** Ardelt et al., 2012  
**Related Project:** CityMobil – HAD Project  
**Key Building Blocks:** Lane Departure Prevention, FCW/CIB, Reliability  
- Participants successfully navigated a 65-km test drive without the need for driver approval or intervention.  
- Safe driving behavior was displayed in all traffic situations, including mandatory and discretionary. |
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                        | Simulator, Subjective Questionnaires | **Study:** Toffetti et al., 2009  
**Related Project:** CityMobil – eLane Study  
**Key Building Blocks:** Situation – Control Awareness, HMI – Driver Information  
- Found that an interface that incorporates vocal messages is more effective in acquiring driver attention than non-speech interfaces (i.e., a system incorporating tones such as beeps).  
- Non-speech auditory messages should only be used as an alert, while more complex messages should be communicated by vocal means. |
| L2                        | Simulator | **Study:** Merat & Jamson, 2008  
**Related Project:** CityMobil - Institute for Transport Studies, Leeds, United Kingdom, Study  
**Key Building Blocks:** Situation – Control Awareness, HMI – Driver Information  
- Drivers may have reduced situational awareness during automated driving and an overreliance on the automated system.  
- Automated driving systems must keep drivers engaged and in the loop. |
| L2                        | Project: ISI-PADAS | **Key Building Blocks:** FCW/CIB, Driver Monitoring, HMI-Driver Information, Situation – Control Awareness  
- A tool-supported risk-based design methodology was introduced to enable evaluation of hazards associated with human error and/or inadequate driver behavior. |
| L2                        | Simulator | **Study:** Muhrer et al., 2012  
**Related Project:** ISI-PADAS  
**Key Building Blocks:** FCW/CIB, Driver Monitoring, HMI-Driver Information, Situation – Control Awareness  
- FCW systems led to earlier driver reaction times.  
- While literature suggests that drivers’ trust in FCW+ leads to an attention shift away from the driving task, researchers found no differences in eye-gaze behavior or engagement in secondary tasks when driving with the FCW+.  
- Driver attention was, however, diverted to the cockpit when visual HMI symbols appeared.  
- Partially autonomous driver assistance systems such as FCW+ are necessary as warnings alone are not enough to prevent accidents. |
### Table B-2. Additional International Projects Contributing to the Development of Automated Driving

<table>
<thead>
<tr>
<th>Relevant Automation Level(s)</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2, L3                      | Simulator   | **Study:** Carsten et al., 2012  
**Related Project:** EASY Project  
**Key Building Blocks:** Lane Departure Prevention, FCW/CIB, Driver Monitoring, HMI – Driver Information  
- Participants were more likely to engage in secondary tasks as levels of automation increased.  
- In the semi-automated scenario, drivers were more likely to engage in secondary tasks when lateral control was in place versus longitudinal control.  
- More research is needed to further explain difference in automation levels and between longitudinal and lateral control.  
- Additional research is needed to understand how driver attention and interaction with secondary tasks may change over time. |
| L2                          | Simulator   | **Study:** Birrell & Young, 2011  
**Related Project:** Foot-LITE  
**Key Building Blocks:** HMI – Driver Information, Situation – Control Awareness  
- A single unified display, based on EID principles, had wider benefits on speed, acceleration, driver mental workload, and distraction than dashboard display developed according to best practices (European Commission, 2008 and ISO 2574, 2004).  
- Dashboard display influenced braking more than the single unified display.  
- Future research should examine the potential use of EID-based displays within different levels of automation. |
| L1                          | Naturalistic, Track testing, Simulator | **Study:** Carsten et al., 2008  
**Related Project:** ISA-UK  
**Key Building Blocks:** FCW/CIB, HMI – Driver Information, Situation – Control Awareness  
- Mandatory ISA system was more useful than the voluntary system in terms of usefulness, but there was more driver frustration associated with the mandatory system. |
<table>
<thead>
<tr>
<th>Relevant Automation Level(s)</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2, L3                     | Simulator  | **Study:** Brookhuis & De Waard, 2008  
**Related Project:** Netherlands ADPTS Phileas Evaluation  
**Key Building Blocks:** HMI – Driver Information, Situation – Control Awareness, System Interoperability, Public Safety  
- Driver’s licenses issued for conventional driving should not be applied to the operation of automated or semi-automated vehicles unconditionally, or at least not without preparation for driving in automated/semi-automated conditions.  
- Recommend simulator and/or on-the-job training and separate licensing procedures. |
| L1                         | FOT        | **Study:** Viti et al., 2008  
**Related Project:** Netherlands FOT  
**Key Building Blocks:** HMI – Driver Information, Situation – Control Awareness, Lane Departure Prevention, FCW/CIB  
- Drivers preferred stable speeds as opposed to stable distance headways in medium-dense traffic conditions.  
- Findings suggested that the current ACC systems should be viewed as safety-comfort-enhancing because, during dense traffic conditions, drivers were likely to deactivate the ACC system to instead rely on their own driving skills. |
| L2                         | Simulator, Subjective Questionnaires | **Study:** Dijksterhuis et al. (2010)  
**Related Project:** European Commission REFLECT Project  
**Key Building Blocks:** Lane Departure Prevention: Situation – Control Awareness, HMI – Driver Information  
- Results indicated that although not all drivers made use of the feedback information, the results indicated positive effects, particularly for the adaptive feedback condition. |
| L2                         | Simulator, Subjective Questionnaires | **Study:** Dijksterhuis et al. (2011)  
**Related Project:** European Commission REFLECT Project  
**Key Building Blocks:** Lane Departure Prevention: Situation – Control Awareness, HMI – Driver Information  
- Results indicated that steering demand factors influence mental effort expenditure and using multiple measures contributes to effort assessment. |
<table>
<thead>
<tr>
<th>Relevant Automation Level(s)</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
|                             |            | **Study:** Dijksterhuis et al. (2012)  
**Related Project:** European Commission REFLECT Project  
**Key Building Blocks:** Lane Departure Prevention: Situation – Control Awareness, HMI – Driver Information  
- When adaptive support (i.e., support triggered by performance-based indications of effort investment) was used by participants, driving behavior improved as compared to the non-adaptive (i.e., continually updated lateral position feedback shows on a HUD) and no support modes.  
- Adaptive support mode was preferred mainly as a warning signal; non-adaptive feedback tended to be ignored. |
| L2                          | Simulator, Subjective Questionnaires | **Study:** Koustanaï et al, 2012  
**Related Project:** France’s MATISS Project  
**Key Building Blocks:** FCW/CIB, HMI – Driving Information  
- As drivers became more familiar with the FCW, the driver-system interactions became more effective as demonstrated through the lack of collisions, longer time headways, and better reaction times in most situations.  
- Although familiarization increased drivers’ trust in the FCW, it did not raise system acceptance.  
- System did not eliminate potentially risky behaviors.  
- Practicing on a simulator could help drivers learn how to properly use a driver assistance system. |
| L3                          | Roadway Testing | **Study:** Broggi et al., 2012; Bertozzi et al., 2011  
**Related Project:** VisLab Intercontinental Autonomous Challenge  
**Key Building Blocks:** FCW/CIB, Lane Departure Prevention, Situation – Control Awareness, DSRC for Connectivity, Radar-Lidar-Camera for Crash Avoidance, Sustainability, GPS for Positioning  
- An autonomous vehicle traversed an approximately 13,000 km route from Rome to Shanghai over a wide variety or road types, traffic situations, and weather conditions.  
- Overall approach to automation keyed on low-cost and highly integrated sensors.  
- Approximately 50 terabytes of data were collected during the expedition, which offers a resource for further algorithm development. |
<table>
<thead>
<tr>
<th>Relevant Automation Level(s)</th>
<th>Study Type</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L3                        | Pilot and Preliminary Track Testing; Simulator; Questionnaires; Demonstration | **Study:** Zlocki, 2012  
**Related Project:** KONVOI  
**Key Building Blocks:** FCW/CIB, Lane Departure Prevention, Situation – Control Awareness, Sustainability, Public Safety  
• Project explored the practical use of truck platoons in road freight transport.  
• Demonstrated a platoon of four trucks, with the first truck driven manually by a driver supported by ACC and LDWS.  
• Findings suggested the safe operation of platoons with no amplifications of minor interference and no significant influence on surrounding traffic.  
• Public indicated general acceptance of platoons, but additional education regarding platoons is needed.  
• Simulator findings suggest that driving distances were lower after 2 hours of platooning; platooning had no influence on lateral driving behavior. |
| L1                        | Track Testing, Expressway Testing | **Study:** Hirai et al., 2007  
**Key Building Blocks:** Curve Speed Warning, HMI-Driver Information, DSRC for Connectivity, Radar-Lidar-Camera for Crash Avoidance  
• Developed a safety countermeasure for use on merge ramps.  
• Found that the service reduced aggressive merging.  
• Drivers were generally receptive to the service; service implementation was accompanied by an increase in drivers’ perceptions of situational dangers. |
<table>
<thead>
<tr>
<th>Relevant Automation Level(s)</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L3                         | Demonstration; Market Research | **Study**: Tsugawa, 2012  
  **Related Project**: X  
  **Key Building Blocks**: FCW/CiB, Lane Departure Prevention, Situation – Control Awareness, DSRC for Connectivity, Radar-Lidar-Camera for Crash Avoidance, Sustainability, Public Safety  
  - Demonstrated platoons of three heavy trucks and also three heavy trucks and one light truck.  
  - Successfully engaged in engaging, lane changing, and passenger car cut-in maneuvers.  
  - Identified the need for a passive safety device when inter-vehicle gaps are small (i.e., under 4 m platooning) and an HMI that provides information regarding the status of the platoon.  
  - Freight operators expect platooning to result in energy savings, congestion reduction, load reduction, and high company brand image.  
  - Freight operators were less sure of potential safety benefits and workload reduction. |
| L2                         | Road Tests | **Study**: Kim & Son, 2011  
  **Related Project**: X  
  **Key Building Blocks**: HMI – Driver Information  
  - Explorations of age-related workload differences as demonstrated through the completion of five driving tasks revealed that older drivers needed more time to complete tasks than did younger drivers.  
  - Older drivers spent 13.08 s and 15.60 s completing primarily visual and visual and manual tasks, exceeding guidelines suggesting device operation should take less than 2 s and visual task time should not exceed 15 s (Bischoff, 2007).  
  - HMI designers need to include methods for reducing distraction for older drivers. |
### Table B-3. Studies of Automated Driving

<table>
<thead>
<tr>
<th>Relevant Automation Level(s)</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2, L3, L4                  | Demonstration    | **Study:** Thiessen, 2011; Schoenherr, 2009  
**Key Building Blocks:** GPS for Positioning, Radar-Lidar-Camera for Crash Avoidance, Lane Departure Prevention, FCW/CIB, Stability Control, Situation – Control Awareness HMI – Driver Information, Adaptability (i.e., Scalability)  
- Autonomous Mobility Appliqué System (AMAS) provides scalable autonomy in a single material solution agnostic of vehicle.  
- AMAS will be implemented via a vehicle-specific by-wire kit that provides the electronically controlled subsystems and interface for the autonomy kit.  
- Autonomy kit in conjunction with the by-wire kit provides leader/follower, waypoint navigation, and advanced convoy behaviors.  
- U.S. Army’s Convoy Active Safety Technology (CAST) system is intended to be a low-cost automated following system for tactical wheeled vehicles.  
- By automating the driving function, the CAST system gave drivers increased opportunities to increase situational awareness.  
- Gap distance formation maintenance improved 150% with CAST; successful daylight driving at 85 km/h and blackout driving at 70 km/h. |
| L4                          | Implemented System | **Study:** Main, 2013  
**Key Building Blocks:** GPS for Positioning, Radar-Lidar-Camera for Crash Avoidance, Lane Departure Prevention, FCW/CIB, Navigation  
- Eight automated vehicles developed by Israel’s Ministry of Defense have been patrolling Israeli borders.  
- Vehicles use cameras, radar, and laser technology for situational awareness. |
<table>
<thead>
<tr>
<th>Relevant Automation Level(s)</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L4                          | Implemented System | **Study:** Rio Tinto, 2012  
**Key Building Blocks:** Lane Departure Prevention, FCW/CIB, Navigation  
- Rio Tinto Yandicoogina mine in Western Australia operates a fleet of 10 Komatsu driverless haul trucks.  
- Company plans to implement 150 driverless trucks. |
| L3                          | Track Testing | **Study:** Lee, 2013; Oxford Mobile Robotics Group, 2013  
**Key Building Blocks:** Radar-Lidar-Camera for Crash Avoidance, Situation – Control Awareness, HMI – Driver Information  
- Oxford RobotCar is a highly automated vehicle which is able to perform all the calculations needed to plan, control speed, and avoid obstacles.  
- As opposed to GPS, the car “learns” and develops situational awareness through the use of information obtained during prior experience (training), prior knowledge (aerial images, road plans, semantics), and automatically generated web queries.  
- Technology presents a low-cost alternative for the future of automated vehicle development. |
| L3                          | Simulator   | **Study:** Neubauer et al, 2011  
**Key Building Blocks:** Driver Monitoring  
- Voluntary uses of automation failed to alleviate subjective ratings of stress and fatigue states.  
- Voluntary use of automation failed to improve driver performance.  
- Similar to required automation, voluntary automation use appears to pose similar dangers to driver alertness, task engagement, and fatigue. |
### Table B-4. Research Approaches Supporting Automated Driving – IVIS and Associated DVI Issues

<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                       | Simulator    | **Study:** Rauch, Gradenegger, & Krüger, 2010  
**Key Building Blocks:** Situation – Control Awareness; HMI – Driver Information  
- Drivers were able to adapt their secondary task behavior to situational demands.  
- Participants anticipated potential conflicts resulted in secondary task rejection or delay in critical situations.  
- Situational assessment prior to the start of a secondary task and adequate monitoring of situational developments during task execution are relevant processes for situational awareness in this context. |
| L2                       | Simulator    | **Study:** Davidse et al., 2009  
**Key Building Blocks:** Situation – Control Awareness; HMI – Driver Information  
- Messages provided by a dedicated driver support system increased aspects of safety performance for younger and older drivers.  
- None of the messages reduced workload; some increased workload.  
- Increased workload may have been the result of the task added to the driving task; researchers expected this to be a temporary increase.  
- ADAS settings should be adjustable to car owner’s general driving behavior. |
| L2                       | Simulator    | **Study:** Merat et al., 2012  
**Key Building Blocks:** Situation – Control Awareness; Driver Monitoring  
- In the absence of a secondary task, drivers' responses to critical incidents were similar in manual and highly automated conditions.  
- Driver performances in the driving and secondary tasks were found to be most impaired when the two were required together, especially when drivers had to resume control after a period of under-load imposed by vehicle automation. |
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                        | Simulator | **Study**: Kaber et al., 2012  
**Key Building Blocks**: Driver Monitoring; HMI – Driver Information  
- Visual and cognitive distractions have independent and combined effects on driver performance, visual behavior, and workload.  
- Effects vary based on the level of driving control, including operational and tactile.  
- Visual distraction appeared to increase driver workload through more complex gaze behavior. Drivers compensated by increasing headway times; however, drivers may fail to adapt when task demands are high.  
- Tactile control was more sensitive to driver distraction and less conducive to adaptation.  
- Findings may be limited due to use of young drivers, who are more vulnerable to the influence of distraction; a broader sample population should be investigated. |
| L2                        | Simulator | **Study**: Benedetto et al., 2011  
**Key Building Blocks**: Driver Monitoring; HMI – Driver Information  
- Eye-blink duration showed a Gaussian-like distribution in single-task conditions, while the distribution shifted to the left of the curve in dual-task conditions. Blink length inhibition may have occurred to avoid visual information loss.  
- Blink rates reflected visual workload and time on task: shorter blink rates were associated with IVIS interaction during driving while long blink rates occurred with greater frequency as time spent driving increased. |
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Study</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                        | Simulator  | Spießl, 2011 | **Study Type:** Simulator  
**Key Building Blocks:** Driver Monitoring  
- Participants showed the greatest deviation from the lane at the first occurring automation error; the more automation errors a driver experienced, the smaller the deviation until a reaction.  
- Direction of road curves had an effect on the point in time when an error became recognizable as such; in right curves, the deviation from driving lane towards oncoming lane was noticed significantly earlier.  
- When using the ALCT, it is recommended that researchers focus on the degree of interaction and modality when selecting tasks for evaluation in an in-car dual-task scenario (versus interruptibility and information encoding).  
- When looking at secondary tasks, tasks involving active engagement and visual attention away from the driving scene showed the highest negative influence on driving performance.  
- The higher the degree of realism of the driving task, the lower the influence of secondary tasks; haptic steering wheel feedback (i.e., the steering wheel action was automated) contributed to the mitigation of negative effects and helped to prioritize the primary task.  
- A prospective driving path display (Magic Carpet) also helped to keep the secondary task secondary and involved drivers more in their primary task for safe driving. |
| L2                        | Simulator  | Spießl & Hussmann, 2011 | **Study:** Spießl & Hussmann, 2011  
**Key Building Blocks:** Driver Monitoring  
- When driving with haptic steering wheel feedback (i.e., the steering wheel action was automated), participants required less time to redirect their attention towards the road after an automation error.  
- Use of haptic feedback kept drivers more engaged in the driving tasks. |
| L2                        | Simulator, On-Road trials | Fletcher & Zelinsky, 2009 | **Study:** Fletcher & Zelinsky, 2009  
**Key Building Blocks:** Situation – Control Awareness; Driver Monitoring  
- Use of driver eye gaze combined with road events to estimate drivers’ observations is feasible; this system can identify events that were almost certainly missed by the driver.  
- Benefit of driver observation monitoring was demonstrated to suppress redundant warnings and cancel warnings "with a glance." |
### Relevant Automation Level | Study Type | Summary
--- | --- | ---
L2 | Meta-Analysis | **Study:** Lu, Wickens, Sarter, and Sebok (2011)  
**Key Building Blocks:** HMI – Driver Information  
- Tactile interruptions are responded to 6% faster than auditory interruptions.  
- No statistically significant difference in accuracy between auditory and tactile task performance and no speed-accuracy tradeoff.  
- Tactile cues are recommended for low-complexity IT conditions and for notification alerts.  
- Auditory cues are recommended for high-complexity IT conditions and for urgent alerts.

L2 | Meta-Analysis | **Study:** Lu et al., 2013  
**Key Building Blocks:** HMI – Driver Information  
- Significant differences between auditory and tactile-interrupting tasks were observed as a function of moderator variables’ complexity and urgency.  
- Audition, rather than vision, should be used for spatial and non-urgent tasks when accuracy is the primary concern and for categorical tasks when the response time is the issue of importance.  
- Redundant auditory-visual combinations should be used for communication tasks under high workload, for alerting and tracking tasks in low workload, and when there is a small visual angle of separation.

L2 | Simulator | **Study:** Mulder et al., 2012  
**Key Building Blocks:** HMI – Driver Information; Curve Speed Warning  
- Identified the benefits of using haptic shared control as a DVI.  
- Noted that the short-term benefits of haptic shared control found in the literature (e.g., faster and more accurate vehicle control; lower levels of control effort; reduced demand for visual attention).  
- Concluded that long-term use should be investigated. Potential areas to investigate include trust, overreliance, dependency on the system, and retention of skills.
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                       | Simulator                           | **Study:** Abbink & Mulder, 2010  
**Key Building Blocks:** HMI – Driver Information  
- Noted the benefits of shared control; i.e., an intelligently designed DVI that continually shares the control authority with the human controller. |
| L2                       | Simulator                           | **Study:** Tsoi et al., 2010  
**Key Building Blocks:** HMI – Driver Information; Lane Departure Prevention  
- Objective measures and subjective responses demonstrated that haptic guidance was beneficial during lane-keeping tasks; haptic feedback resulted in small, but significantly increased, performance with smoother and reduced steering activity.  
- Shared control haptic system provided drivers with the benefits of haptic guidance for lane-keeping while also allowing drivers to smoothly change lanes. |
| L2                       | Meta-analysis, theoretical design   | **Study:** Abbink et al., 2008  
**Key Building Blocks:** HMI – Driver Information; FCW/CIB  
- Impact of ADAS on car-following behavior can be viewed from a closed-loop perspective (i.e., drivers need to have informative feedback on the separation states they are controlling).  
- ADAS opportunities are the result of issues associated with automation (e.g., overreliance, loss of attention and skills) and binary warning systems (e.g., false alarms, nuisance).  
- Current ADAS systems have not yet addressed the communication of criticality level for tactical tasks or support of control operations at the operational level.  
- To address this gap, a car-following support design was proposed that provides continuous haptic feedback directly on the gas pedal.  
- More research is necessary to investigate potential long-term drawbacks of the haptic feedback, such as unwanted behavioral adaptation. |
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                        | Simulator | **Study:** Mulder et al., 2008  
**Key Building Blocks:** HMI – Driver Information; Curve Speed Warning  
- Found that the use of haptic guidance by young, inexperienced drivers resulted in reduced and smoother steering behavior.  
- Curve negotiation performance was improved with less steering activity compared to driving the same track without haptic guidance.  
- Contrary to findings in research on longitudinal haptic guidance, the standard deviation of the steering forces increased with haptic guidance forces present, which indicated a mismatch between drivers’ desired steering actions and those of the guidance system; however, subjects still reported to appreciate the guidance.  
- To improve the guidance system and human curve negotiation behavior, future research is needed that focuses on a better matching of guidance forces to natural driving behavior. |
| L2                        | Simulator | **Study:** Abbink & Mulder, 2009  
**Key Building Blocks:** HMI – Driver Information; FCW/CIB  
- Haptic feedback as a means of continuous guidance during manual control tasks can improve task performance while keeping the driver in the direct manual control loop. |
| L2                        | Simulator | **Study:** Mulder & Abbink, 2010  
**Key Building Blocks:** HMI – Driver Information  
- Found that although the haptic guidance system for curve negotiation resulted in a small increase in curve negotiation performance with less control activity, the haptic guidance system resulted in a relatively large increase in steering forces, which could potentially be a disadvantage for elderly drivers. |
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                        | Simulator                   | **Study:** Mulder et al., 2011  
**Key Building Blocks:** HMI – Driver Information  
- In the case of a properly functioning haptic shared control system, drivers decreased their obstacle hit rate compared to manual control (from 21.2% to 15.2%) when the obstacle appeared at a time-to-contact of 1.4 s.  
- Under faulty conditions (i.e., late activation) of the haptic shared control system, hit rate increased to 64.7% (which would be 100% in full automation).  
- Haptic shared control allowed drivers to understand the fault in the system and to respond in 35% of the cases.  |
| L2                        | Simulator                   | **Study:** Penna et al., 2010  
**Key Building Blocks:** HMI – Driver Information; FCW/CIB  
- Applied haptic feedback (i.e., torque feedback, stiffness feedback) to a steering wheel interface and examined collision avoidance maneuvers.  
- Study found that haptic steering wheel feedback effectively reduced the number of crashes, decreased response time by at least 100 ms while reducing the control effort and activity in the most critical situations.  |
| L2                        | Simulator, Questionnaire    | **Study:** Brandt et al., 2007  
**Key Building Blocks:** Lane Departure Prevention; FCW/CIB; HMI – Driver Information  
- Developed and preliminarily tested a proof of concept for a haptic HMI combined with a novel lane-keeping and collision avoidance system wherein the driver assumes control over the longitudinal guidance while the driver and assistance work cooperatively for lateral vehicle guidance.  
- Haptic features are added to the hand wheel (i.e., steering wheel) torque and throttle and brake pedal forces.  
- Found good driver acceptance for the lane-keeping assistance while the collision avoidance system needed improvements.  |
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                        | Simulator  | **Study:** Griffiths & Gillespie, 2005  
**Key Building Blocks:** Lane Departure Navigation; HMI – Driver Information  
- Demonstrated that the addition of automation through haptic display could improve performance on a primary task and reduce perceptual demands or free attention for a secondary task. |
| L2                        | Simulator  | **Study:** Lervag et al., 2010  
**Key Building Blocks:** Lane Departure Prevention  
- According to participants, lane departure warning was effective, but participants would be unwilling to install it on their personal vehicles (mandatory installation on new vehicles would be acceptable though).  
- Participants preferred tactile warnings (seat and steering wheel) over visual and audio warnings. |
| L2                        | Real-Road track tests | **Study:** Radke et al., 2013  
**Key Building Blocks:** HMI – Driver Information; FCW/CIB  
- Developed a single value called the *Dynamics Factor* which is valid for the objective measurement of human subjective dynamics perception in automated longitudinally controlled passenger vehicles.  
- Correlation of the Dynamics Factor with participants’ subjected ratings proved the existence of the co-driver effect.  
- Dynamics Factor allows for the adjustment of the vehicle’s longitudinal dynamics behavior to the driver’s expectations and preferences, thus decreasing the dangers associated with driver out-of-the-loop performance problems.  
- Current effort explored the use of the Dynamics Factor in rural road settings; additional research is needed on its applicability to highways and urban roads. |

Table B-5. Research Approaches Supporting Automated Driving – Trust in L2 and L3 Automated Vehicles
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                        | Questionnaires | **Study:** Verbene et al., 2012  
**Key Building Blocks:** Adaptive Cruise Control; Reliability (trust)  
- Authors note that social trust and system trust have a similar determinant: shared goals.  
- ACCs that are described as sharing driving goals with the user led to more trustworthy and acceptable judgments than ACCs that do not.  
- Trust was found to mediate the effects of shared driving goals and automation level on the acceptability of ACCs. |
| L2, L3                    | Simulator, Questionnaire | **Study:** Weinstock et al., 2012  
**Key Building Blocks:** Navigation, Trust  
- The more inaccurate or unreliable a system is, the less people will trust the system, and the less satisfied they will be with the system.  
- People are more willing to trust a system that is aesthetically pleasing than one that does not focus on aesthetics. |
| L2                        | Simulator | **Study:** Beller et al., 2013  
**Key Building Blocks:** Situation – Control Awareness; HMI Driver Information  
- In cases of automation failure, the presentation of uncertainty information increased the following distance; drivers had improved situation awareness and better knowledge of system fallibility.  
- Presentation of uncertainty information Improved situation awareness and better knowledge of fallibility. |
| L2                        | Test Vehicle, Questionnaire, Physiological Measures | **Study:** Reimer, Mehler, & Coughlin (2010)  
**Key Building Blocks:** Situation – Control Awareness  
- Use of an assistive parallel parking technology was shown to lower driver stress levels and average heart rates.  
- Use of a cross-traffic alert system, while not significantly reducing driver stress levels, may provide potential safety benefits as a result of increased situational awareness and a greater likelihood that drivers will stop and yield to approaching vehicles. |
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                       | Simulator           | **Study**: Lees & Lee, 2009  
**Key Building Blocks**: Trust; FCW/CIB; HMI – Driver Information  
- Demonstrated that the context of an alarm influences drivers’ compliance with the alarm and that the alarm influences drivers’ response to the driving situation.  
- Two types of alarms (classified as false alarms according to signal detection theory) had substantially different effects on subsequent true alarms.  
- False alarms diminished trust in and compliance with a collision warning system; conversely, the context associated with unnecessary alarms (i.e., nuisance alarms) fostered trust and compliance during subsequent events.  
- Greater emphasis should be placed on eliminating false alarms than unnecessary alarms.  
- Current warning descriptions based on signal detection theory need to be expanded to represent how different types of alarms affect drivers.  |
| L2                       | Simulator           | **Study**: Seppelt & Lee, 2007  
**Key Building Blocks**: Adaptive Cruise Control; HMI – Driver Information; Situation – Control Awareness  
- Applied an EID to create a visual representation of ACC behavior and then evaluated the effect of automation and display on ACC reliance, brake response, and driver intervention strategies.  
- Drivers relied more appropriately on ACC with the EID present than when it was not.  
- EID promoted faster and more consistent braking responses when braking algorithm limits were exceeded, resulting in safe following distances and no collisions.  
- In manual control, EID display aided time headway.  |
| L2                       | Simulator, Questionnaire | **Study**: Seppelt, 2009  
**Key Building Blocks**: Adaptive Cruise Control; HMI – Driver Information; Situation – Control Awareness  
- Informs the design of automation support displays including the type of feedback to provide in domains defined by uncertainty, complexity, and time intensity.  
- Provides an overview of constraints and display features, conditions and visual and auditory cues.  |
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                       | Survey     | Study: Larsson, 2010  
Key Building Blocks: Adaptive Cruise Control; Situation – Control Awareness; Reliability; HMI – Driver Interface  
• Found that the more drivers identified system limitations and reclaimed control in situations that were not included in the owner’s manual.  
• Respondents reported mode errors and a general lack of knowledge about the system, indicating that the ACC system is not as self-explanatory as believed. |
| L1, L2                   | Survey     | Study: Larsson, 2012  
Key Building Blocks: Adaptive Cruise Control; Situation – Control Awareness; Reliability  
• Found that the more drivers used ACC systems, the more aware of its limitations they became.  
• Posits that ACC systems may be less detrimental to driver performance than previous research suggests and that less-than-perfect systems help to keep drivers in the loop by forcing them to reclaim control from time to time. |
| L1, L2                   | Simulation, Field Test | Study: Shladover et al., 2011  
Key Building Blocks: DSRC for Connectivity; CACC; Situation – Control; HMI – Driver Information; Driver Monitoring  
• Found that drivers were generally comfortable with following time-gaps under 1.0 s that could be provided by a CACC system.  
• Males preferred a shorter time gap setting (0.6 s) than females (0.7 s).  
• Participants indicated time-gap settings offered by ACC resembled gaps they would keep when driving manually in light-to-medium traffic; CACC systems were closer to time-gaps they would keep when driving manually in heavy traffic. |
### Table B-6. Research Approaches Supporting Automated Driving – ACC and FCWS

<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L1                        | Field Test | **Project:** Nowakowski et al., 2010  
**Key Building Blocks:** CACC; Situation – Control; HMI – Driver Information; Driver Monitoring; HMI – Driver Information  
- In simulation and live tests on I-80, the researchers broadcast speeds calculated to prevent traffic flow breakdowns, with promising results; variable speed limits demonstrated significant potential to prevent traffic delays.  
- Study results show that CACC could substantially increase highway capacity when it reaches moderate to high market penetration. Retrofitting non-CACC vehicles with inexpensive “here I am” radios could accelerate achievement of these capacity benefits.  
- A wireless communications system successfully coordinated a platoon of three tractor-trailer trucks traveling at 85 km/h (53 mi/h) and in varied joining and splitting maneuvers. Fuel savings were estimated at 10 to 14 percent for the following trucks. |
| L2                        | Simulation | **Project:** Fitch et al., 2008  
**Key Building Blocks:** FCW/CIB  
- Estimated the benefits of FCW systems at approximately 21%. |
| L2                        | Naturalistic | **Project:** Murray, 2009  
**Key Building Blocks:** FCW/CIB  
- Observed Fitch et al.’s predicted benefits of FCW in real-world operation. |
## Relevant Automation Level

<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L2                        | FOT; Questionnaires; Focus Groups; Interviews | **Study:** Wilson et al., 2007  
**Related Project:** RDCWS  
**Key Building Blocks:** Lane Departure Prevention, Curve Speed Warning, GPS for Positioning, Driver Monitoring, HMI – Driver Information  
- Although both LDW and the CSW had inaccuracies in their alerts, participants gave the following features favorable ratings: LDW and CWS alert timing, LDW and CWS missed alert frequency, and LDW false-positive alert frequency.  
- With the RDCW activated, a 10- to 60-percent reduction in departure conflict frequency was observed at speeds over 88 km/h (approximately 55 mi/h). |
| L1, L2                    | FOT; Questionnaires; Focus Groups; Interviews | **Study:** GM, 2005  
**Related Project:** ACAS FOT  
**Key Building Blocks:** FCW/CIB, Driver Monitoring, HMI – Driver Information  
- In daytime and freeway driving, the FCW and ACC subsystems reduced the incidence of tailgating as compared to manual driving.  
- Driver acceptance for the ACC system was high, but mixed for the FCW.  
- ACC reduced driver workload and stress; false alarms generated by the FCW system resulted in system credibility issues. |
| L1, L2                    | Experiment: Surrogate target, Track Test, Surprise Breaking Trials | **Study:** Keifer et al., 2013  
**Related Study:** CAMP FCW  
**Key Building Blocks:** FCW/CIB, Driver Monitoring, HMI – Driver Information  
- Based on test driver intervention rates during surprise trials, the alert timing approach evaluated, coupled with a single-stage, dual-modality (auditory plus visual) FCW alert, was found to be robust, effective, and judged appropriate across the wide range of conditions evaluated.  
- Results from the time-to-collision (TTC) and first look visual occlusion studies suggested that, provided the driver is looking toward the lead vehicle, the driver can quickly assess TTC and make the appropriate crash avoidance maneuver under the alert timing assumptions evaluated.  
- “First look” method appears to be a valid, efficient, and promising method for exploring the consequences of later FCW alert timing (e.g., crash avoidance versus crash mitigation). |
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L1, L2                   | Simulator, Questionnaire | **Project:** Funke et al., 2007  
**Key Building Blocks:** Driver Monitoring FCW/CIB; Driver Monitoring; Situation – Control Awareness  
- Stress and automation both influenced drivers’ subjective distress, but the two factors did not interact.  
- Driver performance indicated that vehicle automation impacted performance similarly in the stress and no-stress conditions.  
- Additional research examining effects of subjective stress and vehicle automation on driver performance is needed.  
- Participants experience higher levels of subjective distress under the stressful driving conditions (i.e., the periodic loss of control in the simulated winter drive condition) and lower levels of distress under the automated speed control conditions; however, an interaction between stress and automation level was not found.  
- Further, driver performance data revealed that vehicle automation impacted performance similar in the stress and no-stress conditions.  
- Findings suggested the potential benefits the DSI screening tool may have for driver personnel selection efforts and the need to educate drivers, especially inexperienced drivers, about the negative consequences of stress. |
| L1, L2                   | Field Operational Test, Questionnaire, Physiological Measures | **Project:** Seto et al., 2008  
**Key Building Blocks:** Adaptive Cruise Control, Situation – Control Awareness, HMI – Driver Awareness  
- Using the system resulted in a decrease in the frequency and magnitude of deceleration by the driver.  
- From the characteristics of the time-to-collision distribution, frequency of closing situations were decreased, which have contributed to the reduction of brake action by the driver.  
- System was effective in reducing the driver’s physical and mental workload in a wide variety of driving conditions. |
<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L1, L2                   | Simulator       | **Project:** Vollrath et al., 2011  
**Key Building Blocks:** Adaptive Cruise Control, Situation – Control Awareness  
- With both Adaptive Cruise Control and Cruise Control, the time spent driving above the speed limit is reduced by 20–30%.  
- ACC contributes to better compliance with speed limits, as well as driving slower in general.  
- Drivers using ACC tend to adapt speed worse when driving in fog or approaching curves.  
- Because it was a simulator study, the participants may not have taken the study as seriously since there is little consequence to an accident in a simulator compared to actual driving. |
| L1, L2                   | Simulator       | **Project:** Xiong et al., 2012  
**Key Building Blocks:** Adaptive Cruise Control  
- Safety consequences with ACC may be primarily related to trust in automation, driving style, and understanding of system operations and personalities. |
| L1, L2                   | Track testing   | **Project:** Stanton et al., 2011  
**Key Building Blocks:** Adaptive Cruise Control  
- Target (cyclists, pedestrians, etc.) detection rate (by participants) was much higher with a radar display than standard icon or flashing icon displays.  
- Workload was higher with the radar display than with the other two displays.  
- No difference was found in driver response times with different types of displays. |
| L1, L2                   | Naturalistic    | **Project:** Bao et al., 2012  
**Key Building Blocks:** FCW/CIB, Public Safety  
- The presence of warnings increases the mean time headway.  
- Drivers using the warning system responded to forward conflicts 15% faster. |
### Relevant Automation Level

<table>
<thead>
<tr>
<th>Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L1, L2           | Simulator, Questionnaire    | **Project:** Saffarian et al., 2012  
**Key Building Blocks:** FCW/CIB; Situation – Control Awareness;  
Driver Monitoring  
- Two advantages of maintaining close headway in fog are reduced perceived risk and improved lateral control.  
- No differences in risk perception were found between manual and automated driving when following distances were taking into account. |
| L1, L2           | Simulator                   | **Project:** Lin et al., 2009  
**Key Building Blocks:** Adaptive Cruise Control  
- With ACC on buses, gaps between vehicles should be kept above 1.6 seconds if the driver is not distracted by a secondary task and, if the driver is continuously distracted, the time-gap should be above 2.08 seconds.  
- More research needs to be done on determining time gaps for curves or slopes with ACC. |
### Table B-7. Research Approaches Supporting Automated Driving – Connected Vehicles

<table>
<thead>
<tr>
<th>Relevant Automation Level</th>
<th>Study Type</th>
<th>Summary</th>
</tr>
</thead>
</table>
| L1, L2                    | Naturalistic | **Project:** Nowakowski et al., 2012  
**Key Building Blocks:** FCW/CIB, DSRC for connectivity  
- Audible alerts decreased the mean peak deceleration rate relative to the baseline only during morning commutes and off-peak hours; there is no statistical significance for evening commutes. |