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In the world that we live in today, we greatly rely on software in nearly every aspect of our lives. In many critical applications, such as in transportation and medical systems, catastrophic consequences could occur in case of buggy software. As the computational power and storage capacity of computer hardware keep increasing, so are the size and complexity of the software. This makes testing and verification increasingly challenging in practice, and consequentially creates a chance for software with critical bugs to find their way into the consumer market.

In this dissertation, I present a set of innovative new methods for automatically verifying, as well as synthesizing, critical software and hardware in embedded computing applications. Based on a set of rigorous formal analysis techniques, my methods can guarantee that the resulting software are efficient and secure as well as provably correct.
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Chapter 1

Introduction

Embedded devices are found in many critical systems, such as in communication, transportation, medical and military. Errors in such systems could have devastating consequences economically or even worse, loss of life. Skillful and experienced engineers are needed to design these systems to create robust products, but unfortunately there is an increasing shortage in these engineers, according to the Bureau of Labor statistics. An effective solution is developing innovative tools to support software/hardware engineers in increasing their productivity and the efficiency of their code to keep the pace needed for development.

Recent research has led to progress in inductive program synthesis methods which have the potential to help software developers in programming [78, 40, 44, 38, 39, 41, 67, 75, 4, 26, 28, 27]. A developer could use inductive program synthesis to generate a program code by specifying some input-output relation examples and the grammar required in the new code. This method has advantage over the traditional time-consuming programming methods. In the traditional method, the software developer writes the complete program then carefully analyzes the code to optimize it. In some case, the developer would even need to get some expertise in sophisticated fields to complete the task. Inductive program synthesis enhances the developer’s capabilities by generating a complete or partial program that satisfies a specified input-output relation and optional added optimization constraints.
An example for using inductive program synthesis is shown by Harris et al. [41, 76], who implemented Flash Fill, an autocomplete method for Microsoft Excel Spreadsheet. An empty spreadsheet column that is function of another non-empty column is automatically filled by just having the user fill a few cells and without the need to define the relation function between both columns.

Another example for a usage of inductive program synthesis is shown by Solar-Lezama et al. [77, 78], who presented a Sketching method to aid the programmer to write code for stencil computations. The programmer would write a partial code implementation of the desired program while leaving the hard to code fragments empty, then the missing code fragments are completed by the inductive synthesis tool.

There is large potential for using inductive program synthesis in novel applications to aid software developers in programming reliable code. Two prospective areas with good potential for research are embedded control and cryptography software.

The main obstacle for practically using program inductive synthesis in different fields is the unscalability of the method. The number of possible programs to search from for a satisfying program has an exponential relation to the size of the program to be synthesized. Currently, the state of the art program inductive synthesis tools still cannot synthesize practical programs of large size.

1.1 Background

1.1.1 Embedded Control Software

Hardware of embedded devices has improved in the previous years and has become more complex to the extent that some of the embedded devices are now comparable to general purpose computer systems. These devices are now running more sophisticated programs than before.

In recent years, we have seen an increasingly large amount of software code developed for embedded systems. These software codes are often responsible for controlling many transportation,
medical, industrial machinery and weapon systems.

It is important to optimize the embedded software and adapt them to the device hardware for efficiency. In addition, embedded software must be carefully tested to be error free in order to avoid possible damaging failure consequences. This is a challenging task as designers have to reason about many factors under which the device is run.

For example, embedded systems often execute fixed-point arithmetic computations [88]. Due to limitations in the bitwidth of the embedded device registers, the software computation results may have values that are larger than the maximum register size, which causes overflow and underflow errors. In practice, programmers often mitigate this problem by reordering the code instructions, or adding instructions to estimate the resulting value range and then add some branching statements to limit the value to the default maximum or minimum. Both of these methods reduce the accuracy and reliability of the computation.

If available, tools could be used by the software developers to simplify problems like this and avoid degradation in the code execution. Tools could assist the developer in adapting complex computational algorithms to the targeted embedded hardware, in addition to reducing the time and effort spent for this task.

1.1.2 Cryptographic Software

Sensitive information is usually encrypted to avoid adversaries from accessing it. Cryptographic software such as encryption are run on many embedded devices. A successful attack on an embedded device would make sensitive information available to the attacker which could have many damaging effects.

Embedded devices that implement cryptographic algorithms are increasingly susceptible to power and fault analysis-based side-channel attacks [50, 51, 15]. Side-channel attacks may arise when computers and microchips leak sensitive information about the software code that they execute, e.g. through power and heat dissipation or response to faults injected to the hardware. Such information
leaks have been exploited in many commercial systems in the embedded space.

A common strategy for designing countermeasures against power side-channel attacks is using randomization techniques to remove the statistical dependency between the sensitive data and the side-channel leakage [20, 7, 68]. However, this process is both labor intensive and error prone.

Currently, there is a lack of automated tools to formally assess if a countermeasure really is secure. Furthermore, there is no formal method to quantify the actual strength of a countermeasure. Security design errors may therefore go undetected until the physical product is produced and evaluated.

Another closely related problem is that side-channel countermeasures are difficult to design and implement. Although it would be desirable to have a design automation tool that can automatically generate provably secure countermeasures, in reality, robust implementations of such tools do not yet exist.

1.2 Contribution

In this dissertation, I address the challenges facing software developers in producing reliable and secure code for embedded systems. I propose a set of techniques for automatically verifying, as well as automatically synthesizing, software with a focus on embedded control and cryptography software. I also propose innovative new techniques to scale up the proposed program synthesis methods to software code of realistic size and complexity. The program synthesis methods I present are capable of synthesizing code that is more efficient than the code experts in their fields would write. The challenges I explore in this dissertation can be summarized as follows:

- How to automatically tailor existing critical code to embedded systems without degradation in its execution?
- How to automatically fully verify embedded software for reliability and security issues?
• How to synthesize code for embedded devices that is more optimized than that written by experts?

• How to overcome the main drawback of program synthesis and formal methods of unsca-
  lability, and synthesize programs that are of practical size?

Altering code to fit a targeted embedded device is not a trivial task, and in most cases needs to be
 done by an expert. Directly incorporating an algorithm code implementation, that was not written
 for the targeted platform, into the embedded program could likely lead to errors during the code
 execution. A serious source of error is overflow/underflow which occurs due to the limited fixed-
 point processor’s register size. These errors are critically important to address because no warnings
 are given during compilation of the code, and this most probably make a developer believe that the
 embedded program is safe while in reality it is not. I present in this dissertation an automated
 method to avoid these errors.

Specifically, I propose a method that automatically modifies a given arithmetic computational
 code in order to suit the smaller targeted bitwidth of a fixed-point embedded device [26, 27]. To
 avoid overflow/underflow errors, the method verifies which code instructions are susceptible to the
 errors then synthesizes another functionally equivalent code implementation that is not vulnerable.
 The synthesized code would then replace the vulnerable code. By using formal verification it
 is guaranteed that the new synthesized code is equivalent to the original code but will not cause
 overflow/underflow errors. By iteratively repeating this process, an implementation that requires
 the minimum processor bitwidth to execute the code, could be found. The instructions requiring
 the largest register bitwidth are repeatedly searched for, then equivalent instructions that require a
 reduced bitwidth are synthesized to replace them. Since the dynamic range is proportional to the
 bitwidth, the method I present has another advantage of increasing the code dynamic range. This
 is done by reducing the minimum bitwidth needed to execute the code bellow the actual embedded
device available bitwidth.

Using a formal program synthesis method guarantees always finding an optimized code if it exists.
The proposed method searches for a valid solution from all possible codes that could be generated
with the specified grammar. Unscalability is a downside for this because the size of the search space is exponentially proportional to the size of the code to be synthesized. I present a solution to this problem by performing static analysis techniques to partition the code into smaller regions. Each region could have a new optimized region synthesized to replace it. The applied static analysis techniques allow maintaining useful information from the complete code and then make use from it during the synthesis of an optimized region. This method overcomes the unscalability disadvantage of program synthesis tools and makes it possible to synthesize practical programs of large size and in reasonable time.

In this dissertation, I also apply program synthesis techniques to other new fields such as embedded cryptography. Securing the sensitive information in cryptographic implementations against malicious attacks has always been a tedious task assigned to cryptographic experts and not to design engineers due to its complications. Although this, still there has been many cases where vulnerabilities were discovered in the cryptographic implementations [42, 16, 10].

Power side-channel attacks is one of the most carried out attacks on embedded devices. By monitoring the device power consumption, an attacker could guess the secret key from a correlation between the secret key value and the power consumption pattern. As a countermeasure against such attacks, the secret key is masked with random generated numbers to reduce the correlation between the secret key and the power consumption pattern. This process is manually done by cryptography experts.

I propose an automated method to verify if the countermeasures implemented are perfectly masked or still have vulnerabilities [31, 30]. In many cases my method finds vulnerabilities in cryptographic code thought to be secure against power side-channel attacks. To improve scalability of this method and to reduce the verification problem time, an incremental procedure is proposed by which the cryptographic code is gradually verified.

The previous state of the art automated verification method proposed by Bayrak et al. [10] could only detect if instructions were masked but could not distinguish if the masking was vulnerable or not. I show that the proposed verification procedure [31, 30] is more accurate and faster than the
previous state of the art method.

I also propose a new notion, called Quantitative Masking Strength (QMS), to quantify the resistance of masking countermeasures against attacks [32, 33]. If an instruction result in the cryptographic code is strongly dependent on the value of a sensitive data bit then it is considered weakly masked, while if it is strongly dependent on a generated random number bit then it is considered strongly masked. By performing static analysis on the cryptographic source code, a value between 0 and 1 is returned to describe the degree of the masking strength of the implemented countermeasure. A formula is proposed to relate the computed QMS value to the difficulty of preforming a successfully power side-channel attack.

Furthermore, I propose a new method for synthesizing provably secure masking countermeasures [28]. For the cryptographic implementations that are vulnerable to power side-channel analysis. The method synthesizes a cryptographic code functionally equivalent to the vulnerable code and eliminates all information leakage via power side-channels. It is based on formal program synthesis methods and so guarantees to find a countermeasure implementation if it exists within the specified search space. Results show that synthesized countermeasures can be more optimized than those proposed by cryptographic experts. Furthermore, a partitioned method that combines static analysis with the program synthesis method is proposed to improve scalability.

Fault sensitivity analysis (FSA) is another type of side-channel attack on cryptographic hardware. To launch an attack, a fault is injected during the execution of the cryptographic algorithm, for example by increasing the embedded device clock frequency. To guess the secret key, the attacker exploits the dependency between the intensity of the injected fault at which an execution error starts to occur and the value of the secret key. For example, at a certain increased clock frequency, if the chance for an error to occur during execution is dependent on the values of the secret key bits, then the cryptographic implementation is vulnerable to FSA attacks. The main contributor to this dependency is the difference in paths’ propagation delay from the sensitive bits to the output.

The latest proposed method by Ghalaty et al. [35] for generating countermeasures against FSA attacks is based on adding delay elements in the paths of the secret key bits to equate all propagation
delays. This method has a drawback of an exponential relation between the number of added gates and the longest path for a sensitive bit. In contrast, I propose a novel method to create countermeasures based on inductive program synthesis [29]. A completely new circuit is generated that is functionally equivalent to the original vulnerable circuit, but constrained to ensure that all delay paths in the implementation are independent of the sensitive data. This method reduces the needed gates, which greatly reduces the synthesized countermeasure circuit size. A partitioned method incorporating static analysis is also proposed to improve the scalability of the proposed method.

To summarize, I propose in this dissertation a set of new innovative techniques to automate the verification and synthesis of embedded systems software and hardware [26, 27, 31, 30, 32, 33, 28, 29]. The presented methods are either first to be proposed in their fields or if previous methods were proposed, our methods surpass the performance of the state of the art methods. Partitioning methods are proposed to overcome the unscalability problems of the formal program synthesis tools. All proposed methods are shown to be effective by applying them on practical benchmarks.

1.3 Organization

This dissertation is organized as follows. First, I begin by introducing the background and notation needed to read this dissertation in Chapter 2. Then, from Chapter 3 to Chapter 7, I present the main research contributions in detail. Specifically, in Chapter 3, I introduce the new method for optimizing fixed-point arithmetic computation software. The method reduces the embedded device required minimum bitwidth to execute an arithmetic computational program. In Chapter 4, I present the new method for verifying whether a cryptographic software is vulnerable to power side-channel attacks. Static analysis and formal verification methods are combined to speed up the verification process. In Chapter 5, I address the importance of having power side-channel countermeasures perfectly masked. I introduce the new notion QMS to quantify the masking strength of an implemented countermeasure. The method statically computes the QMS from the cryptographic
software source code, and reflects the resistance of the implemented countermeasure against an attack. In Chapter 6, I present the new method for synthesizing masking countermeasures for cryptographic software code against power side-channel attacks. A code partitioning method is also introduced to improve the scalability and synthesize masking countermeasures for practical large cryptography programs. In Chapter 7, I present the new method for synthesizing countermeasures against FSA attacks for embedded cryptography hardware. The method applies constraint-based program synthesis methods to synthesize compact circuit countermeasures. Finally, in Chapter 8, I conclude the dissertation by summarizing the contributions and outlining the potential future work.
Chapter 2

Background

In this chapter, we introduce the needed background to support this dissertation.

2.0.1 Inductive Synthesis

In inductive synthesis, we are concerned with a set $x$ of inputs, a theory $T$, and a grammar $G$, which collectively define the design space. The synthesis problem is defined as constructing a function $f$ such that it satisfies a correctness specification $P$ under all possible input conditions. In this context, the theory $T$ and the grammar $G$ are used to restrict the search space. Let $y$ be the set of auxiliary variables that control how the function $f$ is chosen from the pool of candidates in the design space. That is, each valuation of $y$ corresponds to a candidate function $P(x, y)$. At the high level, the synthesis problem can be expressed as a constraint solving problem as follows:

$$ \exists y. \forall x. \ P(x, y) $$

That is, we want to find a configuration of $y$ such that, for all possible $x$, the correctness condition $P(x, y)$ holds.

However, since directly solving a quantified logical formula with alternation depth 2 is difficult, the
more pragmatic solution is to use an iterative, counterexample-guided, inductive synthesis. First, we solve the simpler problem $\exists y. \ P(X, y)$. That is, we want to find a candidate configuration $c$ of $y$ such that, at least for some input values $X$, the correctness condition $P(X, c)$ holds. If we cannot find any solution, then we know there is no solution for the original logical formula. But if we find a candidate solution, the next step is to verify that the solution $c$ is valid under all possible input values. That is, $\forall x. \ P(x, c)$. If this verification step passes, we are done. Otherwise, we need to block this bad solution $c$, and compute a new candidate $c'$ such that $P(X', c')$ holds for at least some input values $X'$.

Therefore, the inductive synthesis procedure consists of two subroutines: the synthesis subroutine and the verification subroutine. The synthesis subroutine takes a set of test examples as input, solves $\exists y. P(X, y)$, and returns a candidate function $f$ as output. The verification subroutine takes the candidate function $f$ as input and formally verifies $\forall x. P(x, c)$, i.e., whether it is valid for all possible test examples. Initially, the set of test examples can be empty or consist of some randomly generated input-output pairs. Whenever the candidate function is proved to be invalid, new test examples can be deduced from the counterexamples generated by the verification subroutine. Adding these new test examples back to the synthesis subroutine can guarantee to eliminate the bad candidate in the future.

### 2.1 Intermediate Representation

The standard C language cannot explicitly represent fixed-point arithmetic operations, so we use an intermediate representation (IR) for the fixed-point programs. We use a combination of the integer C program representation and a separate configuration file, which defines the fixed-point types of all program variables. More specifically, we scale each fixed-point constant (other than the ones used in shift operations) to an integer by using the scaling factor $2^m$, where $m$ is the number of bits representing the fractional part. For example, a fixed-point with two fractional bits, the representation of a constant with the value of 2.5 will be represented as 10, where $m = 2$. 
After each multiplication, a \textit{shift-right} is added to normalize the result so as to match the fixed-point type for the result. For example, \(x = c \times z\), where variables \(x\) and \(z\) and constant \(c\) all have the fixed-point type \(\langle 1, 8, 3 \rangle\), would be represented as \(x = (c \times z) \gg 3\).

For each multiplication, we also assign an \textit{accumulate flag}, which can be set by the user to indicate whether the microcontroller has the capability of temporally storing the multiplication result into two registers, which effectively doubles the bit-width of the registers. Many real-world microcontrollers have been designed in this way. Continuing with the same example \(x = (c \times z) \gg 3\). If the \textit{accumulate flag} is set to 1 by the user, the multiplication node will not be checked for overflow and underflow. Only after the right-shift, will the final result be checked for overflow and underflow.

For all the other operations (+, -, \(\gg\), \(<\)), we do not rewrite the default IR representation and do not allow the user to set the \textit{accumulate flag}, because most of the microcontrollers do not have double sized registers to temporally store the results of these operations.

In general, the class of programs that we consider here do not have input-dependent control flow, meaning that we can easily remove all the loops and function calls from the code using standard loop unrolling and function inlining techniques. Furthermore, the program can be transformed into a branch-free representation, where the if-else branches are merged. Finally, since all variables are bounded integers, we can convert the program to a purely Boolean program through bit-blasting.

\section{Side Channel Attacks}

Following the notation used by Blömer \textit{et al.} [16], we assume that a sensitive computation \(c \leftarrow enc(x, k)\) takes a plaintext \(x\) and a secret key \(k\) as input and returns a ciphertext \(c\) as output. The implementation of function \(enc(x, k)\) consists of a sequence of intermediate operations. Each intermediate operation is referred to as function \(I_i(x, k)\), where \(i\) is the index of that operation.

We assume that the plaintext \(x\) and the ciphertext \(c\) may be observed by an adversary, whereas the
secret key $k$ is hidden in the computing device. The goal of the adversary is to deduce $k$ based on observing $x$, $c$, and the power leakage of the device. Based on the widely used Hamming Weight (HW) and Hamming Distance (HD) models, we assume that the power leakage of the device correlates to the values involved in the sensitive operations $I_1(x, k) \ldots I_n(x, k)$. For example, for two different key values $k$ and $k'$, the power consumption of $k \oplus x$ and $k' \oplus x$ may differ. Such information leaks may be exploited by techniques such as differential power analysis (DPA [51]).

### 2.3 Leakage Model

A leakage model specifies the amount of information observable during program execution through side channels, such as timing variation, power consumption, and electromagnetic radiation. In power analysis, a simple but effective leakage model, for a single instruction, is the *Hamming Weight (HW)* of the operand. An equally effective leakage model, for two consecutive instructions, is the *Hamming Distance (HD)* of the two operands.

### 2.4 Masking

To resist power side-channel attacks on cryptographic software, a countermeasure called *masking* can be implemented to eliminate side-channel leaks. It randomizes the instantaneous power consumption to make it statistically independent from the secret data.

For example, when the computation $f(z)$ is a linear function of sensitive variable $z$ in the $\oplus$ domain, meaning that $f(z_1 \oplus z_2) = f(z_1) \oplus f(z_2)$, masking requires no modification of the original implementation of function $f(z)$.

$$f(z \oplus r) \oplus f(r) = f(z) \oplus f(r) \oplus f(r) = f(z).$$

Here, the random bit $r$ is generated internally on the cryptographic device so the adversary cannot
However, when \( f(z) \) is a non-linear function, the implementation of \( f(z) \) often needs to be completely redesigned. Depending on the order of attacks to be mitigated, for instance, \( z \) may have to be divided into \( n \) chunks by using XOR operations with \( n \) random bits \( r_1 \ldots r_n \). Then, each chunk is fed to a newly designed cryptographic function \( f'_i(z \oplus r_i, r_i) \), where \( 1 \leq i \leq n \). At the end, these results are combined to reconstruct \( f(z) \) by using XOR operations with another function \( f''_i(z \oplus r_i, r_i) \). Consider \( n=1 \) as an example, we require the newly designed functions \( f'(\cdot) \) and \( f''(\cdot) \) to satisfy the following constraint:

\[
\textstyle f'(z \oplus r, r) \oplus f''(z \oplus r, r) = f(z).
\]

However, the design of such cryptographic functions \( f' \) and \( f'' \) is a highly creative manual process currently undertaken by experts – it is labor intensive and error prone. Furthermore, even if the masking algorithm is provably secure, bugs introduced during the software coding process may still cause information leaks.

### 2.5 Perfect Masking

For a pair \((x, k)\) of plaintext and key for the function \( enc(x, k) \) and \( d \) intermediate computation results \( I_1(x, k, r), \ldots, I_d(x, k, r) \), where \( r \) is an \( s \)-bit random variable uniformly distributed in the domain \( R = \{0, 1\}^s \), we use \( D_{x,k}(R) \) to denote the joint distribution of \( I_1, \ldots, I_d \). In side channel analysis, \( d \) is assumed to be the maximal number of leakage channels accessible to an adversary. If \( D_{x,k}(R) \) is statistically independent from \( k \), we say that the function is order-\( d \) perfectly masked [16]. Otherwise, the function has side channel leaks.

**Definition 1.** Given an implementation of function \( enc(x, k) \) and a set of its intermediate results
\[
\begin{align*}
\text{c1} &= x \oplus k \land (r_1 \land r_2) \\
\text{c2} &= x \oplus k \lor (r_1 \land r_2) \\
\text{c3} &= x \oplus k \oplus (r_1 \land r_2) \\
\text{c4} &= x \oplus k \oplus (r_1 \oplus r_2)
\end{align*}
\]

Figure 2.1: Example of difference between masking and perfect masking.

\[
\{I_i(x, k, r)\}, \text{ we say that the function is order}-d \text{ perfectly masked if for all } d\text{-tuples } \langle I_1, \ldots, I_d \rangle,
\]

\[
D_{x,k}(R) = D_{x,k'}(R) \quad \text{for any two pairs } (x, k) \text{ and } (x', k').
\]

As an example, consider Fig. 2.1 where ciphertexts c1, c2, c3, c4 are results of four different masking schemes for plaintext bit x and key bit k using random bits r1 and r2. According to the truth tables on the right-hand side, all of these four outputs are logically dependent on r1, r2. However, this does not imply statistical independence from the secret k. Indeed, c1, c2, c3 all leak sensitive information. Specifically, for x is logical 0, and when c1 is 1, we know for sure that the secret k is also 1, regardless of the values of the random variables. Similarly, when c2 is logical 0, we know for sure that k is also 0. When c3 is logical 1 (or 0), there is a 75% chance that k is logical 1 (or 0). In contrast, c4 is the only leak-free output because it is statistically independent of k. When k is logical 1 (or 0), there is 50% chance that c4 is logical 1 (or 0).

To check for violations of perfect masking, we need to decide whether there exists a d-tuple \( \langle I_1, \ldots, I_d \rangle \) such that \( D_{x,k}(R) \neq D_{x',k'}(R) \) for some \((x, k)\) and \((x', k')\). Here, the main challenge is to compute \( D_{x,k}(R) \).

### 2.6 Insensitivity

A necessary condition for power side-channel resistance is for all the intermediate computation results of a function to be insensitive, as in Bayrak et al. [10]. An intermediate result \( I_i \) is sensitive
if it depends on the secret/plaintext and, at the same time, it does not depend on any random variable. According to [10], this dependency analysis is equivalent to computing don’t cares (DCs) in logic synthesis: If random bit $r$ is a don’t care of $I_i$, then $I_i$ does not depend on $r$. Recall that $r$ is a don’t care if $I_i$ remains unchanged whether $r$ is set to logical 0 or 1. However, even an insensitive $I_i$ may still leak secret information, because depending on a random bit does not mean that $I_i$ is statistically independent from the secret.

Figure 2.2 shows an example, where $k$ is the secret, $r_1$ and $r_2$ are the random variables, and $o_1$, $o_2$, $o_3$, and $o_4$ are the results of four masking schemes. According to the truth table on the right-hand side, all four outputs depend on $r_1, r_2$ and therefore are insensitive [10], but three of them still leak secret information. When $o_1$ is logical 1, we know for sure that the secret $k$ is also 1, regardless of the values of the random variables. Similarly, when $o_2$ is logical 0, we know for sure that $k$ is also 0. When $o_3$ is logical 1 (or 0), there is a 75% chance that $k$ is logical 1 (or 0). In contrast, $o_4$ is the only side-channel resistant output because it statistically independent of $k$. When $k$ is logical 1 (or 0), there is 50% chance that $o_4$ is logical 1 (or 0).

### 2.6.1 Fault Sensitivity Analysis (FSA)

Fault attacks are typically conducted by changing the physical environment of the circuit executing a cryptographic algorithm, to introduce logical errors in the otherwise normal computation. These in turn lead to information leaks that are leveraged to deduce the sensitive data. Various fault injection techniques have been used in practice, including varying the voltage of the power supply, the clock frequency, and the temperature of the execution environment. Here we focus on faults
injected by disturbing the external clock, more specifically by aggressively increasing the clock frequency beyond its normal range.

In a digital circuit, the time taken by a signal to change from logical 1 to logical 0 (or vice versa) in response to the inputs often depends on both the circuit structure and the values of its signals. In general, the arrival time of the output signal is determined by the delay of the paths connecting the input signals to this output. In addition, the delay of these paths may depend on the values of the internal signals of the circuit. For the same circuit, but with different values of the internal signals, the delay of these input-to-output paths may be different. This is important because it means the impact of the same injected fault, but under different internal states of the circuit, may be significantly different.

Consider the example AND gate in Fig. 2.3, which has two input signals A and B and an output signal C. Let $T_A$ and $T_B$ be the arrival time of signals A and B, respectively, and $T_{AND}$ be the propagation delay of the AND gate. Consider a scenario where $T_A < T_B$, i.e., signal B has a longer arrival time than signal A. In this case, the time it takes for signal C to stabilize ($T_c$) depends on the value of signal A. Specifically,

- when A is logical 0, we have $T_C = T_A + T_{AND}$; and
- when A is logical 1, we have $T_C = T_B + T_{AND}$.

In other words, even if we do not know the value of signal A, by observing the difference in the arrival time $T_c$, we can reliably deduce the sensitive information based on our knowledge of the circuit structure.
It is worth pointing out that such dependency relation between the gate delay and the values of input signals is not unique for the AND gate; other types of logic gates have similar dependency relations.

In general, for a large digital circuit with a wide range of logic gates, the delay along its various input-to-output paths may depend on the values of the signals — that is the main source of vulnerability for Fault sensitivity analysis (FSA) attacks. To successfully launch fault attacks, merely injecting faults into a circuit is not enough. In addition, these faults must be propagated through the circuit to become observable at the output. In practice, the susceptibility of developing a faulty output often depends on the intensity of the faults injected, for example, the degree of over-clocking, since the more intense the faults are, the more likely they will be propagated to the output. The least intensity level under which injected faults becomes observable at the output is referred to as the critical level. Due to the dependency between gate propagation delay and values of the signals in the circuit, in general, the critical level will be different for different values of the signals.

FSA attacks, in particular, rely on exploiting a dependency between the critical level and values of the sensitive signals. Since the time taken by a signal to propagate through the circuit depends on both the circuit structure and values of its internal signals, the attacker needs to have knowledge of the circuit under attack. This is a realistic assumption, since most cryptographic algorithms, along with their implementations, are publicly available.

An FSA attack typically consists of three steps:

1. The attacker injects faults and then measures the critical level of a circuit for a set of $N$ randomly generated plaintexts (test inputs);

2. The attacker computes, using computer simulation, the critical level for each of the $N$ selected plaintexts, together with each possible sensitive data value combination;

3. The attacker performs a correlation analysis between the measured critical level and the simulated critical level for each possible sensitive data value combination.
At the end of the third step, the sensitive data value combination that results in the highest correlation coefficient will be identified. This information will then be used to deduce the sensitive data value from the circuit.

### 2.6.2 FSA Countermeasures

The necessary condition for carrying out a successful FSA attack is having easily distinguishable fault sensitivity *critical levels* for the different sensitive data value combinations. Among output signals whose arrive time depends on the sensitive data, the greater the difference in their arrival times, the more distinguishable the critical levels, and consequently, the higher the chance attackers will have in successfully deducing the sensitive data. Therefore, the goal of an FSA countermeasure is to disable the aforementioned condition.

All previously proposed countermeasures against FSA attacks [34, 35] rely on adding delay to certain parts of the circuit to make the arrival time of the output signals independent from the sensitive data. Such solution often adds an unnecessarily large number of buffers, which results in larger area and higher power consumption.
Chapter 3

Optimizing Arithmetic Computation in Embedded Software Code

Analyzing and optimizing the fixed-point arithmetic computations in embedded control software is crucial to avoid overflow and underflow errors and minimize truncation errors within the designated input range. Implementation errors such as overflow, underflow, and truncation can lead to degradation of the computation results, which in turn may destabilize the entire system. The conventional solution is to carefully estimate the minimum bit-width required by the software code to run in the error-free mode and then choose a microcontroller that matches the minimum bit-width. However, this can be expensive or even infeasible, e.g., when the microcontroller at hand has 16 bits but the code requires 17 bits.

In many cases, it is possible for the developer to manually reorder the arithmetic computation operations and optimize the code structure to avoid the overflow and underflow errors and to minimize truncation errors. However, the process is labor intensive and error prone. In this chapter, we present a new compiler assisted code transformation method to automate the process. More specifically, we apply inductive synthesis incrementally to optimize the arithmetic computations so that the code can be safely executed on microcontrollers with a smaller bit-width.

The content of this chapter is originally published in [26]
For example, consider the code in Fig. 3.1, where all input parameters are assumed to be in the range \([0, 9000]\). A quick analysis of this program shows that, to avoid overflow, the program must be executed on a microcontroller with at least 32 bits. If it were to run on a 16-bit microcontroller, many of the arithmetic operations, e.g., the subtraction in Line 13, would overflow. In this case, a naive solution is to scale down the bit-widths of the overflowing operations by eliminating some of their least significant bits (LSBs). However, this would decrease the dynamic range, ultimately leading to a large accumulative error in the output.

Our method, in contrast, can reduce the minimum bit-width required to run this piece of fixed-point arithmetic computation code without any loss in accuracy. Our method would take the original C code in Fig. 3.1 and the user-specified ranges of its input parameters, and returns the optimized C code in Fig. 3.2 as output. Our method guarantees that the two programs are mathematically equivalent – if all program variables represent unbounded integers – but the one in Fig. 3.2 requires a smaller bit-width to achieve the same dynamic range. More specifically, the new code can run on a 16-bit microcontroller. Furthermore, our method ensures that the new code does not introduce any additional truncation error. In other words, the new code is always more accurate than the original one.

The optimization in our method is carried out by an SMT solver based inductive synthesis procedure, which is customized specifically for efficient handling of fixed-point arithmetic computations. Recent years of have seen a renewed interest in applying inductive synthesis techniques to a wide variety of applications (e.g., [79, 78, 44, 38, 39, 41, 67, 75]). However, a naive application of these techniques would not work due to their limited scalability and large computational overhead. For example, our experience with the Sketch tool [79] shows that, when being applied to synthesizing arbitrary fixed-point arithmetic computations, it does not scale beyond programs with 3-4 lines of code.

The main contribution here is our proposal of an incremental inductive synthesis algorithm, where the SMT solver based analysis is carried out only on small code regions of bounded size, one at a time, as opposed to the entire program. This incremental optimization approach allows our method
to scale up to programs of practical size and complexity.

Our new method differs from most of the existing methods for optimizing arithmetic computations in embedded software code. These existing methods, including the recent ones [45, 71], focus primarily on computing the optimal (smallest) bit-widths for all program variables. Instead, our method focuses on re-ordering the arithmetic operations and re-structuring the code, which in turn may lead to reduction in the minimum bit-width. In other words, we are not merely finding the minimum bit-width, but also reducing the minimum bit-width through code transformation. Due to the use of an SMT solver based search, our method can find the best implementation solution within a bounded search space. This is in contrast to standard compiler optimizations, which are based on matching simple syntactic patterns.

We have implemented our new method in a software tool based on the popular Clang/LLVM compiler framework [21] and the Yices SMT solver [25]. We have evaluated the performance of our tool on a representative set of public domain benchmarks collected from embedded control applications and digital signal processing (DSP) applications. Our results show that the new method can achieve a significant reduction in the minimum bit-width required by the program, and alternatively, a significant increase in the dynamic range.

To sum up, the main contributions here are:

- We propose the first method for incrementally optimizing the linear fixed-point arithmetic computations in C/C++ code via inductive synthesis to reduce the minimum bit-width and increase the error-free dynamic range.

- We implement the new method in a practical software tool based on Clang/LLVM and the Yices SMT solver and demonstrate its effectiveness and scalability on a set of representative embedded control and DSP applications.

The remainder of this Chapter is organized as follows. In Section 3.1, we illustrate our new method by using an example. Then we present the overall algorithm in Section 3.3. We present our inductive synthesis procedure in Section 3.4. The implementation details and experimental results
1: int comp(int A, int B, int H, int E, int D, int F, int K) {
2:    int t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11, t12;
3:    t12 = 3 * A;
4:    t10 = t12 + B;
5:    t11 = H << 2;
6:    t9 = t10 + t11;
7:    t6 = t9 >> 3;
8:    t8 = 3 * E;
9:    t7 = t8 + D;
10:   t5 = t7 - 16469;
11:   t3 = t5 + t6;
12:   t4 = 12 * F;
13:   t2 = t3 - t4;
14:   t1 = t2 >> 2;
15:   t0 = t1 + K;
16:   return t0;
17:}

Figure 3.1: The original C program for implementing an embedded controller.

are given in Section 3.5 and Section 3.6, respectively. We review related work in Section 3.7, and finally give a summary in Section 3.8.

3.1 Motivating Example

We illustrate the overall flow of our method by using the example in Fig. 3.1. Our method takes this program and a configuration file that defines the value ranges of all parameter variables as input, and returns the program in Fig. 3.2 as output. It starts by parsing the original program and constructing an abstract syntax tree (AST). Each program variable in Fig. 3.1 corresponds to a node in the AST. The root node of the AST is the return value of the program. The leave nodes are the input parameters.

The AST is first traversed \textit{forwardly}, from the parameters to the return value, to compute the value ranges. Each value range is a \((min, max)\) pair for representing the minimum and maximum values of the node. They are computed by using a symbolic range analysis [70]. Then, the AST is traversed \textit{backwardly}, from the return statement to the entry statement, to identify the list of AST nodes that may overflow or underflow when using a reduced bit-width. The first overflowing node in Fig. 3.1 is the subtraction in Line 13. Although both \(t_3\) and \(t_4\) can be represented in 16 bits,
1: int comp(int A, int B, int H, int E, int D, int F, int K) {
2: int t0, t1, t3, t4, t5, t6, t8, t12;
3: int N1, N2, N3, N4, N5, N6, N7, N9, N10;
4: t12 = 3 * A;
5: N6 = H;
6: N10 = t12 - B;
7: N9 = N10 >> 1;
8: N7 = B + N9;
9: N5 = N7 >> 1;
10: N4 = N5 + N6;
11: t6 = N4 >> 1;
12: t8 = 3 * E;
13: N3 = t8 - 16469;
14: t5 = N3 + D;
15: t3 = t5 + t6;
16: t4 = t2 * F;
17: N2 = t4 >> 2;
18: N1 = t3 >> 2;
19: t1 = N1 - N2;
20: t0 = t1 + K;
21: return t0;
22:}

Figure 3.2: Optimized C code for implementing the same embedded controller.

the subtraction may produce a value that requires more bits.

For each AST node that may overflow or underflow, we carve out some neighboring nodes to form a region for optimization. The region should include the node, its parent node, its child nodes, and optionally, the transitive fan-in and fan-out nodes up to a bounded depth. The region size is limited by the capacity of the subsequent inductive synthesis procedure. For the subtraction in Line 13, if we bound the region size to 2 AST node levels, the extracted region would include the right-shift in Line 14 (parent node).

The extracted region is then subjected to an inductive synthesis procedure, which generates a new region that is mathematically equivalent to the extracted region but overflow/underflow free. For Line 13 in Fig. 3.1, the extracted region and the new region are shown side by side as follows:

\[
\begin{align*}
t2 &= t3 - t4; \quad &N2 &= t4 >> 2; \\
t1 &= t2 >> 2; \quad &N1 &= t3 >> 2; \\
\ldots & \quad & t1 &= N1 - N2;
\end{align*}
\]

That is, instead of applying right-shift to the operands after subtraction, we apply right-shift first. Because of this, the new region needs a smaller bit-width to avoid overflow.
However, it is important to note that the new region is not always better, because sometimes it may introduce additional truncation errors. Consider $t_3 = 2$, $t_4 = -2$ as a test case. We have $(t_3 - t_4) >> 2 = 1$ and $(t_3 >> 2 - t_4 >> 2) = 0$. The new region may lose precision if the two least significant bits (LSBs) of $t_3, t_4$ are not zero. Therefore, an integral part of our new optimization method is to synthesize a new region only when it does not introduce additional truncation errors that affect the final output. For this reason, we perform a truncation error margin analysis to identify, for each AST node, the number of LSBs that are immaterial in deciding the final output. For Line 13, the two LSBs of both $t_3$ and $t_4$ can be ignored. Therefore, the truncation error introduced above will not affect the final output.

Since the new region is strictly better, the original AST is updated by replacing the extracted region with the new region. After that, our method continues to identify the next node that may overflow or underflow. The entire procedure terminates when it is no longer possible to optimize any further. In the remainder of this section, we provide a more detailed description of the subsequent optimization steps.

After optimizing the subtraction in Line 13, the next AST node that may overflow is in Line 10. The extracted region and the new region are shown side by side as follows:

\[
\begin{align*}
t_7 &= t_8 + D; \\
t_5 &= t_7 - 16469; & N_3 &= t_8 - 16469; \\
&\quad \text{--->} \quad t_5 = N_3 + D;
\end{align*}
\]

Our analysis shows that variables $t_8$, $D$ and constant $16469$ all have zero truncation error margins. The new region does not introduce any additional truncation error. Therefore, the original AST is updated with the new region.

The next AST node that may overflow is in Line 6. The extracted region and the new region are shown as follows:

\[
\begin{align*}
t_9 &= t_{10} + t_{11}; \\
t_6 &= t_9 >> 3; & N_6 &= t_{11} >> 2; \\
&\quad \text{--->} \quad N_4 = N_5 + N_6; \\
&\quad \text{--->} \quad t_6 = N_4 >> 1;
\end{align*}
\]
The truncation error margins are 2 for \( t_{10} \) and 2 for \( t_{11} \). Therefore, the truncation error margin for \( t_9 \) is 2, meaning that the two LSBs may be ignored. Since the new region is strictly more accurate, the original AST is again updated with the new region.

The next AST node that may overflow is in Line 4. The extracted region and the new region are shown as follows:

\[
\begin{align*}
    t_{10} &= t_{12} + B; & N_{10} &= t_{12} - B; \\
    N_5 &= t_{10} \gg 2; & N_9 &= N_{10} \gg 1; \\
    \ldots & \quad \rightarrow \quad N_7 = B + N_9; \\
    \ldots & \quad \rightarrow \quad N_5 = N_7 \gg 1;
\end{align*}
\]

Notice that this extracted region consists of a node that is the result of a previous optimization step. The truncation error margins are 0 for \( t_{12} \) and 0 for \( B \). The new code region does not suffer from the same truncation error that would be introduced by \( N_5 = (B \gg 2 + t_{12} \gg 2) \), because the truncation error is not amplified while being propagated to the final result. Instead, it is compensated by the addition of \( B \).

The last node that may overflow is in Line 5 of Fig. 3.1. The extracted region and the new region are shown as follows:

\[
\begin{align*}
    t_{11} &= H \ll 2; \\
    N_6 &= t_{11} \gg 2; & \quad \rightarrow \quad N_6 = H;
\end{align*}
\]

By now, all arithmetic operations that may overflow are optimized. The new program in Fig. 3.2 can run on a 16-bit microcontroller while still maintaining the same accuracy as the original program running on a 32-bit microcontroller. Another way to look at it is that, if the optimized code were to be executed on the original 32-bit microcontroller, it would have a significantly larger dynamic range.
3.2 Fixed-point Notations

We follow [88] to represent the fixed-point type by a tuple $\langle s, N, m \rangle$, where $s$ is the sign bit (1 for signed and 0 for unsigned), $N$ is the total number of bits or the bit-width, and $m$ is the number of bits representing the fractional part. The number of bits representing the integer part is $n = (N - m)$. Different variables and constants in the original program are allowed to have different bit representations, but all of them should have the same bit-width $N$.

Signed numbers are represented in the standard two’s complement form. For an $N$-bit number $\alpha$, which is represented by bit-vector $x_{N-1} x_{N-2} \ldots x_0$, its value is defined as follows:

$$\alpha = \frac{1}{2^m} \times \left(-2^{N-1} x_{N-1} + \sum_{i=0}^{N-2} 2^i x_i\right),$$

where $x_i$ is the value of the $i^{th}$ bit. The value of $\alpha$ lies in the range $[-2^n, 2^n - 2^{-m}]$. If a number to be represented exceeds the maximum value, there will be an overflow. If a number to be represented is less than the minimum value, there will be an underflow. If the number to be represented requires more designated fractional bits than $m$, there will be a truncation error. The maximum error caused by truncation is $2^{-m}$.

We define the step of a variable or a constant as the number of consecutive LSBs that always have the value zero. For example, the number 1024 has a step 9, meaning that nine of the LSBs are zero. On the other hand, the number 3 has a step 0.

3.3 Overall Algorithm

The overall flow of our method is shown in Algorithm 1. The input includes the original program and the value ranges of all the parameter variables. First, we invoke COMPUTE_RANGES to compute the value ranges of all non-leaf AST nodes. Then, we invoke COMPUTE_IGNORE_BITS to compute the truncation error margins (LSBs whose values can be ignored) for all AST nodes. Finally, we
compute the bit-width ($bw_1$) required by the original program to run within the given input range.

**Algorithm 1** Optimizing the program within its input range.

1: optimizeProgram ($prog, p\_ranges$) {
2:     $ranges \leftarrow$ computeRanges($prog, p\_ranges$);
3:     $ig\_bits \leftarrow$ computeIgnoreBits($prog$);
4:     $bw_1 \leftarrow$ computeMinBitWidth($prog, ranges$);
5:     while (true) {
6:         $bw_2 \leftarrow bw_1 - 1$;
7:         for each (Node $n \in prog$ that may overflow or underflow) {
8:             $reg \leftarrow$ extractRegion($prog, n$);
9:             $new\_reg \leftarrow$ synthesize($reg, bw_1, bw_2, ranges, ig\_bits$);
10:            if ($new\_reg$ does not exist) break;
11:            replaceRegion($prog, reg, new\_reg$);
12:        }
13:     }  
14:  $bw_1 \leftarrow bw_2$;
15:  return $prog$;
16: }

After the bit-width of the original program ($bw_1$) is determined, we enter the while-loop to iteratively optimize the program. In each iteration, we try to reduce the bit-width from $bw_1$ to $bw_2$. The loop terminates as soon as a call to the inductive synthesis procedure fails to return the new region.

Within each loop iteration, we search for all nodes that may overflow or underflow when the new bit-width ($bw_2$) is used. We process these nodes in a breadth-first search (BFS) order, i.e., from the return value of the program to the parameter variables. For each node, we invoke extractRegion to extract a neighboring region and then invoke the inductive synthesis procedure. If successful, the inductive synthesis procedure would return a new region, which is mathematically equivalent to the extracted region but would not overflow or underflow. It also ensures that the new region would not introduce additional truncation error. After the new region is found, we use it to replace the extracted region in the program.
3.3.1 Region for Optimization

The size of the extracted region affects both the effectiveness and the computational overhead of the inductive synthesis procedure. The minimum extracted region should include the erroneous node and its parent node. Since we follow the BFS order, the parent node must have no overflow or underflow since it is already tested negative or optimized. Since in the original program, the parent operation restores the overflowed value created in the overflowing node back to the normal operation range, when the parent node is included in the region, it is more likely to find an alternative implementation that is more accurate than the extracted region.

In general, a larger extracted region allows for more opportunity to find a suitable new region. The maximum extracted region – if it were not for the limited capability of the SMT solver – would be the entire input program. This is equivalent to applying inductive synthesis tools such as Sketch [79, 78] to the entire program, provided that the fixed-point arithmetic optimization problem is modeled in the Sketch input language. In practice, however, such a monolithic optimization approach seldom works. Indeed, our experience with the Sketch tool shows that it cannot scale beyond arbitrary fixed-point arithmetic computation code of 2-3 lines.

Therefore, in addition to implementing our customized inductive synthesis procedure, which can efficiently handle fixed-point arithmetic computations, we also bound the size of the extracted region so that inductive synthesis is applied only in the context of incremental optimization. More specifically, the extracted region is bounded to an AST with at most 5 node levels, which represents up to 63 AST nodes.

3.3.2 Truncation Error Margin

We compute the step and the ignore bits for all AST nodes recursively. During the optimization process, the calculated step will be used to compute the truncation error margin (the LSBs whose values can be ignored). Our method will leverage the truncation error margins to obtain the best possible optimization results.
First, we determine the step of each leave node based on the definition in Chapter 2. In general, the step may originate from a shift-left operation, a step in a parameter variable, or a step in a constant.

We compute the step of each internal AST node as follows:

- \( \text{step}(x \times y) = \text{step}(x) + \text{step}(y); \)
- \( \text{step}(x + y) = \min(\text{step}(x), \text{step}(y)); \)
- \( \text{step}(x - y) = \min(\text{step}(x), \text{step}(y)); \)
- \( \text{step}(x << c) = \text{step}(x) + c; \)
- \( \text{step}(x >> c) = \max(\text{step}(x) - c, 0). \)

The ignore bits are those consecutive LSBs that can be ignored during the optimization process. If these bits are truncated in the new region, for example, no error will occur in its output. By taking into account these bits in the optimization process, we are able to synthesize more compact new regions.

To clarify this, consider the example in Fig. 3.3, where the extracted region is shown inside the dotted box. We start by analyzing the AST to determine the step of each node. For the purpose of optimizing the extracted region, we need to know the step of the region’s inputs, which are the nodes labeled as \( a \) and \( b \). Due to the shift-left operations, the step of \( a \) is 4, while the step of \( b \) is 3. Considering these step values, we determine that, when optimizing the extracted region, we have a “credit” of 3 bits to ignore. In other words, we have the freedom to truncate up to 3 consecutive LSBs of the two inputs \( (a \text{ and } b) \) without decreasing the accuracy of the result. Because of this, we are able to synthesize the new region as shown in Fig. 3.4.

Notice that, even if we do not consider the ignore bits, our method can still synthesize a new region to remove the overflowing node in the above example. However, in such case, the extracted region would have to be larger. That is, the extracted region would need to include all the AST nodes in Fig. 3.3. The synthesized new region would include all the AST nodes in Fig. 3.4. However, this would also lead to a significantly longer synthesis time.
3.4 The Inductive Synthesis Procedure

At the high level, our inductive synthesis procedure consists of two steps: (1) run a set of test cases on the extracted region, and based on the results, generate a new region that is equivalent to the extracted region at least for the set of test cases; (2) check if the two regions are equivalent in the full input range. If they are not equivalent, block this region (bad solution) and try again.

Algorithm 2 shows the pseudo code of our synthesis procedure, which computes a new region $\text{new\_reg}$ of bit-width $bw_2$, such that it is equivalent to the original region $\text{reg}$ of bit-width $bw_1$, under the value ranges specified in $\text{ranges}$ while considering the truncation error margins specified in $\text{ig\_bits}$. The procedure starts by initializing $\text{blockedRegions}$ and $\text{testSet}$ to empty sets, where $\text{testSet}$ consists of the test cases used for inductively generating (guessing) a new region, and $\text{blockedRegions}$ consists of the previously explored regions that fail the equivalence check. The procedure initializes the $\text{size}$ of the new region to 1, and then enters the while-loop to iteratively search for a new region of increasingly larger size. When $\text{size}$ exceeds a predetermined bound, we have proved that no solution exists in this search space.

Subroutine $\text{GEN\_REGION}$ uses an SMT solver to inductively generate a new region, based on the test examples in $\text{testSet}$ and the already explored regions in $\text{blockedRegions}$. Subroutine $\text{COMP\_DIFF}$ formally checks the equivalence of the extracted region $(\text{reg})$ and the new region $(\text{new\_reg})$, and returns a concrete test if they are not equivalent.
Algorithm 2 Inductively synthesizing the new code region.

1: SYNTESIZE \((\text{reg, bw1, bw2, ranges, ig\_bits})\) \{  
2:   blockedRegions ← \{\};  
3:   testSet ← \{\};  
4:   size ← 1;  
5:   while (size < MAX\_REGION\_SIZE) \{  
6:     new\_r ← GEN\_REGION(\text{reg, bw1, bw2, size, blockedRegions, testSet});  
7:     if (new\_r exists) \{  
8:       test ← COMP\_DIFF(\text{reg, new\_r, bw1, bw2, ranges, ig\_bits});  
9:       if (test exists) \{  
10:         blockedRegions ← blockedRegions \cup \{new\_reg\};  
11:         testSet ← testSet \cup \{test\};  
12:       \}  
13:     else  
14:       return new\_r;  
15:     \}  
16:   \}  
17:   size ← size + 1;  
18: \}  
19: return no\_solution;  
20: \}

3.4.1 Constructing the New Region Skeleton

First, we generate a \textit{skeleton} of the new region, which is a generalized AST capable of representing any linear arithmetic equation up to a bounded size. In this AST, each leave node is either a constant or any of the set of input variables of the extracted \textit{region}. Each internal node is any of the linear arithmetic operations \((\ast, +, -, >>, <<)\). The root node is the result of the arithmetic computation and should compute the same result as the output node in the extracted region. Fig. 3.5 shows an example \textit{skeleton} of 7 AST nodes. Here, \textit{Op} represents any binary arithmetic operator and \(V|C\) represents a leave node (either a variable or a constant).

For each AST node in the \textit{skeleton}, we assign an auxiliary variable called the \textit{selector}, whose value determines the node type. For example, a leave node \((\text{LNode1})\), which may be variable \textit{V1}, variable \textit{V2}, or constant \textit{C1}, is represented as follows:

\[
\begin{align*}
&((\text{LNode1} == \text{V1}) \&\& (\text{sel1} == 0)) \; || \\
&(\text{LNode1} == \text{V2}) \&\& (\text{sel1} == 1) \; || \\
&(\text{LNode1} == \text{C1}) \&\& (\text{sel1} == 2))
\end{align*}
\]
where the integer value of selector variable \( \text{sel1} \) ranges from 0 to 2. Similarly, a generalized internal node (\( \text{INode3} \)), which may be an addition or a subtraction of \( \text{LNode1} \) and \( \text{LNode2} \), is represented as follows:

\[
\begin{align*}
(INode3 = \text{LNode1} + \text{LNode2}) \land (sel2 = 0) \lor \\
(INode3 = \text{LNode1} - \text{LNode2}) \land (sel2 = 1)
\end{align*}
\]

where the integer value of selector variable \( \text{sel2} \) ranges from 0 to 1. The actual node types in the skeleton are determined later, when we encode the skeleton into an SMT formula, and then call the SMT solver to find a set of suitable values for all these selector variables.

### 3.4.2 Inductively Generating the New Region

To generate the new region, we need a representative set of test cases for the extracted region. These are test values for the input variables of the region, and should include both the corner cases and the intermediate values. Since the arithmetic computations are linear, we construct the corner cases by including the minimum and maximum values of all input variables as defined in \( \text{ranges} \). Additional test values are generated by taking semi-equidistant intermediate values between values in the corner cases.
We create an SMT formula $\Phi$ such that $\Phi$ is satisfiable iff the resulting new region – induced by a satisfying assignment to all selector variables – is mathematically equivalent to the extracted region, but does not overflow or underflow.

$$\Phi = \Phi_{\text{reg}} \land \Phi_{\text{ske}} \land \Phi_{\text{sameI}} \land \Phi_{\text{sameO}} \land \Phi_{\text{tests}} \land \Phi_{\text{blocked}},$$

where the subformulas are defined as follows:

- Extracted region ($\Phi_{\text{reg}}$): It encodes the transition relation of the extracted region by using bit-vector arithmetic, where the bit-width is $bw1$.
- New region skeleton ($\Phi_{\text{ske}}$): It encodes the transition relation of the skeleton by using bit-vector arithmetic, where the bit-width is $bw2$.
- Same input values ($\Phi_{\text{sameI}}$): It asserts that the input variables of the two regions must share the same values.
- Same output value ($\Phi_{\text{sameO}}$): It asserts that the output variables of the two regions must have the same value.
- Test cases ($\Phi_{\text{tests}}$): It asserts that the input variables must adopt concrete values from the given test cases.
- Blocked solutions ($\Phi_{\text{blocked}}$): It asserts that the selector variables should not take values that represent any previously explored (bad) solution.

If $\Phi$ is unsatisfiable, no solution exists in the bounded search space. In this case, we need to increase the size of the skeleton and try again. If $\Phi$ is satisfiable, we have computed a candidate new region. As an example, consider the first extracted region in Section 3.1. The new region generated from the skeleton in Fig. 3.5 is shown in Fig. 3.6.
3.4.3 Checking the Equivalence of the Regions

The candidate new region is guaranteed to be equivalent to the extracted region over the given set of test cases. However, they may not be equivalent over the full input range. Therefore, the next step is to formally verify their equivalence over the full input range. Toward this end, we create another SMT formula $\Psi$, which is satisfiable iff the two regions are not equivalent; that is, if there exists a test case that can differentiate them. Formula $\Psi$ is defined as follows:

$$\Psi = \Phi_{\text{reg}} \land \Phi_{\text{new}\_\text{reg}} \land \Phi_{\text{sameI}} \land \Phi_{\text{diffO}} \land \Phi_{\text{ranges}} \land \Phi_{\text{ig\_bits}},$$

where the subformulas are defined as follows:

- **New region** ($\Phi_{\text{new}\_\text{reg}}$): It encodes the transition relation of the candidate new region in bit-vector arithmetic, where the bit-width is $bw_2$.

- **Different output values** ($\Phi_{\text{diffO}}$): It asserts that the output variables of the two regions have different values.

- **Value ranges** ($\Phi_{\text{ranges}}$): It asserts that all input variables should stay within their pre-computed value ranges. We are not interested in checking the equivalence of the two regions outside the designated value ranges.

- **Ignore bits** ($\Phi_{\text{ig\_bits}}$): It asserts that the LSBs as specified in the ignore bits should all be set to zero. This allows us to ignore the differences between the two regions for LSBs within the truncation error margins.

If $\Psi$ is unsatisfiable, it means that the two regions are mathematically equivalent within the given input range and under the consideration of the ignore bits.

If $\Psi$ is satisfiable, the candidate new region is not correct. In this case, we add it to the blockedRegions, and then try again. The blocking of an incorrect solution follows the counter-example guided inductive synthesis algorithm [79, 80], where the blocked solutions are encoded as an additional
constraint in the SMT formula, by adding an extra pair of extracted region and new region skeleton with the blocked assignment to selector variables. It ensures that, when the SMT solver is invoked again to find a candidate new region, the same solution will not be returned.

3.5 Implementation

We have implemented our new method in a software tool for optimizing the C/C++ code of embedded control and DSP applications based on the Clang/LLVM compiler framework [21] and the Yices SMT solver [25]. Our tool has two modes: the whole-program optimization mode and the incremental optimization mode. The two modes differ only in the size bound imposed on the extracted region.

When the bound is set to an arbitrarily large number, our tool runs in the whole-program optimization mode. This makes it somewhat comparable to the popular inductive synthesis tool called Sketch [79, 80], provided that our new region skeleton is carefully modeled in the Sketch input language, with the selector variables defining the “integer holes” for Sketch to fill. Before implementing our own inductive synthesis procedure, we have explored this approach. However, it turns out to be not scalable: synthesizing a new region with a size bound of more than 2 would cause Sketch to quickly run out of the 4 GB memory. We believe that there are two reasons for this. First, the performance of Sketch is not optimized for handling arbitrary combinations of linear fixed-point arithmetic computations. Second, inductive synthesis, in general, may not be able to scale up to arbitrarily large arithmetic computation programs.

Due to the scalability problem encountered by using Sketch, we have implemented our own inductive synthesis procedure directly using the Yices SMT solver, which is designed for efficient handling of fixed-point arithmetic operations, e.g., by designing SMT encoding schemes for exploiting the AST structures encountered in this type of applications. Our experimental evaluation shows that the new procedure is significantly more efficient than Sketch. Instead of a size bound of 2, it now can routinely optimize the skeleton with a size bound of 5 (representing up to 63 AST
Nevertheless, this improvement alone is not sufficient for supporting the whole-program optimization.

Instead, we propose an incremental optimization method that applies inductive synthesis only to individual regions of a bounded size. More specifically, we have set the maximum bound for shift-right and shift-left operations to 4, and the maximum level of AST nodes in the new region skeleton to 5. By incrementally optimizing one extracted region at a time, our method is able to avoid the scalability bottleneck imposed by the SMT solver, and therefore can be applied to programs of practical size and complexity.

### 3.6 Experimental Results

We have evaluated our tool on a set of public domain benchmark examples. The experiments are designed to answer the following three questions:

- How much can our method reduce the minimum bit-width required for the program to run in the given input range?
- How much can our method increase the dynamic range of the program for the given bit-width?
- If both the original and the optimized programs are forced to run with a reduced bit-width, what is the difference between their fixed-point specific implementation errors?

#### 3.6.1 Benchmarks

Our benchmark includes a set of public domain C programs for embedded control and DSP applications. They come from various sources including papers, textbooks, and the output of code generation tools. The sizes of the programs range from 21 lines of code (LoC) to 131 lines, with an average LoC of 79. The number of fixed-point arithmetic operations on average is 58. For the
kind of cyber-physical systems (CPS) software targeted by our new method, these are programs of realistic size and complexity.

Table 3.1 shows the statistics of each benchmark example, including the name, the LoC, and the number of arithmetic operations.

<table>
<thead>
<tr>
<th>Name of the Benchmark</th>
<th>Line of Code</th>
<th>Arithmetic Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sobel Image filter (3x3)</td>
<td>42</td>
<td>28</td>
</tr>
<tr>
<td>Bicycle controller</td>
<td>37</td>
<td>27</td>
</tr>
<tr>
<td>Locomotive controller</td>
<td>42</td>
<td>38</td>
</tr>
<tr>
<td>IDCT (N=8)</td>
<td>131</td>
<td>114</td>
</tr>
<tr>
<td>Control. Impl.</td>
<td>21</td>
<td>8</td>
</tr>
<tr>
<td>Diff. image filter (5x5)</td>
<td>131</td>
<td>77</td>
</tr>
<tr>
<td>FFT (N=8) (no DC component)</td>
<td>112</td>
<td>82</td>
</tr>
<tr>
<td>IFFT (N=8)</td>
<td>112</td>
<td>90</td>
</tr>
</tbody>
</table>

The first test case, taken from [69], is a 3x3 Sobel digital filter that is widely used in image processing applications. The second test case, taken from [71], is a bicycle controller optimally synthesized for a custom-designed microprocessor with double-sized internal registers. The third test case is a locomotive controller generated by using Fixed Point Advisor and Real Time Workshop of the Matlab toolkit [57]. The fourth test case, taken from [49], is an inverse discrete cosine transform (IDCT), which is widely used in mobile communication and image compression applications. The fifth test case is the fixed-point version of a control rule implementation from [57]. The sixth test case is a 5x5 kernel sized difference image filter [18]. The seventh test case is a fast Fourier transform (FFT) implementation, where the floating-point version was taken from [86] and then converted to fixed-point, by changing all double variables into int variables without modifying or reordering any of its instructions. The eighth test case is the inverse fast Fourier transform (IFFT) for test case 7. None of the benchmarks was modified from their original forms in any way to give performance advantage to our method.

All experiments were conducted on a machine with a 3.4 GHz Intel i7-2600 CPU, 3.3GB of RAM, and 32-bit Linux.
Table 3.2: Increase in the overflow/underflow free input range.

<table>
<thead>
<tr>
<th>benchmark</th>
<th>bit</th>
<th>original</th>
<th>optimized</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sobel Image</td>
<td>32</td>
<td>[0, 16320]</td>
<td>[-65536, 49152]</td>
<td>602</td>
</tr>
<tr>
<td>Bicycle</td>
<td>32</td>
<td>[-3.4<em>10^8, 3.4</em>10^8]</td>
<td>[-1.0<em>10^9, 1.0</em>10^9]</td>
<td>194</td>
</tr>
<tr>
<td>Locomotive</td>
<td>64</td>
<td>[-8.7<em>10^18, 8.7</em>10^18]</td>
<td>[-9.2<em>10^18, 9.2</em>10^18]</td>
<td>5</td>
</tr>
<tr>
<td>IDCT</td>
<td>32</td>
<td>[0, 1.5*10^6]</td>
<td>[0, 2.1*10^6]</td>
<td>40</td>
</tr>
<tr>
<td>Controller</td>
<td>32</td>
<td>In1 [0, 5.0*10^8]</td>
<td>In1 [-0, 6.6*10^8]</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>In2 [-5.0*10^8, 0]</td>
<td>In2 [-6.6*10^9, 0]</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>In3 [-5.0*10^8, 0]</td>
<td>In3 [-6.6*10^8, 0]</td>
<td>32</td>
</tr>
<tr>
<td>Diff. Image</td>
<td>32</td>
<td>[0, 1.3*10^8]</td>
<td>[0, 2.1*10^9]</td>
<td>1515</td>
</tr>
<tr>
<td>FFT (N=8)</td>
<td>32</td>
<td>[0, 32736]</td>
<td>[0, 32736]</td>
<td>0</td>
</tr>
<tr>
<td>IFFT (N=8)</td>
<td>32</td>
<td>[0, 2.6*10^8]</td>
<td>[0, 5.3*10^9]</td>
<td>103</td>
</tr>
</tbody>
</table>

Table 3.3: Increase in the overflow/underflow free output range.

<table>
<thead>
<tr>
<th>benchmark</th>
<th>bit</th>
<th>original</th>
<th>optimized</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sobel Image</td>
<td>32</td>
<td>[0, 16320]</td>
<td>[-49184, 65504]</td>
<td>602</td>
</tr>
<tr>
<td>Bicycle</td>
<td>32</td>
<td>[-5.3<em>10^8, 5.3</em>10^8]</td>
<td>[-1.5<em>10^9, 1.5</em>10^9]</td>
<td>194</td>
</tr>
<tr>
<td>Locomotive</td>
<td>64</td>
<td>[-3.6<em>10^18, 5.0</em>10^18]</td>
<td>[-3.9<em>10^18, 5.2</em>10^18]</td>
<td>5</td>
</tr>
<tr>
<td>IDCT</td>
<td>32</td>
<td>[-1.4<em>10^6, 2.9</em>10^8]</td>
<td>[-1.9<em>10^7, 3.9</em>10^8]</td>
<td>40</td>
</tr>
<tr>
<td>Controller</td>
<td>32</td>
<td>[0, 1.0*10^6]</td>
<td>[0, 1.4*10^9]</td>
<td>32</td>
</tr>
<tr>
<td>Diff. Image</td>
<td>32</td>
<td>[0, 1.3*10^8]</td>
<td>[-1.0<em>10^9, 1.1</em>10^9]</td>
<td>1515</td>
</tr>
<tr>
<td>FFT (N=8)</td>
<td>32</td>
<td>[25600, 25600]</td>
<td>[25600, 25600]</td>
<td>0</td>
</tr>
<tr>
<td>IFFT (N=8)</td>
<td>32</td>
<td>[-1.3<em>10^9, 2.6</em>10^8]</td>
<td>[-2.6<em>10^9, 5.3</em>10^9]</td>
<td>103</td>
</tr>
</tbody>
</table>

### 3.6.2 Results

First, we show that there is a significant increase in the input/output range from the original program to the optimized program, when they both use the original bit-width. Tables 3.2 and 3.3 show the results. Column 1 shows the name of the benchmark. Columns 2 and 3 show the input (output) ranges of the original program and the optimized program, respectively. Column 4 shows the percentage of the range increase. The increase in input (output) range spans from 0% to 1515%, with an average increase of 307%. The increase is due to the removal of the overflowing and underflowing nodes in the original program. As a result, the output range is also increased. Together, they lead to a significant increase in the dynamic range of the entire application.

Second, we show that there is a significant decrease in the minimum bit-width required for the program to run without overflow/underflow errors for the given input range. The experimental
results are shown in Table 3.4. Column 1 is the name of the benchmark. Column 2 is the minimum bit-width of the original program to avoid overflow and underflow, and Column 3 is the average bit-width for all program variables. Column 4 is the minimum bit-width of the new program to avoid overflow and underflow, and Column 5 is the average bit-width for all program variables.

Our results show that the bit-width reduction spans from 1 bit to 4 bits. Consider the Sobel Image filter as an example. The minimum bit-width required to run the original program is 17 bits. After optimization, it is reduced to 15 bits. This is significant, because now the code can be executed on a 16-bit microcontroller instead of a 32-bit microcontroller, which is often significantly cheaper.

To further illustrate the benefit of our new method, consider the maximum error bound in a scaled-down version of the original program in order to downgrade the hardware from 32-bit to 16-bit, or from 64-bit to 32-bit. Table 3.5 shows the comparison between the optimized program and a scaled-down version of the original program. Column 1 is the name of the benchmark. Column 2 is the scaling level. Columns 3 and 4 are the maximum relative errors of the original program and the optimized program, respectively. Our results show that the optimized programs have smaller errors in all test cases.

We also show, in Table 3.6, the statistics of running our optimization method. Column 1 is the name of the benchmark. Column 2 is the number of lines optimized by the incremental inductive synthesis procedure in the original program. Column 3 is the total execution time by our method. The data show that, by using incremental synthesis, we have kept the overall runtime down. In

### Table 3.4: Increase in the minimum and average bit-widths.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Original (bit-width)</th>
<th>Optimized (bit-width)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum</td>
<td>Average</td>
</tr>
<tr>
<td>Sobel image filter (3x3)</td>
<td>17</td>
<td>10.26</td>
</tr>
<tr>
<td>Bicycle controller</td>
<td>18</td>
<td>14.47</td>
</tr>
<tr>
<td>Locomotive controller</td>
<td>33</td>
<td>29.41</td>
</tr>
<tr>
<td>IDCT (N=8)</td>
<td>20</td>
<td>16.29</td>
</tr>
<tr>
<td>Control. Impl.</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>Diff. image filter (5x5)</td>
<td>17</td>
<td>11.11</td>
</tr>
<tr>
<td>FFT (N=8)</td>
<td>18</td>
<td>7.32</td>
</tr>
<tr>
<td>IFFT (N=8)</td>
<td>17</td>
<td>7.11</td>
</tr>
<tr>
<td>Benchmark</td>
<td>Scaling</td>
<td>Error original</td>
</tr>
<tr>
<td>----------------------------</td>
<td>------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Sobel Image filter (3x3)</td>
<td>32-b → 16-b</td>
<td>$3.1 \times 10^{-2}$</td>
</tr>
<tr>
<td>Bicycle controller</td>
<td>32-b → 16-b</td>
<td>$3.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>Locomotive controller</td>
<td>64-b → 32-b</td>
<td>$2.9 \times 10^{-8}$</td>
</tr>
<tr>
<td>IDCT (N=8)</td>
<td>32-b → 16-b</td>
<td>$9.2 \times 10^{-3}$</td>
</tr>
<tr>
<td>Control. Impl.</td>
<td>32-b → 16-b</td>
<td>$5.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>Diff. image filter (5x5)</td>
<td>32-b → 16-b</td>
<td>$1.2 \times 10^{-2}$</td>
</tr>
<tr>
<td>FFT (N=8)</td>
<td>32-b → 16-b</td>
<td>$8.1 \times 10^{-2}$</td>
</tr>
<tr>
<td>IFFT (N=8)</td>
<td>32-b → 16-b</td>
<td>$8.4 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 3.6: Statistics of the incremental optimization process.

<table>
<thead>
<tr>
<th>Name of the Benchmark</th>
<th>Num. Optimized Lines</th>
<th>Total Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sobel Image filter (3x3)</td>
<td>22</td>
<td>2s</td>
</tr>
<tr>
<td>Bicycle controller</td>
<td>2</td>
<td>5s</td>
</tr>
<tr>
<td>Locomotive controller</td>
<td>1</td>
<td>5m 41s</td>
</tr>
<tr>
<td>IDCT (N=8)</td>
<td>3</td>
<td>2.7s</td>
</tr>
<tr>
<td>Control. Impl.</td>
<td>1</td>
<td>46s</td>
</tr>
<tr>
<td>Diff. image filter (5x5)</td>
<td>23</td>
<td>10s</td>
</tr>
<tr>
<td>FFT (N=8)</td>
<td>14</td>
<td>1m 9s</td>
</tr>
<tr>
<td>IFFT (N=8)</td>
<td>1</td>
<td>4s</td>
</tr>
</tbody>
</table>

In fact, it is no longer directly dependent on the program size, but more on the number of extracted regions and the time spent on optimizing each region.

### 3.7 Related Work

Our new method incrementally optimizes the fixed-point arithmetic computations in an embedded software program with the objective of reducing the minimum bit-width through code transformation, without changing the computational accuracy. The core synthesis routine in our method follows the same counter-example guided inductive program synthesis paradigm pioneered by Sketch [79, 78]. However, our method is significantly different in that it has an implementation that is designed for more efficiently handle linear fixed-point arithmetic computations. Furthermore, we apply inductive synthesis incrementally to regions of a bounded size, one at a time, as opposed to the entire program.
Gulwani et al. [39] propose a method for synthesizing bit-vector programs from a linear reference code by leveraging a set of user defined library functions. Their method does not use incremental inductive synthesis, and the largest synthesized code reported in their paper has 16 lines of code, for which their tool takes over 45 minutes. Jha et al. [44] use the same symbolic encoding as in [39] but replace the logical specification of the desired program by an input-output oracle.

The SCIDUCTION tool implemented by Jha [45] can automatically synthesize a fixed-point arithmetic program from the floating-point arithmetic code. However, the focus of this tool is solely on finding the smallest possible bit-width and choosing the best fixed-point representation for each program variable. They have not attempted to change the code structure or synthesize completely new code for the purpose of reducing the minimum bit-width.

Another closely related work is the linear fixed-point optimization method proposed in [71], which relies on using a Mixed Integer Linear Programming (MILP) solver to minimize the error bound by changing the fixed-point representation of the program. Again, their method can only optimize the bit-vector representations of the program variables, but do not change the structure of the original code or synthesize new completely new code in order to reduce the bit-width.

Darulova et al. [23] proposed a method for compiling real-valued arithmetic expressions to fixed-point arithmetic programs to minimize the discrepancy between the fixed-point values and the real values. Their method uses genetic programming, which mutates the order of the original arithmetic expressions to find better fixed-point representations. The method differs from ours in three aspects. First, their method takes a real-valued expression in Matlab format as input and returns a fixed-point arithmetic program as output whereas our method transforms an existing fixed-point C program into another fixed-point C program – this also makes experimental comparison of the two approaches difficult to conduct. Second, their method relies on genetic programming, which consists of random mutation and filtering of the mutants, whereas our methods relies on exhaustive search via an SMT solver. Third, their method does not employ incremental inductive analysis, which is one of the main contributions of our work.

Our new method is also related to the various superoptimization techniques that are becoming
popular in compilers in recent years [46, 8, 74]. Superoptimizers are more powerful than conventional compiler based optimizations that rely on matching known code patterns and then applying predetermined transformation rules. In contrast, superoptimizers often perform a more involved search in the implementation space of a set of valid instruction sequences, for example, to optimize performance-critical inner loops. However, to the best of our knowledge, there has not been any existing superoptimizer that can be used to increase the error free dynamic range, or to minimize the minimum bit-width, of fixed-point arithmetic computations in embedded C programs.

3.8 Summary

We have presented a new method for incrementally optimizing the linear fixed-point arithmetic computations of an embedded software program via code transformation to reduce the required bit-width and to increase the dynamic range. Our method is based on judicious application of an SMT solver based inductive synthesis procedure to code regions of bounded size. We have implemented our method in a software tool and evaluated it on a set of representative embedded programs. Our results show that the new method can significantly reduce the bit-width and handle programs of realistic size and complexity.
Chapter 4

Detecting Power Side-Channel Leaks in Cryptographic Software

Security analysis of the hardware and software systems implemented in embedded devices is becoming increasingly important, since an adversary may have physical access to such devices and therefore can launch a whole new class of side-channel attacks, which utilize secondary information resulting from the execution of sensitive algorithms on these devices. For example, the power consumption of a typical embedded device executing the instruction \texttt{tmp=text⊕key} depends on the value of the secret \texttt{key} [56]. This value can be reliably deduced using a statistical method known as \textit{differential power analysis} (DPA [51, 81]). In recent years, many commercial systems in the embedded space have shown weaknesses against such attacks [66, 59, 7].

A common mitigation strategy against such attacks is using randomization techniques to remove the statistical dependency between the sensitive data and the side-channel information. This can be done in multiple ways. Boolean masking, for example, uses an XOR operation of a random number \texttt{r} with a sensitive variable \texttt{a} to obtain a masked (randomized) variable: \texttt{a_m = a ⊕ r} [7, 68]. Later, the sensitive variable can be restored by a second XOR operation with the same random number: \texttt{a_m ⊕ r = a}. Other randomization based countermeasures have used additive masking (\texttt{a_m = a + r mod n}), multiplicative masking (\texttt{a_m = a * r mod n}), and application-specific code.
transformation such as RSA blinding \( a_m = ar^e \mod N \).

However, designing and implementing such side-channel countermeasures are labor intensive and error prone, and currently, there is a lack of formal verification tools to evaluate how secure a countermeasure really is. Software countermeasures are particularly challenging to design, since the source of the information leakage is not the cryptographic software but the microprocessor hardware that executes the software. From the perspective of average software developers – who may not know all the architectural details of the device – it is difficult to predict the myriad possible ways in which side-channel information may be leaked. Furthermore, bugs in implementation can also break an otherwise secure countermeasure.

In this chapter, we propose a new method for verifying the security of randomization based countermeasures against side-channel attacks. Our method uses an SMT solver to check if any intermediate computation result of a software statistically depends on the sensitive data. Since the security of the countermeasure against power analysis attacks is a statistical property, the problem cannot be solved by conventional techniques such as symbolic model checking based on Binary Decision Diagrams (BDDs) and satisfiability (SAT) solvers [22, 54, 43, 82, 84, 87]. Although in the literature, there exists some work on tackling the problem using type-based information flow analysis techniques [1, 72], these methods are often overly conservative, leading to the classification of countermeasures as secure when they are not. In contrast, our method always returns the precise result. Although Bayrak et al. [10] also used a constraint solver in their CHES13 method, its analysis is significantly less precise than ours. They only check whether a variable is masked by some random variable, but do not check whether it is perfectly masked, i.e., whether the probability distribution is dependent on the sensitive data. To the best of our knowledge, our method is the first automated verification method that checks for perfect masking. This is important because with order-\(d\) perfect masking, an implementation is provably secure against any type of order-\(d\) (and lower-order) power analysis attack [47].

We have implemented our new method in an automated verification tool based on the Clang/LLVM compiler [21] and the Yices SMT solver [25]. We encode the verification problem into a series of
quantifier-free first-order logic formulas, whose satisfiability can be decided by Yices. Our SMT encoding scheme is significantly different from the ones used by standard verification methods, because the perfect masking property checked by our tool is statistical in nature. For comparison, we also implemented the CHES13 method [10] in our tool. We have conducted experiments on a large set of recently proposed countermeasures, including the ones applied to AES and the MAC-Keccak reference code submitted to Round 3 of NIST’s SHA-3 competition. Our results show that the new method is effective in detecting flaws in the masking implementation. Furthermore, the method is scalable enough to handle programs of practical size and complexity.

The remainder of this section is organized as follows. We present our SMT based verification algorithm in Section 4.1. Then, we illustrate the entire verification process using an example in Section 4.2. We present our incremental verification method in Section 4.3, which further improves the scalability of our SMT-based method. We present our experimental results in Section 4.4. We review related work in Section 4.5, and finally provide a summary in Section 4.6.

### 4.1 SMT-based Method for Verification of Perfect Masking

We first illustrate the overall flow of our verification method using the program in Fig. 4.1. The program is a masked version of \( c \leftarrow (k_1 \land k_2) \), where \( k_1 \) and \( k_2 \) are two secret keys, \( r_1 \) and \( r_2 \) are random variables with independent and uniform distribution in \( \{0, 1\} \), and \( c \) is the computation result. The objective of masking is to make the power consumption of the device executing this code independent from the values of the secret keys. This masking scheme originated from Blömer et al. [16]. The return value \( c \) is logically equivalent to \( (k_1 \land k_2) \oplus (r_1 \land r_2) \). The corresponding demasking function, which is not shown in the figure, is \( c \oplus (r_1 \land r_2) \). Therefore, demasking would produce a result that is logically equivalent to the desired value \( (k_1 \land k_2) \).

Our method will determine if all the intermediate variables of the program are perfectly masked. We use the Clang/LLVM compiler to parse the input Boolean program and construct the data-flow graph, where the root represents the output and the leaf nodes represent the input bits. Each
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compute(bool k1, bool k2, bool r1, bool r2){
  n1 = k1 ⊕ r1;
  n2 = k2 ⊕ r2;
  n3 = n1 ∧ n2;
  n4 = k2 ⊕ r2;
  n5 = r1 ∧ n4;
  n6 = k1 ⊕ r1;
  n7 = r2 ∧ n6;
  n8 = n5 ⊕ n7;
  c = n3 ⊕ n8;
  return c;
}

Figure 4.1: Example: the program under verification (left) and its graphic representation (right).

internal node represents the result of a Boolean operation of one of the following types: AND, OR, NOT, and XOR. For the example in Fig. 4.1, our method starts by parsing the program and creating a graph representation. This is followed by traversing the graph in a topological order, from the program inputs (leaf nodes) to the return value (root node). For each internal node, which represents an intermediate result, we check whether it is perfectly masked. The order in which we check the internal nodes is as follows: n1, n2, n3, n4, n5, n6, n7, n8, and finally, c.

4.1.1 The Theory

As the starting point of the verification process, we mark all the plaintext bits in x as public, the key bits in k as secret, and the mask bits in r as random. Then, for each intermediate computation result I(x, k, r) of the program, we check whether it is perfectly masked. Following Definition 1, we formulate this check as a satisfiability problem as follows:

\[ \exists x. \exists k, k'. \ (\Sigma_{r \in \{0,1\}^s} I(x, k, r) \neq \Sigma_{r \in \{0,1\}^s} I(x, k', r)) \]

Here, x represents the plaintext bits, k and k' represent two different valuations of the key bits, and r is the random number uniformly distributed in the domain \( \{0,1\}^s \), where s is the number of random bits. For any fixed \( (x, k, k') \),
• $\sum_{r \in \{0, 1\}} I(x, k, r)$ is the number of satisfying assignments for $I(x, k, r)$, and

• $\sum_{r \in \{0, 1\}} I(x, k', r)$ is the number of satisfying assignment for $I(x, k', r)$.

Assume that $r$ is uniformly distributed in the domain $\{0, 1\}^s$, the above summations can be used to indicate the probabilities of $I$ being logical 1 under two different key values $k$ and $k'$.

If the above formula is satisfiable, there exists a plaintext $x$ and two different keys $(k, k')$ such that the distribution of $I(x, k, r)$ differs from the distribution of $I(x, k', r)$. In other words, some information of the secret key is leaked through $I$, and therefore we say that $I$ is not perfectly masked. If the above formula is unsatisfiable, then such information leakage is not possible, and therefore we say that $I$ is perfectly masked.

Another way to understand the above satisfiability problem is to look at the negation. Instead of checking the satisfiability of the formula above, we check the validity of the formula below:

$$\forall x. \forall k, k'. \left( \sum_{r \in \{0, 1\}} I(x, k, r) = \sum_{r \in \{0, 1\}} I(x, k', r) \right)$$

If this formula is valid – meaning that it holds for all valuations of $x$, $k$ and $k'$ – then we say that $I$ is perfectly masked.

### 4.1.2 The Encoding

Let $\Phi$ denote the SMT formula to be created for checking intermediate result $I(x, k, r)$. Let $s$ be the number of random bits in $r$. Our encoding method ensures that $\Phi$ is satisfiable if and only if $I$ is not perfectly masked. We define $\Phi$ as follows:

$$\Phi := \left( \bigwedge_{r=0}^{2^s-1} \Psi_k^r \right) \land \left( \bigwedge_{r=0}^{2^s-1} \Psi_{k'}^r \right) \land \Psi_{b2i} \land \Psi_{sum} \land \Psi_{diff},$$

where the subformulas are defined as follows:
• **Program logic** ($\Psi^r_k$): Each subformula $\Psi^r_k$ encodes a copy of the functionality of $I(x, k, r)$, with the random variable $r$ set to a concrete value in $\{0, \ldots, 2^s - 1\}$ and the key set to value $k$ or $k'$. All copies share the same plaintext variable $x$.

• **Boolean-to-int** ($\Psi_{b2}$): It encodes the conversion of the Boolean valued output of $I(x, k, r)$ to an integer (true becomes 1 and false becomes 0), so that the integer values can be summed up later to compute $\Sigma_{r=1}^{2^s} I(x, k, r)$.

• **Sum-up-the-1s** ($\Psi_{sum}$): It encodes the two summations of the logical 1s in the outputs of the $2^s$ program logic copies, one for $I(x, k, r)$ and the other for $I(x, k', r)$.

• **Different sums** ($\Psi_{diff}$): It asserts that the two summations should have different results.

Fig. 4.2 is a pictorial illustration of our SMT encoding for an intermediate result $I(k1, k2, r1, r2)$, where $k1, k2$ are the secret key bits and $r1, r2$ are two random bits. Here, the first four boxes, encoding $\Psi_0^k, \ldots, \Psi_3^k$, are the four copies of the program logic for key bits ($k1k2$), with the random bits set to 00, 01, 10, and 11, respectively. The other four boxes, encoding $\Psi_0^{k'}, \ldots, \Psi_3^{k'}$, are the four copies of the program logic for key bits ($k1'k2'$), with the random bits set to 00, 01, 10, and
11, respectively. The formula checks for security against first-order DPA attacks – whether there exists two sets of keys \((k1,k2)\) and \((k1',k2')\) under which the distributions of \(I\) are different.

### 4.1.3 An Example

Consider node \(n8\) in Fig. 4.1 as the node under verification. The function is defined as \(n8 = (r1 \& (k2 \oplus r2)) \oplus (r2 \& (k1 \oplus r1))\). The SMT formula that our method generates – by instantiating \(r1,r2\) to 00, 01, 10, and 11 – is the conjunction of all of the formulas listed below:

\[
\begin{align*}
n8_1 &= (0 \& (k2 \oplus 0)) \oplus (0 \& (k1 \oplus 0)) & \text{// four copies of } I(k, r) \\
n8_2 &= (0 \& (k2 \oplus 1)) \oplus (1 \& (k1 \oplus 0)) \\
n8_3 &= (1 \& (k2 \oplus 0)) \oplus (0 \& (k1 \oplus 1)) \\
n8_4 &= (1 \& (k2 \oplus 1)) \oplus (1 \& (k1 \oplus 1)) \\
n8_1' &= (0 \& (k2' \oplus 0)) \oplus (0 \& (k1' \oplus 0)) & \text{// four copies of } I(k', r) \\
n8_2' &= (0 \& (k2' \oplus 1)) \oplus (1 \& (k1' \oplus 0)) \\
n8_3' &= (1 \& (k2' \oplus 0)) \oplus (0 \& (k1' \oplus 1)) \\
n8_4' &= (1 \& (k2' \oplus 1)) \oplus (1 \& (k1' \oplus 1)) \\
\end{align*}
\]

\[
\begin{align*}
((\text{num1} = 1) \& n8_1) & \lor ((\text{num1} = 0) \& \neg n8_1) & \text{// convert bool to integer} \\
((\text{num2} = 1) \& n8_2) & \lor ((\text{num2} = 0) \& \neg n8_2) \\
((\text{num3} = 1) \& n8_3) & \lor ((\text{num3} = 0) \& \neg n8_3) \\
((\text{num4} = 1) \& n8_4) & \lor ((\text{num4} = 0) \& \neg n8_4) \\
((\text{num1'} = 1) \& n8_1') & \lor ((\text{num1'} = 0) \& \neg n8_1') & \text{// convert bool to integer} \\
((\text{num2'} = 1) \& n8_2') & \lor ((\text{num2'} = 0) \& \neg n8_2') \\
((\text{num3'} = 1) \& n8_3') & \lor ((\text{num3'} = 0) \& \neg n8_3') \\
((\text{num4'} = 1) \& n8_4') & \lor ((\text{num4'} = 0) \& \neg n8_4') \\
\text{num1 + num2 + num3 + num4} & \neq \text{num1’ + num2’ + num3’ + num4’} & \text{// the check}
\end{align*}
\]

We solve the conjunction of the above formulas using an off-the-shelf SMT solver called Yices [25]. In this particular example, the formula is satisfiable. For example, one of the satisfying assignments is \(k1k2 = 00\) and \(k1'k2' = 01\). We shall show in the next section that, when the key bits are 00, the probability for \(n8\) to be logical 1 is 0%; but when the key bits are 01, the probability is 50%. This makes it vulnerable to first-order DPA attacks. Therefore, \(n8\) is not perfectly masked.
High-Order Attacks

For a masked code to be resistant to first-order differential power analysis (DPA) attacks, all the intermediate results must be perfectly masked. However, even if each intermediate result is perfectly masked, it is still not sufficient to resist high-order DPA attacks, where an adversary can simultaneously observe more than one intermediate computation results. For a masking scheme to be resistant to order-\(d\) DPA attacks, we need to ensure that the joint distribution of any \(d\) intermediate results (where \(d = 2, 3, \ldots\)) is independent of the secret key. That is, for any \(d\) intermediate results \(I_1, \ldots, I_d\), we check the satisfiability of the following formula:

\[
\exists x. \exists k, k'. \left( \sum_{r \in \{0, 1\}} \sum_{i=1}^{d} I_i(x, k, r) \neq \sum_{r \in \{0, 1\}} \sum_{i=1}^{d} I_i(x, k', r) \right)
\]

Our aforementioned encoding algorithm can be easily extended to implement this new check. In practice, most countermeasures assume that the adversary has access to the side-channel leakage of either one or two intermediate results, which corresponds to first-order and second-order attacks. In our actual implementation, we handle both first-order and second-order attacks. In our experiments, we also evaluate our new method on verifying countermeasures against both first-order and second-order attacks (where \(d = 1\) or 2).

4.2 The Running Example

Consider the automated verification of our running example in Fig. 4.1. For each internal node \(I\), we first identify all the transitive fan-in nodes of \(I\) in the program to form a code region for the subsequent SMT solver based analysis. In the worst case, the extracted code region should start from the instruction (node) to be verified, and cover all the transitive fan-in nodes on which it depends. Then, the extracted code region is given to our SMT based verification procedure, whose goal is to prove (or disprove) that the node is statistically independent of the secret key.

Following a topological order, our method starts with node \(n1\), which is defined in Line 3 of the
program in Fig. 4.1. The extracted code region consists of \( n1 = k1 \oplus r1 \) itself. Since it involves only one key and one random variable in the XOR operation, a simple static analysis can prove that it is perfectly masked. Therefore, although we could have verified it using SMT, we skip it for efficiency reasons. Such simple static analysis is able to prove that \( n2, n4 \) and \( n6 \) are also perfectly masked.

Next, we try to prove that node \( n3 \) is perfectly masked. The truth table of \( n3 \) is shown in Fig. 4.3 (left). In all four valuations of \( k1 \) and \( k2 \), the probability of \( n3 \) being logical 1 is 25%. Therefore, \( n3 \) is perfectly masked. When we apply our SMT based method, the solver is not able to find any satisfying assignment for \( k1 \) and \( k2 \) under which the probability distributions of \( n3 \) are different. Note that our method does not check the probability of the output being logical 0, since having an equal probability distribution of logical 1 is equivalent to having an equal probability distribution for logical 0.

The verification steps for nodes \( n5 \) and \( n7 \) are similar to that of \( n3 \) – all of them are perfectly masked.

Next, we try to prove that node \( n8 \) is perfectly masked. However, the proof would fail because, as shown in the truth table in Fig. 4.3 (middle), the probability for \( n8 \) to be logical 1 is not the same under different valuations of the keys. For example, if the keys are 00, then \( n8 \) would be 0 regardless of the values of the random variables. Recall that we have shown the detailed SMT
encoding for \( n8 \) in Section 4.1.3. Using our method, the solver can quickly find two configurations of the key bits (for example, 00 and 11) under which the probabilities of \( n8 \) being logical 1 are different. Therefore, \( n8 \) is not perfectly masked.

The remaining node is \( c \), whose truth table is shown in Fig. 4.3 (right). Similar to \( n8 \), our SMT based method will be able to show that it is not perfectly masked.

It is worth pointing out that the result of applying the CHES13 method [10] would have been different. Although \( n8 \) and \( c \) are clearly vulnerable to first-order DPA attacks, the CHES13 method, based on the notion of sensitivity, would have classified them as “securely masked.” This demonstrates a major advantage of our new method over the CHES13 method.

### 4.3 The Incremental Verification Algorithm

It is worth pointing out that the size of the formula created by our SMT encoding is linear in the size of the program and exponential in the number of random variables – for \( s \) random bits, we need to make \( 2^{s+1} \) copies of the program logic. This is the main bottleneck for applying our method to large programs. In this section, we propose an incremental verification algorithm, which applies SMT solver based analysis only to small code regions – one at a time – as opposed to the entire fan-in cone of the node under verification. This is crucial for scaling the method up to programs of practical size and complexity.

#### 4.3.1 Extracting the Verification Region

In practice, a common strategy in implementing randomization based countermeasures is to have a chain of modules, where the inputs of each module are masked before executing its logic, and are demasked afterward. To avoid having an unmasked intermediate value, the inputs to the successor module are masked with fresh random variables, before they are demasked from the random variables of the previous module. This can be illustrated by the example in Fig. 4.4, where
Before verifying \( mask_2 \), if we have already proved that \( I_2 \) is perfectly masked, and \( r_{\text{new}} \) is a new random variable not used elsewhere, then for the purpose of checking \( mask_2 \) only, we can substitute \( I_2 \) with \( r_{\text{new}} \) while verifying \( mask_2 \).

Figure 4.4: Applying the SMT based analysis to a small fan-in region only.

the output of \( mask(x,k,r) \) is masked with the new random variable \( r_{\text{new}} \) before it is demasked from the old random variable \( r \).

Due to associativity of the \( \oplus \) operator, reordering the masking and demasking operations would not change the logical result. For example, in Fig. 4.4, the instruction being verified is in \( mask_2() \). Since the newly added random variable \( r_{\text{new}} \) is not used inside \( mask() \) or \( \text{de-mask}() \), or in the support of \( I_3 \), we can replace the entire fan-in cone of \( I_2 \) by a new random variable \( r_{\text{dummy}} \) (or even \( r_{\text{new}} \) itself) while verifying \( mask_2() \). We shall see in the experimental results section that such opportunities are abundant in real-world applications. Therefore, in this subsection, we present a sound algorithm for extract a small code region from the fan-in cone of the node under verification.

Our algorithm relies on some auxiliary data structures associated with the current node \( i \) under verification: \( \text{supportV}[i] \), \( \text{uniqueM}[i] \) and \( \text{perfectM}[i] \).

- \( \text{supportV}[i] \) is the set of inputs in the support of the function of node \( i \).
- \( \text{uniqueM}[i] \) is the set of random inputs that each reaches \( i \) along only one path.
- \( \text{perfectM}[i] \) is a subset of \( \text{uniqueM}[i] \) where each random variable, by itself, guarantees that node \( i \) is perfectly masked.

These tables can be computed by a traversal of the program nodes as described in Algorithm 3.
For example, for node $I_1$ in Fig. 4.4, $supportV[I_1] = \{x, k, r, r_{new}\}$, $uniqueM[I_1] = \{r, r_{new}\}$, and $perfectM[I_1] = \{r_{new}\}$, assuming $r$ is not repeated in the mask block. For node $I_2$, we have $supportV[I_2] = \{x, k, r, r_{new}\}$, $uniqueM[I_2] = \{r_{new}\}$, since $r$ reaches $I_2$ twice and so may have been de-masked, and $perfectM[I_2] = \{r_{new}\}$.

Algorithm 3 Computing the auxiliary tables for all internal nodes of the program.

```plaintext
1: supportV[i] ← {v} for each input node i with variable v
2: uniqueM[i] ← {v} for each input node i with random mask variable v
3: perfectM[i] ← {v} for each input node i with random mask variable v
4: for each (internal node i in a leaf-to-root topological order) {
5:     L ← LEFTCHILD(i)
6:     R ← RIGHTCHILD(i)
7:     supportV[i] ← supportV[L] ∪ supportV[R]
8:     uniqueM[i] ← (uniqueM[L] ∪ uniqueM[R]) \ (supportV[L] ∩ supportV[R])
9:     if (i is an XOR node)
10:        perfectM[i] ← uniqueM[i] ∩ (perfectM[L]∪perfectM[R])
11:    else
12:        perfectM[i] ← {}
13: }
```

Algorithm 4 Extracting a code region for node $i$ for the subsequent SMT based analysis.

```plaintext
1: GETREGION (n, uniqueM[i]) {
2:     if (n is an input node with variable v)
3:         region.add ← (n, v)
4:     else if (∃ random variable $r \in perfectM[n] \cap uniqueM[i]$)
5:         region.add ← (n, r)
6:     else
7:         region.add ← (n, \{\})
8:     region.add ← GETREGION(n.Left, uniqueM[i])
9:     region.add ← GETREGION(n.Right, uniqueM[i])
10:    return region
11: }
```

Our idea of extracting a small code region for SMT based analysis is formalized in Algorithm 4. Given the node $i$ under verification, and $uniqueM[i]$ as the set of random variables that each reaches $i$ along only one path, we call GETREGION($i, uniqueM[i]$) to compute the region. Inside GETREGION, $uniqueM[i]$ is renamed to $freshMasksATi$. More specifically, we start by checking each transitive fan-in node $n$ of the current node $i$. If $n$ is a leaf node (Line 2), then we add $n$ and the input variable $v$ to the region. If $n$ is not a leaf node, we check if there is a random variable $r \in uniqueM[i]$ that, by itself, can perfectly mask node $n$ (Line 4). In Fig. 4.4, for example, $r_{new}$.
by itself, can uniformly mask node $I_2$. If such random variable $r$ exists, then we add pair $(n, r)$ to the region and return – skipping the entire fan-in cone of $n$. Otherwise, we recursively invoke `GET_REGION` to traverse the two child nodes of $n$.

### 4.3.2 The Overall Algorithm

Algorithm 5 shows the overall flow of our incremental verification method. Given the program and the lists of secret, random and plaintext variables, our method systematically scan through all the internal nodes from the inputs to the return value. For each node $i$, our method first extracts a small code region (Line 4). Then, we invoke the SMT based analysis. If the node is not perfectly masked, we add it to the list of `bad` nodes.

```
Algorithm 5 Incremental verification of perfect masking.
1: VERIFYPERFECTMASKING (Prog, keys, rands, plains) {
2:     badNodes ← { }
3:     for each (internal node $i \in$ Prog in a topological order ) {
4:         region ← GETREGION($i$, uniqueM[$i$])
5:         notPerfect ← CHECKMASKINGBYSMT ($i$, region, keys, rands, plains )
6:         if (notPerfect)
7:             badNodes.add($i$)
8:     }
9:     return badNodes
10: }
```

To optimize the performance of Algorithm 5, we conduct a simple static analysis between Line 4 and Line 5 to quickly check whether it is fruitful to invoke the SMT solver. The first one checks if the region contains any secret keys, if not then the solver is not invoked and the instruction is perfectly masked. The second analysis checks some syntactic conditions – if all of these conditions are satisfied, the current node $i$ is guaranteed to be perfectly masked. In such case, we also avoid invoking the SMT solver. The implemented syntactic conditions are listed as follows:

- The instruction has no secret input as its child. This guarantees that when a secret variable is introduced, its masking operation will be verified.
None of the random variables appears in both operand’s supportV tables. This guarantees that no perfectly masking of a secret variable in any of the operands may be affected.

Both operands are perfectly masked. This guarantees to find all the resultant imperfect masked instructions due to an initial imperfectly masked instruction.

To further optimize the performance of Algorithm 5, we implement a method for identifying random variables that are don’t cares for the node i under verification, and use the information to reduce the cost of the SMT based analysis. Prior to the SMT encoding, for each random variable $r \in supportV[i]$, we check if the value of $r$ can ever affect the output of $i$. If the answer is no, then $r$ is a don’t care. During our SMT encoding, we will set $r$ to logical 0 rather than treat $r$ as a random variable, to to reduce the size of the SMT formula. This can lead to a significant performance improvement since the formula size is exponential in the number of relevant random variables.

We check whether $r \in support[i]$ is a don’t care for node $i$ by constructing a Boolean SAT formula and solving it using the SMT solver. The SAT formula is defined as follows:

$$\Psi_{r=0}^{region} \land \Psi_{r=1}^{region} \land \Psi_{diffO}$$

where $\Psi_{r=0}^{region}$ encodes the program logic of the region, with the random bit $r$ set to 0, $\Psi_{r=1}^{region}$ encodes the program logic of the region, with the random bit $r$ set to 1, and $\Phi_{diffO}$ asserts that the outputs of these two copies differ. If the above formula is unsatisfiable, then $r$ is a don’t care for node $i$.

## 4.4 Experimental Results

We have implemented our new method in an automated verification tool based on the Clang/LLVM compiler [21] and the Yices SMT solver [25]. Our tool runs in two modes: the monolithic verification mode and the incremental verification mode. The monolithic verification mode applies our SMT based encoding to the entire fan-in cone of each node in the program, whereas the
incremental verification method tries to restrict the SMT encoding to a localized region. In addition to our new method, we also implemented the CHES13 method [10] for the purpose of experimental comparison. The main difference is that our method not only checks whether an node is masked (as in the CHES13 method), but also checks whether it is perfectly masked, i.e. it is statistically independent of the secret key.

We have evaluated our verification tool on a set of recently proposed side-channel countermeasures. Our experimental evaluation was designed to answer the following research questions:

- How effective is our new method? We know that in theory, the new method is more accurate than the CHES13 method. But does it has a significant advantage over the CHES13 method in practice?

- How scalable is our new method, especially in verifying applications of realistic code size and complexity? We have extended our SMT based method with incremental verification. Is it effective in practice?

### 4.4.1 Benchmarks

Table 4.1 shows the statistics of the benchmarks used in our experimental evaluation. Column 1 shows the name of each benchmark example. Column 2 shows a short description of the implemented algorithm. Column 3 shows the number of lines of code – here, each instruction is a bit level operation. Column 4 shows the number of nodes that represent the intermediate computation results. Columns 5-7 show the number of input bits that are the secret key, the plaintext, and the random variable, respectively.

The benchmarks are classified into three groups. The first group of test cases (P1 to P5) are taken from the CHES13 benchmark [10], all of which contain intermediate variables that are not masked at all. More specifically, P1 is the masking key whitening code on Page 12 of the CHES13 paper. P2 is the AES8 example, a smart card implementation of AES resistant to power analysis, originated from Herbst et al. [42]. P3 is the code on Page 13 of the CHES13 paper, also
originated from Herbst et al. [42]. P4 is the code on Page 18 of the CHES13 paper, originated from Messerges [58]. P5 is the code on Page 18 of the CHES13 paper, originated from Goubin [36].

The second group of test cases (P6 to P11) are examples where most of the intermediate variables are masked, but none of the masking schemes is perfect. P6 and P7 are the two examples used by Blömer et al. [16] (on Page 7). P8 and P9 are the SHA3 MAC-Keccak computation reordered examples, originated from Bertoni et al. [14] (Eq. 5.2 on Page 46). P10 and P11 are two experimental masking schemes for the Chi function in SHA3, none of which is perfectly masked.

The third group of test cases (P12 to P17) come from the regeneration of MAC-Keccak reference code submission to NIST in the SHA-3 competition [64]. There are a total of 285k lines of Boolean operation code. The difference among these test cases is that they are protected by various countermeasures, some of which are perfectly masked (e.g. P12) whereas others are not.

Table 4.1: The benchmark description and statistics.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Code Size</th>
<th>Nodes</th>
<th>Keys</th>
<th>Plains</th>
<th>Rands</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>CHES13 Masked Key Whitening</td>
<td>79</td>
<td>47</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>CHES13 De-mask and then Mask</td>
<td>67</td>
<td>31</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>CHES13 AES Shift Rows [2nd-order]</td>
<td>21</td>
<td>21</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td>CHES13 Messerges Boolean to Arithmetic (bit0) [2-order]</td>
<td>23</td>
<td>24</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P5</td>
<td>CHES13 Goubin Boolean to Arithmetic (bit0) [2-order]</td>
<td>27</td>
<td>60</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P6</td>
<td>Logic Design for AES S-Box (1st implementation)</td>
<td>32</td>
<td>9</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P7</td>
<td>Logic Design for AES S-Box (2nd implementation)</td>
<td>40</td>
<td>6</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P8</td>
<td>Masked Chi function MAC-Keccak (1st implementation)</td>
<td>39</td>
<td>19</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P9</td>
<td>Masked Chi function MAC-Keccak (2nd implementation)</td>
<td>60</td>
<td>19</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P10</td>
<td>Syn. Masked Chi func MAC-Keccak (1st implementation)</td>
<td>66</td>
<td>22</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P11</td>
<td>Syn. Masked Chi func MAC-Keccak (2nd implementation)</td>
<td>66</td>
<td>22</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P12</td>
<td>MAC-Keccak 512b Perfect masked</td>
<td>285k</td>
<td>128k</td>
<td>288</td>
<td>288</td>
<td>805</td>
</tr>
<tr>
<td>P13</td>
<td>MAC-Keccak 512b De-mask and then mask – compiler error</td>
<td>285k</td>
<td>128k</td>
<td>288</td>
<td>288</td>
<td>805</td>
</tr>
<tr>
<td>P14</td>
<td>MAC-Keccak 512b Not-perfect Masking of Chi function (v1)</td>
<td>285k</td>
<td>128k</td>
<td>288</td>
<td>288</td>
<td>805</td>
</tr>
<tr>
<td>P15</td>
<td>MAC-Keccak 512b Not-perfect Masking of Chi function (v2)</td>
<td>285k</td>
<td>152k</td>
<td>288</td>
<td>288</td>
<td>805</td>
</tr>
<tr>
<td>P16</td>
<td>MAC-Keccak 512b Not-perfect Masking of Chi function (v3)</td>
<td>285k</td>
<td>128k</td>
<td>288</td>
<td>288</td>
<td>805</td>
</tr>
<tr>
<td>P17</td>
<td>MAC-Keccak 512b Unmasking of Pi function</td>
<td>285k</td>
<td>131k</td>
<td>288</td>
<td>288</td>
<td>805</td>
</tr>
</tbody>
</table>

4.4.2 Results

Table 4.2 shows the experimental results run on a machine with a 3.4 GHz Intel i7-2600 CPU, 3.3 GB RAM, and a 32-bit Linux OS. We have compared the performance of three methods: CHES13, New (monolithic), and New (incremental). Here, CHES13 is the method proposed by Bayrak et
al. [10], while the other two are our own method. In this table, Column 1 shows the name of each test program. Columns 2-5 show the results of running CHES13, including whether the program passed the check, the number of nodes failed the check, and the total number of nodes checked. Columns 6-9 show the results of running our new monolithic method. Here, \texttt{mem-out} means that the method requires more than 4 GB of RAM. Columns 10-14 show the results of running our new incremental method. Here, we also show the number of SMT based masking checks made, which is often much smaller than the number of nodes checked, because many of them are resolved by our static analysis.

First, the experimental results show that our new algorithm is more accurate than CHES13 in deciding whether a node is securely masked. Every node that failed the security check of CHES13 would also fail the security check of our new method. However, there are many nodes that passed the check of CHES13, but failed the check of our new method. These are the nodes that are masked, but their probability distributions are still dependent on the sensitive inputs – in other words, they are not perfectly masked.

Second, the experimental results show that our new incremental method is significantly more scalable than the monolithic method. On the first two groups of test cases, where the programs are relatively small, both methods can complete the verification process, and the difference in run
time is small. However, on large programs such as the Keccak reference code, the monolithic method could not finish since it quickly ran out of the 4GB RAM, whereas the incremental method can finish in a reasonable amount of time. Moreover, although the CHES13 method implements a significantly simpler (and hence weaker) check, it is also based on a monolithic verification approach. Our results in Table 4.2 show that, on large examples, our incremental method is significantly faster than the CHES13 method.

As a measurement of the scalability of the algorithms, we have conducted experiments on a 1-bit version of test program P1 for 1 to 10 encryption rounds. In each parameterized version, the input for each round is the output from the previous round. We ran the experiment twice, once with an unmasked instruction in each round, and once with all instructions perfectly masked. The results of the two experiments are almost identical, and therefore, we only plot the result for the perfectly masked version. In Figure 4.5, the $x$-axis shows the program size, and the $y$-axis shows the verification time in seconds. Among the three methods, our incremental method is the most scalable.
4.5 Related Work

**Perfect Masking**  The notion of *perfect masking* was first introduced by Blömer [16] and subsequently applied to various countermeasures for AES [19]. Later, Goubin [36] proposed a sound method for switching between Boolean masking and arithmetic masking. In addition, there is a large body of work on side-channel analysis resistant designs of AES [65, 42, 58, 60]. However, to the best of our knowledge, there does not exist a method for quantifying the strength of a software countermeasure implementation.

**Verification Tools**  Tools that can formally verify the security of a software implementation are severely lacking. To the best of our knowledge, the only existing tool that can check whether the intermediate computation results of a software implementation are masked is Sleuth [10]. However, it only checks whether the intermediate results are masked, i.e. their values depend on some random bits, but does not check the quality of the masking, e.g. whether the intermediate results are statistically independent from the sensitive data. As we have shown in previous sections, there is a big difference between *mathematically dependent on some random bits* and *statistically independent from sensitive data*, as we have shown in the previous sections. Our new notion of QMS has been proposed specifically to address this problem.

**Other Side Channels**  Beside power side channels, sensitive information may be leaked through many other side channels, such as the execution time [50, 52], faults [15], and cache side channels [37]. Various leak detection and mitigation techniques have also been proposed for these types of side channels. For example, Köpf *et al.* proposed methods for conducting quantitative information flow analysis [53, 6]. Doychev *et al.* [24] developed a static analysis tool for detecting information leaks through cache side channels. Barthe *et al.* [9] proposed a mitigation method designed for defending against concurrent cache attacks. Since these methods focus on other types of side channels, they are orthogonal to the new verification method proposed in this work.
4.6 Summary

We have presented the first fully automated method for formally verifying whether a software implementation is *perfectly masked* by uniformly random inputs, and therefore is secure against power analysis based side-channel attacks. Our new method relies on translating the verification problem into a set of constraint solving problems, which can be decided by off-the-shelf solvers such as Yices. We have also presented an incremental checking procedure to drastically improve the scalability of the SMT based algorithm. We have conducted experiments on a large set of recently proposed countermeasures. Our results show that the new method is not only more precise than existing methods, but also scalable for practical use.
Chapter 5

Quantifying the Masking Strength against Side-Channel Attacks

In recent years, many commercial systems in the embedded space have shown weaknesses against side-channel attacks [66, 59, 7], where an adversary can utilize secondary information such as timing and power consumption resulting from the execution of sensitive algorithms on these devices. For example, the power consumption of an embedded device executing instruction $a \oplus k$ may depend on the value of the secret $k$ [56] and as a result, $k$ can be reliably deduced using a statistical method known as differential power analysis (DPA [51]).

Masking, which is a randomization technique for removing the statistical dependency between sensitive data and the side-channel information, is a commonly used mitigation strategy. For example, Boolean masking uses an XOR operation of a random bit $r$ with a variable $a$ to obtain a masked variable: $a_m = a \oplus r$ [7, 68]. Later, the original variable can be restored by a second XOR operation: $a_m \oplus r = a$. Other similar countermeasures have used additive masking ($a_m = a + r \mod n$), multiplicative masking ($a_m = a \cdot r \mod n$), as well as application-specific masking such as RSA blinding ($a_m = ae \mod N$).

However, side-channel countermeasures are difficult to design and implement because the process

*The content of this chapter is originally published in [32]*
is both labor intensive and error prone. There is also no formal method to quantify how secure a software countermeasure really is. This is a problem in practice because the source of the information leakage is not the cryptographic software but the microprocessor hardware that executes the software. For average software developers, who often do not know all the architectural details of the device, it can be difficult to understand when side-channel information may be leaked.

In this chapter, we solve the problem by introducing the notion of quantitative masking strength (QMS) to estimate the side-channel resistance of a software implementation. To demonstrate the effectiveness of QMS in quantifying the side-channel resistance, we conduct experiments on a set of cryptographic software on real devices while launching DPA attacks. For each software implementation, we record the number of traces required to successfully break the countermeasure. Our experimental results show that the number of traces, which correlates to the difficulty in breaking the countermeasure, matches the QMS.

We also develop a design automation tool, which leverages a new static code analysis method to compute the QMS of a given C program. The tool can be used as a formal verification procedure as well, to decide whether a program satisfies a given QMS requirement. In case that some intermediate computation results of the program do not satisfy the QMS requirement, our method can produce a side-channel attack scenario, consisting of a combination of the plaintext and the relevant code region that leaks an excessive amount of information about the secret.

Our static code analysis tool builds upon the popular LLVM compiler [21] and the Yices SMT solver [25]. We encode the verification problem into a series of quantifier-free first-order logic formulas, whose satisfiability can be decided by the SMT solver. Although in the literature there exists some work on statically checking the security of mask software code, e.g. using type-based information flow analysis [72], they are significantly less accurate and therefore may generate many false positives. Bayrak et al. [10] have used SAT solvers to check if the software is masked, but they cannot quantitatively check the masking strength. To the best of our knowledge, our method is the first fully automated static analysis method for checking the strength of masking quantitatively.
We have conducted experiments on a set of cryptographic software implementations to evaluate the performance of our static analysis tool. The benchmarks include several recent countermeasures for AES as well as MAC-Keccak, a MAC based on the new SHA-3 standard. Our experimental results show that the new method is effective in detecting vulnerabilities in the software code and is scalable enough to handle cryptographic software of practical size.

To sum up, this chapter contains the following contributions:

- We propose the new notion of quantitative masking strength (QMS) as a way to estimate the side-channel resistance of a masked software implementation in practice.
- We conduct DPA attack experiments on real devices to confirm that the QMS is indeed a good indicator of the side-channel resistance of the masked software.
- We propose a static code analysis method for computing the QMS of a given software program. It can also formally verify that a program satisfies a given QMS requirement.
- When a program fails to satisfy the QMS requirement, our tool will produce an attack scenario, consisting of the plaintext and the code region with excessive information leakage.

The remainder of this chapter is organized as follows. We define the QMS in Section 5.1. We present our static code analysis method in Section 5.2, and describe our DPA attack experiments in Section 5.3. We present our experimental results in Section 5.4, and finally, give a summary in Section 5.5.

## 5.1 Quantitative Masking Strength (QMS)

Given a pair \((x, k)\) of plaintext and secret key for the function \(enc(x, k)\), an \(s\)-bit random number \(r\) uniformly distributed in the domain \(R = \{0, 1\}^s\), and \(d\) intermediate results \(I_1, \ldots, I_d\), we use \(D_{x,k}(R)\) to denote the joint distribution of \(I_1, \ldots, I_d\). If \(D_{x,k}(R)\) is statistically independent of the secret \(k\), we say that the function is order-\(d\) perfectly masked [16]. Otherwise, the function is vulnerable to side-channel attacks, and we would like to quantify the bias of \(D_{x,k}(R)\), denoted
\( \Delta_{\text{qms}} \), with respect to \( x \) and \( k \).

**Definition 2.** Given an implementation of function \( \text{enc}(x, k) \) and a set of intermediate computation results \( \{I_i(x, k, r)\} \), we define the quantitative masking strength (QMS) as the minimal value of 

\[
(1 - \Delta_{\text{qms}})
\]

such that, for all \( d \)-tuple \( \langle I_1, \ldots, I_d \rangle \),

\[
|D_{x,k}(R) - D_{x',k'}(R)| \leq \Delta_{\text{qms}} \quad \text{for any } (x, k) \text{ and } (x', k').
\]

In this sense, the **perfect masking** criterion introduced by Blömer et al. [16] is an extreme where \( \Delta_{\text{qms}} = 0 \). The **sensitivity** criterion introduced by Bayrak et al. [10] is another extreme where \( \Delta_{\text{qms}} = 1 \). They represent two extreme cases of the spectrum, whereas QMS allows us to quantify the side-channel resistance of the vast number of design choices in between. As an example, consider the four masking schemes in Figure 2.2. In the context of order-1 side-channel attacks, we have

\[
\begin{align*}
\Delta_{\text{qms}}(o1) &= 1/4 - 0/4 = 0.25 & \Delta_{\text{qms}(o1)} &= 4/4 - 3/4 = 0.25 \\
\Delta_{\text{qms}}(o2) &= 4/4 - 1/4 = 0.75 & \Delta_{\text{qms}(o2)} &= 3/4 - 0/4 = 0.75 \\
\Delta_{\text{qms}}(o3) &= 3/4 - 1/4 = 0.50 & \Delta_{\text{qms}(o3)} &= 3/4 - 1/4 = 0.50 \\
\Delta_{\text{qms}}(o4) &= 2/4 - 2/4 = 0.00 & \Delta_{\text{qms}(o4)} &= 2/4 - 2/4 = 0.00
\end{align*}
\]

All four outputs are **insensitive** according to [10] because of their logical dependence on the random bits, but only \( o4 \) is statistically independent of the secret \( k \).

To check if a function satisfies the given QMS requirement, we need to decide whether there exists a \( d \)-tuple \( \langle I_1, \ldots, I_d \rangle \) such that 

\[
|D_{x,k}(R) - D_{x',k'}(R)| > \Delta_{\text{qms}} \quad \text{for some } (x, k) \text{ and } (x', k').
\]

The function \( \text{enc}(x, k) \) satisfies the QMS requirement if and only if no such \( d \)-tuple exists for the given \( \Delta_{\text{qms}} \) and the given \( d \). Notice that \( d = 1, 2, \ldots, t \) specifies the order of the side-channel attack. In an order-\( d \) attack, we assume that an adversary can measure the leakage of \( d \) intermediate computation results simultaneously.

The main challenge for static code analysis – whether to compute the QMS of a given program or to verify that the program satisfies the given QMS requirement – is to compute \( D_{x,k}(R) \). As the starting point, we mark all the plaintext bits in \( x \) as public, the key bits in \( k \) as secret, and the mask bits in \( r \) as random. Then, for each \( I(x, k, r) \), we check whether it satisfies the QMS requirement. Following Definition 2, we can formulate the order-1 QMS check as a satisfiability problem as
follows:

$$\exists x, k, k'. \ (\sum_{r \in R} I(x, k, r) - \sum_{r \in R} I(x, k', r)) > \Delta_{qms}$$

Here, $x$ is the plaintext, $k$ and $k'$ are two different values of the secret key, and $r$ is the $s$-bit random number in domain $R = \{0, 1\}^s$. For any fixed $(x, k, k')$, the summation $\sum_{r \in R} I(x, k, r)$ represents the number of satisfying assignments of $I(x, k, r)$, and the summation $\sum_{r \in R} I(x, k', r)$ represents the number of satisfying assignment of $I(x, k', r)$. Assume that $r$ is uniformly distributed in domain $R = \{0, 1\}^s$, the summations represent the probabilities of $I$ being logical 1 under key values $k$ and $k'$, respectively.

If the above formula is satisfiable, there exist $x$ and two keys $(k, k')$ such that the distribution of $I(x, k, r)$ differs from the distribution of $I(x, k', r)$ by more than $\Delta_{qms}$. In other words, the secret values of $k$ and $k'$ are leaked, and the amount of information leakage is more than expected. On the other hand, if the above formula is unsatisfiable, then $I$ satisfies the given QMS requirement.

### 5.2 Static Code Analysis to Compute the QMS

In this section, we first present our verification procedure, which takes a program and a QMS as input and checks whether the program satisfies the QMS requirement. Then, we present our algorithm for estimating the QMS of a given program, which uses the aforementioned verification procedure as a subroutine.

#### 5.2.1 Checking a Program against a QMS Requirement

Our method is based on translating the verification problem into a set of quantifier-free first-order logic (FOL) formulas and then deciding the formulas using an SMT solver. For each intermediate computation result $I(x, k, r)$, we construct the formula $\Phi$ that is satisfiable if and only if there exist a plaintext $x$ and two key values $k$ and $k'$ such that the probability for $I(x, k, r)$ to be logical 1 differs from the probability for $I(x, k', r)$ to be logical 1 by more than $\Delta_{qms}$. Although
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1: compute(bool k1, bool k2, bool r1, bool r2){
2:   bool n1, n2, n3, n4, n5, n6, n7, n8, c;
3:   n1 = k1 ⊕ r1;
4:   n2 = k2 ⊕ r2;
5:   n3 = n1 & n2;
6:   n4 = k2 ⊕ r2;
7:   n5 = r1 & n4;
8:   n6 = k1 ⊕ r1;
9:   n7 = r2 & n6;
10:  n8 = n5 ⊕ n7;
11:   c = n3 ⊕ n8;
12:  return c;
13: }

Figure 5.1: A program and the abstract syntax tree (AST) nodes.

satisfiability (SAT) based verification techniques have been widely used in EDA for checking functional correctness properties, our method is significantly different from them because QMS is a quantitative property and is statistical in nature.

Given a Boolean program as input, we first construct a data-flow graph, where the root represents the return value and the leaf nodes represent the inputs. Each internal node represents the result of a Boolean operation of one of the following types: AND, OR, NOT, and XOR. For the example in Figure 5.1, our method starts by parsing the program and creating a graph representation. This is followed by traversing the graph in a topological order, from the program inputs (leaf nodes) to the return value (root node). For each internal node, which represents an intermediate computation result, we check whether it satisfies the given QMS requirement. The order in which we check the internal nodes is as follows: n1, n2, n3, n4, n5, n6, n7, n8, and finally, c.

Notice that the program in Figure 5.1 is a masked version of \( c \leftarrow (k1 \& k2) \), where \( k1 \) and \( k2 \) are secret keys, \( r1 \) and \( r2 \) are random variables, and \( c \) is the computation result. The return value \( c \) is logically equivalent to \( (k1 \& k2) \oplus (r1 \& r2) \). This masking scheme (from [16]) is used to make the power consumption independent from the values of \( k1 \) and \( k2 \). The corresponding demasking function (not shown in the figure) is \( c \oplus (r1 \& r2) \). Therefore, demasking would produce the desired value \( (k1 \& k2) \).

Our method will determine if all intermediate variables of the program have a masking strengthen
higher than $\Delta_{qms}$. Let $\Phi$ denote the SMT formula to be created for checking the intermediate result $I(x, k, r)$. Let $s$ be the number of random bits in $r$. Our encoding method ensures that $\Phi$ is satisfiable if and only if $I$ violates the QMS requirement. Therefore, we define $\Phi$ as follows:

$$\Phi := \left(2^s - 1 \land \bigwedge_{r=0}^{2^s-1} \Psi_k^r\right) \land \left(2^s - 1 \land \bigwedge_{r=0}^{2^s-1} \Psi_{k'}^r\right) \land \Psi_{b2i} \land \Psi_{\text{sum}} \land \Psi_{\text{diff}},$$

where the subformulas are defined as follows:

- **Program logic** ($\Psi_k^r$): Each subformula $\Psi_k^r$ encodes a copy of the functionality of $I(x, k, r)$, with the random variable $r$ set to a concrete value in $\{0, \ldots, 2^s - 1\}$ and the key set to value $k$ or $k'$. All copies share the same plaintext value $x$.

- **Boolean-to-int** ($\Psi_{b2i}$): It encodes the conversion of the output of $I(x, k, r)$ from Boolean to integer (true becomes 1 and false becomes 0), so that the integer values can be summed up later to compute $\sum_{r \in R} I(x, k, r)$.

- **Sum-up-the-1s** ($\Psi_{\text{sum}}$): It encodes the two summations of the logical 1s in the outputs of the $2^s$ copies of program logic, one for $I(x, k, r)$ and the other for $I(x, k', r)$.

- **Different sums** ($\Psi_{\text{diff}}$): It asserts that the difference between the two summations is bigger than the required $\Delta_{qms}$.

Figure 5.2 is a pictorial illustration of the SMT encoding for output $I(k1, k2, r1, r2)$, where $k1, k2$ are the secret bits and $r1, r2$ are two random bits. The first four boxes, encoding $\Psi_{k1}^0, \ldots, \Psi_{k1}^3$, are copies of the program logic for key bits ($k1k2$) with random bits set to 00, 01, 10, and 11, respectively. The other four boxes, encoding $\Psi_{k'}^0, \ldots, \Psi_{k'}^3$, are copies of the program logic for key bits ($k1'k2'$) with random bits set to 00, 01, 10, and 11, respectively. The formula checks for security against first-order DPA attacks – whether there exist two sets of keys ($k1 k2$ and $k1' k2'$) under which the distributions of $I$ differs from each other by more than $\Delta_{qms}$. 
5.2.2 Checking the Fan-in AST Nodes Incrementally

Since the SMT formula size is linear in the size of the program but exponential in the number of random variables, it may become a bottleneck if the program uses a large number \( s \) of random bits.

To avoid the potential performance problem, we propose an incremental algorithm, which applies the SMT based analysis only to small code regions of the program as opposed to the entire fan-in cone of each intermediate computation result. This is crucial for scaling our method to code of practical complexity.

Our incremental algorithm can be illustrated by Figure 5.3, where the output of \( \text{mask}(x,k,r) \) is masked again with the new random variable \( r_{new} \) before it is demasked from the old random variable \( r \). Before verifying \( \text{mask2} \), if we have already proved that \( I_2 \) is perfectly masked, and \( r_{new} \) is a new random variable not used elsewhere (not in computing \( I_3 \)), then for the purpose of checking \( \text{mask2} \), we can substitute \( I_2 \) with a new random variable \( r_{dummy} \) while verifying \( \text{mask2} \).

Due to associativity of the \( \oplus \) operator, reordering the masking and demasking operations would not change the logical result. For example, in Figure 5.3, the instruction being analyzed is in \( \text{mask2}() \). Since random variable \( r_{new} \) is not used inside \( \text{mask}() \) or \( \text{de-mask}() \), or in the support of \( I_3 \), we can
Figure 5.3: Incremental applying the SMT based analysis only to small fan-in region.

replace the entire fan-in cone of $I_2$ by a new random variable $r_{\text{dummy}}$ while verifying $\text{mask2}()$.

The effectiveness of our incremental algorithm relies on the following observation. In practice, a common used strategy for implementing randomization based countermeasures is to have a chain of modules, where the inputs of each module are masked before executing its logic, and are demasked afterward. To avoid having an unmasked intermediate value, the inputs to the successor module are masked with fresh random variables, before they are demasked from the random variables of the previous module. We shall see in the experimental results section that such optimization opportunities are abundant in real applications.

5.2.3 Estimating the QMS of a Given Program

Given a program, we can estimate the QMS of all the intermediate computation results by iteratively invoking our SMT based verification procedure as a subroutine. We start with $\Delta_{\text{qms}} = 1.0$, and check whether the program satisfies this QMS requirement. If the answer is no, then we decrease $\Delta_{\text{qms}}$ and check again. We stop as soon as the program satisfies the QMS requirement. At that moment, the value for $\Delta_{\text{qms}}$ is the estimated QMS of the given program. Algorithm 6 shows the overall flow of our iterative procedure. To make it efficient, we have used the binary search.

It is worth pointing out that in this work, we focus on verifying implementations of cryptographic algorithms, as opposed to arbitrary software applications. The program under verification typically does not have input-dependent control flow, meaning that we can easily remove all the loops
and function calls from the code using standard loop unrolling and function inlining techniques. Furthermore, the program can be transformed into a branch-free representation, where the if-else branches are merged. Finally, since all program variables are bounded integers, we can convert the program to a purely Boolean program through bit-blasting. Therefore, in this chapter, our static code analysis method is concerned with only the bit-level representation of a branch-free program.

### 5.3 Measurements on embedded Devices

To check if QMS reflects the masking strength of a software, we conducted a set of side-channel attacks on implementations of countermeasures for MAC-Keccak, AES, and a few other cryptographic algorithms. We ran all software code on a 32-bit Microblaze processor [85] built on a Xilinx Spartan-3e FPGA (Figure 5.4). To measure the power consumption of the processor core, we used a Tektronix DPO 3034 oscilloscope and a CT-2 current probe to sample the power consumption of the FPGA. The side-channel attack was conducted using differential power analysis (difference of means [51]). To limit the effect of measurement noise, we collected each trace after running the same software code 128 times and using the oscilloscope to calculate the average. Here, a trace refers to a set of samples taken during the execution of the software.

We used DPA to determine whether a key guess was correct. Recall that DPA relies on the observation that power consumption variations correlate to the values of the sensitive bits being manipulated. Using the same input vector stream of plaintext as in the measured traces, we
compute the value of the sensitive variable assuming that the secret key was one of the key guesses. For an \( n \)-bit key, there would be \( 2^n \) key guesses. For each key guess, we divide the set of measurement traces into two bins, one for all the sensitive values of logic 0, and one for all the sensitive values of logic 1. Then we compute the difference of means between those two bins, for each key guess. We select the key guess that result in the maximum difference.

Table 5.1: The description and statistics of the masked software benchmarks.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>LoC</th>
<th>Nodes</th>
<th>Keys</th>
<th>Plains</th>
<th>Rands</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHA3</td>
<td>A series of masked MAC-Keccak with varying levels of masking (biased random number generators from 0.01 to 0.5 to vary QMS from 0.0 to 1.0)</td>
<td>61</td>
<td>31</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>AES</td>
<td>A series of masked AES with varying levels of masking (biased random number generators from 0.01 to 0.5 to vary QMS from 0.5 to 1.0)</td>
<td>52</td>
<td>37</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>P1</td>
<td>CHES13 Masked Key Whitening</td>
<td>79</td>
<td>47</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>P2</td>
<td>CHES13 De-mask and then Mask</td>
<td>67</td>
<td>31</td>
<td>8</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>P3</td>
<td>CHES13 AES Shift Rows</td>
<td>21</td>
<td>21</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>P4</td>
<td>CHES13 Messerges Boolean to Arithmetic (bit0)</td>
<td>23</td>
<td>24</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>P5</td>
<td>CHES13 Goubin Boolean to Arithmetic (bit0)</td>
<td>27</td>
<td>60</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>P6</td>
<td>Logic Design for AES S-Box (1st implementation)</td>
<td>32</td>
<td>9</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>P7</td>
<td>Masked Chi function MAC-Keccak (1st implementation)</td>
<td>59</td>
<td>19</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>P8</td>
<td>Masked Chi function MAC-Keccak (2nd implementation)</td>
<td>60</td>
<td>19</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>P9</td>
<td>Syn. Masked Chi func MAC-Keccak (1st implementation)</td>
<td>66</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>P10</td>
<td>Syn. Masked Chi func MAC-Keccak (2nd implementation)</td>
<td>66</td>
<td>22</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

We have conducted three sets of experiments. Table 5.1 shows the statistics of the benchmarks, including the name of the program, a short description, the lines of code, the number of computation nodes, as well as the numbers of key bits, plaintext bits, and random bits. The first two sets consist of various versions of the MAC-Keccak and ASE implementations [14, 64, 81, 17]
with gradually degrading QMS values. We measured the average number of traces needed to determine the secret key. In the third set of experiments, we used a set of recently published software countermeasures [10, 42, 58, 36, 16], with fixed QMS values, and measured the average number of traces needed to determine the secret key.

Figure 5.5 shows our results on the SHA3 benchmark. The \( x \)-axis is the QMS value, while the \( y \)-axis is the measured average number of traces needed to determine the secret key. Notice that the \( y \)-axis is in logarithmic scale. In addition to the measured data, we have plotted an empirical approximation rule (dotted curve) to estimate the measured data. We can see that when the QMS value approaches 1.0, the number of traces needed to determine the secret key will approach infinity. This is as expected because QMS=1.0 means that the code is perfectly masked – since there is no information leakage, the implementation is provably secure. However, when the QMS value deviates from 1.0 slightly, the number of traces needed to determine the secret key drops drastically – QMS=0.90 corresponds to around 100 DPA traces. Overall, the side-channel resistance, as measured by the number of traces needed to determine the secret key, is exponentially dependent on QMS.

Figure 5.6 shows our results on the AES benchmark. Here, the measured data are similar to those in
Figure 5.6: DPA attacks on AES: QMS vs. number of traces needed to determine the key.

Figure 5.5. Furthermore, we note that the approximate empirical formula computed to estimate the number of required DPA traces has the following relation with the QMS value: 

\[ N_{\text{trace}} = \frac{1}{(1 - \text{QMS})^c} \]

where \( c \approx 2.2 \) for these two sets of experiments. In general, \( c \) is an empirical constant that ultimately will be decided by the actual hardware and measurement set-up. We shall leave the investigation of the theoretical nature of this constant to future work. What is important is that, overall, the side-channel resistance is exponentially dependent on QMS.

Table 5.2 shows our results on the third set of benchmarks. Here, Columns 1 and 2 show the program name and the node to which we have applied the DPA attack. Column 3 shows the QMS value computed statically for the software code. Column 4 shows the number of traces needed to determine the secret key. T.O. means \textit{timed out} after 100,000 traces are measured. It is worth pointing that we performed second order analysis on P3-P5. Overall, we have observed a similar exponential dependence between the number of measured traces and the QMS value. For example, when the QMS is 0.00 – meaning that the node is not masked at all – we have found that the secret key can be determined with merely a handful of DPA traces. When the QMS is 1.00 – meaning it is perfectly masked – the key cannot be determined within our time limit of 100,000 traces. When the QMS is between 0.00 and 1.00, the number of DPA traces closely follows the same empirical
### Table 5.2: Relation between QMS and the number of traces needed to determine the key.

<table>
<thead>
<tr>
<th>Name</th>
<th>Node</th>
<th>QMS</th>
<th>Trace</th>
<th>Name</th>
<th>Node</th>
<th>QMS</th>
<th>Trace</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>n011</td>
<td>0.00</td>
<td>2</td>
<td>P1</td>
<td>n012</td>
<td>1.00</td>
<td>T.O.</td>
</tr>
<tr>
<td>P2</td>
<td>n21</td>
<td>0.00</td>
<td>3</td>
<td>P2</td>
<td>n11</td>
<td>1.00</td>
<td>T.O.</td>
</tr>
<tr>
<td>P3</td>
<td>st10 ⊕ st2</td>
<td>0.00</td>
<td>2</td>
<td>P3</td>
<td>rx2 ⊕ st2</td>
<td>1.00</td>
<td>T.O.</td>
</tr>
<tr>
<td>P4</td>
<td>X ⊕ A3</td>
<td>0.00</td>
<td>2</td>
<td>P4</td>
<td>A1 ⊕ A3</td>
<td>1.00</td>
<td>T.O.</td>
</tr>
<tr>
<td>P5</td>
<td>X ⊕ R2</td>
<td>0.00</td>
<td>3</td>
<td>P5</td>
<td>T1 ⊕ R2</td>
<td>1.00</td>
<td>T.O.</td>
</tr>
<tr>
<td>P6</td>
<td>n09</td>
<td>0.50</td>
<td>936</td>
<td>P6</td>
<td>n07</td>
<td>1.00</td>
<td>T.O.</td>
</tr>
<tr>
<td>P7</td>
<td>n32</td>
<td>0.50</td>
<td>992</td>
<td>P7</td>
<td>n35</td>
<td>1.00</td>
<td>T.O.</td>
</tr>
<tr>
<td>P8</td>
<td>n02</td>
<td>0.50</td>
<td>587</td>
<td>P8</td>
<td>n23</td>
<td>1.00</td>
<td>T.O.</td>
</tr>
<tr>
<td>P9</td>
<td>n47</td>
<td>0.50</td>
<td>255</td>
<td>P9</td>
<td>n39</td>
<td>1.00</td>
<td>T.O.</td>
</tr>
<tr>
<td>P10</td>
<td>n47</td>
<td>0.50</td>
<td>426</td>
<td>P10</td>
<td>n48</td>
<td>1.00</td>
<td>T.O.</td>
</tr>
</tbody>
</table>

The formula (exponential dependence on the QMS) that we have discovered earlier, but with a slightly different value for constant $c$.

### 5.4 Experimental Results

We have also evaluated the efficiency of our new static code analysis methods for QMS estimation and checking in the context of related work. Our experimental evaluation was designed to answer the following questions:

- Is it practical to compute the QMS of a C program through purely static code analysis?
- Does the new method offer significant advantages over existing methods such as Slueth [10]?

Our benchmarks included a set of recently published masking countermeasures [10, 17, 42, 58, 36, 16, 14, 64] whose statistics have been shown in Table 5.1. All our experiments were obtained on a desktop computer with a 3.4 GHz Intel i7-2600 CPU, 3.3 GB RAM, and a 32-bit Linux operating system.

Table 5.3 shows the results of applying our new method to compute the QMS of a given software. Column 1 shows the name of the software. Column 2 shows the number of internal nodes checked. Columns 3-6 show the QMS computed, including the minimal, maximal, local average, and global average. Columns 7 and 8 show the number of iterations and the total execution time. The number
of iterations is for the combination of checks on all internal nodes. Also, for P3-P5, we have applied second-order DPA following [10] as opposed to first-order DPA, so each node has been checked against every other node of the program. The results show that our iterative method converged quickly in all cases. Due to page limit, we omit the description of several pieces of useful information reported by our new method, e.g. which node in the program has the lowest QMS and therefore is the most vulnerable to side-channel attacks.

Table 5.3: Statically computing the QMS of the C programs.

<table>
<thead>
<tr>
<th>Program</th>
<th>Name</th>
<th>QMS</th>
<th>Performance</th>
<th>Iters</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>47</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.66</td>
</tr>
<tr>
<td>P2</td>
<td>31</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.74</td>
</tr>
<tr>
<td>P3</td>
<td>21</td>
<td>0.00</td>
<td>1.00</td>
<td>0.33</td>
<td>0.71</td>
</tr>
<tr>
<td>P4</td>
<td>24</td>
<td>0.00</td>
<td>1.00</td>
<td>0.17</td>
<td>0.93</td>
</tr>
<tr>
<td>P5</td>
<td>60</td>
<td>0.00</td>
<td>1.00</td>
<td>0.17</td>
<td>0.97</td>
</tr>
<tr>
<td>P6</td>
<td>9</td>
<td>0.50</td>
<td>1.00</td>
<td>0.50</td>
<td>0.83</td>
</tr>
<tr>
<td>P7</td>
<td>19</td>
<td>0.00</td>
<td>1.00</td>
<td>0.17</td>
<td>0.86</td>
</tr>
<tr>
<td>P8</td>
<td>19</td>
<td>0.50</td>
<td>1.00</td>
<td>0.50</td>
<td>0.92</td>
</tr>
<tr>
<td>P9</td>
<td>22</td>
<td>0.50</td>
<td>1.00</td>
<td>0.50</td>
<td>0.97</td>
</tr>
<tr>
<td>P10</td>
<td>22</td>
<td>0.50</td>
<td>1.00</td>
<td>0.50</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 5.4 shows the results of applying our new method to check whether a program satisfies a given QMS requirement. For comparison, we have re-implemented and evaluated the Sleuth algorithm of Bayrak et al. [10] in our framework. Here, Columns 1 and 2 show the program name and the number of nodes checked. Columns 3-5 show the statistics of Sleuth, including whether it finds any unmasked node, the number of unmasked nodes, and the total execution time. Columns 6-8 show the statistics of our new method, including whether it finds any node that leaks side-channel information, the number of vulnerable nodes found, and the total execution time. In addition to the P1-P10 examples, we have experimented on a set of full-sized MAC-Keccak implementations [14] (P11-P16) in order to compare the scalability of the two methods.

From the results, we have observed several advantages of our new method over Sleuth. First, our new method can check for the quantitative masking strength – for any QMS value ranging from 0.00 to 1.00 – whereas Sleuth can only check whether a node is masked (whether the QMS is zero or non-zero). The results in Table 5.4 clearly show that there are many cases (e.g. in P6
Table 5.4: Verifying a C program against the QMS requirement.

<table>
<thead>
<tr>
<th>Program name</th>
<th>Program size</th>
<th>Sleuth [10]</th>
<th>New</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nodes</td>
<td>masked nodes</td>
<td>time</td>
</tr>
<tr>
<td>P1</td>
<td>47</td>
<td>No 16</td>
<td>0.16s</td>
</tr>
<tr>
<td>P2</td>
<td>31</td>
<td>No 8</td>
<td>0.21s</td>
</tr>
<tr>
<td>P3</td>
<td>21</td>
<td>No 9</td>
<td>1.17s</td>
</tr>
<tr>
<td>P4</td>
<td>24</td>
<td>No 2</td>
<td>0.58s</td>
</tr>
<tr>
<td>P5</td>
<td>60</td>
<td>No 2</td>
<td>1.19s</td>
</tr>
<tr>
<td>P6</td>
<td>9</td>
<td>Yes 0</td>
<td>0.06s</td>
</tr>
<tr>
<td>P7</td>
<td>19</td>
<td>No 1</td>
<td>0.15s</td>
</tr>
<tr>
<td>P8</td>
<td>19</td>
<td>Yes 0</td>
<td>0.13s</td>
</tr>
<tr>
<td>P9</td>
<td>22</td>
<td>Yes 0</td>
<td>0.18s</td>
</tr>
<tr>
<td>P10</td>
<td>22</td>
<td>Yes 0</td>
<td>0.20s</td>
</tr>
<tr>
<td>P11</td>
<td>128k</td>
<td>Yes 0</td>
<td>91m53s</td>
</tr>
<tr>
<td>P12</td>
<td>128k</td>
<td>No 2560</td>
<td>92m59s</td>
</tr>
<tr>
<td>P13</td>
<td>128k</td>
<td>Yes 0</td>
<td>97m38s</td>
</tr>
<tr>
<td>P14</td>
<td>152k</td>
<td>Yes 0</td>
<td>132m10s</td>
</tr>
<tr>
<td>P15</td>
<td>128k</td>
<td>No 512</td>
<td>113m12s</td>
</tr>
<tr>
<td>P16</td>
<td>131k</td>
<td>No 4096</td>
<td>103m56s</td>
</tr>
</tbody>
</table>

and P8) where the nodes are masked by some random bits, but the masking is not perfect, and therefore the nodes can still leak sensitive information. Second, our new method is more scalable than Sleuth. Although the two methods have comparable run time on small programs, our new method is significantly faster than Sleuth on large programs, despite the fact that it is checking a more sophisticated quantitative property. This is due to the fact that we are using incremental SMT analysis as described in Section 5.2.2.

5.5 Summary

We have proposed the notion of quantitative masking strength (QMS), which can, for the first time, represent the side-channel resistance of a masking countermeasure numerically. We have confirmed through experiments that the QMS is a good indicator of the actual masking strength of the software. We have developed a new static analysis tool to compute the QMS of a C program. The method can also be used as a procedure to formally verify a program against a QMS requirement. Our experimental results show that the new static analysis method is effective
in detecting masking flaws and is scalable to handle cryptographic software code of practical size.
Chapter 6

Synthesizing Countermeasures against Power Side-Channel Attacks

When cryptographic algorithms are proved to be secure against thousands of years of brute force cryptanalysis attacks, the assumption is that sensitive information can be manipulated in a closed computing environment. Unfortunately, real computers and microchips leak information about the software code that they execute, e.g. through heat and power dissipation or electromagnetic radiation. For example, the power consumption of a typical embedded device executing instruction $a = t \oplus k$ may depend on the value of the secret variable $k$ [56]. Such information can be exploited by an adversary through statistical post-processing such as differential power analysis (DPA [51]), leading to successful attacks in linear time. In recent years, many commercial systems in the embedded space have shown weakness against such attacks [66, 59, 7].

In this chapter, we propose a new synthesis method, which takes an unprotected software program as input and returns a functionally equivalent but side channel leak free new program as output. By leveraging a new verification procedure that we developed recently, called SC Sniffer [31, 32], we can guarantee that the synthesized new program is secure by construction. That is, all intermediate computations of the program are perfectly masked [16] in that their computation results are statistically independent from the secret data. Masking is a popular and relatively low-
cost mitigation strategy for removing the statistical dependency between sensitive data and side channel emissions. For example, Boolean masking uses an XOR operation of a random bit $r$ with variable $a$ to obtain a masked variable: $a_m = a \oplus r$ [7, 68]. The original value can be restored by a second XOR operation: $a_m \oplus r = a$. Since $a_m$ no longer depends on the sensitive data $a$ statistically, subsequent computations based on $a_m$ will not leak information about the value of $a$.

Other similar countermeasures have used additive masking ($a_m = a + r \mod n$), multiplicative masking ($a_m = a \cdot r \mod n$), as well as application-specific masking such as RSA blinding ($a_m = ar^e \mod N$).

When a computation $f(z)$ is in the linear domain ($\oplus$ domain), with respect to the sensitive input $z$, masking can be implemented easily, e.g. as $f(z \oplus r) \oplus f(r)$ since it is equivalent to $f(z) \oplus f(r) \oplus f(r) = f(z)$. That is, we mask $z$ using an XOR with random bit $r$ before the computation and de-mask using an XOR with $f(r)$ afterward. However, when $f(z)$ is a non-linear function, the computation $f(z)$ often needs to be completely redesigned, e.g., by splitting $f()$ into $f'(())$ and $f''()$ such that $f'(z \oplus r) \oplus f''(r) = f(z)$. Finding the proper $f'(())$ and $f''()$ is a highly creative process currently performed by cryptographic experts. Indeed, designing a new masking countermeasure for algorithms such as AES and SHA-3 would be publishable work in top cryptographic venues.

Our new synthesis method relies on *inductive synthesis* and satisfiability modulo theory (SMT) solvers to search for masking countermeasures within a bounded design space. More specifically, given the software program to be masked, we use a set of quantifier-free first-order logic formulas to encode the two requirements of the synthesized new program – that it must be perfectly masked and that it must be functionally equivalent to the original program. The resulting formulas can be decided by an off-the-shelf SMT solver. Based on this formal analysis with SMT solvers, we can guarantee that the synthesized program is provably secure against power analysis attacks, even on devices with physical emissions.

In the past few years, there is a growing interest in using compilers to automate the application of side-channel countermeasures [2, 11, 12, 63]. However, these existing tools rely on matching known code patterns and applying predefined transformations. They do not employ SMT solver
based exhaustive search or the notion of perfect masking. They cannot guarantee to find the leakage free new program even if such program exists, or formally prove that the generated code is leakage free. Our new method provides both guarantees. Although inductive synthesis has enjoyed remarkable success (e.g. [78, 40, 4]), this is the first time that it is applied to mitigating power analysis attacks.

We have implemented our new method in a tool built on the LLVM compiler [21] and the Yices SMT solver [25]. We have conducted experiments on a set of cryptographic software benchmarks, including AES and MAC-Keccak. Our experiments show that the new method is both effective in eliminating side channel leaks and scalable for handling cryptographic software of practical size.

To sum up, we have made the following contributions:

- We propose a new method for synthesizing masking countermeasures to protect cryptographic software code against power analysis attacks.
- We implement the method in a software tool, which takes an unprotected C program as input and returns a perfectly masked new program as output.
- We conduct experiments on a set of cryptographic software benchmarks to demonstrate the effectiveness and scalability of the new method.

The remainder of this chapter is organized as follows. We will illustrate the overall flow of our method using an example in Section 6.1. We define the synthesis problem in Section 6.2. The detailed algorithms will be presented in Section 6.3, which includes inductively computing the candidate program, and formally verifying the candidate program. We will present a partitioned synthesis procedure in Section 6.4 to improve the run time performance. Our experimental results will be presented in Section 6.5. Finally, we will give a summary in Section 6.6.
6.1 Motivating Example

In this section, we illustrate the overall flow of our synthesis method using an example. Our example is part of the implementation of MAC-Keccak, the newly standardized SHA-3 cryptographic hashing algorithm [64], after three rounds of competitions by cryptographic experts worldwide.

The MAC-Keccak code [14] consists of five main functions that are repeated for 24 rounds on the input bits (plaintext and key) in order to compute the output (ciphertext). The computation in a single round can be represented by $\text{out} = \iota \cdot \chi \cdot \pi \cdot \rho \cdot \theta \text{(in)}$, where $\iota()$, $\pi()$, $\rho()$ and $\theta()$ are linear functions in the domain of $\oplus$, consisting of operations such as XOR, SHIFT and ROTATE, whereas $\chi()$ is a nonlinear function, containing nonlinear operations such as AND.

Our synthesis procedure takes the MAC-Keccak code as input and returns a perfectly masked version of the code as output. It starts by transforming the original program into an intermediate representation (IR) using the LLVM compiler frontend. Since we focus on cryptographic software, not general purpose software, we can assume that all program variables are bounded integers and there is no input-dependent control flow. (Cryptographic software typically do not have input-dependent control flow because it is vulnerable to timing attacks.) Therefore, it is relatively straightforward to transform the input program into a Boolean program, e.g., by merging if-else conditions, unwinding loops, inlining functions, and bit-blasting the integer operations. Thus, from now on, we are only concerned with an IR where all instructions operate on bits. Focusing on the bit-level analysis allows us to detect leaks at the finest granularity possible.

The next step is traversing the abstract syntax tree (AST) nodes of the Boolean program in a topological order, starting at the input nodes and ending at the output node. For each internal node, we first check whether its function is linear or nonlinear in the domain of $\oplus$. As we have shown earlier, for a linear function $f(z)$, we can mask the input $z$ with an XOR of a random bit $r$ before the computation and demask with an XOR of $f(r)$ afterward. Furthermore, to make sure that all intermediate nodes stay masked, we need to chain the mask-demask segments together, by masking the output of a linear function with a new random variable before demasking it with the previous random variable.
For nonlinear functions, such as the $\chi()$, there are no easy ways of generating the countermeasures. In this work, we rely on the use of iterative inductive synthesis and SMT solvers to search for valid countermeasures in a bounded design space. Given the $\chi()$ function in Fig. 6.1 (left), our method will produce the new code in Fig. 6.1 (right). Our method ensures that these two versions have the same input-output relation, and at the same time, all the intermediate computation results in the new program are perfectly masked with some random bits. Our method has two main advantages over the state of the art. First, it is more economical and sustainable than the manual mitigation approach, especially when considering the rapid increases in the application size and platform variety. Second, it eliminates both the design errors and the implementation errors while guaranteeing that the synthesized program is secure by construction. That is, assume that each of $r_1, r_2, r_3$ in Fig. 6.1 (right) is randomly distributed in the domain of $\{0, 1\}$, our method guarantees that the probability of each intermediate computation result being logical 1 (or 0) is statistically independent from the values of $i_1, i_2, i_3$.
6.2 Inductive Synthesis of Masking Countermeasures

We propose using inductive synthesis to generate implementations of perfect masking countermeasures. We follow the iterative synthesis procedure shown in Fig. 6.2, which consists of three steps:

1. Given an unprotected program as input, we first compute a candidate new program that is masked and is functionally equivalent to the original program, at least for a small set of test inputs.
2. We try to prove that the candidate program is perfectly masked and is functionally equivalent to the original program under all possible test inputs.
3. If the verification succeeds, we are done. Otherwise, the candidate program is invalid. In the latter case, we block this solution, go back to Step 1, and try again.

![Figure 6.2: The iterative inductive synthesis procedure.](image-url)

The reason why we choose not to generate, in one step, a candidate program that is valid for all possible test inputs is because of performance concerns. A candidate program valid for all possible test inputs would be prohibitively more expensive for an SMT solver to compute. By separating the synthesis task into three subtasks, namely the inductive synthesis of candidate programs, the formal verification of candidate programs, and the iterative refinement step, we can make all three substeps practically feasible to complete.

In this work, the verification step will consist of two substeps. First, we prove that the candidate program is functionally equivalent to the original program under all possible inputs. Second, we
prove that all intermediate computations in the candidate program are perfectly masked. Toward this end, we leverage a verification procedure that we developed recently, called SC Sniffer [31], which can check whether an intermediate computation result of the program is statistically dependent on the secret data.

Our method in SC Sniffer [31, 32] relies on translating the verification problem into a series of satisfiability (SAT) problems, each of which is encoded in a set of logical constraints. These constraints can be decided using an off-the-shelf SMT solver. More specifically, we start by making all the plaintext bits in $x$ as public, the key bits in $k$ as secret, and the mask bits in $r$ as random. Then, we traverse the entire program and for each intermediate computation $I(x, k, r)$, check the satisfiability of the following formula:

$$\exists x, k, k'. \left( \sum_{r \in R} I(x, k, r) \neq \sum_{r \in R} I(x, k', r) \right)$$

Here, $k$ and $k'$ are two different values of the secret key and $R$ is the domain of random variable $r$. For a fixed value combination $(x, k, k')$, the summation $\sum_{r \in R} I(x, k, r)$ represents the number of values of $r$ that make $I(x, k, r)$ evaluate to logical 1, and the summation $\sum_{r \in R} I(x, k', r)$ represents the number of values of $r$ that make $I(x, k', r)$ evaluate to logical 1. Assume that random variable $r$ is uniformly distributed in the domain $R$, the above two summations represent the probabilities of $I$ being logical 1 under key values $k$ and $k'$, respectively. If the above formula is satisfiable, then there exist a plaintext $x$ and two values $(k, k')$ such that the distributions of $I(x, k, r)$ and $I(x, k', r)$ differs – it means that the value of the secret key is leaked. In contrast, if the formula is unsatisfiable, it is a proof that $I$ is perfectly masked. We will present the detailed SMT encoding in Section 6.3.2.
6.3 Synthesis Algorithm

In this section, we present our basic algorithm for iteratively synthesizing a masked version of the input Boolean program. We leave performance optimizations to the next section. The pseudocode is shown in Algorithm 7, where \( P \) is the original program, \( \text{inputs} \) is the set of inputs, and \( \text{output} \) is the output. The input variables also have annotations indicating whether they are plaintext bits, key bits, or random bits. The synthesis procedure returns a new program \( \text{newP} \) whose input-output relation is equivalent to that of \( P \). At the same time, all internal nodes of \( \text{newP} \) are perfectly masked. New random bits may be added by the synthesis procedure gradually on a need-to basis.

Algorithm 7 Inductive synthesis of a masked version of the input program \( P \).

```
1: SYNTHESIZEMASKING (\( P, \text{inputs}, \text{output} \)) {  
2:   blocked ← { };  
3:   testSet ← { };  
4:   size ← 1;  
5:   while (size < MAX_CODE_SIZE) {  
6:     newP ← COMPUTECANDIDATE(\( P, \text{inputs}, \text{output}, \text{size}, \text{blocked}, \text{testSet} \));  
7:     if (newP does not exist)  
8:       size ← size + 1;  
9:     else {  
10:       test1 ← CHECKEQUIVALENCE(newP, \( P \));  
11:       test2 ← CHECKINFOLEAKAGE(newP);  
12:       if (\( \{ \text{test1}, \text{test2} \} = \{ \} \))  
13:         return newP;  
14:       blocked ← blocked ∪{newP};  
15:       testSet ← testSet ∪\{test1, test2\};  
16:     }  
17: }  
18: return no_solution;  
19: }
```

The synthesis procedure iterates through three elementary steps: (1) compute a candidate program \( \text{newP} \) which is functionally equivalent to the original program \( P \), at least for a selected set of test inputs; (2) verify that \( \text{newP} \) is functionally equivalent to \( P \) for all possible inputs and is perfectly masked; (3) if any of the two verification substeps fails, we block this solution, add the failure triggering inputs to \( \text{testSet} \), and repeat. The synthesis procedure iteratively searches for a new candidate program with increasing code size, until the size reaches \( \text{MAX\_CODE\_SIZE} \). We record the bad solutions in the set \( \text{blocked} \) to avoid repeating them in the future. We record in \( \text{testSet} \) all
In the remainder of this section, we present the detailed algorithms for two elementary steps: computing the candidate program and verifying the candidate program.

### 6.3.1 Computing the Candidate Program

The first step in computing \( newP \) from \( P \) is to create a parameterized AST that captures all possible masked Boolean programs up to a bounded size. We refer to this AST as a **skeleton**. An example is shown in Fig. 6.3, which has 11 nodes. Each node is either an \( Op \) node or a \( V \) node. The internal node \( Op \) can be instantiated to any bit-level operation such as \( \oplus \), \( \& \), \( | \), or \( ! \). The \( V \) node can be instantiated to any variable in the original program, or fresh random bit added by the synthesis procedure, or constant (logical 0 or 1). The instantiation of \( Op \) nodes and \( V \) nodes is controlled by a set of auxiliary variables, whose values will be assigned by the SMT solver.

As an example, consider node \( n_8 \) in Fig. 6.3. The corresponding logical constraint may be encoded as \( ((N8==V1) \& \& bV1) \mid (N8==V2) \& \& bV2) \), where \( N8 \) denotes the output of \( n_8 \) and \( V1 \) and \( V2 \) are two variables in the input program. Auxiliary variables \( bV1 \) and \( bV2 \) are added to decide which of the node types are chosen – we would add another constraint saying that one and only one of \( bV1 \) and \( bV2 \) must be true. Based on which variable is set to true by the SMT solver, the output of node \( n_8 \) is determined. Similarly, for node \( n_1 \), the constraint may be \( ((N1==(N2\&N3)) \& \& bAND1) \mid ((N1==((N2\oplus N3)) \& \& bXOR1) \mid ((N1==(!N2)) \& \& bNOT1 \) where \( N1\)
N2 and N3 denote the output of node n1, n2, and n3, respectively. Auxiliary variables bAND1, bOR1, bXOR1, and bNOT1 are constrained such that one and only one of them must be true. Fig. 6.4 shows a masked candidate program synthesized by the SMT solver, which represents \( n_1 = i_1 \oplus i_2 \).

The next step is to build an SMT formula \( \Phi \) which imposes two additional requirements: (1) the input-output relation of the candidate program skeleton is equivalent to the original program \( P \), and (2) the internal nodes of the candidate program are all masked by some random variables. More formally, the formula \( \Phi \) is defined as follows:

\[
\Phi = \Phi_P \land \Phi_{skel} \land \Phi_{iEqv} \land \Phi_{oEqv} \land \Phi_{masked} \land \Phi_{testSet} \land \Phi_{blocked},
\]

where the subformulas are defined as follows:

- \( \Phi_P \) encodes the program logic of \( P \).
- \( \Phi_{skel} \) encodes the program logic of the skeleton.
- \( \Phi_{iEqv} \) asserts that the input variables of \( P \) and skeleton have the same values.
- \( \Phi_{oEqv} \) asserts that the outputs of \( P \) and skeleton have the same value.
- \( \Phi_{masked} \) asserts that all internal nodes are masked by some random bits – some random bit must appear in the support of the function of each node.
- \( \Phi_{testSet} \) asserts that the input variables should take values only from testSet.
- \( \Phi_{blocked} \) asserts that the previously failed solutions should not be selected.

If formula \( \Phi \) is satisfiable, a candidate solution is found, and it will be verified for equivalence and perfect masking in the following step. Otherwise, the skeleton size will be incremented and the SMT solver will be invoked again on the new formula.
6.3.2 Verifying the Candidate Program

Given a candidate program \( newP \), which is computed by the SMT solver for a set of selected test inputs, we verify that it is a valid solution for all possible inputs. We formulate the verification problem into two satisfiability subproblems, where we look for counterexamples, or test inputs, under which either \( newP \) is not equivalent to \( P \), or some nodes in \( newP \) are not perfectly masked.

Checking Functional Equivalence

We construct formula \( \Psi_1 \) such that it is satisfiable if and only if there exists a test input under which \( newP \) and \( P \) have different outputs. The formula is defined as follows:

\[
\Psi_1 = \Phi_P \land \Phi_{newP} \land \Phi_iEqv \land \Phi_oDiff,
\]

where \( \Phi_P \) and \( \Phi_{newP} \) encode the input-output relations of the two programs, \( \Phi_iEqv \) asserts that they have the same input values, and \( \Phi_oDiff \) asserts that they have different outputs. If \( \Psi_1 \) is satisfiable, we find a test case showing that \( newP \) is a bad solution. If \( \Psi_1 \) is unsatisfiable, then \( newP \) and \( P \) are functional equivalent.

Checking for Information Leakage

We construct formula \( \Psi_2 \) such that it is satisfiable if and only if there exists an intermediate node in \( newP \) that leaks sensitive information. Toward this end, we leverage a verification procedure that we developed recently [31] to check, for each intermediate AST node \( I(x, k, r) \), whether there exist a plaintext \( x \) and two key values \( k, k' \) such that \( \sum_{r \in R} I(x, k, r) \neq \sum_{r \in R} I(x, k', r) \). As we have explained in Section 6.1, this inequality means that the probabilistic distributions of \( I(x, k, r) \) and \( I(x, k', r) \) differ for the two key values \( k \) and \( k' \). The formula \( \Psi_2 \) is defined as follows:
Figure 6.5: SMT encoding for checking the statistical dependence of an output on secret data.

\[
\Psi_2 := \left( \bigwedge_{r \in R} \Phi_{I(x,k,r)} \right) \land \left( \bigwedge_{r \in R} \Phi_{I(x,k',r)} \right) \land \Phi_{b2i} \land \Phi_{sum} \land \Phi_{sumDiff}
\]

where the subformulas are defined as follows:

- **Program logic** (\(\Phi_{I(x,k,r)}\)): Each subformula \(\Phi_{I(x,k,r)}\) encodes the input-output relation of \(I(x, k, r)\) with a fixed value \(r \in R\) and variable \(k\). Each subformula \(\Phi_{I(x,k',r)}\) encodes the input-output relation of \(I(x, k', r)\) with a fixed value \(r \in R\) and variable \(k'\). All subformulas share the same plaintext variable \(x\).
- **Boolean-to-int** (\(\Phi_{b2i}\)): This subformula encodes the conversion of the bit output of \(I(x, k, r)\) to an integer (true becomes 1 and false becomes 0), which will be summed up later to compute \(\sum_{r \in R} I(x, k, r)\) and \(\sum_{r \in R} I(x, k', r)\).
- **Sum-up-the-1s** (\(\Phi_{sum}\)): This subformula encodes the two summations of the logical 1’s in the outputs of the \(|R|\) copies of \(I(x, k, r)\) and the \(|R|\) copies of \(I(x, k', r)\).
- **Different sums** (\(\Phi_{sumDiff}\)): It asserts that the two summations have different results.

If \(\Psi_2\) is unsatisfiable, the intermediate result \(I\) is perfectly masked. If \(\Psi_2\) is satisfiable, then \(I\) has information leakage.
Fig. 6.5 provides a pictorial illustration of our SMT encoding for an intermediate result $I(k_1, k_2, r_1, r_2)$, where $k_1, k_2$ are the key bits and $r_1, r_2$ are the random bits. The first four boxes encode the program logic of $\Phi_{I(x, k, 0)} \ldots \Phi_{I(x, k, 3)}$ for key bits ($k_1 k_2$), with the random bits set to 00, 01, 10, and 11, respectively. The other four boxes encode the program logic of $\Phi_{I(x, k', 0)} \ldots \Phi_{I(x, k', 3)}$ for key bits ($k'_1 k'_2$), with the random bits set to 00, 01, 10, and 11, respectively. The entire formula checks whether there exist two sets of key values ($k_1 k_2$ and $k'_1 k'_2$) under which the probabilities of $I$ being logical 1 are different.

As a more concrete example, consider the computation $c_2 = x \oplus k \lor (r_1 \land r_2)$ in Fig. 2.1. The SMT solver may return the solution $x=0$, $k=0$ and $k'=1$ because, according to the truth table in Fig. 2.1, $\sum_{r \in R} c_2(0, 0, r) = 1$ whereas $\sum_{r \in R} c_2(0, 1, r) = 4$. Consider $c_4 = x \oplus k \oplus (r_1 \oplus r_2)$ in Fig. 2.1 as another example. The SMT solver will not be able to find any solution because it is perfectly masked. For instance, when $x=0$, $k=0$ and $k'=1$, we have $\sum_{r \in R} c_4(0, 0, r) = 2$ and $\sum_{r \in R} c_4(0, 1, r) = 2$.

### 6.4 Partitioned Synthesis Algorithm

SMT solver based inductive synthesis has the advantage of being exhaustive during the search of countermeasures within a bounded design space. With the help of the verification subprocedure, our method also guarantees that the resulting program is secure by construction. However, its main disadvantage is the limited scalability, since the SMT solver slows down quickly as the program size increases. Although we expect SMT solvers to continue improving in the coming years, it is unlikely that a monolithic SMT based synthesis procedure will scale up to large programs (this is consistent with what other researchers in the field have observed [4, 3]). In this section, we propose a *partitioned* synthesis procedure to combine a simple static code analysis with judicious use of an SMT solver, so that the combined method is able to handle cryptographic software of realistic size.

The partitioned synthesis procedure (Fig. 6.6) starts by traversing the AST nodes of the program in
Figure 6.6: The partitioned synthesis procedure for applying masking countermeasures locally.

a topological order from the inputs to the output. Depending on whether the AST node \( n \) is linear or nonlinear as shown in Algorithm 8, it invokes either \textsc{MaskLinear} or \textsc{SynthesizeMasking} (presented in the previous section). When \( n \) is a linear function, we mask its input variables and demask the output with random variables, without modifying the linear function itself, as explained in Section 6.1. When \( n \) is a nonlinear function, instead of invoking \textsc{SynthesizeMasking} for the entire fan-in cone of \( n \), we partition it into small code regions, and synthesize a masked version for each region. Then, we substitute the original code region \( \text{reg} \) in program \( P \) with the new code region \( \text{new}_\text{reg} \). The entire synthesis procedure terminates when all small code regions of all nonlinear AST nodes in program \( P \) are perfectly masked.

Algorithm 8 Partitioned synthesis algorithm for masking the program \( P \).

1: \textsc{PartitionedSynthesis} \((P, \text{inputs}, \text{output})\) {
2:   \textbf{for each} (AST node \( n \in P \)) {
3:     \textbf{if} ( \( n \) represents a linear function)
4:        \( \text{new}_\text{\text{\_}}n \leftarrow \textsc{MaskLinear}(P, \text{inputs}, n) \);
5:        replace \( n \) in program \( P \) with \( \text{new}_\text{\_}n \);
6:   \textbf{else} {
7:      \textbf{while} ( \( \exists \) unprotected code region \( \text{reg} \in \text{FanIn}(n) \) ) {
8:         Let (\( \text{reg}_\text{\_\text{\_}}\text{ins}, \text{reg}_\text{\_\text{\_}}\text{out} \)) be the inputs and output of \( \text{reg} \);
9:         \( \text{new}_\text{\_\text{\_}}\text{reg} \leftarrow \textsc{SynthesizeMasking}(P, \text{reg}_\text{\_\text{\_}}\text{ins}, \text{reg}_\text{\_\text{\_}}\text{out}) \);
10:        replace \( \text{reg} \) in program \( P \) with \( \text{new}_\text{\_\text{\_}}\text{reg} \);
11:     } 
12:   } 
13: } 
14: \textbf{return} \( P \); 
15: }
6.4.1 Selecting a Code Region

While selecting a code region in $\text{FanIn}(n)$, we first start from an AST node $m \in \text{FanIn}(n)$ that is not yet perfectly masked, and then include a number of its connected unprotected nodes. The exact number of fan-in nodes to be included in the code region of node $m$ is controlled by a user specified bound. Choosing the right bound, and hence the size of the code region, is a tradeoff between the compactness of the synthesized program and the computational overhead. If we set the bound to positive infinity, the partitioned synthesis procedure would degenerate to the monolithic approach. However, this approach is limited by the capacity of the SMT solvers. On the other hand, if the bound is too small, the synthesized solution may be suboptimal in that some of the masking operations are unnecessary.

For illustration purposes only, we consider an extreme case where the region size is set to 1, meaning that each nonlinear AST node is masked separately. Under this assumption, we illustrate the process of masking the $\chi()$ function in Fig. 6.1. The first code region involves the NOT operation at Line 3, whose masked version is shown as follows:

\[
\text{Line 3: } n_3 = \neg i_2; \quad \rightarrow \quad b_1 = i_2 \oplus r_1; \\
\text{t1} = \neg b_1; \quad n_3 = t_1 \oplus r_1;
\]

The second code region involves the AND operation at Line 4, whose masked version is shown as follows:
b3 = i3 ⊕ r3;
b2 = n3 ⊕ r2;
t10 = ¬ b2;
t9 = b3 ∧ r2;
t8 = ¬ r3;
t7 = t10 ∧ r3;
t6 = b2 ∧ b3;
t5 = ¬ t9;
t4 = t8 ∨ r2;
t3 = t6 ∨ t7;
t2 = t4 ⊕ t5;
n2 = t2 ⊕ t3;

The third code region involves the XOR of n2 and i1 at Line 5, whose masked version is shown as follows:

b4 = n2 ⊕ r4;
b5 = i1 ⊕ r1;
t12 = b4 ⊕ b5;
t11 = r1 ⊕ r4;
n1 = t11 ⊕ t12;

It is worth pointing out that, in this extreme case, the resulting program will be suboptimal. However, the actual implementation of our partitioned synthesis procedure was able to obtain a perfectly masked countermeasure whose size is more compact.

### 6.4.2 Replacing the Code Region

Continue with the above extreme case exercise, we now explain how to use the newly synthesized code region (new_reg) to replace the original code region (reg) in program P. The replacement process is mostly straightforward, due to the fact that our partitioned synthesis procedure traverses regions in a bottom-up topological order. However, there is one caveat – before demasking the output of the new region new_reg, we need to mask it with another random variable; otherwise, the output of new_reg would become unmasked.
We solve this problem by asserting, while computing the candidate program in procedure SYNTHESIZEMASKING, that the output and all inputs must be an XOR operation with some random variables. Due to the associativity of XOR operations, and the fact that now two adjacent code regions are connected through two XOR operations, we can switch the order of the two XOR operations during region replacement, without modifying the functionality of the final output.

Below is an example for chaining the three new code regions of the \( \chi \) function obtained in our *extreme case* exercise, by swapping their adjacent XOR operations.

```
Line 3:  n3 = ~i2;  \rightarrow  
b1 = i2 \oplus r1;
    t1 = ~b1;
    n3 = t1 \oplus r2;  //swapped with r1
    b3 = i3 \oplus r3;
    b2 = n3 \oplus r1;  //swapped with r2
    t10 = ~b2;
    t9 = b3 \land r2;

Line 4:  n2 = n3 \land i3;  \rightarrow  
    t8 = ~r3;
    t7 = t10 \land r3;
    t6 = b2 \land b3;
    t5 = ~t9;
    t4 = t8 \lor r2;
    t3 = t6 \lor t7;
    t2 = t4 \oplus t5;
    n2 = t2 \oplus r4;  //swapped with t3
    b4 = n2 \oplus t3;  //swapped with r4
    b5 = i1 \oplus r1;

Line 5:  n1 = n2 \oplus i1;  \rightarrow  
    t12 = b4 \oplus b5;
    t11 = r1 \oplus r4;
    n1 = t11 \oplus t12;
```

### 6.4.3 Reusing Random Variables

To further reduce the size of the synthesized program, we reuse random variables as much as possible while masking the non-adjacent code regions. Specifically, while building the candidate program *skeleton* for a code region *reg*, we first need to create a list of random variables to be used in the \( V \) nodes. The number of random variables is at most as large as the number of input
variables in $\text{reg}$. However, we do not have to create fresh random variables every time they are needed. Instead, we can reuse existing random variables in the program, as long as they are not used in the code regions adjacent to $\text{reg}$. This optimization can significantly reduce the number of random bits required in the masked new program, while at the same time soundly maintaining the statistical independence of the masked nodes.

### 6.5 Experimental Results

We have implemented our synthesis method in a software tool built upon the LLVM compiler frontend and the Yices SMT solver. Our tool runs in two modes: the monolithic mode and the partitioned mode, to facilitate experimental comparison of the two approaches. We have evaluated our method on a set of cryptographic software benchmarks. Our experimental evaluation was designed to answer the following questions:

- How effective is the new synthesis method in eliminating side channel leaks? Is the synthesized program as compact as the countermeasures handcrafted by experts?
- How scalable is the tool in handling code of realistic size? Our partitioned synthesis procedure is designed to address the scalability problem. Is it effective in practice?

Our benchmarks fall into three categories. The first set, from P1 to P8, are medium sized cryptographic functions that are partially masked. Specifically, P1 and P2 are taken from Bayrak et al. [10], which are incorrectly masked computations due to code motion in compiler optimization. P3 and P4 are from Herbst et al. [42], which are gate-level implementations of partially masked AES. P5 and P6 are masked versions of the $\chi$ function from Bertoni et al. [14], after integer to Boolean compilation with optimizations. P7 and P8 are two modified versions of the MAC-Keccak nonlinear $\chi$ functions. The second set, from P9 to P12, are small to medium sized cryptographic functions that are completely unmasked. Specifically, P9 is the original MAC-Keccak $\chi$ function taken from the reference implementation [14] (Equation 5.2 on Page 46). P10 and P11 are two
nonlinear functions, $mul4$ and $invg4$, from an implementation of AES in [17]. P12 is a single-round complete implementation of AES found in [17]. The third set, from P13 to P18, are partially masked large programs with a significant number of instructions not yet masked. These programs are generated by us from the MAC-Keccak reference code [64] after converting it from an integer program to a Boolean program. In each case, the whole program has been transformed into a single function to test the scalability of our new methods.

Table 6.1 shows the experimental results obtained on a machine with a 3.4 GHz Intel i7-2600 CPU, 4 GB RAM, and a 32-bit Linux OS. Columns 1-6 show the statistics of each benchmark, including the name, the lines of code, the number of key bits, the number of plaintext bits, the number of random bits, and the number of operations (Nodes). Columns 7-9 show the results of the monolithic synthesis algorithm, including the number of random bits and the number of operations (Nodes) in the synthesized program, as well as the run time. Columns 10-12 show the results of the partitioned synthesis algorithm, including the number of random bits and the number of operations (Nodes) in the synthesized program, as well as the run time. Here, TO means that the tool ran out of the time limit of 4 hours.

<table>
<thead>
<tr>
<th>Program</th>
<th>LoC</th>
<th>Keys</th>
<th>Plains</th>
<th>Rands</th>
<th>Nodes</th>
<th>Monolithic</th>
<th>Partitioned</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>79</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>47</td>
<td>16</td>
<td>85</td>
</tr>
<tr>
<td>P2</td>
<td>67</td>
<td>8</td>
<td>8</td>
<td>16</td>
<td>31</td>
<td>16</td>
<td>55</td>
</tr>
<tr>
<td>P3</td>
<td>32</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>P4</td>
<td>32</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>P5</td>
<td>59</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>18</td>
<td>8</td>
<td>24</td>
</tr>
<tr>
<td>P6</td>
<td>60</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>18</td>
<td>8</td>
<td>24</td>
</tr>
<tr>
<td>P7</td>
<td>66</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>22</td>
<td>8</td>
<td>25</td>
</tr>
<tr>
<td>P8</td>
<td>66</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>22</td>
<td>8</td>
<td>25</td>
</tr>
<tr>
<td>P9</td>
<td>9</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P10</td>
<td>57</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>37</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P11</td>
<td>82</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>48</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P12</td>
<td>365</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>182</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P13</td>
<td>56k</td>
<td>58</td>
<td>161</td>
<td>58</td>
<td>19k</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P14</td>
<td>56k</td>
<td>58</td>
<td>161</td>
<td>58</td>
<td>19k</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P15</td>
<td>56k</td>
<td>58</td>
<td>161</td>
<td>58</td>
<td>19k</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P16</td>
<td>56k</td>
<td>58</td>
<td>161</td>
<td>58</td>
<td>19k</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P17</td>
<td>56k</td>
<td>58</td>
<td>161</td>
<td>58</td>
<td>19k</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P18</td>
<td>56k</td>
<td>58</td>
<td>161</td>
<td>58</td>
<td>19k</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
The experimental results show that our new synthesis method, especially when it runs in the partitioned mode, is scalable in handling cryptographic software of realistic size. On the first set of test cases, where the programs are small, both monolithic and partitioned procedures can complete quickly, and the differences in run time and compactness of the new program are small. However, on large programs such as AES and MAC Keccak, the monolithic method can not finish within four hours, whereas the partitioned method can finish in a reasonably small amount of time. Furthermore, we can see that most of the existing random bits in the original programs were reused.

As far as the compactness of the new program is concerned, we know of only one benchmark (P9) that has a previously published masking countermeasure. The countermeasure [14], handcrafted by cryptographic engineering experts, has 14 operations. The countermeasure synthesized by our own tool (using the partitioned approach) also has 14 operations. Therefore, at least for this example, it is as compact than the handcrafted countermeasure. However, recall that our method has the additional advantages of being fully automated and at the same time guaranteeing that the synthesized new program is provably secure. Furthermore, when given more CPU time – for example, by setting the time limit to 10 hours and using a slightly larger region size – our synthesis procedure, based on exhaustive search, was able to produce a countermeasure with only 12 operations, which is even more compact than the countermeasure handcrafted by experts.

![Figure 6.7: Results: Comparing the execution time of the two synthesis procedures.](image)
As another measurement of the scalability of our new methods, we conducted experiments on a parameterized version of test program P1 by expanding it from 1 encryption round up to 10 rounds. In each program, the input for one round is the output from the previous round. We ran the synthesis tool twice, once with the monolithic approach and once with the partitioned approach. The results are plotted in Fig. 6.7, where the $x$-axis shows the program size and the $y$-axis shows the run time (in seconds). Note that the $y$-axis is in logarithmic scale. Whereas the monolithic approach quickly ran out of time for programs with $\geq 5$ rounds, the execution time increase of the partitioned approach remains modest.

6.6 Summary

We have presented a new synthesis method for automatically generating perfect masking countermeasures for cryptographic software to defend against power analysis attacks. It guarantees that the resulting software code is secure by construction. We have implemented our method in a tool and evaluated it on a set of cryptographic software benchmarks. Our experiments show that the new method is effective in eliminating side channel leaks and at the same time is scalable for handling programs of practical size. For future work, we plan to continue optimizing our SMT based encoding and at the same time, extending it to handle additive masking, multiplicative masking, as well as application specific masking such as RSA blinding.
The rising security risks in embedded computing systems have led to the increasingly widespread use of cryptographic modules, implemented either in hardware or in software, to guarantee secure authentication, privacy, and integrity. Although modern cryptographic algorithms are designed to be secure against hundred years of brute-force cryptanalysis, their implementations in hardware or software are often not as secure. For example, there have been reported cases of successful attacks on cryptographic modules in embedded systems, the majority of which were carried out through side-channel attacks [66, 59, 7]. In this context, the adversaries leverage their knowledge of the cryptographic implementations – which are typically available to the public – as well as supplementary information leaked through various side-channels.

Fault Sensitivity Analysis (FSA) is a side-channel attack against cryptographic hardware [55, 73], which exploits the correlation between secret data values and the time needed to propagate them through the cryptographic module and become externally observable. An FSA attack is typically carried out by first injecting a fault to the circuit, e.g., by aggressively reducing the clock period, and then gradually increasing its fault intensity until logical errors occur in the output. One can measure the fault intensity critical level, which is defined as the faulty intensity where a faulty
Figure 7.1 shows the overall flow of our method. Given the circuit $C$ and a set $S$ of sensitive signals, our method first generate a candidate circuit $C'$, which produces the same result as $C$ at least for some input values and is also more likely to have balanced delay along sensitive paths. Then, our method invokes a verification subroutine to formally verify, for all input values, $C'$ is functionally equivalent to $C$. Furthermore, $C'$ is FSA resistant in that the output delay along all paths are independent of the secret data values. If $C'$ passes the verification step, we are done. Otherwise, we add some logical constraints to block the bad candidate so that it will never be reexamined in the future. In this work, our verification subroutine is implemented as a formal equivalence checking process augmented with lightweight static analysis for computing the delay along sensitive paths.

In practice, the main hurdle of applying inductive synthesis, such as the one illustrated in Fig. 7.1, is scalability. Since the search space can be enormous, inductive synthesis procedures typically work well on small programs or circuits but do not scale up to larger designs. Fortunately, for
this particular application, we can make inductive synthesis efficient by exploiting the idea of compositionality. Since the delay of a path in a circuit is always the summation of the delays of its individual path segments, we can design a partitioned synthesis procedure to scale up the baseline inductive synthesis algorithm. Our new method relies on first partitioning the entire circuit into smaller regions, then synthesizing a solution for each individual region, and finally composing these partial solutions to form a countermeasure for the whole circuit.

We have implemented our new method in a software tool and evaluated it on a set of cryptographic circuits, including nonlinear components of the AES and MAC-Keccak algorithms. Our experimental results show that the new method is both effective in eliminating FSA attack vulnerabilities and efficient enough for practical use.

To summarize, this chapter makes the following contributions:

- We propose a new inductive synthesis method for generating provably secure cryptographic circuits to defend against FSA attacks;
- We propose a partitioned synthesis procedure to scale up our new method in order to handle large circuits;
- We implement the new methods in a software tool and demonstrate their effectiveness on a set of cryptographic circuit benchmarks.

The remainder of this chapter is organized as follows. We start by illustrating our main idea using examples in Section 7.1. We present our baseline countermeasure synthesis algorithm in Section 7.2, followed by the partitioned synthesis procedure in Section 7.3. We present in more detail the synthesis subroutine in Section 7.4. Our experimental results are presented in Section 7.5. We review the related work in Section 7.6. Finally, we give our summary in Section 7.7.
7.1 Illustrative Example

In this section, we use examples to illustrate the main ideas behind our new method for synthesizing countermeasures to defend against FSA attacks. Our example circuit is an implementation of part of the Advanced Encryption Standard (AES) algorithm. AES has four main functions that are repeated for a number of rounds depending on the required length of the secret key. In this section, we focus on one representative function, the S-box, since it is the only nonlinear function in AES. In cryptographic algorithms, nonlinear functions are often the hardest to protect with countermeasures.

We use the PPRM1 AES S-box implementation proposed in [61], a schematic representation of which is shown in Fig. 7.2. This implementation scheme has been widely used as a benchmark in the cryptographic engineering field [35]. The circuit is constructed from two networks. The first one is a network of XOR gates and the second one is a network of AND gates. For simplicity, we will only explain the synthesis of a countermeasure for the network of AND ages. Therefore, in the remainder of this section, we assume that the AND gate network is the complete circuit. Later in this chapter, we explain how our method can be applied to larger circuits, by first partitioning a circuit into smaller regions, synthesizing countermeasures for these regions individually, and then composing the solutions.
The reason why the circuit in Fig. 7.2 is vulnerable to FSA attacks is because the time taken for the output of the circuit to be computed is dependent on the values of the sensitive inputs. Consider the output signal \( o_0 \) of the AND network and the two input signals \( I_{in2} \) and \( I_{chain} \). Let \( T_{I_{chain}} \) be the signal arrival time of \( I_{chain} \) and \( T_{o_0} \) be the time required for the last AND gate to propagate input signals to the output.

If we assume that all input signals \( I_{in0}-I_{in7} \) have the same arrival time, and all gates have the same delay, then we have \( T_{I_{chain}} > T_{I_{in2}} \). Furthermore, the value of \( T_{I_{chain}} \) depends on the value of the input signals \( I_{in0}, I_{in1}, I_{in3}, I_{in4}, I_{in5}, I_{in6} \) as well as the number of gates along the path. If we assume \( I_{in2} \) to be a sensitive variable, the aforementioned mismatch in the arrival time of the signals at the input of the last AND gate will lead to signal \( o_0 \) being sensitive. In other words, the secret value of \( I_{in2} \) can be determined using a statistical analysis of the output signal \( o_0 \) based on its dependency of \( I_{in2} \). In the next paragraph, we briefly explain the intuition behind this attack.

In the context of FSA attacks, we say that the output \( o_0 \) is statistically dependent on the sensitive variable \( I_{in2} \) for the following reasons. When the value of \( I_{in2} \) is logical 1, the delay \( T_{o_0} \) is determined by \( T_{I_{chain}} \). In contrast, when the value of \( I_{in2} \) is logical 0, the delay \( T_{o_0} \) is determined by \( T_{I_{in2}} \). Since \( T_{I_{chain}} > T_{I_{in2}} \), the dependency relation between the required transition time and the secret value of \( I_{in2} \) causes a leak of the sensitive information, which is recoverable by correlation analysis techniques such as FSA [55, 73].

All previously proposed countermeasures, which were typically hand-crafted by cryptographic engineering experts [35, 34], rely on adding delay components to certain input-output paths to eliminate information leaks arising from the nonuniform signal arrival time. For example, Fig. 7.3 shows a recently published countermeasure for the circuit in Fig. 7.2, implemented by manually analyzing the input-output signal paths for each output gate and then adding buffers accordingly to make the delay along all its sensitive signal paths equal.

However, such countermeasure often results in an unnecessarily large number of additional gates in the circuit, thereby leading to higher area cost and energy consumption. Our new method, in contrast, can synthesize a countermeasure with a significantly lower gate count. Fig. 7.4 shows the
circuit synthesized by our method, which is functionally equivalent to the circuit Fig. 7.2 and at
the same time guarantees to be resistant against FSA attacks. That is, each output gate in the new
circuit has the same arrival time for all sensitive input variables.

Comparing our synthesized countermeasure in Fig. 7.4 with the prior solution in Fig. 7.3, we can
see that our solution is more efficient, both in terms of the area and the latency of the circuit, and
in terms of the power consumption. In fact, our solution uses only 13 gates as opposed to the 41
gates used by the circuit in Fig. 7.3. Furthermore, our new circuit is even smaller in size than the
original circuit in Fig. 7.2, which has 21 AND gates.

At this moment, it is worth pointing out that traditional logic synthesis techniques, such as two-
level and multi-level minimization algorithms implemented in state-of-the-art EDA tools, do not
have the capability of synthesizing secure-by-construction FSA countermeasures similar to ours.
Although these existing tools can optimize the area and power consumption of a circuit as well as
reducing the delay of critical paths, they do not guarantee that all sensitive signal paths exhibit the
same amount of delay. Furthermore, due to the lack of a solid theoretical foundation, it is difficult
to customize such tools to solve the FSA countermeasure synthesis problem.
In this work, we leverage the idea of inductive synthesis to generate secure-by-construction FSA countermeasures. Although inductive synthesis has been successfully applied to many domains, to the best of our knowledge, it has never been used to synthesize FSA countermeasures. However, it is not easy to synthesize FSA attack countermeasures because we have to search for an alternative, equivalent, and FSA resistant implementation of the given circuit within an extremely large design space. Furthermore, cryptographic circuits are known to be difficult to analyze by symbolic techniques. Therefore, scaling up the synthesis algorithm for cryptographic circuits of practical size is a challenging task. After presenting our baseline algorithm in Section 7.2, we will leverage the divide-and-conquer principle to scale our countermeasure synthesis method to circuits of practical size and complexity.

### 7.2 Synthesis of FSA Countermeasures

In this section, we present our new method for synthesizing FSA countermeasures, which takes an unprotected circuit as input and returns an FSA-resistant circuit as output.

Recall that in the context of inductive synthesis, there needs to be a synthesis subroutine and a verification subroutine. The synthesis subroutine guesses a candidate solution and the verifica-
tion subroutine formally verifies that it is a valid solution. In the context of synthesizing FSA countermeasures, our verification subroutine needs to check the following two properties:

- (1) the new circuit is functionally equivalent to the original circuit; and
- (2) the new circuit is FSA-resistant, meaning that it does not have unequal delay paths from sensitive data to the circuit output.

To reduce the computational overhead, we formulate the synthesis subproblem in such a way that, every candidate solution is already guaranteed to be FSA-resistant (Property 2). In such case, the verification subroutine has to check only the functional equivalence between the candidate solution and the original circuit (Property 1).

The main idea is to construct a so-called template circuit, whose instantiations are guaranteed to be FSA-resistant and at the same time cover all possible countermeasure solutions. Without loss of generality, we assume that all logical gates of the same type have equal propagation delay to ease our presentation. Under this assumption, we can ensure FSA-resistance by requiring all paths from sensitive (input) signals to the output signals to have an equal number of logic gates.

Consider the motivating example in Fig. 7.2 again. Its FSA-resistant template circuit can be illustrated by the diagram in Fig. 7.5, where gates and signals are distributed to five levels. Here, Level 0 generally consists of the output signals, whereas Level 4 consists of the input signals. In between these two levels, there can be logic gates of various types such as AND, OR, and NOT. This is a template circuit because the internal logic gates have not yet been chosen and signals have not yet been connected to each other.

To make sure that all instantiations of this template circuit are FSA-resistant, we restrict the connection of signals as follows:

- All sensitive input nodes are placed on the same level — note that they do not have to be at the bottom level;
Each node is constrained to connect to a node either one level higher or one level lower to ensure the levels assigned to each node remain valid.

These constraints guarantee an equal number of gates between any gate’s output and all of its connected sensitive inputs. In turn, this ensures the arrival time of all sensitive inputs are equal. However, it is worth pointing out that we do not require the signal arrival time of any two unconnected gates to be equal.

To reduce the computational overhead of the synthesis procedure, we statically estimate the level at which the output signals should be placed, based on the number of inputs it is connected to and the level required for each input. The initial level assigned to an output node is the minimal depth needed to separate an output node from the sensitive input nodes to fit all nodes in a tree structure. If the synthesis procedure fails to find a solution using the estimated level, another call to the synthesis procedure will be performed, after shifting the output nodes one level up in order to search for a larger candidate circuit.

We have formulated our countermeasure synthesis algorithm in the SyGuS specification language,
and then leverage solvers implemented in the SyGuS tool [5] to generate the countermeasure. The SyGuS tool currently has three backend engines, from which one can be chosen to solve the problem. One backend engine is based on the use of SMT solvers, another is based on heuristic guided enumeration, and the third is based on a stochastic search of the design space. Our experience shows that, for this work, the enumerative solver in SyGuS often has the best performance.

However, since SyGuS was not designed to synthesis programs with multiple output signals, the existing SyGuS tool can be suboptimal when used to synthesize FSA countermeasures. To scale up our new method to realistic cryptographic circuits, we encode the synthesis subproblem to allow different outputs to share the same set of intermediate gates, as shown in the synthesized circuit in Fig. 7.4. This is crucial for our method to generate circuits that are small in size; indeed, the synthesized circuit with FSA countermeasure is sometimes smaller than the original circuit.

Therefore, we not only propose the first method that leverages SyGuS to solve the FSA countermeasure synthesis problem, but also extended the existing implementation of the enumerative solver in SyGuS, to speed up the computation and reduce the solution size. In other words, we allow SyGuS to synthesize functions with multiple inputs and multiple outputs, where the internal nodes are shared among the output functions as much as possible, as shown in Fig. 7.4.

Unfortunately, applying the existing solvers in SyGuS directly to FSA countermeasure synthesis is not practical for cryptographic circuits of large size. This is due to the inherent complexity of the inductive synthesis method, whose runtime increases rapidly as the size and complexity of the circuit increase. As a result, only small circuits can be handled by SyGuS directly. To overcome this scalability problem, we propose a new partitioned synthesis approach, which applies SyGuS only to small circuit regions, one at a time, as opposed to the entire circuit at once. Due to the compositionality of the FSA countermeasures, our partitioned approach has the capability of handling cryptographic circuits of any size.
7.3 The Partitioned Synthesis Approach

In this section, we present our partitioned approach to synthesizing FSA countermeasures. Our method starts by parsing the original circuit and creating an intermediate representation (IR) in the form of a directed acyclic graph (DAG). The reason why the original circuit is a DAG is because it represents on the combinational part of a sequential circuit. More specifically, the input signals are either primary inputs or pseudo primary inputs (output of latches from the previous clock cycle).

The DAG is first transversed in a topological order and then partitioned into a set of smaller circuit regions. Each circuit region is statically analyzed to see if it is vulnerable to FSA attacks. For example, if there are discrepancies between the delay along different paths from sensitive inputs to the outputs, we would assume it is vulnerable. For each vulnerable circuit region, we invoke the SyGuS-based synthesis subroutine to generate a new circuit. By replacing the vulnerable circuit region with the synthesized circuit region, we can eliminate the vulnerability. This process (extracting and replacing vulnerable regions) is repeated until no vulnerable circuit region can be found.

Algorithm 9 shows the overall flow of the new partitioned synthesis procedure, where $P$ is the original circuit, $InputSort$ is a map from each primary input to a type (sensitive or non-sensitive), $GatesPD$ is a map from each logic gate in the original circuit to its propagation delay, $GatesSyn$ is a set of logic gates to be used during synthesis of the new circuit, and $lev$ is the maximum depth of the circuit to be synthesized, which in turn determines the maximum size of the synthesized circuit.

The partitioned synthesis method first finds a sensitive gate in the circuit, denoted $sGate$, based on which it partitions the circuit $P$ into smaller circuit regions. More specifically, it starts by statically analyzing each logical gate $g$ in the circuit $P$ and creating three tables with values associated for each gate. The first, $MaxPD$ is the maximum path delay from the gate to the output of the circuit. The second, $MinAr$ is the minimum arrival time of any of the sensitive inputs to the gate. The third, $MaxAr$ is the maximum arrival time of any of the sensitive inputs to the gate.
The subroutine \textsc{GetSensitive} returns the next sensitive gate $sGate$ that is vulnerable to FSA attacks. It is a gate where the maximum arrival time $MaxAr[g]$ differs from the minimum arrival time $MinAr[g]$. In the presence of multiple sensitive gates, this subroutine returns the sensitive gate with the minimum propagation delay from the sensitive inputs. If there is a tie, the gate with the maximum propagation delay to the output of the circuit is selected as $sGate$. This ranking heuristic is crucial to ensure that our method finds a small countermeasure circuit.

Next, we iteratively extract a circuit region $reg$ of size $n$, consisting of gates close to the sensitive gate $sGate$, and synthesize a new region $newReg$. The subroutine \textsc{GetReg} returns a region $reg$ consisting of both $sGate$ and gates close to it. Then, the subroutine \textsc{Synthesize} is invoked to compute the new region $newReg$: it needs to be functionally equivalent to $reg$ and at the same time more FSA-resistant than $reg$. We say that $newReg$ is more resistant, rather than completely resistant, if the mismatch between the maximum and minimum arrival times of the inputs of $reg$ exceeds the maximum depth of $newReg$ defined by the user in $lev$. In such case, $newReg$ reduces the mismatch in arrival time between the inputs, and then the arrival time mismatch will be eliminated in later synthesis iterations. We illustrate the subroutine in more details in Section 7.4.
If the synthesis subroutine fails to find \( \text{newReg} \) within the given size \( n \), it will be invoked again to search for a solution for another circuit region \( \text{reg} \) with a smaller number of gates \( (n - 1) \). Since \( \text{lev} \) has to be assigned to a value greater than one, the procedure will avoid running in an infinite loop at Line 13. It will always find a new region before \( n \) reaches zero.

After a successful synthesis of a countermeasure for a new region circuit, the region in the original program will be replaced with the synthesized region. The partitioned synthesis method will continue until no more sensitive gates remain in the circuit. At this point, the synthesis is considered complete and the new circuit \( P \) is returned to the user.

### 7.3.1 Region Selection

The subroutine \text{GETREG} in Algorithm 9 is responsible for extracting a vulnerable circuit region with at most \( n \) gates. Inside this subroutine, the sensitive gate \( s\text{Gate} \) is first added in the region \( \text{reg} \). Then, \( \text{reg} \) is expanded by adding the chain of sensitive fan-out gates. If no further sensitive fan-out gates are available, the chain of sensitive fan-in gates of \( s\text{Gate} \) are added. If there are more than one sensitive fan-in gate, the gate with the minimum arrival time is added to \( \text{reg} \) first.

It is worth pointing out that the above ordering heuristic for the gate selection can guarantee termination of the partition method. The reason is that it ensures our synthesis of countermeasures for the circuit regions follows a topological order, starting from the inputs. This avoids the need to re-synthesize countermeasures for the same gate. At the same time, it reduces the maximum mismatch in the arrival time by decreasing the circuit maximum depth rather than inserting gates for a delay effect, which in turn avoids a blow-up in the synthesized circuit size.

The selected region \( \text{reg} \) would have a maximum size of \( n = 2^{\text{lev}} - 1 \) gates, which occurs if all inputs variables have equal arrival time from the inputs. If the region inputs have different arrival times, this is accounted and compensated for by assigning the inputs at different depths in new region. In this case, the number of gates would decrease because some of the internal nodes are converted to input nodes and their children are removed. Fig. 7.6 illustrates why for a \( \text{newReg} \)
with $lev$ of 2 and three inputs with arrival time of $a$, $a$ and $a+1$ cannot have any more inputs added to it, although normally a tree of depth 2 can have up to 4 inputs.

### 7.3.2 Relevant Parameters

In Algorithm 9, the parameters $GatesSyn$ and $lev$ are decided by the user to find a sweet spot among the several optimization factors. For example, by including more types of gates in $GatesSyn$ (to be used during the synthesis process), the number of possible solutions will increase, which may lead to a more compact countermeasure. On the other hand, it will also increase the search space and make our method less scalable.

Increasing $lev$ will increase the size of the extracted region, which in turn improves the quality of the synthesized circuit regions. This is because optimizations such as gate sharing is more likely in larger circuits than in smaller circuits. On the other hand, increasing $lev$ will lead to harder synthesis subproblems, which would take the SyGuS solver more time to return a solution.

### 7.4 The Synthesis Subroutine

The subroutine $SYNTHESIZE$ attempts to generate a new circuit $newReg$ that is logically equivalent to $reg$ and at the same time FSA-resistant. The pseudocode is shown in Algorithm 10, where the input consists of the region $reg$, the map $MinAr$ from inputs to each gate minimum arrival
time, the set \textit{GatesSyn} of logic gates to be used in the new circuit, and \textit{lev} the the maximum allowed depth of the new circuit. The procedure returns a candidate circuit if such a solution exists within the given solution space.

\par

\begin{algorithm}
\caption{Inductively synthesizing the new circuit region.}
\begin{algorithmic}[1]
\State \textsc{Synthesize} \((\text{reg, MinAr, GatesSyn, lev})\) \{ 
\State \quad \text{testEx} \leftarrow \{\}\; 
\State \quad \text{Depth} \leftarrow \text{GetInputDepth} \(\text{reg, lev, MinAr}\); 
\State \quad \textbf{while} (true) \{ 
\State \quad \quad \text{newReg} \leftarrow \text{GenNewRegion}(\text{reg, testEx, Depth, GatesSyn, lev}); 
\State \quad \quad \textbf{if} (\text{newReg exists}) \{ 
\State \quad \quad \quad \text{test} \leftarrow \text{CheckEquivalence}(\text{reg, newReg}); 
\State \quad \quad \quad \textbf{if} (\text{test} == \{\}) 
\State \quad \quad \quad \quad \textbf{return} \text{newReg}; 
\State \quad \quad \quad \text{testEx} \leftarrow \text{testEx} \cup \{\text{test}\}; 
\State \quad \quad \} \; 
\State \quad \textbf{else} \; 
\State \quad \quad \textbf{return} \{\}; 
\State \quad \} 
\State \} 
\end{algorithmic}
\end{algorithm}

The synthesis subroutine starts by initializing the set \textit{testEx} of test examples to an empty set. This set consists of test examples used to check the partial equivalence between the candidate circuit \textit{newReg} and the original circuit \textit{reg}. That is, at least for all the test examples in \textit{testEx}, the two circuits should behave the same. Subroutine \text{GetInputDepth} computes the appropriate depth for each of the input signals in order to reduce the discrepancies among their arrival time at the outputs.

Then, the synthesis subroutine enters a while-loop containing two main steps. The first step, consisting of a call to \text{GenNewRegion}, searches for a candidate solution \textit{newReg} that behaves the same as the original circuit, at least for all test examples in \textit{testEx}. The second step, consisting of a call to \text{CheckEquivalence}, tries to prove the functional equivalence of \textit{reg} and \textit{newReg} for all input values. If the two circuits are not equivalent, it computes a test example that can differentiate them. This test example is added to the set \textit{testEx} before the while-loop enters the next iteration.

The while-loop terminates either when a candidate solution is proved to be the real solution, or no
new candidate solution can be computed.

7.4.1 Computing the Input Depth

The subroutine \texttt{GETINPUTDEPTH} computes, for each input signal in \textit{reg}, its allowed depth in \textit{newReg} (or the so-called \textit{level}). Since each of the input signals in \textit{reg} may have a different arrival time, it must be placed at different depths in order to reduce, or eliminate, the mismatch in the time taken for them to arrive at the outputs.

Consider, for example, the vulnerable circuit illustrated by Fig. 7.7, which has the following input-output relations:

\begin{verbatim}
X = C AND D;
Y = X AND B;
O = Y AND A;
\end{verbatim}

Due to the mismatch in the number of gates between the circuit inputs and the output, this circuit is vulnerable to FSA attacks.

Assume that, during synthesis, the boxed region in Fig. 7.7 is the extracted region \textit{reg}. Each of the input nodes (A, B and X) could have a different depth assigned in the new region to be synthesized. To eliminate the mismatch in the delay, in the synthesized circuit, nodes A and B should be placed one gate closer to the output than node X. The pseudocode to compute such depths for all input signals is shown in Algorithm 11.
Algorithm 11 Computing the depths of inputs in newReg.

1: GETINPUTDEPTH (reg, lev, MinAr) {
2:   minMinAr ← minimum of MinAr[in] for all input in;
3:   for each (input signal in ∈ reg) {
4:     deltaArMismatch ← MinAr[in] − minMinAr
5:     newRegDepth[in] ← MAX(2, (lev − deltaArMismatch))
6:   }
7:   return newRegDepth;
8: }

Figure 7.8: Example for a countermeasure circuit.

7.4.2 Generating a Candidate Circuit

Subroutine GENNEWREGION computes a candidate circuit newReg that is functionally equivalent to reg on the set testEx of examples. It first generates a logical formula and then invokes the SyGuS solver to search for a candidate solution. Recall that, in constructing the logical formula, we use a certain template circuit to ensure that the new circuit newReg is less vulnerable to FSA attacks than the original circuit reg. A solution returned for the example in Fig. 7.7 is shown in the boxed area in Fig. 7.8, whose corresponding input-output relations are as follows:

\[
\begin{align*}
X &= C \text{ AND } D; \\
W &= A \text{ AND } B; \\
O &= X \text{ AND } W;
\end{align*}
\]

If no solution can be found, the subroutine returns immediately. Then, inside Algorithm 9, the synthesis subroutine is invoked again for a smaller extracted region reg.

The logical formula generated by our method is

\[
\Phi = \Phi_{reg} \land \Phi_{skel} \land \Phi_{EqI} \land \Phi_{EqO} \land \Phi_{testEx},
\]

where the subformulas are defined as follows:

- Extracted region (\(\Phi_{reg}\)): Encodes the logical function of the extracted circuit region.
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- Skeleton ($\Phi_{skel}$): Encodes the structure and possible logical functions of the new circuit to be synthesized.

- Equal input ($\Phi_{EqI}$): Asserts that the inputs of the extracted and synthesized circuits have the same values.

- Equal output ($\Phi_{EqO}$): Asserts that the outputs of the extracted and synthesized circuits have the same values.

- Test cases ($\Phi_{testEx}$): Restricts the input signals of the circuits to the values in these test cases.

### 7.4.3 Verifying the Equivalence

After a candidate circuit is generated by solving the formula $\Phi$, which is a satisfiability problem, we need to prove that the two circuits not only behave the same for the set $testEx$ of test examples, but also prove that they are functionally equivalent for all possible input values. Toward this end, we construct a new logical formula $\Psi$, whose satisfying assignment represents a test example that can differentiate the behaviors of $\text{reg}$ and $\text{newReg}$. By showing that $\Psi$ is unsatisfiable, we can prove that the two circuits are functionally equivalent.

The new logical formula generated by our method is

$$\Psi = \Psi_{\text{reg}} \land \Psi_{\text{newReg}} \land \Psi_{EqI} \land \Psi_{UneqO},$$

where the subformulas are defined as follows:

- Extracted region ($\Psi_{\text{reg}}$): Encodes the logical function of the extracted region.

- Candidate region ($\Psi_{\text{newReg}}$): Encodes the logical function of the synthesized circuit region.

- Equal input ($\Psi_{EqI}$): Asserts that the inputs of the extracted and synthesized circuits have the same values.
• Unequal output ($\Psi_{\text{UneqO}}$): Asserts that the outputs of the extracted and synthesized circuits have different values.

If the formula $\Psi$ is unsatisfiable, we have proved that the two regions are equivalent; in such case, the synthesized circuit is returned. On the other hand, if the formula $\Psi$ is satisfiable, the two regions are not equivalent. In such case, the solution to $\Psi$ represents a new test example, which differentiates the behaviors of the two regions. In order to avoid the bad solution newReg from being resynthesized in the future, the new test example is added to testEx before GENNEWREGION is invoked again.

### 7.5 Experimental Results

In this section, we present the experimental results of applying our new method to a set of cryptographic circuits. Our method has been implemented using the SyGuS solver.

The benchmarks used in our experiments are circuits that implement parts of the AES and MAC-Keccak. Table 7.1 shows the statistics of these benchmarks. Columns 1 and 2 show the name and brief description of the benchmark circuit, respectively. Column 3 shows the size of the benchmark circuit. Column 4 shows the number of node count. Columns 5 and 6 show the number of input signals and output signals, respectively.

Among the circuits in Table 7.1, C1 and C2 are two different versions of the MAC-Keccak nonlinear Chi function [14], designed with masking countermeasures for power side-channel attacks. C3 and C4 are different implementations of the Chi function with masking countermeasures. C5 is the original unmasked Chi function from [14]. C6 and C7 are implementations of part of the AES, i.e., the Boyar-Peralta S-box nonlinear invg4 and mul4 functions, respectively, from [17]. C8 is the combination of all the S-box nonlinear functions in [17]. C9 is the complete AES PPRM1 implementation of the S-box in [62]. C10 is a different version of the AES Boyar-Peralta S-box implementation from [17].
Table 7.1: The statistics of the benchmark circuits used in our experimental evaluation.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Circuit Size</th>
<th>Node count</th>
<th>Input bits</th>
<th>Output bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>MAC-Keccak nonlinear masked Chi function 1</td>
<td>59</td>
<td>35</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>C2</td>
<td>MAC-Keccak nonlinear masked Chi function 2</td>
<td>60</td>
<td>35</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>C3</td>
<td>Generated MAC-Keccak masked Chi function 1</td>
<td>67</td>
<td>44</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>C4</td>
<td>Generated MAC-Keccak masked Chi function 2</td>
<td>66</td>
<td>44</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>C5</td>
<td>Unmasked MAC-Keccak nonlinear Chi function</td>
<td>10</td>
<td>6</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>C6</td>
<td>AES S-Box design of nonlinear invg4 function</td>
<td>15</td>
<td>83</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>C7</td>
<td>AES S-Box design of nonlinear mul4 function</td>
<td>14</td>
<td>63</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>C8</td>
<td>AES S-Box single round nonlinear functions</td>
<td>41</td>
<td>209</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>C9</td>
<td>Complete AES PPRM1 S-box design</td>
<td>1045</td>
<td>8054</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>C10</td>
<td>Complete AES Boyar-Peralta S-box design</td>
<td>276</td>
<td>156</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

We have conducted the experimental evaluation in order to answer the following research questions:

- Can our method synthesize more efficient countermeasures against FSA attacks compared to existing techniques such as buffer insertion?
- Can our method robustly handle cryptographic circuits of practical size and complexity?

### 7.5.1 Experimental Results

We evaluated our method on all benchmarks. During the evaluation, we used the AND, XOR, OR and NOT gates as logic gates allowed in GateSyn. We assumed that all logical gates are designed with the same propagation delay. We set the depth of the synthesized circuit (lev) to 3, which allows for the synthesis of a circuit region of up to 7 gates for each invocation of the synthesis subroutine. We ran all experiments on a computer with a 3.4 GHz Intel i7-2600 processor, 4 GB RAM, and a 64-bit Ubuntu operating system.

Table 7.2 shows the results of our experiments. Here, we first compare the performance of our new method and the buffer insertion method. Recall that the prior technique relies on inserting buffers in the circuit to eliminate mismatch in the signal arrival time for each gate, whereas our method achieves the same goal by generating an entirely different circuit implementation. In the results table, Column 1 shows the benchmark name. Column 2 shows the number of nodes in the original
circuit. Columns 3 and 4 show the number of nodes in the new circuit obtained by buffer insertion and the increase in number of nodes, respectively. Columns 5 and 6 show the number of nodes in the new circuit obtained by our method and the increase in the number of nodes, respectively.

Table 7.2: Synthesis results.

<table>
<thead>
<tr>
<th>Name</th>
<th>Original Nodes count</th>
<th>Buffer insertion alg. Synthesized nodes</th>
<th>Nodes increase</th>
<th>New Synthesis alg. Synthesized nodes</th>
<th>Nodes increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>35</td>
<td>51</td>
<td>45.71%</td>
<td>42</td>
<td>20.00%</td>
</tr>
<tr>
<td>C2</td>
<td>35</td>
<td>48</td>
<td>37.14%</td>
<td>40</td>
<td>14.29%</td>
</tr>
<tr>
<td>C3</td>
<td>44</td>
<td>54</td>
<td>22.73%</td>
<td>48</td>
<td>9.10%</td>
</tr>
<tr>
<td>C4</td>
<td>44</td>
<td>59</td>
<td>34.09%</td>
<td>45</td>
<td>2.27%</td>
</tr>
<tr>
<td>C5</td>
<td>6</td>
<td>9</td>
<td>50%</td>
<td>9</td>
<td>50%</td>
</tr>
<tr>
<td>C6</td>
<td>83</td>
<td>134</td>
<td>61.45%</td>
<td>98</td>
<td>18.07%</td>
</tr>
<tr>
<td>C7</td>
<td>63</td>
<td>79</td>
<td>25.40%</td>
<td>73</td>
<td>15.87%</td>
</tr>
<tr>
<td>C8</td>
<td>209</td>
<td>292</td>
<td>39.71%</td>
<td>244</td>
<td>16.75%</td>
</tr>
<tr>
<td>C9</td>
<td>8054</td>
<td>77717</td>
<td>864.90%</td>
<td>8943</td>
<td>11.04%</td>
</tr>
<tr>
<td>C10</td>
<td>156</td>
<td>9585</td>
<td>6044%</td>
<td>370</td>
<td>137.2%</td>
</tr>
</tbody>
</table>

The results demonstrate the effectiveness of our new method in synthesizing more compact countermeasures against FSA attacks. Compared to the buffer insertion method, the circuits produced by our method do not need as many additional gates. For example, our new circuit for C9 has only 11.04% more nodes, whereas the circuit produced by the buffer insertion method has 864.9% more nodes than the original circuit.

### 7.5.2 Detailed Statistics

Table 7.3 shows the detailed statistics of our countermeasure synthesis process. Column 1 is the name of the benchmark. Column 2 is the number of calls to the SyGuS solver, which attempts to computes the new region for a given region. Column 3 is the number of successful SyGuS solver calls, which found a new circuit. Column 4 is the number of unsuccessful SyGuS solver calls, which failed to find a new circuit — in such cases, the size of the extracted circuit had to be reduced before invoking the SyGuS solver again. Column 5 is the reduction in the number of nodes in our synthesized circuit compared the that of the buffer insertion method. Column 6 is the time (in seconds) spent by our method.
Our results show that, for most of the benchmarks, the number of failed SyGuS calls is 0 for $lev = 3$, which leads to a reduction in total countermeasure synthesis time. This is advantageous not only because failed synthesis attempts are a waste of time but also because, in general, failed SyGuS calls take significant more time than successful SyGuS calls. The reason is that solving UNSAT instances are usually more difficult than solving SAT instances. Therefore, in practice, the key to achieve a significant runtime reduction is to accurately estimate an important parameter: the number of nodes to be included in the extracted region before invoking the SyGuS solver.

We also notice from Table 7.3 the scalability of our tool. The partitioned method has made the SyGuS-based countermeasure synthesis process more scalable; the overall runtime increases only moderately as the circuit size increases. Furthermore, our new method is effective in reducing the size of the new circuit when compared to the prior techniques. As the circuit size increases, the saving by our new method in terms of the number of added nodes also increases significantly compared to the buffer insertion method.

### 7.6 Related Work

As we have mentioned earlier, our method is the first inductive synthesis-based method for synthesizing FSA countermeasures for cryptographic circuits. Since it is based on inductive synthesis, our method has the potential to search within a significantly larger design space than prior techniques.
Ghalaty et al. [35] proposed a method for implementing FSA countermeasures based on the addition of delay elements at the input of certain gates in the circuit to equalize the path delays from all the sensitive inputs to the output. It can lead to countermeasures with more additional gates than ours, as we have demonstrated in experiments. Furthermore, their method does not eliminate mismatch in the arrival time of the input signals for all logical gates. In particular, it ignores XOR gates. After analyzing their method, we have found that their countermeasure could still be vulnerable to FSA attacks if the attacker uses the data dependency of hamming distance of successive inputs.

Endo et al. [34] proposed another countermeasure to defend against FSA attacks based on adding a configurable buffer circuitry to delay the propagation of the output signals from the cryptographic module. However, the method is a post-silicon solution and therefore is expensive to implement in practice, since the delay period needs to be configured after the chip is manufactured. To configure the delay, they first measure the delay needed for securing the manufactured cryptography module and then store the delays in an on-chip memory. They implemented the proposed countermeasure only for the benchmark C9, and reported a gate overhead of 10% to 16%. However, note that their countermeasure was designed manually, whereas in our method, the countermeasure is generated fully automatically.

Furthermore, both of the existing techniques [35, 34] incur a significant amount of area overhead and performance degradation in terms of the operating frequency. In contrast, our new method, due to its capability of discovering entirely new circuit implementations, has the potential to significantly reduce the area overhead and performance degradation. In some cases, our method can actually reduce the area overhead and improve the performance, as shown in the example in Fig. 7.2 – Fig. 7.4.
7.7 Summary

We have presented a new method for synthesizing countermeasures to defined against fault sensitivity analysis-based side-channel attacks. Our method relies on inductive synthesis to search for a new circuit that is functionally equivalent to the original circuit and at the same time is FSA resistant. It has the potential to discover more compact and efficient countermeasure implementations than the prior techniques such as buffer insertions. We have implemented the new method and evaluated it on a set of cryptographic circuits. Our experiments show that the use of partitioned synthesis approach can scale up our method to circuits of large size. For future work, we plan to evaluate our synthesized countermeasures on real devices to assess its effectiveness in defending against FSA attacks.
Chapter 8

Conclusions

In this dissertation, I have presented a set of automated techniques for improving the reliability and security of hardware and software code in critical embedded applications. Experimental results show that all the proposed methods are indeed effective when applied to practical benchmarks.

8.1 Summary

In Chapter 3, we proposed a new inductive program synthesis-based method for optimizing the fixed-point arithmetic computation software executed on embedded processors with relatively small register bitwidths. Our method guarantees that the new software is functionally equivalent to the original one, but without overflow and underflow errors.

In Chapter 4, we proposed a new formal verification method to check for sensitive information leakage in cryptographic software via power side-channels. In contrast to the existing method, that is capable only of checking whether the intermediate computation results are logically dependent on some random bits, our new method checks for statistical independence, which is more accurate.

In Chapter 5, we proposed a new method for quantifying the strength of masking countermeasures against power side-channel attacks. Our evaluation, based on measuring the power traces on real
devices, showed that our method is accurate enough for practical use.

In Chapter 6, we proposed a new method for automatically generating masking countermeasures for cryptographic software code vulnerable to power side-channel attacks. We have demonstrated the method efficiency and its capability of synthesizing countermeasures more compact than those proposed by cryptographic experts.

In Chapter 7, we proposed a new method for synthesizing provably secure cryptography circuit implementations to defend against fault sensitivity analysis (FSA) side-channel attacks. The synthesized countermeasures are shown to be extremely efficient when compared to those generated by the previous methods.

For all of the presented techniques, we have proposed partitioning approaches, which combine statistical analysis procedures within the methods in order to improve scalability. We have implemented our methods in software tools and demonstrated their effectiveness using realistic practical benchmarks.

In summary all the presented methods clearly show improvement over the previously used methods. The presented program synthesis methods would certainly ease development of embedded software and hardware.

### 8.2 Future Work

Although I explored many new research topics in this dissertation, and in some cases were the first to introduce automated verification and synthesis methods to these applications, this is just the beginning. There are still much more opportunities for improvement.

The work on optimizing fixed-point arithmetic computation code has clearly attracted the attention of the community. Extending the method to optimize floating-point code and expanding the set of supported instructions and theories could be beneficial. Optimizing other performance aspects, such as the execution time and power consumption, could be a good research direction as well.
Implementing cryptographic systems has always been a labor-intensive task. It is time-consuming and error-prone even for cryptographic experts. Developing more types of automation tools to assist in the software/hardware implementation process is desirable and promising. In addition to verification and synthesis, developing new methods for computer-aided error diagnosis [83, 13, 90, 89] and program repair [48] could be a good research direction.

Another open question is whether it is possible to automatically synthesize cryptographic software code that are better than those designed manually by experts. In this dissertation, I have made the first step by showing this is possible for countermeasures against power side-channel attacks and fault attacks. Still, there are many other types of side-channel attacks and related countermeasures, which require further investigation, e.g., synthesizing countermeasures against timing attacks.

All the techniques presented in this dissertation have overcome the scalability problems of the underlying verification and synthesis techniques by exploiting compositionality and using fast static analysis methods. This hybrid method makes it possible to apply the proposed techniques on large practical benchmarks. One potential disadvantage that arises from using these hybrid methods, however, is that the synthesized code may not be guaranteed optimum. If the underlying verification and synthesis techniques can be advanced to handle larger hardware and software code, it would certainly improve the quality of the synthesized code.
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