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ABSTRACT

Ground motions from earthquakes are known to be affected by earth’s surface topography. Topographic effects are a result of several physical phenomena such as the focusing or defocusing of seismic waves reflected from a topographic feature and the interference between direct and diffracted seismic waves. This typically causes an amplification of ground motion on convex features such as hills and ridges and a de-amplification on concave features such as valleys and canyons. Topographic effects are known to be frequency dependent and the spectral accelerations can sometimes reach high values causing significant damages to the structures located on the feature. Topographically correlated damage pattern have been observed in several earthquakes and topographic amplifications have also been observed in several recorded ground motions. This phenomenon has also been extensively studied through numerical analyses. Even though different studies agree on the nature of topographic effects, quantifying these effects have been challenging. The current literature has no consensus on how to predict topographic effects at a site. With population centers growing around regions of high seismicity and prominent topographic relief, such as California, and Japan, the quantitative estimation of the effects have become very important. In this dissertation, we address this shortcoming by developing empirical models that predict topographic effects at a site. These models are developed through an extensive empirical study of recorded ground motions from two large strong-motion datasets namely the California small to medium magnitude earthquake dataset and the global NGA-West2 datasets, and propose topographic modification factors that quantify expected amplification or deamplification at a site.

To develop these models, we required a parameterization of topography. We developed two types of topographic parameters at each recording stations. The first type of parameter is developed using the elevation data around the stations, and comprise of parameters
such as smoothed slope, smoothed curvature, and relative elevation. The second type of parameter is developed using a series of simplistic 2D numerical analysis. These numerical analyses compute an estimate of expected 2D topographic amplification of a simple wave at a site in several different directions. These 2D amplifications are used to develop a family of parameters at each site. We study the trends in the ground motion model residuals with respect to these topographic parameters to determine if the parameters can capture topographic effects in the recorded data. We use statistical tests to determine if the trends are significant, and perform mixed effects regression on the residuals to develop functional forms that can be used to predict topographic effect at a site. Finally, we compare the two types of parameters, and their topographic predictive power.
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Chapter 1

Introduction

1.1 Motivation

Earth’s surface topography is known to affect earthquake ground motions. Typically, amplification of ground motion occurs on hills and ridges and de-amplification occurs in canyons and valleys, with respect to a similar site on a flat terrain (e.g., Boore, 1972; Davis and West, 1973; Spudich et al., 1996). There have been cases where unusually high peak ground accelerations (PGAs) were observed in the vicinity of a topographic feature. An example of such an amplification is the recording at the Tarzana site from the 1994 Northridge earthquake where a PGA of 1.8 g was observed, whereas the neighboring regions recorded PGAs of less than 1g (e.g., Shakal et al., 1994; Bouchon and Barker, 1996; Spudich et al., 1996). Numerical studies confirmed that these amplifications were caused due to the topography at the site (Spudich et al., 1996); however, they could not explain the large magnitudes of the observed amplifications. Another very well-known case of topographic amplification is the Pacoima Dam abutment recording from the San Fernando earthquake which recorded a PGA of 1.25 g (Trifunac and Hudson, 1971). Boore (1973) used finite difference analysis to predict the topographic effects at the Pacoima site and concluded that topography would be expected to amplify the recorded ground motion by 50 percent at high frequencies.
There are several other cases where the evidence of topographic amplification was observed in the form of uneven damage distribution in the neighboring regions. In most of these cases, buildings that were located on the hilltops suffered much more damage than buildings that were located on the base or a flat region. Examples of such earthquake are the Lambesc earthquake (France 1909), the San Fernando earthquake (1971), the Friuli earthquake (Italy 1976), the Irpinia earthquake (Italy 1980), the Chile earthquake (1985), the Whittier Narrows earthquake (1987), The Egion earthquake (Greece 1995) and the Athens (Greece 1999) earthquake, the Eje-Cafetero earthquake (Colombia 1998), and the Bingöl earthquake (Turkey 2003) (Assimaki et al., 2005).

A number of researchers have studied the effects of topography on ground motions using numerical and analytical schemes (e.g., Davis and West, 1973; Rogers et al., 1974; Griffiths and Bollinger, 1979; Tucker et al., 1984; Geli et al., 1988; Bouchon and Barker, 1996; Assimaki and Gazetas, 2004; Meunier et al., 2008; Assimaki and Jeong, 2013). These studies provide valuable insights into the physics behind the observed effects, and show that a number of factors influence the magnitude of amplifications observed at the surface and the frequencies at which these effects are observed. These factors include: the type of the incident wave, wavelength, the angle of incidence, slope angles, and soil stratigraphy (e.g., Assimaki and Gazetas, 2004; Hartzell et al., 1994; Assimaki and Gazetas, 2004; Assimaki et al., 2005; Assimaki and Jeong, 2013), among others.

Numerical analyses however have certain limitations. Most of the numerical studies are performed using an idealized 2D geometry with simple soil layering and properties. As a consequence, they are often found to under-predict the amplifications observed in the field (Geli et al., 1988). A few studies have used more realistic 3D models of a terrain to compute amplifications due to surface topography (e.g., Lee et al., 2009; Chaljub et al., 2010; Maufroy et al., 2012). Though, such studies are able to predict the effects observed in the field more accurately, they are usually more computationally expensive to perform than the 2D studies (Chaljub et al., 2010). Also, most of these studies do not verify their findings with the recorded data, and therefore their results are not particularly useful for predictions.
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There is no consensus in the scientific community on how to quantify topographic effects and account for these in the predictions of ground motion intensity. Consequently, the design of buildings located on or near a topographic feature, such as a hill or a ridge, can potentially be un-conservative. Not only are the estimations of spectral acceleration on ridges possibly un-conservative, but there could also be a higher uncertainty (standard deviation) associated with their prediction. This increase in the median prediction and uncertainty will lead to a higher hazard at the site located near a hill or a ridge. With cities developing around regions of significant topographic relief, this problem has become increasingly important.

In this dissertation, we address this issue by developing a comprehensive framework to parameterize topography and propose models to account for topographic effects in ground motion prediction equations. The models are based on an extensive empirical analyses of recorded ground motions and use simple topographic parameters for predictions. The simplicity of the parameters will make them widely applicable to most engineering problems.

1.2 Objectives

The main objectives of this study are:

- To develop a framework to parameterize earth’s surface topography at a site.

- Study ground motion model residuals to test if topographic effects are observable in the recorded data.

- Conduct statistical tests to select parameters that are good proxies for topographic effects in the ground motions, and find periods where the effects of topography on ground motions are significant.

- Develop and propose models to predict topographic effects in the ground motions.
1.3 Organization and key contributions

This dissertation is divided into 6 chapters and 2 appendices. Chapters 3, 4 and 5 are manuscripts that have either been submitted to journals or are in the process of submission at the time of the submission of the dissertation. Chapter 2 consists of a review of related literature and includes important findings from these studies.

In Chapter 3, we study the ground motion residuals from a subset of the Chou et al. (2010) Small to Medium Magnitude Earthquake (SMME) dataset. The SMME dataset consists of ground motion recordings from earthquakes in California with magnitudes less than 5.5. We first propose a topographic parameterization scheme that quantifies topography at a site. The scheme uses the elevation data in a neighborhood of the site for this purpose. We classify the terrain underneath the ground motion recording stations in the dataset into 3 broad classes based on the values of the computed topographic parameter at the station. We compute the average site residuals for each of the three classes of topography, and use statistical tests to determine if the site residuals in the three classes are statistically different from one another. Using mixed effects regression, and the topographic parameters, we fit several different models to remove the trends from the data. We compare these models based on their overall fit to the data and finally select one model. The model is proposed as a modification to the Chou et al. (2010) model and can be used to predict topographic effects at a generic site. As all the recordings in the dataset were from earthquakes in California, the applicability of the model is limited to California.

In Chapter 4, we extend the analysis from Chapter 3 to a subset of the global NGA-West2 dataset from Chou and Youngs (2014). The NGA-West2 dataset is a much larger dataset consisting of ground motion recordings from 7 geographic regions around the world; though the subset we use in the study consists of recording from California and Japan only. The dataset consists of spectral acceleration \( S_a \) values at 105 periods from 0.01s to 10 s from earthquakes of magnitude 3 and higher. In addition to the topographic parameters from Chapter 3, we also study smoothed slopes at the station as a potential topographic
parameter. Similar to the approach used in Chapter 3, we first classify the terrain at the
location of the stations in three broad classes, based on the value of the topographic pa-
parameter, and a threshold. We then perform statistical tests to determine if the mean site
residuals in the three classes are significantly different from one another. We propose a
model for topographic modification, and also propose estimates of epistemic uncertainties in
the model using bootstrapping. These epistemic uncertainties can be used in the logic-tree
implementation of probabilistic seismic hazard analysis (PSHA).

In Chapter 5, we explore an alternative parameterization scheme for topography that
is computed using results of simplistic 2D numerical analyses. For these analyses, we use
the same subset of the NGA-West2 dataset as in Chapter 4. Using the elevation data at the
location of the ground motion recording station, we create 2D cross-sectional profiles of the
ground surface at the ground motion stations in six different directions. We generate a finite
difference mesh in FLAC software for each station-azimuth pair and distort their top surface
to fit the shape of the corresponding cross-sections. Using simple soil properties, boundary
conditions, and a harmonic input, we perform dynamic analyses on the resulting meshes
and record the time histories at the top surface of each mesh. Using these synthetic time
histories, we compute the PGAs and normalize them with PGA from a 1D analysis with no
topography. Using the 6 normalized PGA values at station from 6 directions, we compute
a family of parameters for each ground motion recording station. We study the intra-event
residuals from the Chiou and Youngs (2014) ground motion model for trends with respect
to these parameters and compare them to those observed in Chapter 4.

Chapter 6 presents the summary, important findings, and conclusions from this work.
Appendix A and B contain additional details from Chapter 4. Appendix A consists
of the same analysis presented in Chapter 4, but with a higher cut-off threshold for the
number of recordings per station. This analysis was done to check how the ground motion
variabilities are affected by the choice of the subset of the ground motion dataset. Appendix
B presents the results of a cluster analysis that was performed to test if there was any spatial
correlation between the high residuals or the low residuals, within each topographic class.
Chapter 2

Literature Review

This chapter reviews publications on topographic effects and ground motion prediction equations (GMPEs). In the first part, we review past publications on experimental, numerical, and analytical studies on topographic effects. We conclude this section with a brief summary of our findings from the review. In the second part we review research on GMPEs, where we first provide a brief background on the topic, leading to an introduction of the NGA-West2 dataset. We then cover some of the existing regression techniques that are used to fit these predictive equations, and also briefly discuss different residual components in the regression. Lastly, we talk about site-effects and how they are accounted for in the predictions.

2.1 Topographic effects

2.1.1 Observational and Experimental studies

Boore (1972), in his discussion on the observed evidence of topographic effects, revisited some cases where the induced vertical ground accelerations locally exceeded gravity and resulted in regions of churned, overturned ground and boulders. These events included the Indian earthquake of 1897 (Richter, 1958), the Cedar Mountain earthquake of 1932
(Gianella and Callaghan, 1934), the Hebgen Lake earthquake of 1959 (Hadley, 1964), among others. They quoted Hadley (1964) who noted that these regions of churned earth were found mostly on ridges, crests, or other topographic eminences. These observations led them to identify a dependence of ground motion amplifications on topography. Since these early mentions of topographic effects, observational evidence of topographic amplifications has been found in numerous other cases (e.g., Celebi, 1987, 1991; Hartzell et al., 1994; Hatzfeld et al., 1995; Gazetas et al., 2002). These studies showed that the structures that were located on ridges suffered much more damage than those located on the base. An example of a case with a distinctive observational evidence of topographic effects was the M 7.8 Central Chile earthquake where the four- to five-storied buildings located on the ridges of the Canal Beagle subdivision suffered extensive damage (Celebi, 1987). Celebi (1991) studied the aftershock data from the earthquake recorded on a dense array temporarily established at Canal Beagle and found that the spectral ratios of the observed ground motions were amplified on the ridges of Canal Beagle for a frequency of 2 to 4 Hz and 8 Hz. The 2 to 4 Hz frequency range was well within the fundamental frequency of typical four- to five-storied buildings that suffered heavy damage during the main event.

Similar damage patterns were reported in the field during the Lambesc earthquake (France 1909), the San Fernando earthquake (1971), the Friuli earthquake (Italy 1976), the Irpinia earthquake (Italy 1980), the Chile earthquake (1985), the Whittier Narrows earthquake (1987), the Eje-Cafetero earthquake (Colombia 1998) and the Bingöl earthquake (Turkey 2003) (Assimaki et al., 2005). An exception to this pattern was observed during the Whittier Narrows earthquake of California in 1987, where most of the damage was concentrated along the slopes of the hill instead of the hill tops (Kawase and Aki, 1990). Kawase and Aki (1990) suggested that that this anomaly was probably a result of the combined effects of topography and critically incident SV waves.

In addition to the observational evidence of topographic effects showing non-uniform damage in the vicinity of a topographic feature, there is also ample evidence of topographic
amplifications in the recorded ground motions from earthquakes. Two notable cases are the Pacoima dam abutment recording from the San Fernando earthquake of 1971 that recorded a maximum horizontal peak ground acceleration (PGA) of 1.25 g (Trifunac and Hudson, 1971) and an extremely high PGA of 1.78 g observed on a relatively gently sloped site in Tarzana, California during the M 6.7 Northridge earthquake of 1994 (Shakal et al., 1994). Both these PGAs were one of the highest recorded at the time. A number of other studies show that ground motions were typically amplified on the hill tops and ridges, with respect to the motions at the base and that these effects were frequency dependent (e.g., Davis and West, 1973; Griffiths and Bollinger, 1979; Tucker et al., 1984; Celebi, 1987). The spectral periods at which amplifications occurred were typically proportional to the size of the feature on which the recordings were made (e.g., Davis and West, 1973; Tucker et al., 1984; Celebi, 1991). Davis and West (1973) deployed several seismographs at the base and crest of Kagel Mountain and Josephine peak in California and recorded aftershocks from the San Fernando earthquake of 1971. They also deployed seismographs at the base, crest, and slope of Butler Mountain near Nevada and recorded the signals from cavity collapse in a Nevada Test Site detonation. They computed the crest to base ratios of the 5 percent damped pseudo-velocity spectra and found that the magnitude and periods of amplification varied with the size of the mountains. In general, frequency-dependent amplifications were observed at the crest of all the three mountains. The smallest mountain amplified the motion in a narrow range of period (peaking at 0.3 to 0.5 s), the medium size mountain amplified motions over a slightly broader range (peaking at 0.4 to 0.5 s), and the largest mountain showed less amplifications, but over a broader range of periods. A reversal of this general trend of observing highest amplifications on the ridges and hill tops was observed by Griffiths and Bollinger (1979) who noted de-amplifications on one of the five ridges that had a less pronounced peak than the other. They believed that this was either a result of an irregular, 3D configuration of this particular ridge compared to the relatively 2D slopes on the other ridges, or a result of a combined effect of multiple ridge systems.

A few other factors have been shown to influence the magnitude of amplifications in the
recorded ground motions such as the wave type, where observed amplifications were higher for horizontally polarized signals than for vertically polarized signals (Tucker et al., 1984), and the direction of the feature, where a directional resonance in the top to base spectral ratios were observed in the direction transverse to the elongation of the hill (Spudich et al., 1996).

2.1.2 Analytical and numerical studies

An earthquake produces different types of body (P, S) and surface waves (Rayleigh, Love). The body waves that are generated when a fault ruptures interact with the surficial layers and the surface of the earth generating surface waves (Kramer, 1996). When a topographic feature is present, the seismic waves experience focusing or defocusing and scattering. The focusing, defocusing, and the interference of the direct and diffracted wave causes wave amplifications and deamplifications at the surface (Bard, 1999). This problem has been studied analytically and numerically by several researchers in the past. With the advent of advanced numerical techniques, researchers have been able to identify a number of factors that affect the response of a topographic feature to an incident wave. These factors include: the type of incident waves, the angle of incidence, the dimensionless frequency \( (f l/V_s) \), where \( f \) is the frequency of input motion, \( l \) is the characteristic length of the feature, and \( V_s \) is the shear-wave velocity), slope angle, smoothed curvatures, the direction of elongation of the feature, shear wave velocity structure, and the material damping, among others. Some of these numerical studies are reviewed below.

To study topographic effects, researchers have used methods such as finite difference (e.g., Boore, 1972, 1973; Boore et al., 1981; Bouckovalas and Papadimitriou, 2005), finite elements (e.g., Smith, 1975; Assimaki and Gazetas, 2004; Assimaki et al., 2005; Tripe et al., 2013; Assimaki and Jeong, 2013), boundary element methods (e.g., Sánchez-Sesma et al., 1982; Nguyen and Gatmiri, 2007) and discrete wave-number method (Bard, 1982; Durand et al., 1999). Some of these studies are parametric studies where the effect of changing one
or more model parameters on topographic effects is studied, while others are case studies that try to model past cases of earthquakes where topographically correlated amplifications were observed. A majority of case studies consider 2D models and often under-predict the observed magnitude of amplifications in the recorded ground motions (Geli et al., 1988; Bouchon and Barker, 1996). Some believe that this discrepancy in the predicted and observed amplification is a result of the numerical models lacking the complexity of the real-world scenarios (Geli et al., 1988; Bouchon and Barker, 1996), while others suggest that the choice of reference site to compute amplifications can lead to either overestimation or underestimation of the amplification factors on top of the hills (Tucker et al., 1984; Geli et al., 1988). Nevertheless, most of these numerical studies provide good qualitative estimates of the observed amplification. According to a review article by Geli et al. (1988), most of the numerical studies predicted amplifications on top of the ridges over a broad range of frequencies, and a de-amplification of the low frequency waves (for wavelengths larger than mountain width) at mountain base, with an alternation of amplification and de-amplification at higher frequencies. On mountain slopes, the phase and amplitude varied rapidly causing differential motion. In the ensuing, we look at the effects of some of the factors that have been shown to influence the ground motions in numerical studies.

**Incident wave-type**

A few 2D numerical studies have compared the effects of different incident wave types (SH, P, SV) on the predicted amplification. Typically, for simple 2D slopes, amplification of the SV waves was found to be higher than the SH waves (Ashford and Sitar, 1997). In case of incident SV waves, generally a zone of amplification existed near the slope due to interaction of the primary SV and the diffracted Rayleigh waves (e.g., Boore et al., 1981; Bouchon, 1973; Wong, 1982). In addition to the nature of the input waves, its polarization also affects the response of the feature, e.g. Bouchon and Barker (1996) studied the response of a three dimensional topography to incident shear waves polarized in different directions.
using the boundary integral equation method. They observed that the hill produced higher amplification of ground motions when the input waves were polarized transverse to the direction of elongation of the hill compared to when it was polarized parallel to the direction of the elongation of the hill. They also observed a rotation of the polarization of particle motions from the base to the top of the hill, with particle motions being more transverse to the hill at the top than the base.

Angle of incidence

Some researchers have investigated the effects of incidence angle on the topographic amplifications for cases of simple 2D topographies (Boore, 1973; Wong and Jennings, 1975; Ashford and Sitar, 1997) and suggest that it has a significant effect on the amplification of waves. Ashford and Sitar (1997) studied the response of a stepped half-space subjected to an inclined shear wave from 0 to 30 degree using generalized consistent transmitting boundaries and found that the horizontal motion at the crest of the slope is amplified for waves traveling into the slope and de-amplified for waves traveling away from the slope, in comparison to the free-field motion behind the crest of the slope. They measured the incidence angles clockwise from the vertical axis, and referred to the waves with positive incidence angle as traveling away from the slope, and those with negative angles as traveling into the slope. They also suggested that these amplifications can be twice the amplifications observed for a vertically propagating wave. A similar study on a more realistic model using inclined incident shear waves showed that even though topographic amplifications are greater for inclined waves, the magnitude of horizontal and vertical acceleration at the crest is usually greatest for the case of vertical incidence. They suggest that it is therefore sometimes acceptable to use vertical incidence for site response analysis and force-based slope stability analysis because it simplifies the problem and does not affect the magnitude of maximum accelerations. Boore (1973) used a simple finite difference model to study the topographic effects observed on Pacoima Dam site during the 1971 San Fernando earthquake in California. As the topography at the
site of the Pacoima dam abutment recording station was complicated, they considered two site geometries to adequately represent the site: A ridge model with two angles of incidences at 0 and 45 degrees and a canyon model with vertical incident waves. They observed that the ridge model with vertical incidence produced the greatest amplification for frequencies between 3 Hz and 10 Hz. At shorter frequencies, the effect of the canyon became relatively more important and produced attenuation of wave motion.

**Site geometry and wavelength of input motion**

Past numerical studies have shown that topographic effects are more pronounced for input wavelengths that are comparable to the dimensions of the feature (e.g., Geli et al., 1988; Ashford et al., 1997; Ashford and Sitar, 1997). In addition, the slope angle has been shown to influence the amplifications observed at the crest in 2D slopes (e.g., Ashford et al., 1997; Bouckovalas and Papadimitriou, 2005; Tripe et al., 2013; Maufroy et al., 2015). In particular, Ashford et al. (1997) studied the response of steep slopes using generalized consistent transmitting boundaries and found that the topographic effects are most visible for slopes greater than 60 degrees and decrease with slope angles. Also, for a stepped layer over a half space, the response is dominated by the natural frequency of the site behind the crest. Bouckovalas and Papadimitriou (2005) performed a parametric study using a simple 2D finite difference slope model and studied the influence of slope inclination, normalized height of the slope ($H/\lambda$, where $H$ is the height of the slope and $\lambda$ is the wavelength), number of significant excitation cycles and critical hysteretic damping on the amplifications. They found that both slope angle and the normalized height of the slope have a significant effect on horizontal and vertical ground motions. They also found that the only effect of damping is on the distance to the free-field, while the number of significant cycles of excitation has only a minor effect overall. More recently, Maufroy et al. (2015) performed numerical analysis using a realistic 3D model of a terrain, and found that the average amplifications at a site were highly correlated with curvatures that were smoothed using a window proportional in
size to the wavelength of input motion.

**Soil stratigraphy**

Soil stratigraphy plays an important role in the surface response to input motion and can cause both amplification and de-amplifications of the wave (e.g., Assimaki and Gazetas, 2004; Assimaki et al., 2005; Assimaki and Jeong, 2013). When topography is present at the surface, the observed response is a result of a combined effects of the topography and the surface layering effects (Geli et al., 1988). Assimaki and Gazetas (2004) studied different configurations of layered soil profile in a 2D slope and found that the topographic amplification of the motion is more pronounced for a layered medium in a certain frequency range due to multiple reflections and transmissions of the vertically incident S-waves through the horizontal layers, causing an additional amplification at the crest. Assimaki and Jeong (2013) performed site-specific numerical simulations to understand the severe damage caused during the 2010 M 7 Haiti earthquakes and found that the observed amplifications were most likely caused by a combined effects of soil layering and topographic amplifications.

As mentioned earlier, most of these results were based on the analysis of 2D numerical models. A natural limitation of such studies is that the models they used to predict the amplifications in the field are highly simplified representation of the real world scenario. In reality, almost all the topographic features are continuous three-dimensional features. To address this problem, some researchers considered more realistic 3D models to estimate topographic effects at the site (e.g., Lee et al., 2009; Chaljub et al., 2010; Maufroy et al., 2012, 2015). These studies show that topographic effects are strongly dependent on the source frequency content, where the high frequency waves interact with small-scale topographies and cause amplified peaks. Most of these studies also agree with the other 2D studies that observed amplification along the ridges and a deamplification along the depressions; although 3D studies were better than the 2D studies at predicting the magnitude of the observed effects (e.g., Maufroy et al., 2015; Chaljub et al., 2010). However, 3D numerical analyses
are numerically expensive to perform Chaljub et al. (2010), and hence may not always be the best choice for developing predictive equations. Maufroy et al. (2015) proposed a model that predicted average amplification at a site based on the frequency-scaled curvature of the ground surface at the site. However, given the model was based purely on numerical analysis, it has a limited use for predictions without an extensive validation using recorded ground motions. Another limitation of the study was that it only analyzed motions in a small region, with uniform sub-surface conditions across every station and so it is difficult to determine if the results are acceptable outside the test area.

2.2 Summary of the literature review

An extensive literature review on topographic effects has been done in the past (Geli et al., 1988; Assimaki et al., 2005). In this section, we consolidate the findings from these studies and from our current review:

- In the time domain, grounds motions are amplified on convex features such as hill tops and ridges and de-amplified on concave features such as valleys and canyons. In the frequency domain, a broadband amplification of ground motions occurs on the top of the hill and a de-amplification occurs at the base with alternating amplification and deamplification at higher frequencies. On the slopes, the amplitude and phase vary rapidly causing a differential motion.

- There is a qualitative agreement between theory and observation regarding the existence of ground motion amplification; however, the amplitude of such effects is mostly under-predicted in numerical analyses. This under-prediction is believed to be a result of the numerical models not being complex enough. Some believe that this under-prediction is a result of an inappropriate selection of the reference station in the field for computing amplifications.
• Topographic effects are prominent for wavelengths comparable to size of the irregularity. For wavelengths larger than the dimensions of the feature, amplifications are negligible.

• The magnitude of crest to base amplification ratios depends on the ratio of mountain height to mountain half width and is found to be proportional to this ratio. The amplifications also depend on the angle of incidence of the incoming wave, more so at the near critical incidence.

• The amplifications are also affected by incident wave type. The amplifications are typically larger for horizontal components than for vertical component of the motion. The amplifications were however not found to be affected by the damping ratio of the soil and the duration of the motion.

• In numerical studies using more realistic topographic, amplifications were found to be strongly correlated to frequency-scaled curvatures.

• Topographic amplifications are affected by soil stratigraphy. In particular, amplifications are magnified in the presence of soft, shallow soil layers.

2.3 Ground motion prediction equations

2.3.1 Introduction

Ground-motion prediction equations (GMPEs) are used to predict the distribution of ground-motion intensity at a given site due to an earthquake, using predictor variables like the earthquake magnitude, the source-to-site distance, and other source-, site-, and path- characteristics. A number of GMPEs have been developed in the past. Gunberg and Green (2011) compiled a list of 45 GMPEs and provided MATLAB scripts and spread sheets for the models. Douglas (2014) provided the most updated, and comprehensive summary of
all the empirical GMPEs published between 1964 and 2014. The report consisted of 365 empirical GMPEs for the prediction of peak ground acceleration (PGA) and 232 empirical models for the prediction of elastic spectral coordinates.

In the earlier years of their development, GMPEs were simple and often required only two parameters, the magnitude and the distance, for predictions. With a multi-fold increase in the size of the recorded ground motion database, and a better understanding of different phenomena affecting ground motions, the prediction equations became more complex with time. In 2003, the Pacific Earthquake Engineering Research Center (PEER) started a large collaborative research program, now known as the NGA-West project, to develop next-generation attenuation relationships for shallow-crustal earthquakes in active tectonic regions (Bozorgnia et al., 2014). The project was completed in 2008, with the development of a large ground-motion database, and a set of GMPEs. This was followed by the NGA-West2 project that expanded the original NGA-West dataset to include other small-, medium-, and large-magnitude earthquakes, and addressed some of the shortcomings of the NGA-West project. The NGA-West2 database consists of one of the largest sets of recorded ground-motions and associated metadata, available globally. It spans seven regions around the world, with spectral acceleration values available at 105 periods between 0.01 s and 10 s. A large number of recordings in this dataset make it ideal for empirical studies.

2.3.2 Regression techniques and residual components

GMPEs are fit using regression on the recorded ground motion data. Earlier prediction equations used simple linear regression, where the PGA or any other intensity measure was expressed as a linear function of the predictor variables. Joyner and Boore (1981) introduced a two-stage regression method to decouple magnitude and distance dependence. A drawback of these approaches was that it put more importance to an earthquake that had more recordings. To effectively handle the problem of weighing, Brillinger and Preisler (1984) for the first time used the random-effects model which incorporated an explicit earthquake-to-
earthquake component of variance and a record-to-record component. Their approach used a maximum likelihood method to estimate the parameters in the prediction. Maximum-likelihood approach is a parameter estimation technique that maximizes the likelihood of observing the given data. Abrahamson and Youngs (1992) provided an alternative algorithm for using the random-effects model in regression analysis that used an iterative approach to maximize a likelihood function. Their method was more stable than the maximum likelihood algorithm used by Brillinger and Preisler (1984). Joyner and Boore (1993) also introduced a new method for implementing the Brillinger and Preisler (1984) regression.

Most of the recent ground motion models were fitted using the mixed effects regression approach. A mixed-effects model consists of fixed-effects and random-effects. The fixed-effects are of primary interest and are assumed to be repeatable. The random-effects are sampled from a random distribution. A typical GMPE can be written as:

\[
\ln S_a(T) = f(M, R, \theta) + \delta B_e + \delta W_{es} \tag{2.1}
\]

where \( \ln S_a(T) \) is the natural logarithm of the observed spectral acceleration at a recording station for period \( T \); \( f(M, R, \theta) \) is the prediction from a ground motion model and is modeled as a fixed-effect. \( M \) is magnitude of the earthquake, \( R \) is the source-to-site distance and \( \theta \) is an array of other predictor variables and model coefficients; \( \delta B_e \) is the between-event residual, also known as the inter-event residual; and \( \delta W_{es} \) is the within-event residual, or intra-event residual. Both \( \delta B_e \) and \( \delta W_{es} \) are assumed to be independent random effects, modeled as normally distributed random variables with zero mean and a standard deviation of \( \tau \) and \( \phi \), respectively. The \( \delta W_{es} \) term could be further partitioned to:

\[
\delta W_{es} = \delta S2S_s + \delta WS_{es} \tag{2.2}
\]

where \( \delta S2S_s \) is the site term or the average error in prediction at a site, after removing the effects of earthquake, and the \( \delta WS_{es} \) is the site-and-event corrected residual. Again, both
these effects are random effects, and are modeled as independent normal random variables with zero means and a standard deviations of \( \phi_{S2S} \) and \( \phi_{ss} \), respectively. \( \phi_{S2S} \) is known as the site-to-site variability, and \( \phi_{ss} \) is known as the within-site variability or the single-station sigma. The notations used for different components of the error term are taken from Atik et al. (2010). While most of the current ground motion models use a residual decomposition approach similar to those shown in Equations 2.1 and 2.2, Stafford (2014) showed that there are shortcomings with the use of such linear additive random effects, and that by changing the variance structure for random effects, the results of the regression can change. They recommended the use of a more complex treatment of mixed-effects models.

### 2.3.3 Site-effects in GMPEs and building codes

The effects of shallow surface deposits are captured by recent GMPEs using simplified parameterizations of the soil profile. The most common parameter used for this purpose is \( V_{s30} \) or the time-averaged shear-wave velocity in the top 30 m of the soil. Other parameter used in recent GMPEs along with \( V_{s30} \) is the depth to a stiff layer (\( Z_{1.0} \)). However, some researchers argue against the validity of such a parameter as a proxy for site effects (Mucciarelli and Gallipoli, 2006). Topographic effects are also site-effects, but they remain unaccounted for in the predictions due to a lack of proper quantification. The only codes that have included the topographic effects are the French building code (Bard et al., 1995), followed by the European building codes (Eurocode, 1994). These codes recommended factors to modify the design spectra; however these factors were frequency-independent and were not validated with the recorded data. A few researchers have proposed topographic amplification factors based on numerical studies (e.g., Assimaki et al., 2005; Bouckovalas and Papadimitriou, 2005; Maufroy et al., 2015). However, like the European codes, these factors have also not been validated with recorded data.
2.4 Concluding Remarks

In light of our current review, we conclude that even though there is a multitude of evidence suggesting that topographic amplifications exist in the field and that they are prominent for frequencies of engineering interest, we do not yet have a proper quantitative tool to account for these effects in the predictions. The magnitudes of predicted amplifications from a numerical analysis are typically lower than those observed in the recorded ground motions. 3D numerical analyses have managed to bridge some of the gap between the observed and predicted amplifications. A few studies have proposed factors for topographic amplifications; however they are based purely on numerical simulations, and are not verified with recorded data. To address this problem, we study large database of recorded ground motions and propose empirical models that can be used to predict topographic effects at a site.
Chapter 3

An empirical model to predict topographic effects in strong ground motion using California small to medium magnitude earthquake database


3.1 Abstract

We develop a model to predict the effects of topography on earthquake ground motions using a database of small to medium magnitude earthquake from California. The proposed model
relies on a parameter called relative elevation that quantifies topography using the elevation of a site relative to its surroundings. We also investigate an alternative parameterization of topography called smoothed curvature. We study the bias in the residuals from the Chiou et al. (2010) ground motion model with respect to these parameters and fit a model to remedy those biases. We then compare these models by assessing their goodness of fit to the data. The proposed model for topographic effects is intended as a correction to the Chiou et al. (2010) small to medium magnitude earthquake prediction model.

### 3.2 Introduction

Surface topographic features are known to affect earthquake ground motions (Bouchon, 1973; Boore et al., 1981; Bard, 1982). Typically, these motions tend to amplify near hills and ridges and de-amplify near valleys (e.g., Boore, 1972; Davis and West, 1973; Spudich et al., 1996). Numerous case studies from past earthquakes have shown that buildings located close to hills or ridges suffer more damage than those located at the base (Trifunac and Hudson, 1971; Celebi, 1987; Geli et al., 1988; Kawase and Aki, 1990; Hatzfeld et al., 1995; Bouchon and Barker, 1996). Examples of topography-induced amplifications can be seen in the Tarzana hill station recording from the 1994 Northridge earthquake, which recorded peak ground accelerations (PGA) close to 1.8 g, (Shakal et al., 1994; Bouchon and Barker, 1996; Spudich et al., 1996) and in the Pacoima Dam station recording with a PGA of 1.25 g during the 1971 San Fernando earthquake (Trifunac and Hudson, 1971).

Previous studies based on theoretical and numerical models indicate that topography influences the characteristics of both the intensity and frequency in ground motion (Davis and West, 1973; Rogers et al., 1974; Griffiths and Bollinger, 1979; Tucker et al., 1984; Geli et al., 1988; Bouchon and Barker, 1996; Assimaki and Gazetas, 2004; Meunier et al., 2008; Assimaki and Jeong, 2013). Topographic amplification usually occurs in a frequency band that depends on relief dimensions (e.g., Boore, 1972, 1973; Davis and West, 1973; Durand
et al., 1999). Most theoretical and numerical models however tend to under predict the observed amplifications in the field because they are mostly based on simplifying assumptions such as isolated 2D geometries, simple soil layering, and/or an elastic soil regime Geli et al. (1988). By contrast, there are many other factors that influence the magnitude of amplifications, such as the nature and direction of incident waves, slope inclination, soil stratigraphy, material damping, and sub-surface shear-wave velocity structure (e.g., Assimaki and Gazetas, 2004; Hartzell et al., 2014; Burjánek et al., 2014), all of which can be challenging to estimate accurately.

Despite the aforementioned studies, the current state of knowledge for quantifying topographic effects remains nascent. No framework currently exists to include these effects for engineering purposes. As a direct consequence, predictive equations and design codes may be associated with a greater uncertainty or a larger standard deviation and may underestimate the intensity of actual ground shaking beneath structures located on hills and ridges.

In this paper we present a ground motion model that accounts for the effects of topography on spectral accelerations, based on records from the California small-to-medium magnitude (SMM) earthquake database published by Chiou et al. (2010). To quantify topography, we use two geomorphometric parameters namely smoothed curvature and relative elevation. Using an updated compilation of the shear-wave velocity data (Louie, 2005, 2007; Louie et al., 2011; Ancheta et al., 2014; Yong et al., 2013), we perform residual analyses to estimate misfits or biases in the SMM records with respect to these topographic parameters. A highlight of this study is that it inherently separates the effects of shear-wave velocity (as parameterized by the average shear-wave velocity in the upper 30 m, or $V_{s30}$) from the effects of topography, unlike site-specific studies that cannot isolate the effects of topography from those due to changes in shear-wave velocity.
Figure 3.1: Locations of ground motion recording stations (green dots) in the SMME database used for this study are shown. Only stations with three or more recordings were selected resulting in a total of 459 stations.
3.3 Ground motion data

The small-to-medium magnitude earthquake database contains recordings of 188 earthquakes in California with magnitudes ranging from 3 to 6, recorded at 802 unique stations (Chiou et al., 2010). Multiple recordings at each station are important to this study because these observations allow robust estimates of the systematic residuals at each site ($\delta S_2 S_s$), following the notation in Atik et al. (2010). Here, we only utilize stations that recorded at least three events, reducing the number of useable stations to 459 (Figure 3.1). We consider recordings for peak ground acceleration (PGA), and 5%-damped pseudo spectral acceleration (PSA) for periods of 0.3 s and 1 s and utilize the ground motion prediction equation (GMPE) of Chiou et al. (2010). The magnitude-distance distribution of the recordings used in the study is shown in Figure 3.2.

The SMM database includes $V_{S30}$, the time-averaged shear-wave velocity in the top 30 m of soil beneath the recording station, and $Z_{1.0}$, the depth to the soil layer with 1 km/s shear-wave velocity. These parameters are used for constraining site amplification.
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The current version of the database contains many $V_{S30}$ values that are inferred based on surface geology as a proxy since actual $V_{S30}$ measurements were not available. Recently, new measurements of $V_{S30}$ became available for various stations in California (Louie, 2005, 2007; Louie et al., 2011; Ancheta et al., 2014; Yong et al., 2013). The $V_{S30}$ values obtained by Louie (2005, 2007); Louie et al. (2011) were based on the standalone refraction microtremor ($ReMi^{TM}$) technique, whereas Yong et al. (2013) used multiple combinations of active and passive, body and surface wave techniques. The $V_{S30}$ values compiled by Ancheta et al. (2014) included values based on a mixture of down-hole and other geophysical methods. Amongst the three data sources, results from Yong et al. (2013) are believed to provide the most robust measurements of $V_{S30}$; hence, when $V_{S30}$ values are available from multiple sources, the first preference is to apply results from Yong et al. (2013), followed by Ancheta et al. (2014) and then Louie (2005, 2007); Louie et al. (2011). The previous $V_{S30}$ assignments by Chiou et al. (2010) are substituted with $V_{S30}$ from the highest-quality measurement that is closest to the station, thus, we only consider measurement sites within a distance of 300 m from a station (Yong et al., 2013). The search distance of 300 m is chosen to verify that the measurement site was indeed close enough to the station, such that the character of the underlying geology remains representative of the station. Figure 3.3 compares the measured $V_{S30}$ values with the $V_{S30}$ from the original Chiou et al. (2010) database. Still, not all stations have measured $V_{S30}$. Thus, following Chiou et al. (2010), we retain their proxy-based $V_{S30}$ for stations where no measurements are available.

### 3.4 Methodology

#### 3.4.1 Topographic parameterization

Some of the most common geometric parameters for terrain classification include elevation, slope, curvature, and surface roughness (Goldgof et al., 1990; Irvin et al., 1997; Burrough et al., 2000; MacMillan et al., 2000; Iwahashi and Pike, 2007). Apart from these parameters,
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Figure 3.3: Measured $V_{S30}$ values (Louie, 2005, 2007; Louie et al., 2011; Ancheta et al., 2014; Yong et al., 2013) are plotted against the values in the Chiou et al. (2010) database for the 208 stations where new measurements are available.
scale is also an important component of land element classification (Schmidt and Hewitt, 2004). Most terrain classification methods use combinations of these parameters to classify a terrain into a finite number of terrain types or classes. One such classification scheme was employed by Iwahashi and Pike (2007) to iteratively classify landforms into 8, 12, or 16 terrain types using parameters such as slope, surface texture, and local convexity. Their algorithm divided a region into terrain classes by iteratively combining the binarized images derived from the three previously listed variables. The dividing threshold for each variable was its mean value. As part of an earlier study, we did not find correlation between the terrain classes in the Iwahashi and Pike (2007) based classification map and site residuals from the SMM dataset (Rai et al., 2012). In this study, we explore two other parameters derived from the 30 m resolution elevation data in the form of a 1-arc-s Digital Elevation Model (DEM) of California downloaded from the USGS seamless server (http://viewer.nationalmap.gov/viewer/, accessed on 11/17/2013). The elevation data is typically a raster data, which consists of rows and columns of grid cells, with each cell storing the elevation value at the center of the grid. These rasters are used to compute the parameters for each station in ArcGIS (ESRI, 2011).

The first parameter we consider is relative elevation ($H$). Also referred to as topographic position index, this parameter has been used by other researchers, particularly in watershed studies (Guisan et al., 1999; Jones et al., 2000). The parameter $H$ is computed for each grid cell of the raster by taking the difference between the elevation raster and the mean elevation raster. The mean elevation raster is defined as a raster that contains, for each cell, the mean value of the elevations within a specified neighborhood of that cell. Mean elevations are computed using the focal statistics tool in ArcGIS. In this study, we use a circular neighborhood to computed mean elevation. The diameter of the circle used for calculating the mean elevation is referred to as the scale ($d$) and the relative elevation calculated at a scale $d$ is referred to as $H_d$. A positive $H_d$ value at a cell location indicates that the cell has a higher elevation than the mean elevation in the neighborhood, a negative $H_d$ value indicates that cell has a lower elevation than the mean elevation in the neighborhood, and an $H_d$ value
of zero for the cell indicates that the cell is located in a region of constant slope. For this reason, $H_d$ is effective in highlighting features such as ridges ($H_d > 0$), valleys ($H_d < 0$), and plains/uniform slopes ($H_d = 0$). Like elevation, $H_d$ is inherently continuous and varies smoothly from one cell to another over a terrain. Continuous values of $H_d$ can be separated into three discrete zones or classes using a positive and a negative threshold parameter: high, where $H_d$ is greater than the positive threshold setting; intermediate, where $H_d$ is between the positive and the negative thresholds; and, low, where $H_d$ is less than the negative threshold. Note that this classification depends on the values selected for both scale, which is used to compute mean elevation, and the threshold parameter used to set class boundaries. These selections affect the classifications of a region in a terrain. Thus, we consider various scales and threshold values to determine the effects of these two parameters on the classification of the terrain. More recently, Burjánek et al. (2014) used this parameter to empirically study the effects of surface topography on ground motions. Their study was based on the analysis of recorded ground motions at sites located in Switzerland and Japan, and showed that the strong amplifications observed at sites with significant topography was mainly controlled by the subsurface velocity structure, and not so much by the shape of the topography. This analysis was based on sites in Switzerland and Japan and may be representative of those regions.

The second parameter we consider is smoothed curvature ($C$). We define smoothed curvature as the curvature of the mean elevation raster. To compute the smoothed curvature raster, we use the curvature tool in ArcGIS with the mean elevation raster as an input. Recent studies using 3D numerical simulations have shown that smoothed measures of surface curvature strongly correlate with the median topographic amplifications (Maufroy et al., 2015). The $C$ parameter depends on the size of the neighborhood used to compute the mean elevations. Following the convention for $H_d$, we designate smoothed curvature as $C_d$ where $d$ is the diameter of the smoothing window used for computing mean elevations.

For each cell corresponding to the site of a station, we compute the $C_d$ values at scales between 120 m to 1200 m at intervals of 60 m and $H_d$ values at scales of 250 m to 3000 m at
Figure 3.4: Local curvature ($C$) and smoothed curvatures at a scale of 240 m, 360 m and 720 m plotted against $H_{1250}$ for the stations used in the study.

Intervals of 250 m. Although these parameters are quite different by definition, we observe a fairly high correlation between the two parameters. Figure 3.4 shows $C_d$ values at each station plotted against $H_{1250}$. The figure indicates that the smoothed curvature at given scales are linearly correlated to relative elevation at 1250 m. The strongest correlation of $C_d$ with $H_{1250}$ is for $C_{360}$, where correlation coefficient $\rho = 0.94$. Figure 3.5 shows the $H_{1250}$ raster and $C_{360}$ raster calculated from the elevation raster. Note the strong resemblance between the $H_{1250}$ raster and the $C_{360}$ raster. This degree of similarity suggests that the two variables are very similar at some scale(s) (Figure 3.4); thus, they express similar information about the terrain. Although $H_d$ and $C_d$ are highly correlated, we explore both parameters in our analysis.
Figure 3.5: A comparison of a) elevation raster, b) $H_{1250}$ and c) $C_{360}$. Note the similarity between the $H_{1250}$ and c) $C_{360}$. 
3.4.2 Residual analysis

Ground motion at a site is typically predicted using a ground motion prediction equation (GMPE) (Kramer, 1996). For the purpose of this study, spectral acceleration ($S_a$) is used as the measure of intensity of the ground motion. A typical ground motion prediction equation is modeled as:

$$\ln S_a(T) = f(M, R, \theta) + \delta B_e + \delta W_{es}$$  \hspace{1cm} (3.1)

where $\ln S_a(T)$ is the natural logarithm of the observed spectral acceleration at a site for period $T$; $f(M, R, \theta)$ is the median prediction from a ground motion model where $M$ is magnitude of the earthquake, $R$ is the source-to-site distance and $\theta$ is an array of other predictor variables and model coefficients; $\delta B_e$ is the between-event residual, also known as the inter-event residual; and $\delta W_{es}$ is the within-event residual, or intra-event residual. $\delta B_e$ is the average residual of the GMPE prediction from a given earthquake, $e$, which is common at all sites recording that event. $\delta W_{es}$ is the shift of an observation at a station, $s$, from the median prediction for an earthquake, $e$, over all stations at which the event was recorded. Both $\delta B_e$ and $\delta W_{es}$ are modeled as random normal variables with zero means and standard deviations of $\tau$ and $\phi$, respectively. The $\delta W_{es}$ term can be further partitioned into two components:

$$\delta W_{es} = \delta S2S_s + \delta WS_{es}$$  \hspace{1cm} (3.2)

where $\delta S2S_s$ is the site residual and $\delta WS_{es}$ is the site-and-event corrected residual. The term $\delta S2S_s$ is the repeatable site residual that is common for each ground-motion recorded at a site. Both terms are modeled as random normal variables with zero means and standard deviations of $\phi_{S2S}$ and $\phi_{SS}$, respectively. The $\phi_{S2S}$ term is defined as the site-to-site variability and $\phi_{SS}$ is known as the event-corrected single-station variability. As topographic effects are
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site-specific, the bias in residuals from topography is expected to be present in the site residual.

In this study, we use the Chiou et al. (2010) model as our reference model to study topographic effects. We elected to use the Chiou et al. (2010) functional form over developing a new GMPE because we wish to leverage the predictive capabilities of an established model. Furthermore, we do not seek to create a new GMPE, but to understand topographic effects. The general form of the Chiou et al. (2010) ground motion model is as follows:

\[
\ln(y) = \ln(y_{ref}) + \phi_1 f_1(V_{s30}) + \phi_2 f_2(V_{s30}, y_{ref}, \delta B_e; \phi_3, \phi_4) + f_3(Z_{1.0}; \phi_5, \phi_6, \phi_7, \phi_8) + \delta B_e + \delta W_{es} \tag{3.3}
\]

where \( f_1, f_2, \) and \( f_3 \) are given by:

\[
f_1 = \min(\ln(\frac{V_{s30}}{1130}), 0) \tag{3.4}
\]

\[
f_2 = (e^{\phi_3(\min(V_{s30,1130})-360)} - e^{\phi_3(1130-360)})\ln(\frac{y_{ref}e^{\delta B_e} + \phi_4}{\phi_4}) \tag{3.5}
\]

\[
f_3 = \phi_5 \left(1 - \frac{1}{\cosh(\phi_6 \max(0, Z_{1.0} - \phi_7))}\right) + \frac{\phi_7}{\cosh(0.15 \max(0, Z_{1.0} - \phi_7))} \tag{3.6}
\]

and \( y \) is the observed ground motion intensity at a site; \( y_{ref} \) is the median predicted ground motion at the reference site; \( \phi_1 - \phi_8 \) are the ground motion model coefficients. Note that if the ground motion model is refitted using the updated \( V_{s30} \) values, we can expect the values of some of the coefficients in the model to change; specifically the ones associated with functions that contain the \( V_{s30} \) parameter, that are functions \( f_1 \) and \( f_2 \). This may also result in a change in the distribution of the residual components \( \delta B_e \) and \( \delta W_{es} \) at some sites. As we are interested in the site terms (that are computed from the \( \delta W_{es} \) term) for the study
of topographic effects, it is important that we refit the SMM model for the updated $V_{S30}$ values and re-compute the residual components. Our preliminary analyses indicate that the changes in $V_{S30}$ values at some of the sites did not result in significant changes in the $\delta B_e$ term. This is likely because the updated $V_{S30}$ values did not cause a systematic bias in the site terms. Moreover, the $\ln(y_{ref})$ and the $f_3(Z_{1.0})$ terms do not depend on the $V_{S30}$ value. We thus use the same functional form and coefficients for these terms in the new model.

The only terms that change with the $V_{S30}$ update are $f_1$ and $f_2$ and thus we refit coefficients $\phi_1$ and $\phi_2$ in the new model. The coefficients $\phi_3$ and $\phi_4$ have higher order effects and make the regression problem non-linear. Furthermore, some of the changes in model predictions, due to changes in the values of $\phi_3$ and $\phi_4$, can be absorbed by varying the values of $\phi_1$ and $\phi_2$. Thus, for simplicity, we fix the coefficients $\phi_3$ and $\phi_4$ to values estimated by Chiu and Youngs (2008) while performing the regression. Note that these values did not change in the updated results provided in Chiu et al. (2010). Subtracting $\ln(y_{ref})$, $\delta B_e$, and $f_3(Z_{1.0})$ from both sides of Equation 3.3 and substituting $\delta W_{es}$ from Equation 3.2 gives us:

$$\delta W^* = \phi_1 f_1(V_{S30}) + \phi_2 f_2(V_{S30}, y_{ref}, \delta B_e; \phi_3, \phi_4) + \delta S2S_s + \delta WS_{es} \quad (3.7)$$

where

$$\delta W^* = \ln(y) - \ln(y_{ref}) - \delta B_e - f_3(Z_{1.0}) \quad (3.8)$$

After evaluating $\delta W^*_{es}$ for each recording, we recomputed coefficients $\phi_1$, $\phi_2$, and $\delta S2S_s$, $\delta WS_{es}$ using the updated $V_{S30}$ values. Figure 3.6 shows a plot of $\delta S2S_s$ from Equation 3.7 with $H_{1250}$ for PGA and PSA at $T = 0.3$ s and $T = 1$ s. Note that for periods of 0.3 s and 1 s, the average site term is positive for higher values of $H_{1250}$, negative for lower values of $H_{1250}$, and has a value close to zero for intermediate values of $H_{1250}$. Similar trends are observed with relative elevations at all other scales. Figure 3.7 shows the variation of mean site residuals for each topographic class with scale. There are clear biases in the mean site residuals for some scales and periods but only for the high and low topographic classes.
These trends possibly suggest amplifications and de-amplifications in ground motions within the respective classes. The apparent topographic biases are greater for low sites for smaller scales, especially at a spectral period of 1 s, however these values are poorly constrained, as indicated by a higher standard error.

Figure 3.8 shows a plot of sample standard deviation of the site terms ($\phi_{S_{2S}}$) or the site-to-site variability for each of the topographic classes at different scales. A higher variance in the site terms (i.e., larger $\phi_{S_{2S}}$) can be expected for high and low sites compared to intermediate sites in the period range where topography significantly affects ground motions. A probable reason for such an observation could be that our proposed classification scheme groups features together and ignores complicated aspects of ridge and/or valley geometry, such as the direction and dimensions of the ridge, steepness of the slope, and other such details. Omitting these factors that contribute to the overall site response can increase the uncertainty in the response of these features to an earthquake. Intermediate sites, on the other hand, are often flat terrains with relatively smaller slopes and thus the sites classified as intermediate are relatively less likely to show the same variability in their site response.

In this study, we observe that $\phi_{S_{2S}}$ is higher for low and/or high sites than the intermediate sites, but only at some scales and some periods (see, for example, Figure for T = 0.3 s). Topographic effects are also known to be frequency dependent, where the frequency depends on the dimensions of the topographic feature (e.g., Geli et al., 1988), which can explain why this trend is not observed across all scales and periods.

Even though the trends in site residuals are visually evident, it is important to determine whether the difference in the mean site terms is statistically significant. To test this hypothesis, we apply the analysis of variance (ANOVA) method (Rice, 1995) to determine if the mean $S_{2S}$ are significantly different for the three topographic classes. Given that the classification of a station as high, low, or intermediate depends on the choice of scale and threshold, the results of ANOVA also depend on the scale and threshold chosen. We thus repeated this analysis for all other combinations of scales and thresholds. The p-values from ANOVA are presented in graphical format in Figure 3.9. Low p-values indicate that there
Figure 3.6: Site residuals ($\delta S^2S_s$) from Equation 3.7 are plotted against $H_{1250}$ Mean site residuals for the three classes of $H_d$: high, low, and intermediate, using a threshold of 15 m are shown as straight lines.
Figure 3.7: Mean $\delta S2S_s$ for each site class (high/intermediate/low) along with a +/- 1 standard deviation error is shown for scales from 500 m to 3000 m. A threshold of 15 m is used for classifications.
Figure 3.8: $\phi_{S2S}$ for each site class (high, low, and intermediate) is shown for all the scales from 500 m to 3000 m. A threshold of 15 m is used for classifications.
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Figure 3.9: P-values from variance analysis of $\delta S^2 S_s$ are presented in a graphical format for a) PGA, b) $T = 0.3$ s and c) $1$ s. P-values of 0.05 and less indicate that the means site residuals for the three topographic class high, low, and intermediate are significant for that scale and threshold pair. This analysis is not possible on a scale of 250 m and thresholds of 20 m, 25 m as for this combination of scales and threshold, not all the three classes were populated by stations (hence the white regions in the plot).

is a higher chance that the mean residual for all the three topographic classes are not equal. Note that for PGA, there is no statistically significant differences between classes at almost all scales and thresholds, but for $T = 0.3$ s and for $T = 1$ s, there are statistically significant differences in the mean at various scales and thresholds. The results from the ANOVA test can be used to select a scale and a threshold that ensures a high probability that the mean residuals of the three topographic classes would be significantly different. It can be seen in the figure that various combinations of scales and thresholds have p-values of less than 0.05 for $T = 0.3$ s and for $T = 1$ s, and one could potentially choose any of those pairs. We also observed that the correlation coefficients between site residuals at $T = 0.3$ s and the relative elevation parameter are larger for smaller scales ($d = 250$ m to $500$ m) and at $T = 1$ s, the correlation is larger for larger scales ($d = 1250$ to $1500$). However, the differences in terms of a predictive model are small, and therefore, for simplicity we chose to use a single scale for both spectral periods. We select 1250 m as our scale and 15 m for threshold because these parameters account for at least 46 stations in each category, which allows for a stable estimate of the average site terms within each class.
3.5 Regression/Model development

In the previous section we demonstrated that spectral acceleration residuals, at some periods, show a bias that is remedied by the topographic parameter. To model this dependency, a generic topographic term is added to Equation 3.7. The basic form of the resulting regression equation is given as:

\[
\delta W^* = f_{\text{topo}} + \phi_1 f_1(V_{s30}) + \phi_2 f_2(V_{s30}, y_{\text{ref}}, \delta B_{\epsilon}; \phi_3, \phi_4) + \delta S2S + \delta W_{Ss} \tag{3.9}
\]

where \(\phi_1\) and \(\phi_2\) are the coefficients for functions \(f_1\) and \(f_2\), \(V_{s30}\) is the updated value of \(V_{s30}\), and \(f_{\text{topo}}\) is a function of a topographic parameter. The topographic parameters used here are \(H_{1250}\) and \(C_{360}\). Even though these variables are highly correlated, we consider both of them to see which of these parameters fit the data better when we use the same functional form for both of them. To model topographic effects, we consider two functional forms: linear and the multi-linear. The linear functional form varies linearly with the topographic parameter. The multi-linear functional form has three constant levels of amplification for three topographic classes: high, low, and intermediate, with two transition zones connecting them in order to keep the predictions continuous across the class boundaries. To classify stations as high, low, and intermediate, we used a threshold of 15 m with the parameter \(H_{1250}\) and a threshold of 0.04 with the parameter \(C_{360}\). The threshold for \(H_{1250}\) is obtained through ANOVA (see previous section). The \(C_{360}\) threshold is approximated using the relation between \(H_{1250}\) and \(C_{360}\) (Figure 3.4). As we are fitting two functional forms using two parameters, we have a total of 4 models. The descriptions of these models are given in Table 3.1. Note that model 1 in the table corresponds to Equation 3.7 that does not contain a term for topography, and that has been refitted using the updated \(V_{s30}\) values. We have included this model in the discussion so that it can be used as a base model to compare the performance of other models.
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Table 3.1: $y_N$ values for the models at periods of 0.3 s and 1 s.

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Model Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No Topo Term</td>
</tr>
<tr>
<td>2</td>
<td>Linear $H_{1250}$</td>
</tr>
<tr>
<td>3</td>
<td>Multi-linear $H_{1250}$</td>
</tr>
<tr>
<td>4</td>
<td>Linear $C_{360}$</td>
</tr>
<tr>
<td>5</td>
<td>Multi-linear $C_{360}$</td>
</tr>
</tbody>
</table>

In this regard, we define a variable $y_N$ (index $N$ corresponds to model $N$ from Table 3.1) such that:

$$y_N = \sqrt{(\phi_{S2S})^2 - (\phi_{S2SN})^2} \quad (3.10)$$

where $\phi_{S2SN}$ is the $\phi_{S2S}$ value for model $N$. $y_N$, by definition, quantifies the reduction in the site to site variability when topography is accounted for in the model. We use Model 1 as a reference for this computation as it does not contain any topographic term. Any change in the site to site variability is then attributable to the introduction of a topographic term in the model. A higher $y_N$ value indicates a greater reduction in the site to site variability and hence a model with a higher $y_N$ should be preferred over other models. The $y_N$ values are computed using the results from the regression and are presented in Table 3.2.

We find that all of the models lead to similar $y_N$ values at both periods. It is difficult to discern which of these models fit the data better based just on the $y_N$ values. However, we feel that models 3 and 5 may extrapolate better for the parameter values outside the range of values used to fit the model, as the model predicts constant values beyond a given threshold. Between models 3 and 5, we choose to focus the discussion on Model 3 because it is based on the $H_{1250}$ parameter which is relatively easier to compute.
Table 3.2: Models used to capture topographic effects

<table>
<thead>
<tr>
<th>Model No.</th>
<th>$y_N(0.3s)$</th>
<th>$y_N(1s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.0822</td>
<td>0.1070</td>
</tr>
<tr>
<td>3</td>
<td>0.0790</td>
<td>0.1160</td>
</tr>
<tr>
<td>4</td>
<td>0.0838</td>
<td>0.1137</td>
</tr>
<tr>
<td>5</td>
<td>0.0740</td>
<td>0.1109</td>
</tr>
</tbody>
</table>

3.5.1 Proposed model

Our proposed model is given by:

$$\ln(y) = f_{topo} + \phi_1 f_1 + \phi_2 f_2 + f_3(Z_{1.0}) + \delta B_e + \delta S2S_s + \delta W S_{es}$$

(3.11)

where

$$f_{topo} = \begin{cases} 
  c_{low} & H_{1250} < -40 \\
  c_{int} & -15 < H_{1500} < 15 \\
  c_{high} & H_{1500} > 40 
\end{cases}$$

(3.12)

with linear transition zones between $H_{1250}$ of -40 m to -15 m, and between 15 m to 40 m.

The values of the three coefficients shown in equation 3.12 are provided in Table 3.3. Figure 3.10 shows the function $f_{topo}$ plotted against $H_{1250}$ for $T = 0.3$ s and $T = 1$ s. For sites with low $H_{1250}$, our model predicts strong negative bias, which is controlled by very few data points (see Figure 3.6); hence, these values must be used with caution.

The $c_{int}$ values in Table 3.3 appear to indicate a negative bias for the intermediate sites. However, most of this bias emerges from refitting coefficients $\phi_1$ and $\phi_2$ (Equation 3.9). Note that the original values of $\phi_1$ were -0.6444, -0.799, and $\phi_2$ were -0.2405, -0.0699 for spectral periods of 0.3 s, and 1 s, respectively. We have no reason to believe that the intermediate sites should be biased with respect to the original GMPE, given that a majority of the
Table 3.3: $y_N$ values for the models at periods of 0.3 s and 1 s.

<table>
<thead>
<tr>
<th>$T$ (s)</th>
<th>$c_{low}$</th>
<th>$c_{int}$</th>
<th>$c_{high}$</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>$\phi_{s2s}$</th>
<th>$\phi_{ss}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>-0.2921</td>
<td>-0.1346</td>
<td>0.0654</td>
<td>-0.7398</td>
<td>-0.4333</td>
<td>0.4301</td>
<td>0.5130</td>
</tr>
<tr>
<td>1</td>
<td>-0.5911</td>
<td>-0.1211</td>
<td>0.0564</td>
<td>-0.9236</td>
<td>-0.3511</td>
<td>0.3874</td>
<td>0.4463</td>
</tr>
</tbody>
</table>

stations are in this class. What is more relevant for predictive purposes is the differences between the topographic classes, which can be computed from the difference between the $c_{low}$ and $c_{high}$ coefficients, and the $c_{int}$ coefficients in Table 3.3. These differences are equivalent to amplification/deamplification values at high and low sites of 1.22 and 0.85 for $T = 0.3$, and 1.19 and 0.63 for $T = 1$ s, respectively.

### 3.5.2 Model diagnostics

Figure 3.11 shows $\delta S2S_s$ from the proposed model (Equation 3.11) plotted with $H_{1250}$. The absence of any trend suggests that the proposed model for topography properly accounts for its effects. Figure 3.12 shows the site terms ($\delta S2S_s$) from the proposed model plotted with the updated $V_{S30}$ values. Note the absence of any significant trend, which indicates that the introduction of a topographic term did not introduce bias in the $V_{S30}$ scaling term, suggesting that both effects are uncoupled. To further check for any unaccounted interaction between topography and $V_{S30}$, plots of $\delta S2S_s$ against $H_{1250}$ for different $V_{S30}$ bins are made (Figure 3.13). The plots lack any significant trend indicating that the model described by Equation 3.12 adequately accounts for both the effects of topography and $V_{S30}$ together.

### 3.6 Conclusion

We examine the effects of topography on earthquake ground motion using the small to medium magnitude earthquake ground motion database from Chiou et al. (2010) and geo-
Figure 3.10: The multi-linear functional form shown in Equation 3.12 is plotted with $H_{1250}$ for a) $T = 0.3$ s and b) $T = 1$ s. The transition from low to intermediate occurs from $x = -40$ m to -15 m and from intermediate to high from $x = 15$ m to 40 m. No correction is proposed for the PGA.
Figure 3.11: $\delta S_2 S_s$ terms from Equation 3.11 are plotted with $H_{1250}$. A moving average of the $\delta S_2 S_s$ terms computed using local regression (loess) is also shown. Most of the residual trend from Figure 3.6 is removed suggesting that Equation 3.12 accounts for most of the topographic effect in the ground-motion intensity.
Figure 3.12: $\delta S_2 S_s$ terms from Equation 3.11 are plotted with $V_{s30}$ values at the station. A moving average of the $\delta S_2 S_s$ terms computed using local regression (loess) is also shown. Absence of any trend indicates that using the (Chiou et al., 2010) functional form with the new $V_{s30}$ values does not produce any bias in $V_{s30}$ scaling.
Figure 3.13: $\delta S_{2S}$ from Equation 3.11 plotted with $H_{1250}$ at the station for different $V_{S30}$ bins. A moving average of the $\delta S_{2S}$ terms computed using local regression (loess) is also shown. Lack of any significant trend suggests that there is no coupling between $V_{S30}$ and topography.
metric parameters derived from elevation data for California. The two topographic parameters considered are relative elevation and smoothed curvature. An analysis of site residuals from the ground motion model with respect to these topographic parameters shows that both parameters are effective in capturing the bias in the ground motion residuals. In an effort to include these topographic terms in the existing ground motion model, a linear mixed effects regression is performed using two types of functional forms using each of the topographic parameters. We propose a multi-linear functional form using relative elevation to correct the Chiou et al. (2010) SMM model for PSA at periods of 0.3 s and 1 s. We do not propose modifications for the PGA model because we did not observe any residual trends with the topographic parameters considered. As the data for the study comes from California, further study would be required to test the applicability of this model to regions outside California.

This model does not purport to address all the aspects of topographic effects as the proposed corrections only address the average effects of topography. There could still be some effects not accounted for by the model. More elaborate numerical analysis might be a better choice for site-specific analysis. However, the numerical analysis results typically depend on a large number of variables (e.g. input motion, frequency content, angle of incidence, etc.). When these variables are properly accounted for, the resulting variability in the topographic amplification factors tend to be large. Therefore, site-specific numerical analyses should be conducted with extreme care and should aim at capturing potential uncertainties. We would also like to highlight that this paper is not an attempt to understand the physical basis of topographic effects, as various other publications have already addressed this aspect. Our goal was to extract the average effects of topography from the given database of recorded ground motions, and we achieved it through a simple parameterization scheme. This approach has its own obvious limitations. However, the observed biases in the dataset indicate that first-order predictions of the biases can be made with this simple parameterization. This effort does not negate further efforts to obtain better predictions using more elaborate physical models. Finally, we note that this model has to be used with caution in hazard analysis because it is based only on two spectral periods.
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Chapter 4

Empirical terrain-based topographic modification factors for use in ground motion prediction

Adapted with little modifications from

4.1 Abstract

We perform an empirical analysis to study the effects of surface topography on ground motions using the global NGA-West2 dataset and the *Chiou and Youngs (2014)* model as the reference ground-motion model. We quantify topography at a site using three geomorphometric parameters: smoothed curvature, smoothed slope, and relative elevation. We examine the relationship between the site residuals, which represent the average modeling error of the reference GMPE at a station, and the three topographic parameters. Our analysis shows
that there is a systematic trend in the site residuals with respect to the relative elevation parameter and the smoothed curvatures and that these trends are statistically significant. To account for the observed trends, we propose a modification to the Chiou and Youngs (2014) model to account for topographic effects on both the median and the standard deviation.

4.2 Introduction

This paper presents a model to predict the effects of earth’s surface topography on earthquake ground motion. The model is based on an empirical analysis of the intra-event residuals from the Chiou and Youngs (2014) ground motion prediction equation (GMPE) and proposes smoothed period-dependent factors that can be used with GMPEs to predict topographic effects at any site in the future. This work is motivated by and builds on the study presented in Chapter 3 where we observed a systematic bias in the site residuals from a small-to-moderate magnitude earthquake (SMME) GMPE (Chiou et al., 2010) with respect to parameters derived using the surface elevations near the recording stations. In Chapter 3 we proposed a topographic modification to the Chiou et al. (2010) model; however, that model had certain limitations. First, the Chiou et al. (2010) model was available for only two spectral periods, and so the dependence of scale or the dimension of the feature on spectral periods could not be effectively evaluated. Second, the model cannot be used for hazard analyses that require predictions over a full range of spectral periods. The current work addresses both these shortcomings and extends that study to the larger NGA-West2 database.

We parameterize topography at the recording stations using three parameters; relative elevation, smoothed curvature, and smoothed slope. All the parameters are derived using the elevation data near the recording stations. We use the intra-event residuals from the Chiou and Youngs (2014) ground motion model to compute site terms at each recording station, and test the significance of the trends in the site residuals with respect to the above three topographic parameters. Other potential factors that may cause such trends
are evaluated and subsequently eliminated. These include potential sampling bias in the
data, improper modeling of site terms, or other unaccounted for spatial phenomena. We
also investigate the relationship between the topographic dimension and the periods they
affect, as numerous studies have indicated a link between the two (e.g., Geli et al., 1988;
Sánchez-Sesma and Campillo, 1991; Durand et al., 1999; Maufroy et al., 2015). We compute
associated uncertainties in the proposed modification factors using bootstrapping. These
uncertainties can be used to model epistemic uncertainties in a logic tree implementation of
the probabilistic seismic hazard analysis.

4.3 Ground motion data

We use the subset of the NGA-West2 database used by Chiou and Youngs (2014). This subset
consists of ground motion recordings from 300 earthquakes of magnitude 3 and higher, at
3208 stations located in the regions of California, Alaska, Japan, Taiwan, China, Turkey,
Italy, Iran, and New Zealand. We use the intra-event residuals from the Chiou and Youngs
(2014) GMPE to study topographic effects. As topographic effects are site effects, the
residual component of interest for this study are the site residuals, which represent the
average error in prediction at a site, after removing the effects of earthquakes. To obtain
site residuals, the intra-event residuals ($\delta W_{es}$) are partitioned as follows:

$$\delta W_{es} = \delta S^2 S_s + \delta W S_{es}$$ (4.1)

where $\delta S^2 S_s$ are the site residuals, $\delta W S_{es}$ are the site-and-event corrected residuals, and
the subscripts $e$ and $s$ represent a given event and a given site, respectively. Each of the
components of Equation 4.1 are assumed to be zero mean random variables with standard
deviations $\phi$, $\phi S^2 S$, and $\phi S S$ for $\delta W_{es}$, $\delta S^2 S_s$ and $\delta W S_{es}$, respectively. For additional discussion
on the partition of residuals from GMPEs see Atik et al. (2010) or Rodriguez-Marek
et al. (2011). To get stable estimates of site residuals at each station, we only include stations
Figure 4.1: Locations of earthquake hypocenters and ground motion recording stations for the data used in this study. Only stations with three or more recordings are considered. This filtering of data resulted in stations within a) California and b) Japan.

with three or more recording on them. This constraint results in a total of 9,195 ground motions at 798 stations, located in California and Japan (Figure 4.1). The magnitude and distance distribution of the selected records are shown in Figure 4.2. The dataset consists of ground motion residuals at 105 spectral periods from 0.01 s to 10 s.

4.4 Methodology

4.4.1 Topographic Parameterization

Capturing topographic effects in a form that can be included in a GMPE requires the definition of a set of parameters that quantify topography. Geomorphometric parameters such as
slope, curvature, surface roughness, relative elevation are some important descriptors of land surface geometry have often been used for land element classification (e.g., Goldgof et al., 1990; Irvin et al., 1997; Burrough et al., 2000; Jones et al., 2000; MacMillan et al., 2000). Out of the above parameters, slope is often the most studied parameter in the context of topographic effects (e.g., Nguyen and Gatmiri, 2007; Ashford et al., 1997; Bouckovalas and Papadimitriou, 2005). These studies suggested that the amplifications at the crest of a 2D slope typically increased with slope angles. More recently, Maufroy et al. (2015) used numerical simulations to show that, for a realistic 3D topography, the smoothed measures of surface curvature are strongly correlated with median topographic amplifications. In Chapter 3, we found that both the smoothed curvature (C) and the relative elevation (H) parameter are correlated with biases in ground motion residuals. Based on these findings, we select the following three parameters for our study: slope (S), curvature (C) and relative elevation (H).

Slope is defined as the first spatial derivative of elevation and quantifies the steepness of the earths surface. Curvature is the second spatial derivative of a surface and quantifies
the convexity/concavity of the surface. Curvature values are positive for convex feature such as a hill or a ridge, and are negative for concave feature such as a valley or a canyon. A curvature of zero indicates the presence of a region where the slopes do not change and so it can be either a side of slope or a plain. Slopes and curvatures of a surface on earth can be computed using the built-in tools in ArcGIS (ESRI, 2011) on the elevation data. These tools however use a conventional 3 by 3 matrix of neighboring elevations from a digital elevation model (DEM) to compute these values. DEM is a raster data format where elevation values are arranged in a rectangular grid, or cells. Due to the default choice of neighborhood size in these computations, the outputs from these tools provide curvature and slope values that are local to a cell. As we are interested in using these parameters as a proxy for topography at a ground motion recording station, using such a local estimate of the parameter at the station will disregard the overall dimension or the scale of the feature the station is sitting on. To overcome this issue, we consider simple modifications of both these parameters: smoothed slopes and smoothed curvatures. To compute these parameters we first smooth out the DEM using different scales (window size) and then perform slope and curvature computations on the smoothed DEM. The window we use for smoothing is a circle centered at the grid cell at which the parameter values are to be computed. We refer to the diameter of this circle as the scale parameter \( d \). Smoothing fades away smaller irregularities (relative to the window size) from the DEM, and retains larger features. As a result, when we compute curvature and slopes of the smoothed DEM, we get the slopes and curvature values corresponding to those of the larger features. In this study, we use three scales for slope and curvature computations: \( d = 180 \text{ m} \), \( 360 \text{ m} \) and \( 720 \text{ m} \). The effect of smoothing on slope and curvature parameter is shown in Figure 4.3. Note that at larger values of scale, the elevation raster loses its sharpness due to an increased level of smoothing. Similarly, the corresponding slope and curvature rasters show broader features.

The third parameter we use is relative elevation \((H_d)\), also referred to in the literature as topographic position index. It is the difference between the elevation at a point on the surface and the mean elevation in the neighborhood of the point. This parameter has been
Figure 4.3: The top row consists of smoothed elevation raster, with a) no smoothing, b) smoothing using a scale of 360 m, and c) smoothing using a scale of 720 m. The middle row shows corresponding smoothed slopes and the bottom row shows corresponding smoothed curvatures. Both smoothed slopes and curvatures are computed using corresponding smoothed elevations.
used in the past to delineate ridges, slopes, and valleys in watershed study (e.g., Guisan et al., 1999; Jones et al., 2000). The details on the computation of this parameter can be found in Chapter 3. In this study, we compute $H_d$ values at three scales ($d$): 500 m, 1500 m, and 3000 m. The effect of scale $d$ on $H_d$ is shown in Figure 4.4. We can see in the figure that as the value of $d$ increases, the finer details are lost, and wider features are extracted.

All of the above topographic parameters are computed in ArcGIS using the elevation data around the stations. The elevation data for California stations is the National Elevation Dataset downloaded from the National map viewer service maintained by the USGS (http://viewer.nationalmap.gov/viewer/, last visited on 10/15/2014) and has a horizontal resolution of 1 arc-s or approximately 30 m. The elevation data for the Japanese stations is the ASTER GDEM v2 data downloaded from the ASTER GDEM website (http://asterweb.jpl.nasa.gov/gdem.asp, accessed on 10/15/2014), which is a joint product by Ministry of Economy, Trade and Industry of Japan and the United States National Aeronautics and Space Administration. The horizontal resolution of this data is also 1 arc-s.

In Chapter 3, we found that relative elevations and smoothed curvatures were highly correlated. A similar relationship was observed for this dataset too (Figure 4.5). This implies that the use of both parameters simultaneously does not provide any additional information about the topography, especially in an empirical study such as this. Therefore we decided to only use slope and relative elevation for further analysis. We select relative elevation over curvature as it is relatively easier to compute.

### 4.4.2 Residual analysis

In this section, we examine the site residuals for any trends with respect to the topographic parameters. Upfront, we did not observe any trends in the site residuals with respect to the smoothed slopes at any scales or periods (Figure 4.6). This may seem contrary to the findings from previous studies where slope angles were shown to affect the ground motion intensities.
Figure 4.4: The variation of relative elevation with scale is shown here. a) is the elevation raster, b) is $H_{500}$, c) is $H_{1500}$, and d) is $H_{3000}$. Note that at smaller scales, finer features are visible. As the scale is increased, broader features become more prominent and finer details are lost.
Figure 4.5: Scatterplot of $C_{360}$ and $H_{1500}$. The two parameters have a high linear correlation.
at the crest and troughs of 2D slopes (e.g., Boore, 1972; Bouckovalas and Papadimitriou, 2005), with steeper slopes causing higher amplifications. However, it is important to realize that for a 2D slope of a fixed height, a change in the slope gradient also implies a change of smoothed curvature at the crest of the slope, with steeper slopes resulting in higher smoothed curvatures; therefore it is likely that the observed amplification at the crest in these studies were indeed a result of higher curvatures. Because of its lack of correlation with site residuals, we do not further pursue smoothed slope as a proxy of topography for quantifying topographic effects on ground motions. On the other hand, the site residuals show a clear positive trend with parameter $H_{1500}$ at periods of 0.3 s, 1 s, and 3 s (Figure 4.7). In the next section, we test whether the residual trends with respect to $H_d$ are statistically significant and evaluate other potential factors that could cause similar trends to show up in the data.

### 4.4.3 Significance test

We test the statistical significance of the residual trends by first dividing the stations into three classes based on the value of the topographic parameter $H_d$ and then testing if the mean site residuals in each of the three classes are statistically different from each other. To do this, we denote the group of stations with $H_d > t\sigma_{H_d}$ as High, the group with $H_d < -t\sigma_{H_d}$ as Low, and the group with $t\sigma_{H_d} < H_d < t\sigma_{H_d}$ as Intermediate. Here, $t$ is a constant threshold and is used to set the class boundaries. $\sigma_{H_d}$ is the standard deviation of $H_d$ values at the stations in the dataset used in this study. We use $t$ values of 0.5 and 1, to see the effect of changing threshold on the classification and on the mean site residuals within each class. Figure 4.8 shows an example of the terrain shown in Figures 4.3 and 4.4 classified using this approach. Note that this classification depends on the value of $d$ (used to compute mean elevation), and $t$ (used to set the class boundaries). As we have selected 3 values of $d$ and 2 values of $t$, there are a total of 6 $d$-$t$ combinations. Each of these $d$-$t$ combinations leads to a different classification (see Figure 4.8).
Figure 4.6: Variation of site residuals ($\delta S_2 S_s$) from Equation 4.1 with smoothed slope at a scale of 180 m ($S_{180}$). A moving average of the $\delta S_2 S_s$ terms computed using local regression (loess) is also shown. There is no visible trend between the two variables indicating that slope does not systematically affect ground motions.
Figure 4.7: Variation of site residuals ($\delta S_{2S_s}$) from Equation 4.1 with relative elevation at s scale of 1500 m ($H_{1500}$). A moving average of the $\delta S_{2S_s}$ terms computed using local regression (loess) is also shown.
Figure 4.8: A terrain is classified using a threshold (t) values of 0.5 (top) and 1 (bottom) for scales of a) 500 m, b) 1500 m and c) 3000 m.
After determining the topographic class for each ground-motion station for a particular combination of \( d \) and \( t \), we use a mixed-effects regression along with Equation 4.1 on stations from a single class to compute class-specific \( \phi_{S2S} \) and \( \phi_{SS} \), as well as the mean site residual \( \delta S2S_s \), which is the average of the site residuals in that class. Regressions were conducted using the R package lme4 (Bates and Maechler, 2010). We repeat this process for stations in the other two classes and also for other combinations of \( d \) and \( t \). The resulting \( \delta S2S_s \) values for the three classes are shown as a function of the spectral period for different combination of \( d \) and \( t \) (Figure 4.9). We can see that there is an intermediate period range \((T = 0.2\) to \(T = 1\) s) for which the \( \delta S2S_s \) value for the high class becomes greater than the \( \delta S2S_s \) value for the other two classes. Higher \( \delta S2S_s \) value implies that the recorded ground motions on the stations in that class were on average higher than predicted by the GMPE. The \( \delta S2S_s \) value for the low class typically reduces as period increases and becomes the lowest of the three classes for periods longer than 0.5 s. This means that at longer periods, the recorded motions in the low class are on average lower than the median predictions. As a majority of the stations in the dataset are classified as intermediate \((557\) classified as intermediate, \(103\) as low, and \(138\) as high), the \( \delta S2S_s \) value for the intermediate class can be expected to approximate the total \( \delta S2S_s \) for the data. Thus, the \( \delta S2S_s \) value for the stations in the intermediate class is closer to zero compared to the other two classes. As the ground motion are presented in the log scale, the average amplification and de-amplification for each class can be computed by taking the exponent of the observed \( \delta S2S_s \) for that class.

We test the statistical significance of observed differences in the mean site residuals for the three topographic classes using the analysis of variance (ANOVA) method and the pair-wise Tukey’s HSD test (Miller, 2011). The null hypothesis is that the means of the three sets are equal. These tests return p-values; a p-value of less than 0.05 implies that the null hypothesis can be rejected with a 95 percent significance level. Figure 4.11 shows the p-values from the ANOVA and Tukey’s test for the 6 \( d-t \) pairs. A common trend in all of the 6 plots is that once the p-value from pairwise Tukey’s test for the intermediate-low pair becomes lower than 5 percent it continues to be lower than 5 percent. This means that
Figure 4.9: Mean site residuals ($\delta S_2 S_s$) for the high, intermediate and low class along with the +/- 1 standard deviation error bars.
the difference between the mean site residuals of the intermediate and low class becomes significant at a certain period and then remains to be significant at all subsequently longer periods. Another important observation is that the p-value for the intermediate − high pair is less than 5 percent for only three scale and threshold combinations: $d = 500$ m, $t = 1.0$ and $d = 1500$ m, $t = 0.5$ or 1.0 and only for a narrow period range. This may mean that the features that seem to affect ground motions for the given periods are extracted only at certain scales. This also means that for a certain scale, the topographic effects are visible only for a certain period range. Previous numerical studies have shown that the effects of topography at a given period are significant when the topographic features have dimensions comparable to the associated wavelengths (e.g. Geli et al., 1988; Sánchez-Sesma and Campillo, 1991; Durand et al., 1999; Maufroy et al., 2015). To investigate the exact relationship between spectral periods that are affected by topography, and the scales where the effects are most prominent in the recorded data, we compute correlation coefficients between $\delta S_2 S_s (T)$, and $H_d$ for different values of scales ($d$). These correlation coefficients will help us identify scales at which the site terms at a given period are most correlated with the relative elevation parameter. The values of these coefficients are shown in Figure 4.10. The cells in the figure are colored based on the numerical value contained in each cell. Note that the highest value of the coefficient in the figure is less than 0.2, suggesting that these correlations are very weak. These low values can be attributed to the high scatter in the site residuals. The relative values of these coefficients can tell us if there is any improvement in correlations moving from one scale to another, and from one period to another. For smaller periods ($T < 0.2$), the coefficients are either weakly negative or weakly positive, indicating that the parameter is not able to capture topographic effects at these periods, at any of the considered scales. At a scale of 500 m, there are relatively higher positive correlations ($\rho > 0.1$) at about 0.4 s. The correlation reaches a maximum at about 0.6 s, and diminishes after about 1 s. At a scale of 1500 m, the correlation is prominent at 0.4 s, reaches peak at 0.75, and diminishes after 2 s. For 3000 m, the correlation coefficient becomes significant at 0.5 s, reached maximum at 0.75 s, and declines at about 3 s. These results suggest that
Figure 4.10: Correlation coefficients values between the site residuals and the relative elevation parameters computed at scales of 500 m, 1500 m, and 3000 m

with an increase in scale, topographic effects are observable at larger periods. A possible explanation is that at smaller scales, the parameter extracts smaller features that influence smaller periods. At larger scales, larger features are extracted that affect higher periods. However, from Figure 4.9, we know that these higher correlation coefficients at a scale of 500 m and 3000 m must be controlled by stations in the low class, given there are no significant biases in the site residuals for high and intermediate class at any periods for these scales. The only scale that is able to capture the amplifications in the high class is 1500 m. For this reason, we select $H_{1500}$ as the parameter to include in the model. Also, out of the two $t$ values, we select a $t$ value of 0.5 as a lower value of threshold would result in more stations in the high and low classes (Figure 4.7) and allow for a model that is well constrained. The $t$ of 0.5 $\sigma_{H_{1500}}$ corresponds to a threshold of 17 m.
Figure 4.11: p-value from ANOVA and Tukey’s pairwise t-test at different period. The stations are classified using a scale of 500 m, 1500 m, and 3000 m and a threshold $t$ of 0.5, 1.
The site-to-site variability ($\phi_{S2S}$), and the within-site variability ($\phi_{SS}$) for the three topographic classes is shown in Figure 4.12. We expect to see a higher variability in the site residuals of high and low classes, compared to the intermediate class, in the period range where topography affects the ground motions. The reason behind such an expectation is that our classification scheme would group different kinds of ridges into the high class irrespective of other aspects of ridge geometry such as the direction of elongation of the ridge and the dimensions of the ridge. These factors can increase variability in the response of the high class as a whole to the ground motions. A similar argument will hold for the low sites. On the other hand, the majority of the station classified as intermediate in our dataset have smaller slopes and are thus mostly in plains. A flat region is less likely to have the same amount of variability in their response to an earthquake. We see this expected behavior, only up to a period of about 1 s. It is likely that after 1s, the number of observations in the dataset drops, making it difficult to constrain $\phi_{S2S}$ values. Some small differences were also observed in $\phi_{SS}$ values, with slightly higher $\phi_{SS}$ values for the low stations at short periods and small values of the scale parameter. The $\phi_{S2S}$ values were however not found to be stable when we selected fewer stations by increasing the limit on minimum number of recordings per site (see Appendix A). We therefore use the same site-to-site variability and single-station variability for all three classes in our model.

### 4.4.4 Other factors

The significance tests confirm that the differences in mean site residuals of the three topographic classes are statistically significant at some periods. Such trends may also result from other factors such as an improper modeling of site-effects (modeled using $V_{s30}$) or deep basin effects (modeled using $Z_{1.0}$), in which case our topographic parameter would be serving as a proxy for these effects. To test the first concern, we plot the site residuals with $V_{s30}$ values for the three topographic classes (Figure 4.13). The moving average of site residuals for high, low, and intermediate class does not indicate a significant change in mean site residuals for
Figure 4.12: Variation of site-to-site variability or the $\phi S2S_s$ values for high, low, and intermediate sites with period. The stations are classified using a scale $d$ of 1500 m, and a threshold $t$ of 0.5 each class with $V_{S30}$ suggesting that the observed biases in the site residuals with respect to $H_{1500}$ parameter are more or less independent of $V_{S30}$ values. We also analyze the histograms of magnitude, distance, and $Z_{1.0}$ (Figure 4.14) and they show a similar distribution of the parameter value across the three topographic classes, suggesting that sampling biases do not affect the topographic classes.

### 4.4.5 Regional differences

In this section, we check if there is a regional variation in the observed trends. We plot the site residuals with $H_{1500}$ for the three regions of Japan, North California and South California for a period of 0.5 s (Figure 4.15). We observe that a majority of stations in Japan have an $H_{1500}$ value of zero or lower, meaning that only a few of the stations are in the high class. Similarly, for Northern California, most the stations have a $H_{1500}$ value of zero or higher, meaning that only a few stations are in the low class. Southern California is more balanced in terms of its distribution of stations in the high and low classes. We can also see that most of the trend in the site residuals is contributed from the stations in southern California. However, more data would be necessary to properly constrain regional differences.
Figure 4.13: Variation of the site terms ($\delta S_{2S_s}$) with $V_{S30}$ at the ground motion stations for the three topographic classes. The classification is done using a scale of 1500 m and a threshold corresponding to $t = 0.5$. Moving average value of site terms for a topographic class is also shown along with the 95 percent confidence interval. The average value for site terms within each class does not seem to change significantly with the $V_{S30}$ values, suggesting that the two are not correlated.
Figure 4.14: Histogram of Closest distance, Magnitude and $Z_{1.0}$ value for the three topographic classes. The classification is done using a scale ($D$) of 1500 m and a threshold ($t$) of 0.5.

Figure 4.15: Variation of site residuals ($\delta S2S_s$) from Equation 4.1 (prior to the removal of topographic effects) at a period of 0.5 s as a function of $H_{1500}$ for Japan, Northern California (NCal), and Southern California (SCal). It is evident that most of the residual trends observed in the total data is coming from SCal stations. Also, for Japan, majority of the stations have $H_{1500}$ value less than zero.
4.5 Model development

To account for the bias in residuals with respect to topography, we add a term containing our topographic parameter to the right side of Equation 4.1, as follows:

\[
\delta W_{es} = f(H_{1500}) + \delta S2S_s + \delta W_{es}
\]

where \(\delta W_{es}\) is the intra-event residual from the Chou and Youngs (2014) ground motion model, \(f\) is a function of the topographic parameter \(H_{1500}\), \(\delta S2S_s\) is the site residual after accounting for topographic effects, and \(\delta W_{es}\) is the site and event corrected residual. Following Chapter 3, we select a multi-linear functional form for \(f\) that has constant levels of spectral acceleration value for each topographic class with a linear transition from one class to the next class. The choice of this functional form is based on the fact that we observed distinct behavior within each class, as demonstrated by the different levels of mean site residuals (Figure 4.9), and that this behavior is also in agreement with previous studies. A multi-linear form proposes average levels of amplifications expected at sites within each class (e.g., high, low, or intermediate), and therefore it is much more robust in predictions than fitting say a linear model, that would predict increasing values of amplification for higher values of the topographic parameter, even though we do not have physical evidence to support such a model. The functional form we selected for accounting topographic effect is given by:

\[
f_{\text{topo}} = \begin{cases} 
c_{\text{low}} & H_{1500} < -20 \\
c_{\text{int}} & -17 < H_{1500} < 17 \\
c_{\text{high}} & H_{1500} > 20 
\end{cases}
\]

with linear transition zones for intermediate values of \(H_{1500}\) (e.g., -20 to -17 or 17 to 20 m). In the model, we have kept the transition zone from low/high class to intermediate class very steep such that the coefficient values can be more realistically constrained, which was an issue in the model presented in Chapter 3.
Figure 4.16: The resulting bootstrapped models from Equation 4.3 for a period of 0.5 s along with the histograms of coefficients $c_{low}$, $c_{int}$ and $c_{high}$. The histograms show the mean value of the coefficient in a red dotted line.

The median value of the model in Equation 4.3 has an epistemic uncertainty associated with it. We capture this uncertainty using bootstrapping with replacement (e.g., Efron and Tibshirani, 1993) and fit Equation 4.3 to the data for 1000 random samples (1000 samples produced stable estimates for the parameter distributions). For each sample, different values of model coefficients for each period are obtained. The models obtained from bootstrapping are shown in Figure 4.16 for a period of 0.5 s. We compute the mean and the standard deviations of the three coefficients of the regression from the 1000 realizations. These standard deviations are a measure of the epistemic uncertainty in the estimated values of these coefficients. The values of cross-correlation between the bootstrapped coefficients $c_{low}$, $c_{int}$, $c_{high}$ are very small ($< 0.05$ for most cases), indicating that the coefficients are independently distributed. This implies that these uncertainties can be estimated independently.
Figure 4.17: Proposed modification factors, $c_{low}$ ($H_{1500} < -20$ m) and $c_{high}$ ($H_{1500} > 20$ m) for topography. Linear interpolation should be used to estimate the modification factors for absolute $H_{1500}$ values of 17 m to 20 m.

The value of the coefficient $c_{int}$ obtained from regression was fairly close to zero at all periods, and there is no reason to assume that they are different than zero. Because, we want to preserve the difference between different levels, we subtract $c_{int}$ from $c_{high}$, and $c_{low}$ and smooth these values, ensuring that the $c_{high}$, $c_{low}$ values gradually reach zero for periods where they were not significantly different than $c_{int}$. The updated coefficient values of coefficients $c_{low}$, $c_{high}$, and $\phi_s$ obtained through the mixed-effects regression on the full data set, and the epistemic uncertainties ($\sigma$) associated with each coefficient, obtained from bootstrapping are reported in Table 4.1. These values can be added directly to the GMPE to estimate topographic effects at a site. We note that the high sites in the dataset showed a maximum amplification at a period of 0.5 s, and the low sites showed maximum deamplification between periods of 2 - 4 s. We could not establish the exact reason for this behavior; however we think that the majority of sites classified as high and low might be experiencing some sort of topographic resonance at these periods. Figure 4.17 shows the variation of the proposed modification factors with period.
Table 4.1: Period dependent coefficients for f in Equation 4.3

<table>
<thead>
<tr>
<th>Spectral Period(s)</th>
<th>$c_{\text{low}}$</th>
<th>$\sigma(c_{\text{low}})$</th>
<th>$c_{\text{high}}$</th>
<th>$\sigma(c_{\text{high}})$</th>
<th>$\phi_{S2S}$</th>
<th>$\phi_{SS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.05</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.10</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.15</td>
<td>0</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.0323</td>
<td>0.0263</td>
<td>0</td>
<td>-</td>
<td>0.4894</td>
<td>0.5518</td>
</tr>
<tr>
<td>0.25</td>
<td>-0.0573</td>
<td>0.0248</td>
<td>0.0293</td>
<td>0.0167</td>
<td>0.4704</td>
<td>0.5497</td>
</tr>
<tr>
<td>0.3</td>
<td>-0.0778</td>
<td>0.0255</td>
<td>0.0532</td>
<td>0.0175</td>
<td>0.4580</td>
<td>0.5428</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.1100</td>
<td>0.0254</td>
<td>0.0910</td>
<td>0.0162</td>
<td>0.4396</td>
<td>0.5165</td>
</tr>
<tr>
<td>0.5</td>
<td>-0.1351</td>
<td>0.0226</td>
<td>0.1202</td>
<td>0.0158</td>
<td>0.4346</td>
<td>0.5060</td>
</tr>
<tr>
<td>0.75</td>
<td>-0.1805</td>
<td>0.0220</td>
<td>0.0851</td>
<td>0.0155</td>
<td>0.4335</td>
<td>0.4680</td>
</tr>
<tr>
<td>1</td>
<td>-0.2128</td>
<td>0.0219</td>
<td>0.0601</td>
<td>0.0142</td>
<td>0.4450</td>
<td>0.4460</td>
</tr>
<tr>
<td>1.5</td>
<td>-0.2583</td>
<td>0.0195</td>
<td>0.0250</td>
<td>0.0134</td>
<td>0.4309</td>
<td>0.4192</td>
</tr>
<tr>
<td>2</td>
<td>-0.2906</td>
<td>0.0192</td>
<td>0</td>
<td>-</td>
<td>0.4110</td>
<td>0.4054</td>
</tr>
<tr>
<td>3</td>
<td>-0.2906</td>
<td>0.0207</td>
<td>0</td>
<td>-</td>
<td>0.3854</td>
<td>0.3948</td>
</tr>
<tr>
<td>4</td>
<td>-0.2906</td>
<td>0.0213</td>
<td>0</td>
<td>-</td>
<td>0.3776</td>
<td>0.3830</td>
</tr>
<tr>
<td>5</td>
<td>-0.2764</td>
<td>0.0199</td>
<td>0</td>
<td>-</td>
<td>0.3772</td>
<td>0.3602</td>
</tr>
<tr>
<td>7.5</td>
<td>-0.2506</td>
<td>0.0236</td>
<td>0</td>
<td>-</td>
<td>0.3406</td>
<td>0.3483</td>
</tr>
<tr>
<td>10</td>
<td>-0.2323</td>
<td>0.0263</td>
<td>0</td>
<td>-</td>
<td>0.2802</td>
<td>0.3268</td>
</tr>
</tbody>
</table>
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Figure 4.18: Scatterplot of site terms ($\delta S2S_s$) from Equation 4.2 with $H_{1500}$ at the station. Lack of a significant trend suggests that the functional form in Equation 4.3 has accounted for most of the bias in the data.

4.5.1 Model diagnostic

The site residuals from Equation 4.2 (which include the effects of topography) are plotted with $H_{1500}$ and $V_{S30}$ for periods of 0.5 s, 0.8 s, 1 s, and 3 s (Figure 4.18 and 4.19). Lack of any trend with $H_{1500}$ indicates that the functional form has adequately accounted for the effects associated with $H_{1500}$. The apparent bias at very low $H_{1500}$ values ($H_{1500} < -150$) is due to one point alone; however, note that the confidence intervals still cover the zero line, so that apparent trend is not statistically significant. No trend with respect to $V_{S30}$ indicates that the modification for topographic effects did not introduce any biases with $V_{S30}$, and hence there is no interaction between $V_{S30}$ and $H_{1500}$ in our dataset.

We attributed the trends associated with $H_{1500}$ to the topography, as this parameter is derived using the topography at the site. However, the possibility that the observed trends result from other site-effects, such as basin effects, cannot be completely eliminated. This may happen if, for example, a majority of stations in the high class were also located on a
basin, where ground motions are typically amplified. In such a case, one cannot say with certainty that the average amplifications at those stations are only a result of topographic effects. However, in such a case, we can expect to see clusters of sites with higher site residuals in the data where basin effects are prominent. Doing a spatial clustering analysis of the site residuals will highlight any such potential spatial phenomenon. So, given the site residuals at each station in the dataset, we want to find out whether there are any significant spatial clusters within each topographic class: high, intermediate, and low. The details of this analysis are included in Appendix B. In summary, we found that there were no significant clusters of stations with high site residuals or clusters of stations with low site residuals within the high and low topographic classes. This means that the trends we observed in the site residuals earlier were not caused due to any other site-effects. The only place where we see significant clustering is in the intermediate class of stations in both California and Japan, however that doesn’t affect conclusions related to topographic effects. Note that no significant biases in the site residuals in that class were observed.
4.6 Comparison with proposed topographic modification factors in Chapter 3

There are three major differences between the model presented in this chapter and the model presented in Chapter 3. The first difference is in the choice of scale parameter to compute relative elevations that are used in the predictions. In Chapter 3 we used a scale of 1250 m, whereas in the current study we use a scale of 1500 m. The second difference is in the choice of thresholds and transition zones in the fitted multi-linear function. In Chapter 3 model, the transition zones were between absolute $H_{1250}$ values of 15 m, and 40 m, whereas in this chapter we selected a transition zone between $H_{1500}$ value of $0.5 \sigma_{H_{1500}}$ (17 m) and 20 m.

The third difference is the dataset used to fit the models; In Chapter 3 we used a small to medium magnitude earthquake dataset, with recording from only within California, whereas in this study we use a much larger dataset of recorded ground motion including recordings from higher magnitude earthquakes. The differences in the functional form, the parameter value used to fit the function form, and the dataset affects the resultant coefficient values in the model. To do a fair comparison of the topographic modification factors from Chapter 3 and the current work, we fit two additional functional forms using the current data. In the first model, we first compute $H_{1250}$ for the stations in this study and then fit a multi-linear function of $H_{1250}$ that is identical to the one we proposed in Chapter 3. In the second model, we fit a multi-linear function of $H_{1250}$ using transition zones as defined in this chapter. For both these models, we compute and plot the $c_{high} - c_{int}$, and $c_{low} - c_{int}$, coefficients, along with the predictions from Chapter 3, and unsmoothed modification factors computed in this chapter (Figure 4.20). We can see in the figure that the difference in the modification factor values when we use $H_{1250}$ parameters, instead of the $H_{1500}$ parameter, are very small. However, the difference between our unsmoothed factors and the factors obtained if the functional form from Chapter 3 is used with the same data is comparatively larger. This difference is a result of using different thresholds in the fitted functional form. Finally, there are differences in the coefficients when the same functional form is fitted with two different
datasets. To test if these differences are caused due to using recording from higher magnitude earthquake, we refitted the functional form presented in Chapter 3, using the current dataset, but only including recordings from earthquake of magnitude 5.5 and lower. We find that in the resultant model, the biases for the low and high sites increased for intermediate periods (0.2 s to 1 s) compared to other models. This increase was greater for low sites, than the high sites, suggesting that earthquake magnitude could potentially influence topographic effects. Further studies would be necessary to understand this phenomenon better. Nevertheless, the proposed modification factors are providing conservative estimates of expected amplifications and deamplification compared to all the other models discussed here.

4.7 Summary and conclusion

We used the NGA-West2 database to empirically study the effects of topography on earthquake ground motions. Topography was quantified using geometric parameters that were
Chapter 4. Empirical topographic modification factors

computed from the elevation data around the station. The three topographic parameters studied were smoothed slope, smoothed curvature, and relative elevation. Two of the parameters, smoothed curvature and relative elevation, were found to be linearly correlated. Of these two parameters, we only used relative elevation parameter for the regression analysis, as it a relatively simpler parameter to compute.

We used the intra-event residuals from the Chiou and Youngs (2014) model to compute the average event-corrected residuals at each station. We then examined these site residuals with respect to the smoothed slope and the relative elevation to see if there are systematic trends in the data with respect to these parameters. We found that the site residuals did not carry any significant trend with respect to slope. We observed a statistically significant trend in the site residuals with the relative elevation parameter for a band of periods and only at some scales. We studied the effect of changing scale on affected periods, and found that at higher scales, higher periods are affected. The trends in the site residuals with respect to relative elevation were found to be stronger in Southern California than in Northern California, and were very weak in the Japanese data.

We proposed a modification to the Chiou and Youngs (2014) model to account for the observed biases in the ground motion residuals. The proposed modification predicts an average maximum amplification of about 13% at high sites at 0.5 s, and a maximum deamplification of about 25% at low sites between 2 - 4 s. To account for epistemic uncertainties in the modification, we used the method of bootstrapping and proposed standard deviations for the coefficients obtained from the regression. These values can be incorporated in a logic tree when performing a seismic hazard computation. We also performed a cluster analysis of the site residuals from the resultant model to test if there are any other site effects that are causing the observed biases in the data in the high and low class. Our analysis showed that there is no significant evidence of any spatial effects in the two topographic classes.

We compared the proposed model to the proposed model from Chapter 3 that was fitted using the Chiu et al. (2010) small to medium magnitude earthquake dataset. We
found that there are differences in the two predictions. These differences are a combined
effect of three factors, namely the choice of the scale, thresholds in the fitted functional form,
and the differences in the dataset. We found that the earthquake magnitude appears to have
an effect on the modification factors in the final model, with larger factors when only smaller
earthquakes are included in the regression. Additional studies will be required to understand
if there is a dependence of topography on earthquake magnitude.
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Topographic proxies from 2-D numerical analyses

Adapted from Rai, M., Rodriguez-Marek, A. (2015). Topographic proxies from 2-D numerical analyses. To be submitted

5.1 Abstract

We use simplistic 2D numerical analyses at ground motion stations from the NGA-West2 dataset to develop parameters to predict the effect of surface topography on response spectra. The simplistic numerical analyses use sinusoidal input motions, uniform soil profiles, elastic soil properties, and absorbing boundary conditions. We define several parameters using the natural logarithm of 2D amplifications in peak ground acceleration of a sinusoidal input motion in different orientations. The natural log of 2D amplifications when averaged over multiple orientations was found to have the most predictive power among the studied parameters. We also explore the relationship between the topographic parameters developed in this study, and the topographic parameters developed at the same sites in Chapter 4.
5.2 Introduction

The presence of topographic irregularities has been shown to significantly affect the intensity and frequency of strong ground motion during earthquakes (Bouchon, 1973; Boore et al., 1981; Bard, 1982). Numerous studies have documented the widespread structural damage on hills and ridges (Trifunac and Hudson, 1971; Celebi, 1987; Geli et al., 1988; Kawase and Aki, 1990; Hatzfeld et al., 1995; Bouchon and Barker, 1996), and several studies have documented actual amplifications of ground motions (Hartzell et al., 1994; Lee, 1994; Shakal et al., 1994; Bouchon and Barker, 1996; Spudich et al., 1996). Past analytical and numerical studies have shown that the ground motions are amplified on hills and ridges, and deamplified on valleys and canyons (Davis and West, 1973; Rogers et al., 1974; Griffiths and Bollinger, 1979; Tucker et al., 1984; Geli et al., 1988; Bouchon and Barker, 1996; Assimaki and Gazetas, 2004; Meunier et al., 2008; Assimaki and Jeong, 2013; Maufroy et al., 2015), although a quantitative estimation of the effect still remains difficult (Geli et al., 1988). Some of this difficulty arises from the challenges of accurately modeling some factors that also influence the response of topography to a ground motion. These effects include, the angle of incidence, type of input wave, soil properties, damping ratio, shear wave velocity profile (Geli et al., 1988; Assimaki et al., 2005) and the choice of reference station. Due to a lack of proper quantification, these effects are not yet accounted for in ground motion prediction equations (GMPEs).

Since topographic effects are systematically observed in the ground motions, they should also be predictable. Prediction of topographic effects can only be achieved by studying the dependence of the effects at a site on a family of parameters. Several numerical studies have investigated the effects of simple site geometry on ground motions by using parameters such as the 2D slope gradient, height, and width. Although these studies have helped us understand the effects of different factors on earthquake ground motions, without a proper verification with a large set of empirical data, these results cannot be used for predictions. This issue was addressed in Chapters 3 and 4, where we studied the biases in the site residuals.
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from the GMPE predictions with respect to several topographic parameters derived using elevation data around the stations. We found significant biases in the site residuals with respect to a parameter based on the relative elevation of the station. Site residuals are the average error in prediction at a site, after removing the effects of earthquake. The relative elevation parameter \( H_d \) is the difference between elevation at a site and the mean elevation in a neighborhood around a site and it quantifies how high or low a point on the surface is compared to its surrounding. Although, the parameters in Chapters 3 and 4 were shown to predict topographic effects, better parameters can still be developed to improve the modeling of these biases. The goal of the study is to develop new parameters to predict topographic effects at a site, and compare them to the elevation-based parameters used in Chapter 4. The proposed parameters are based on the prediction of amplification/deamplification from simplistic 2D numerical analysis at the site; these parameters are used to predict the biases in GMPEs. Figure 5.1 shows a flowchart of the outline of our proposed methodology.
5.3 Topographic Parametrization

We compute amplification of an input wave at a site from a 2D analyses using multiple cross-sections, and use these amplifications to develop a family of topographic proxies for the site. To compute these amplifications, we perform simplistic numerical analyses for each station in the dataset by using planar 2D meshes with simplistic $V_s$ profiles, elastic soil properties, transmitting boundary conditions, and sinusoidal input motions. The top surface of the mesh is fit to the shape of the cross-sectional profile at the site of the station. A cosine tapered sinusoidal velocity is used as an input at the base of the mesh, and the resultant time history is recorded at the top surface of the mesh. Using the recorded motion, we compute the peak ground acceleration (PGA) at the station. These analyses are not meant to accurately evaluate the expected topographic amplification at a site. We only intend to compute an approximate estimate of amplification due to topography at a site and use these amplifications as an input parameter in a regression analysis to predict average amplification at a site. This concept is somewhat similar to using the $V_{s30}$ parameter to quantify site amplification. $V_{s30}$ is a measure of travel time of a vertically propagating shear wave over the last 30 m of a profile, assuming perfectly horizontal layering, and is used extensively as a proxy for site response in the GMPEs.

The proposed parameterization scheme is divided into 3 steps. The first step is to obtain the cross-sectional profiles at the site of each recording station in the dataset. For each station, we compute profiles in six orientations. The second step is to set up the mesh for the analyses. In this step, we fit the top surface of the mesh to the shape of the corresponding cross-section in that orientation. For each 2D analysis, we also perform a 1D analysis, where we use a flat horizontal surface at the top of the mesh. We take the ratio of PGAs from the 2D and 1D analyses to compute amplification due to topography alone. The third and the last step is to use the amplifications obtained in the previous step to develop a family of topographic parameters at every station. The details of individual steps are given below.
5.3.1 Generating cross-sectional profiles

We obtain 2D cross-sectional profiles of the ground surface at the site of each recording station in six equally spaced orientations, each 30 degrees apart. Multiple 2D sections at the site capture the details of terrain geometry in different directions, and enable us to obtain the seismic 2D response of the feature in different directions. For this study, we use the subset of the NGA-West2 ground motion dataset used by Chiou and Youngs (2014) and filter it to only include stations that have 3 or more recordings on them. We use this filter to ensure that the corresponding site residuals are properly constrained. Properly estimating site residuals is important here, as we are studying topographic effects, and these effects are site-specific. The filtered dataset consists of 798 recording stations in California and Japan. The locations of these stations, earthquake hypocenter, and the Magnitude-distance distribution can be found in Chapter 4. Since we use six cross-sections for every recording station, there are a total of 4788 cross-sections.

To obtain the cross-sections at each recording station, we use the ground surface elevation data in the neighborhood of the recording stations. The elevation data is typically available in a raster format that defines a space as an array of equally sized cells, arranged in rows and columns, with each cell containing the elevation data. To obtain the cross-sectional profiles at the stations in the NGA-West2 dataset, we use the 30 m resolution National Elevation Dataset (NED) (http://viewer.nationalmap.gov/viewer/, last visited on 10/15/2014) for California and a 30 m ASTER GDEM v2 data for Japan (http://asterweb.jpl.nasa.gov/gdem.asp, accessed on 10/15/2014). Both these datasets provide the elevations for a bare earth model that is free from any vegetation or man-made structures. The horizontal units for distance in the downloaded raster are in degrees of latitude and longitude. We project these rasters to their corresponding Universal transverse Mercator (UTM) projection to convert these distances from degrees to meters. We obtain 2D cross-sectional profiles at the station by interpolating the elevations from the corresponding projected raster along a straight line centered at each station and striking at six azimuth
angles between 0 to 150 degrees, each 30 degrees apart. Figure 5.2 shows an example of the resultant cross-sections for the Tamalpais peak station. We subtract the elevation at the recording station from the entire profile. As these cross-sections are later used to generate meshes for analysis, this step ensures that in the resulting meshes, every station is at the same height from the base of the mesh, such that the only difference between two sites is its surface topography, and we are solely accounting for topographic effects. The process of projecting the rasters and creating cross-sections in multiple directions for each station is automated using python scripts that use the ArcPy package to control ArcGIS (ESRI, 2011).

5.3.2 Generate Finite Difference meshes

A 2000 m by 1000 m deep rectangular finite difference mesh is generated in FLAC 5.0 (Itasca Consulting Group, 2011). The base and the top of the grid are set at an elevation of -1000 m and 0 m, respectively. We use two approaches to generate meshes for the analysis. In the first approach, we assign a constant shear-wave velocity profile \( V_s \) of 500 m/s at every station.
In the second approach, we assign a $V_s$ value equal to the shear wave velocity in the top 30 m of the site ($V_{s30}$). Past numerical studies have shown that shallow soil layers can magnify the effects of surface topography (Assimaki and Gazetas, 2004; Assimaki et al., 2005; Assimaki and Jeong, 2013), and so the first approach looks at the effects of surface topography on ground motions without any interaction from the soil, whereas the second approach partially addresses the effect of different shear wave velocities on topographic effects.

**Approach 1: A constant $V_s$ profile of 500 m/s at every station**

We assume a grid size equal to a tenth of the wavelength of the input motion in the x-direction and one-twentieth of the wavelength in the y-direction. The grid sizes in numerical analyses are constrained by the shortest wavelength in the input motion, and a grid size equal to a tenth of the wavelength is typically recommended. Even though an aspect ratio of 1:1 for the grid is preferred, we assumed a finer grid size in the y-direction to compensate for the fact that the grid may need to be stretched to fit the shape of the cross-sectional profile. The mesh is generated for a rectangular section, and then the top surface is distorted to fit the shape of the cross-sectional profile at the station. Note that the process of reshaping the mesh to fit the cross-section at the site does not induce any distortion at the site of the station, because the height of the station stays the same in the process. As a result, the aspect ratio in the proximity of the stations remains at the initial 2:1 ratio. This ratio is well within the acceptable range of 5:1 that provides reasonable numerical accuracy. We assign the following material properties to the soil: mass density $\rho = 2 \, Mg/m^3$, Poisson’s ratio $\nu = 1/3$, $V_s = 500 \, m/s$ (Bouckovalas and Papadimitriou, 2005; Tripe et al., 2013) and a target damping ratio of 5 % using Rayleigh damping. Though Rayleigh damping is a frequency dependent damping and soil damping is not, an appropriate choice of the central frequency can ensure that the damping is constant over the range of frequencies of interest. We use the central frequency for damping equal to the frequency of the input motion.
Approach 2: A constant shear-wave velocity profile equal to $V_{s30}$ at the station

In this approach, we assume a constant grid size of 10 m in both x and y directions for all the stations used in the study. The grid size is sufficiently small to propagate a wave of period 0.5 s with a $V_{s30}$ of 200 m/s. As 97% of the stations in the selected dataset have a $V_{s30}$ value greater than 200 m/s, this grid size is appropriate for our analysis given we will only use input waves of period 0.5 s and higher. The mesh is distorted as in Approach 1. We assign the same material properties to the mesh as in the first approach but use a damping ratio of 2%. A lower damping ratio is assumed such that the site resonances are not excessively dampened.

The base of the mesh is assumed to be an absorbing boundary and to model it in FLAC, quiet boundaries are applied at the base of each model in both x and y directions. To model the quite boundaries, FLAC uses the viscous boundary developed by Lysmer and Kuhlemeyer (1969). This scheme uses dashpots that are attached independently to the boundary in the normal and shear direction. When a quiet boundary is applied at the base of the mesh, the accelerations time histories can no longer be applied directly and shear stresses are applied instead. The shear stresses to be applied are computed using the following equation:

$$\sigma_s = -2\rho C_s v_s$$

where $\sigma_s$ is the applied shear stress in the horizontal plane, $\rho$ is mass density of the material, $C_s$ is the s-wave velocity in the medium, and $v_s$ is the input shear particle velocity. To minimize reflections from the lateral boundaries, free-field boundaries are applied to both the lateral boundaries. Free-field boundary conditions in FLAC simulate the effect of an infinite elastic medium surrounding the model. A schematic illustration of the mesh and the applied boundary conditions are shown in Figure 5.3. We use harmonic velocity waves with 10 - 20 total cycles as an input. We taper the motion at both the ends using a cosine taper to ensure a gradual build-up and decay of acceleration and velocity. The acceleration and
Figure 5.3: Schematic illustration of the finite difference model used for the analysis at one of the recording stations. The model uses a realistic topographic cross-section profile at the top. The station is located at the surface, equidistant from both the lateral edges. The height of stations from the base is the same for all stations. Free-field boundary condition is applied to the lateral boundaries and quiet boundary conditions are applied at the base.
velocity time histories are shown in Figure 5.4. The input motion is baseline corrected by default.

After the first set of runs, we discovered that the ground motion reaches steady state within the first 5 or 6 cycles, and so subsequent analyses were performed using 10 total cycles of input motion. Table 5.1 summarizes the modeling details for each of the approaches. To study the influence of the frequency of input motion on the resultant amplifications, we use the following three periods of input motions; 0.5 s, 1 s, and, 2 s. We selected these three periods because they are well within the periods of interest for typical structures, and they also lead to reasonable run times in our analyses. For the analysis with the 2.0 s input wave, we double the mesh length and width in both directions, so that the sites are at similar wavelengths-distance away from the boundary, as in the case of 1.0 s input motion. For this reason, we did not perform the 2.0 s analyses for Approach 2, as it became very computationally expensive.

We verify the numerical accuracy of our methodology with the case of a simple 2D slope from Bouckovalas and Papadimitriou (2005) subjected to an input sinusoidal motion. They used a 50 m high slope with an angle of 30 degree. We selected this study because the authors had also used FLAC software for their analyses, and so the differences from using different software are minimized. For this verification study, we first generate a mesh using
properties listed in Table 1 for Approach 1, and input a sinusoidal acceleration at the base using Equation 5.1. We also perform two 1D analyses, one with a column height equal to the height at the crest, and other with a height equal to the height of the base of the slope. Using the recorded time histories at the surface of the mesh, we compute the steady state PGA from the 2D analysis, and normalize it with the steady-state PGAs from the two 1D analyses. Figure 5.5 shows a comparison of the results from Bouckovalas and Papadimitriou (2005), and the results from our analysis. The results agree well with each other at all distances from the station.

5.3.3 Parameter computation

We compute the steady-state Normalized PGAs at every station in six directions. We use the term NormalizedPGA for the ratio of the PGA from the 2D analysis to the PGA from the corresponding 1D analysis with a flat top surface. Figure 5.6 shows the variation of normalized PGA at the surface of Tamalpais peak station computed using Approach 1 (Figure 5.2). A pattern of amplification and de-amplification emerges along the surface, and the distances over which these variations occur seem to be proportional to the wavelength of input motion. This observation is consistent with observations made by Bouckovalas and Papadimitriou (2005). Note that the amplifications do not reach one as we approach the edge of the mesh, indicating that the free-field distances have not been attained yet.
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Figure 5.5: A comparison of the normalized PGA values obtained from our analysis, with the Bouckovalas and Papadimitriou (2005) for the case of 30 degree slope, height 50 m, damping less than 5 % and an input acceleration of $H/\lambda = 0.2$.

However, this should not be a concern for this study, as our objective is not to predict an exact amplification at the site but to simply obtain topographic proxies that can be used for a regression exercise to predict topographic effects in ground motions.

Using these Normalized PGA values, we compute the sets of parameters listed in Table 5.2. The term $lnAmp$ in the table is used to define the natural logarithm of the Normalized PGAs. We use the natural logarithm of amplification as a parameter because the ground motion residuals are also in the units of natural logarithm of spectral accelerations, and we are using these parameters to model the trends in these residuals. To compute $lnAmp_{par}$ and $lnAmp_{perp}$, we compute the angle of the line joining the station to the earthquake hypocenter. Using this angle, we select one of the six azimuths where we obtained the cross-sections and select the one that is closest to the computed angle, and assign the corresponding $lnAmp$ value in that direction to $lnAmp_{par}$. We repeat this process to obtain the $lnAmp_{perp}$, this time selecting the azimuth closest to the angle perpendicular to the computed angle. The parameterization results in a total of 15 $lnAmp$ parameter at each site from Approach 1, and
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Figure 5.6: Normalized PGA values for the six cross-sections of the Tamalpais peak B station are shown for an input wave of period 0.5 s, and 1 s. The amplification and deamplification patterns seem to emerge at distances proportional to the wavelength of input motion. Also note that the normalized PGA values are greater than one for most of the azimuths, indicating an average amplification at the station.
Table 5.2: List of parameters used as a proxy for topographic effects.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{lnAmp}_{\text{avg}} )</td>
<td>Avg. of the 6 ( \text{lnAmp} ) values</td>
</tr>
<tr>
<td>( \text{lnAmp}_{\text{min}} )</td>
<td>Min of the 6 ( \text{lnAmp} ) values</td>
</tr>
<tr>
<td>( \text{lnAmp}_{\text{max}} )</td>
<td>Max of the 6 ( \text{lnAmp} ) values</td>
</tr>
<tr>
<td>( \text{lnAmp}_{\text{par}} )</td>
<td>( \text{lnAmp} ) value in the direction of incoming waves</td>
</tr>
<tr>
<td>( \text{lnAmp}_{\text{perp}} )</td>
<td>( \text{lnAmp} ) value perpendicular to the incoming wave</td>
</tr>
</tbody>
</table>

a total of 10 \( \text{lnAmp} \) parameter from Approach 2. Using these parameters, we now study the trends in the intra-event residuals from the Chiou and Youngs (2014) GMPE to determine if one or more of these parameters can predict biases in the residuals.

**5.3.4 Residual Analysis**

Figure 5.7 shows the pair-wise correlation between \( \text{lnAmp} \) parameters from Approach 1, for wave period of 1 s. The figure shows that most of these correlations are moderate with only three pair of parameters showing higher correlations (R >0.8). Similar relationship between parameters was observed for input wave periods of 0.5 s, and 2.0 s. As the correlations are not very high, the parameters most likely have different predictive powers. We use all of these parameters to fit models to explain the bias in GMPE predictions. Residual analyses of these models are performed to find the parameter with most predictive power. We fit smoothed models to the intra-event residuals from the Chiou and Youngs (2014) GMPE by performing loess regression (Cleveland et al., 1992) as a function of each of the \( \text{lnAmp} \) parameters. For this regression, we use an \( \alpha \) value of 1. \( \alpha \) controls the degree of smoothing in the loess regression, with a value of 1 resulting in maximum smoothed function. We use this setting to avoid over-fitting the data. The coefficient of determination, or the \( R^2 \) values from these regressions are shown in Figure 5.8. Note that these \( R^2 \) values are of the order of 0.01, which seem to be rather small. These models are only accounting for a site-specific effect, thus we are only reducing a part of the total variance i.e. the site-specific variance.
Other components of variability are still present in the residuals, even after removing the site-specific biases. Therefore the overall reduction in the variability of the intra-event residual after the regression is small. Even though these $R^2$ values are small, they still provide information about the relative predictive abilities of individual $lnAmp$ parameters. We can see in Figure 5.8 that out of the 5 $lnAmp$ models, the $lnAmp_{avg}$ model has the highest $R^2$ value overall. Also, within the $lnAmp_{avg}$ parameter, at shorter periods ($T < 0.65$), the $T = 1$ s waves results in highest $R^2$, and for larger periods, the $T = 2$ s waves gives highest $R^2$. This shows that the amplification experienced by higher period wave better predicts the spectral amplifications at higher periods, and vice versa.

We repeat this analysis for the two periods in Approach 2 (Figure 5.9). Again, we find that the $lnAmp_{avg}$ regression leads to the higher $R^2$ values, compared to the other 4 parameters. We also note that for periods less than 1.2 s, the $T = 0.5$ s wave results in higher $R^2$, whereas for periods higher than 1.2 s, the $T = 1.0$ s wave gives higher $R^2$. This trend is similar to the trends observed for approach 1, where the lower period wave was better modeling amplifications for lower periods and vice versa. Comparing the $R^2$ values from $lnAmp_{avg}$ regression from the 2 approaches, we find that the $T = 1.0$ s from Approach 1 performs relatively better than the $T = 1$ s wave from Approach 2. We therefore use the $lnAmp_{avg}$ parameter from Approach 1 for further analysis.

We compare the $lnAmp_{avg}$ from Approach 1 and the $H_d$ parameter computed in Chapter 4 to evaluate their correlation. Figure 5.10 shows the scatterplot of the $lnAmp_{avg}$ values for wave period of 0.5 s and 1 s with the $H_d$ for $d = 500$ m. The figure shows a strong linear correlation between the two variables at both the periods. We compute the correlation coefficient between $lnAmp_{avg}$ and the corresponding $H_d$ for $d$ ranging from 250 m to 3000 m (Figure 5.11). The overall high coefficients of correlation ($R > 0.8$) indicate that the $lnAmp_{avg}$ is highly correlated with $H_d$ at most scales ($d$). The figure also shows that the correlations between $lnAmp_{avg}$ parameter and $H_d$ parameter are maximum at a scale, $d$, of: 250 m for the 0.5 s wave, 500 m for the 1.0 s wave, and 1000 m for the 2 s wave. In the analyses, we assumed a shear-wave velocity of 500 m/s for all the mesh, and so the
Figure 5.7: Scatterplot of the five \( \ln \text{Amp} \) parameters computed using wave of period \( T = 1 \text{s} \), and a constant shear wave velocity of 500 m/s for each station. The corresponding values of correlation coefficients, and the parameter density plot is also shown.
Figure 5.8: Coefficient of determination \( (R^2) \) value from the loess regressions on the intra-event residuals from the Chiou and Youngs (2014) model using the five lnAmp parameters from Approach 1.
Figure 5.9: Coefficient of determination ($R^2$) value from the loess regressions on the intra-event residuals from the Chiou and Youngs (2014) model using the five lnAmp parameters from Approach 2.
corresponding wavelengths \( \lambda = V_sT \) for the three waves are 250 m for the 0.5 s wave, 500 m for the 1.0 s wave, and 1000 m for the 2 s wave. Note that these values are same as the scales or the \( H_d \) parameter at which correlations are maximum for the three cases. This is an important result as it shows that the relative elevation parameter at a given scale is effectively modeling the average elastic 2D amplification of a wave of wavelength equal to the scale. A similar observation was made by Maufroy et al. (2015) who noted that the amplifications at a site were highly correlated with the smoothed curvatures. However, this result also contrasts the findings from Burjánek et al. (2014) who found that the amplifications at sites with pronounced topography are mostly controlled by sub-surface shear wave velocities and not so much by the shape of the topographic feature.
Figure 5.11: Correlation coefficient values between $\ln(Amp_{avg})$ from Approach 1, and $H_d$ for $d$ values of 250 m - 3000. The three lines correspond to input wave of period 0.5 s, 1 s and 2s. The peaks are shown with solid symbols. Note that the respective peaks occur at a scale equal to the wavelength of the input motion.

The high correlation between $H_d$ parameters, and the $\ln(Amp_{avg})$ parameters shows that the two parameters have similar information and they both capture topographic information. Thus they should have very similar predictive power. Figure 5.12 shows a comparison of the predictions from the two loess models, one fitted using the $H_{1000}$ parameter and the other fitted using the $\ln(Amp_{avg})$ parameter for an input wave of period 2 s. The comparison is shown for periods of 0.3 s, 0.5 s, 1 s, and 3 s. The predictions from the two models are similar at all periods and the points are scattered around the x = y line, suggesting that both parameters express similar information about topographic amplification at the sites. The two predictions match more closely in the first quadrant, where both predictions are positive, and less so in the 3rd quadrant, where both predictions are negative. To determine which of the two models performs better at reducing topographic biases in the residuals, we compare the $R^2$ values from the two fitted models (Figure 5.13). The figure shows that the loess model fitted using the $H_{1000}$ parameter resulted in higher $R^2$ value at most periods. This suggests that the $H_{1000}$ parameter is able to model the trends in the ground motion.
residuals comparatively better than the $lnAmp_{avg}$ parameter computed for 2 s wave. Since computing the $lnAmp_{avg}$ parameters are expensive, and we are not gaining any additional reduction in the standard deviation in the fitted model, we recommend using the model presented in Chapter 4 for predicting topographic effects at a site.

5.4 Summary and Conclusion

We developed a family of parameters at the recording stations from the NGA-West2 dataset to predict topographic effects on response spectra. We used simplistic 2D numerical analyses to compute approximate estimates of topographic amplifications at the sites in multiple orientations, and used the natural logarithm of these amplifications to develop five different parameters at each site. We used two different approaches for modeling the meshes. In the first approach we used a constant shear wave velocity of 500 m/s at each site, and in the second approach we used a shear wave velocity equal to the shear wave velocity in the upper 30 m of the soil at the site of the recording station. The second approach is used to partially address the effect of different shear wave velocity on topographic effects. We compared the predictive powers of these parameters to find which one most effectively models the errors in the ground motion prediction from the GMPE. Our analysis showed that the natural logarithm of 2D amplification at the sites from the first approach, when average over multiple orientations, most effectively predicts the biases in the intra-event residuals from the GMPE. The amplifications from 1 s wave was found to more effectively model shorter period ($T < 0.65$) residuals, and the amplifications from 2 s wave was found to more effectively model longer period residuals.

We compared the mean of the natural log of 2D amplification from multiple orientation or the $lnAmp_{avg}$ values at sites with the relative elevation parameter or $H_d$ at the same sites from Chapter 4, and found that the two are highly correlated at most values of the scale parameter $d$. We found that for a given wavelength of input motion, the correlations between
Figure 5.12: Scatterplot of loess predictions using the geometry-based $H_{1000}$ parameter, and the predictions from loess regression using the $lnAmp_{avg}$ parameter for the 2 s wave, at periods of 0.3 s, 0.5 s, 1.0 s, and 3.0 s. The solid black line shown the $x = y$ line.
Figure 5.13: Comparison of the coefficient of determination ($R^2$) values from the loess regressions on the intra-event residuals using the $H_{1000}$ parameter, and the $lnAmp_{avg}$ parameters using 2s input wave.
resulting $lnAmp_{avg}$ values and the $H_d$ parameter reaches a maximum at a \(d\) value equal to the wavelength of input motion. This result shows that there is a physical link to why the relative elevation parameter was able to model the topographic bias in the data, and the reason is that it is effectively modeling the elastic 2D amplification at the sites. Due to the high correlations between the $lnAmp_{avg}$ parameter and the $H_d$ parameter used in Chapter 4, the two parameters carry very similar information, and also have very similar predictive power. The coefficient of determination from the loess model was comparatively larger when we use the relative elevation parameter instead of the $lnAmp_{avg}$ parameter, and so we suggest using the model from Chapter 4 for predicting topographic effects. The proposed approach for computing topographic effects, that is of using simplistic numerical models to obtain parameters that are later used in regression analyses, can also be used for capturing other effects of site amplification.
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Chapter 6

Conclusion

This dissertation focused on developing models to predict topographic effects in ground motions. The following sections summarize briefly the important findings and limitations, and suggest future work related to this dissertation.

6.1 Empirical findings and contributions

Topographic features affect earthquake ground-motions. Yet, the current literature on this subject is inconclusive on how to account for these effects in the predictions of ground-motion intensity. Including these effects into ground-motion predictions will improve the accuracy of seismic hazard computations at sites with significant topographic relief, which in turn will reduce earthquake risk, and improve the resiliency of communities located in areas with topographic relief.

To include the effect of topography on ground-motion, we first need to parameterize this effect. Previous studies have identified that parameters such as curvature and slope of the surface controls the response of the feature at a site to the ground-motion. However, such findings are typically, based on either the numerical analysis of a region of a limited extent,
or on the numerical analyses of simplified geometries. Additionally, the response at the sites in such studies is not always verified with recorded data. As a result, these results cannot be used for predictions. We addressed the issue of topographic parameterization at a site by developing two types of site parameters. The first set of parameters was computed using the site geometry. These parameters were developed using the elevation data around the site, and comprised of the smoothed curvatures, smoothed slopes, and relative elevations, at several scales. Chapter 3 and 4 of this dissertation cover the details of these geometry-based topographic parameters. The second set of parameters was computed using simplistic 2D numerical analysis at the site. To compute these parameters, we computed 2D amplification due to surface topography at a site from multiple orientations, and used these amplification values to develop five different parameters. The details of this parameterization can be found in Chapter 5 of the dissertation.

To quantify the effect of surface topography on ground-motions, we performed residual analysis to determine if there were any significant trends in the ground-motion model residuals with respect to any of the above parameters. For the residual analysis, we used two different ground-motion datasets. In Chapter 3, we studied the California small-to-medium magnitude earthquake dataset that consisted of spectral accelerations at two periods. In Chapter 4, we extended the study to the much larger NGA-West2 dataset, with spectral accelerations available at 105 periods between 0.01 s and 10.0 s, which covers most periods of engineering interest. Since the ground-motion recordings were available at multiple periods, the NGA-West2 dataset provided us an opportunity to examine the effects of changing the scale that was used to compute geometric parameters, on periods where topographic effects were prominent in the data. Changing the scale in the parameter computation affected the types of geometries extracted. For example, we found that at smaller scales, smaller and narrower topographic features were extracted, whereas at larger scales, bigger and wider features were extracted. It was important to check the effects of scales on periods because past studies have shown that the size of the feature has an effect on the wave periods that are affected by topography, and we wanted to check that dependence in our data. We found,
in our analysis of the NGA-West2 dataset, that with an increase in the scale the spectral periods where topographic effects are observable increases slightly. However, this dependence was not found to be strong, and therefore, we selected to use the same scale for classification, at all periods.

In Chapters 3 and 4, we proposed two separate models to account for topographic effects in the median prediction. In each of these models, we proposed two correction factors at each period, corresponding to the high and low classes. The sites were classified as high or low, based on the value of the topographic parameter, and a fixed threshold. The proposed corrections were positive for high sites, and negative for low sites, showing that the ground-motion residuals were biased with respect to the considered topographic parameter. These biases were in agreement with the expected behavior, given that the high class mostly corresponded to sites on the top of the hills, or on the ridges, where ground motions are known to amplify, and the low corresponded to valleys adjacent to a hill, where ground motions typically de-amplify. In Chapter 4, we also proposed an estimate of the variability in the proposed correction factors for the high and low classes so that they can be incorporated in the probabilistic seismic hazard analysis (PSHA).

The model presented in Chapter 4 was an improvement over the model presented in Chapter 3, as the NGA-West2 dataset that was used to fit the model in Chapter 4 consisted of spectral accelerations for 105 periods, compared to only 2 periods in the SMM dataset used in Chapter 3. In Chapter 4 we evaluated regional differences in the trends in site residuals with respect to the parameters. However, due to lack of sufficient data points in each class for every region, we could not establish the regional differences. As a result, we proposed a single model for all regions.

In Chapter 5, we extended the analysis presented in Chapters 3 and 4, and used the second type of parameter (based on the Finite difference analyses) to quantify topography at the sites. We computed 2D amplifications due to surface topography at each of the sites in the NGA-West2 dataset in six different orientations and used them to compute five
different parameters at each site. Using residual analysis, we compared these parameters for their predictive power, and found that the log of the amplifications, when averaged over multiple orientations, most effectively predicted the biases in the site residuals from ground-motion models. We found that the amplification of a lower period wave was able to more effectively predict biases at shorter periods, and amplifications of the higher period wave better predicted biases at higher periods. Although, we observed in Chapter 5 that the above parameter were highly correlated with the previously studied geometry-based parameters at the same sites from Chapter 4, and hence the value of the Finite difference based parameter is diminished considering that the geometry based parameters have a stronger predictive power. The correlations between the numerical analysis based parameters and the geometry-based parameters were found to peak when the geometry-based parameters were computed at scales equal to the wavelength of input motion used to compute the numerical analysis based parameters. This is an important result, as it shows that the geometry-based topographic parameters used in Chapters 3 and 4, were essentially modeling elastic amplifications due to surface topography. The proposed approach, of using the output of simplified numerical models as input to regression analyses, is a novel approach that could have applications in other areas of site effects prediction.

6.2 Limitations

6.2.1 Data Limitations

Following are the limitations of this study due to the constraints of the data:

- One of the major limitations of our study is that it is empirical in nature. As a result, the quality of these models depends on the quality of the data used to fit them. Also, the applicability of the model is limited by the range of the data used to fit the model, and extrapolation can be an issue.
• For the residual analysis, we only used recording stations with three or more measurements on them, in order to effectively constrain the site terms. Constraining the site terms was important as topographic effects are site-specific, and we wanted to ensure that we are correctly estimating the site-terms at every site. Although, the NGA-West2 dataset is a large global dataset, this filtering eliminated many stations from the analysis, and only retained stations in California and Japan. Consequently, our analysis in Chapter 4 is limited to these two regions, and is only applicable to these regions. Similarly, in Chapter 3 we studied the Small-to-medium magnitude earthquake dataset, with recordings from only within California, and so the same limitations applied there.

• There were a fewer numbers of ground-motion stations in a region of significant topographic relief, as compared to stations on relatively flatter terrains. Therefore, the variability in the estimated median value of the topographic biases was higher for stations with significant topographic relief. These values could have been more realistically constrained if a database with a more uniform distribution of recording station was available. Moreover, most of the sites in Japan were classified as low, and due to a non-uniform distribution of recording stations with respect to topography, we could not effectively quantify the regional variation in topographic effects.

• For computing geometry-based topographic parameters at the Japanese station, we used the ASTER GDEM v2 elevation data. Although this dataset is the most updated, and the only global digital elevation model data available at a high resolution, it is known to be less accurate than the national elevation dataset that was available for California. As a result, the parameters computed from the elevation data might contain some amount of error. The amount of this error may control the parameter values at these sites, and in turn affect the regression results. With the availability of a higher resolution, and more accurate data, the parameter values can be estimated more accurately, and any potential errors could be minimized.
6.2.2 Modeling limitation

The models presented in Chapter 3 and 4 were developed using the ground-motion model residuals. We chose to study the residuals from the ground-motion model and propose corrections to an existing ground-motion model, rather than re-fitting a full model because fitting a ground-motion model is a more challenging task. In fitting a full model, one would need to account for any possible interactions between different effects, and ensure that the models extrapolate well outside the range of the empirical data used for fitting. This generally includes using theoretical constraints, and supplementing empirical data with numerical simulation. The models we presented in Chapters 3 and 4 are pure empirical fits to the ground-motion residuals, and only a small amount of smoothing was applied to the coefficients from the mixed-effects regression. Though, our models are a big first step towards quantifying topographic effects, and subsequently including these effects in future seismic risk assessment, additional research might be necessary before these models can be used universally. We would also like to stress that the proposed corrections are the average effects over a wide range of topographic feature with similar values of the parameter, and so they might not accurately predict the effects at a specific site. At sites where more accurate predictions of site effects are required, conducting a site-specific analysis might be a better choice.

6.3 Future work

6.3.1 Studying other ground motion datasets

In this dissertation, we studied the effects of topography on ground-motion by only using recorded measurements from stations in California, and Japan. An extension of this study would be to look at ground-motion datasets from other regions to determine how these results extrapolate in regions outside California and Japan.
6.3.2 Ground-motion directionality

Previous studies have shown that the ground-motions can be polarized in the presence of a topographic feature, resulting in increased ground motion intensity in one orientation (Spudich et al., 1996; Burjánek et al., 2014). Since our primary goal was to include the effects of surface topography in ground-motion prediction equations, we only studied residuals of the spectral accelerations in the median orientation, which does not account for ground-motion directionality. An interesting study would be to perform a polarization analysis of ground-motion to determine the amount of polarization caused by these topographic features, and to try to quantify them.

6.3.3 Topographic effects on vertical component of ground-motion

Topography also affects earthquake ground motions in the vertical direction, and may cause high vertical ground-motions. These amplifications can cause heavy infrastructure damage in the surrounding regions. Studying a large database of ground motions in the vertical direction can help us to better understand and quantify these effects.

6.3.4 PSHA

Our model proposes corrections to the median ground motion predictions for sites with significant topographic relief. These models would impact the hazard estimate at a site in such areas. It would be meaningful to see how our predictions impact the overall hazard estimate at the sites around regions of topographic relief.
6.4 Concluding remarks

This dissertation proposed empirical models to predict the effects of surface topography on earthquake ground motions. These models are proposed as corrections to the current GMPE. We propose two period-dependent correction factors for each spectral period, along with their standard deviations. These correction factors are positive for sites with a larger value of the topographic parameter suggesting amplifications at the site, and negative for sites with a larger negative value of the topographic parameter suggesting de-amplifications at the sites. Although, care has been taken to ensure that the models extrapolate well outside the range of the data, it should be noted that these models are pure empirical fits to the ground-motion model residuals, and so more research would be necessary before these results can be applied to other sites outside the regions studied here. Also, the proposed correction pertains to the average effects of topographic features that satisfy a certain criteria, and so if more accurate predictions of the effects are required, a site-specific analysis might be more suitable.
Appendix A

Sensitivity analysis

To determine the effects of changing the threshold of minimum number of recordings per station for selecting the dataset for analysis ($N$), we re-run our regressions using three other, higher values of $N$. The resulting mean site residuals, $\delta 2S$, and the corresponding site-to-site variability ($\phi_{s2s}$) for the three topographic classes are shown below. The recording stations are classified using a scale ($d$) of 1500 m, and a threshold ($t$) of 0.5.
Figure A.1: Variation of mean $\delta S2S$ for the three topographic classes as a function of $N$, where $N$ is the minimum number of recordings at a site for it to be included in the study. +/- standard deviation error bars are also shown.
Figure A.2: Variation of $\phi_{S2S}$ for the three topographic classes as a function of $N$, where $N$ is the minimum number of recordings at a site for it to be included in the study. +/- standard deviation error bars are also shown.
Appendix B

Spatial clusters in site residuals

To do this analysis, the $\delta S^2 S_s$ values from Equation 4.3 are used. The cluster analysis process comprises of 3 steps:

1. Finding out if there is a significant spatial clustering in the data. This is done by computing a global statistics which quantifies the presence of spatial clusters across the entire dataset. There is a tool that does this analysis in ArcGIS is called the Global Morans I tool. The tool returns a p-value and a z-value indicating the significance and intensity of clustering in the data, respectively. A positive z-value indicates that the data is clustered and a negative value indicated the data is dispersed.

2. If there is statistically significant clustering, the next step is to determine the scale or distance at which the clustering is most prominent. The scales can be chosen in two ways:

   (a) Based on the theoretical understanding of the phenomenon.

   (b) Using an iterative process to determine the scale or distance at which the clustering occurs in the dataset. This can be done using the incremental Global Morans I tool in ArcGIS.
Table B.1: The global statistics from the Global Morans I tool on stations in the three topographic classes for California and Japan.

<table>
<thead>
<tr>
<th></th>
<th>CA</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>high</td>
<td>int</td>
</tr>
<tr>
<td>Moran’s Index</td>
<td>0.173</td>
<td>0.147</td>
</tr>
<tr>
<td>Variance</td>
<td>0.070</td>
<td>0.001</td>
</tr>
<tr>
<td>z-score</td>
<td>0.683</td>
<td>4.150</td>
</tr>
<tr>
<td>p-value</td>
<td>0.495</td>
<td>0.000</td>
</tr>
<tr>
<td>Dist. threshold(km)</td>
<td>127.1</td>
<td>81.9</td>
</tr>
</tbody>
</table>

3. Apply local statistics to identify hot and cold spots. Hot spots are areas with features of similarly high values and cold spots are features with similarly low values. This step can be done using Local Morans I tool in ArcGIS.

Figure B.1 shows the spatial variation of $\delta S2S_s$ ($T = 0.5$ s) values within the three classes. A spectral period of 0.5 s is chosen as the difference in mean site terms was found to be significant at this period. The standard deviation values used to color the points are standard deviation of site values within that class. As we are interested in finding out if there are clusters of stations with similarly high or low residuals within each topographic class, the stations are subset based on the topographic class and for each of the subset perform step 1. The Global Morans I tool requires that we specify a conceptualization of spatial relationship which specifies what kind of spatial relationships among features are used, and a threshold distance which is a cutoff distance beyond which features are ignored in the analysis. If this value is not provided, it is derived automatically to ensure that every feature has at least one neighbor. We used an inverse distance spatial relationship. With inverse distance conceptualization, all features impact/influence all other features, but the impact decreased with the distance between the features. We do not use a threshold distance at this step, so it is computed automatically. The important statistics from this analysis is presented in Table B.1.

Each of the analysis outputs a p and z value that quantifies the significance and inten-
Figure B.1: The spatial variation of the site terms ($\delta S2S_s$) from Equation 4.3 are shows for the stations in the three topographic classes for California and Japan. The points are colored based on the site residual values at that station for $T = 0.5$ s. The standard deviation values used in the plots correspond to the standard deviation value of the site residuals within that class. The standard deviation of site terms and the total number of stations in each class are shown in the figure.
sity of clustering, respectively. Positive values of $z$ indicate clustering, and negative values indicate dispersion. If a statistical significance is assumed at 95 %, we can see from the table that clustering is observed only for Japan and California for the stations in the intermediate class.

For the two cases where clustering is found to be significant, we compute the threshold distance or scale at which the clustering is most prominent. To do this, we use the incremental spatial autocorrelation tool, which measures spatial autocorrelation for a series of distances and reports the distances where most significant clustering is observed. Using this approach, the threshold distances are found to be 90 km for California and 50 km for Japan, for stations in the intermediate class.

Next, we perform a cluster and outlier analysis to determine the hot and cold spots in the dataset. Again, we use an inverse distance spatial relationship with a threshold distance obtained in the previous step. We can see in Figure B.2 that there is a hot spot in the southern part of California, denoted by black points and a cold spot around the coast in the northern part of California, denoted by blue spots. Similarly, we see a zone of hot spots in Japan along the eastern coastline, and a small cluster of cold spot on the western coast. This indicates that there is a spatial phenomenon at play at these locations that are amplifying and de-amplifying ground motions in the vicinity. With more data, it may be possible to understand the underlying phenomenon better. However, given that we did not observe any significant spatial clusters in the stations within the high and low topographic class, we can reject the hypothesis that there is any other spatial phenomenon influencing the ground motions in these two classes.
Figure B.2: High-high (HH), high low (HL), low-high (LL) and low-low (LL) clusters for stations in the three topographic classes in California and Japan. HH corresponds to stations which have a high site residual and are surrounded by similar stations. These clusters are also referred to as hot spots. LL corresponds to stations that have a low site residual is surrounded by stations with similarly low values of site residuals. Such clusters are called cold spots. HL and LH are stations that have high value of site terms and are surrounded by stations with low values of site terms or vice versa. These points are called as outliers. In Japan, there were too few stations in the High class to get a reliable clustering analysis result and therefore the results have not been shown. The points only mark the locations of the stations.
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