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ABSTRACT

Solar and wind generation are one of the most rapidly growing renewable energy sources, and is regarded as an appealing alternative to conventional power generated from fossil fuel. This is leading to significant levels of distributed renewable generation being installed on distribution circuits. Although renewable generation brings many advantages, circuit problems are created due to its intermittency, and overcoming these problems is a key challenge to achieving high penetration.

It is necessary for utilities to understand the impacts of Photovoltaic (PV) generation on distribution circuits and operations. An impact study is intended to quantify the extent of the issues, discover any problems, and investigate alternative solutions. In this manner, system wide and local impact study are proposed in the dissertation.

1) System wide impact study

This study considers system effects due to the addition of Plug-in Hybrid Vehicles (PHEV) and Distributed Energy Resource (DER) generation. The DER and PHEV are considered with energy storage technology applied to the residential distribution system load. Two future year scenarios are considered, 2020 and 2030. The models used are of real distribution circuits located near Detroit, Michigan, and every customer load on the circuit and type of customer are modeled. Monte Carlo simulations are used to randomly select customers that receive PHEV, DER, and/or storage systems. The Monte Carlo simulations provide not only the expected average result, but also its uncertainty.

2) Local impact study

Analysis of high PV penetration in distribution circuits using both steady-state and quasi steady-state impact studies are presented. The steady-state analysis evaluates impacts on the
distribution circuit by comparing conditions before and after extreme changes in PV generation at three extreme circuit conditions, maximum load, maximum PV generation, and when the difference between the PV generation and the circuit load is a maximum. The quasi steady-state study consists of a series of steady-state impact studies performed at evenly spaced time points for evaluating the spectrum of impacts between the extreme impacts. Results addressing the impacts of cloud cover and various power factor control strategies are presented. PV penetration levels are limited and depend upon PV generation control strategies and the circuit design and loading. There are tradeoffs in PV generation control concerning circuit voltage variations, circuit losses, and the motion of automated utility control devices. The steady state and quasi steady-state impact studies provide information that is helpful in evaluating the effect of PV generation on distribution circuits, including circuit problems that result from the PV generation.

In order to fully benefit from wind power, accurate wind power forecasting is an essential tool in addressing this challenge. This has motivated researchers to develop better forecast of the wind resources and the resulting power. As a solution for wind generation, frequency domain approach is proposed to characterize and analyze wind speed patterns in the dissertation.

3) Frequency Domain Approach

This study introduces the frequency domain approach to characterize and analyze wind speed patterns. It first presents the technique of and the prerequisite conditions for the frequency domain approach. Three years of wind speed data at 10 different locations have been used. This chapter demonstrates that wind speed patterns during different times and at different locations can be well characterized by using the frequency domain approach with its compact and structured format. We also perform analysis using the characterized dataset. It affirms that the frequency domain approach is a useful indicator for understanding the characteristics of wind speed patterns and can express the information with superior accuracy.

Among the various technical challenges under high PV penetration, voltage rise problems caused by reverse power flows are one of the foremost concerns. The voltage rises due to the PV generation. Furthermore, the need to limit the voltage rise problem limits PV generators from injecting more active power into the distribution network. This can be one of the obstacles to high penetration of PVs into circuits. As a solution for solar generation, coordinated control of automated devices and PV is proposed in the dissertation.

4) Coordinated Automated Device and PV Control
A coordinating, model-centric control strategy for mitigating voltage rise problems due to PV penetration into power distribution circuits is presented. The coordinating control objective is to maintain an optimum circuit voltage distribution and voltage schedule, where the optimum circuit operation is determined without PV generation on the circuit. In determining the optimum circuit voltage distribution and voltage schedule, the control strategy schedules utility controls, such as switched capacitor banks and voltage regulators, separate from PV inverter controls. Optimization addresses minimizing circuit losses and motion of utility controls. The coordinating control action provides control setpoints to the PV inverters that are a function of the circuit loading or time-of-day and also the location of the PV inverter. Three PV penetration scenarios are considered, 10%, 20%, and 30%. Baselines with and without coordinating controls for circuit performance without PV generation are established, and these baselines are compared against the three PV penetration scenarios with and without coordinating control. Simulation results are compared and differences in voltage variations and circuit losses are considered along with differences in utility control motion. Results show that the coordinating control can solve the voltage rise problem while minimizing circuit losses and reducing utility control motion. The coordinating control will work with existing PV inverter controls that accept control setpoints without having to modify the inverter controls.

5) Coordinated Local and Centralized PV Control

Existing distribution systems and their associated controls have been around for decades. Most distribution circuits have capacity to accommodate some level of PV generation, but the question is how much can they handle without creating problems. It proposes a Configurable, Hierarchical, Model-based, Scheduling Control (CHMSC) of automated utility control devices and photovoltaic (PV) generators. In the study here the automated control devices are assumed to be owned by the utility and the PV generators and PV generator controls by another party. The CHMSC, which exists in a hierarchical control architecture that is failure tolerant, strives to maintain the voltage level that existed before introducing the PV into the circuit while minimizing the circuit loss and reducing the motion of the automated control devices. This is accomplished using prioritized objectives. The CHMSC sends control signals to the local controllers of the automated control devices and PV controllers. To evaluate the performance of the CHMSC, increasing PV levels of adoption are analyzed in a model of an actual circuit that has significant existing PV penetration and automated voltage control devices. The CHMSC control performance is compared with that of existing, local control. Simulation results presented demonstrate that the
CHMSC algorithm results in better voltage control, lower losses, and reduced automated control device motion, especially as the penetration level of PV increases.
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Chapter 1: Introduction

1.1. Background

Solar and wind generation are one of the most rapidly growing renewable energy sources, and is regarded as an appealing alternative to conventional power generated from fossil fuel. This is leading to significant levels of distributed renewable generation being installed on distribution circuits. Although renewable generation brings many advantages, circuit problems are created due to its intermittency, and overcoming these problems is a key challenge to achieving high penetration.

It is necessary for utilities to understand the impacts of renewable generation on distribution circuits and operations. An impact study is intended to quantify the extent of the issues, discover any problems, and investigate alternative solutions. By evaluating projected impacts with the current distribution system model, new plans can be developed to appropriately encourage the addition of distributed resources and load shifting to manage anticipated capacity issues. This could allow the utility to avoid or defer costly system/equipment upgrades, otherwise needed to meet the increased demands.

Impact study can be divided into two categories; system wide and local study. System wide impact study addresses the expected growth impacts if new technologies are introduced into the current distribution circuit including Plug-in Hybrid Vehicles (PHEV), Distributed Energy Resource (DER) generation, and energy storage systems. This study deals with the uncertainties about new technology including its location, size, characteristics and etc.

On the other hand, local impact study addresses the expected impacts of new technologies in the current distribution circuit. It is more feasible study because the native loading and Photovoltaic (PV) data are available and further, its location and characteristics of PV generation are usually known in realistic circuit.

For tackling this challenge obtained from impact study, wind power forecasting is essential tool for wind generation. Research in the area of wind power forecasting has been devoted to the development of good and reliable wind power forecasting and many different approaches have been employed. Furthermore, precise wind forecasting tool results in a cost reduction to integrate wind power into the existing electricity supply system. This has motivated researchers to develop better forecast of the wind resources and the resulting power.
Among the various technical challenges under high PV penetration, one of the major research challenges is directed towards optimized control of high penetration of PV generation within the existing power system. In power distribution circuit that contains high level of penetration of PV generation but has insufficient number of storage system, a sudden change of PV generation could limit PV generators from injecting more active power into the distribution network, resulting in tackling the high penetration of PVs into circuits. Control algorithm is required to dispatch real and reactive power of PV generators while keeping its output voltage, current, or power factor at desired level.

1.2. Dissertation Objective

Figure 1-1 shows the objectives of this dissertation. The first objective is to analyze the impact of renewable generation on distribution circuits and operations and the second is to propose the solution for utilizing the high penetration of wind and solar generation.

For the first objective, system wide and local impact studies are proposed in the dissertation. System wide impact study addresses the expected growth impacts if new technologies are introduced into the current distribution circuit including PHEV, DER generation, and energy storage systems. For the system wide impact study, DER adoption analysis is proposed in this dissertation. However, simulating one time point is not sufficient to evaluate the uncertainty of future PHEV load and DER generation. Therefore, Monte Carlo simulation is used to evaluate adoption patterns of residential customers. The Monte Carlo simulation provides not only the expected average result, but also its uncertainty.

For the local impact study, DER impact study is proposed in this dissertation. It addresses the expected impacts of new technologies in the current distribution circuit. In this manner, both local steady-state and quasi steady-state PV impact studies are presented. The steady-state impact study investigates impacts at extreme circuit conditions and the quasi steady-state represents a series of steady-state studies over a set of time varying values. Thus, the quasi steady-state study evaluates a spectrum of impacts.

For the second objective, frequency domain approach for wind generation and control algorithm for PV generation are proposed. The frequency domain approach characterizes and analyzes wind speed by using the pure data obtained by separating such noises. This benefit enables the improvement of forecasting accuracy.

Furthermore, optimal coordinated control of automated devices and PV generators is proposed as a centralized control. The main objective of the control is to maintain the voltage level that existed before introducing the PV into the circuit. For this, the control of automated devices is coordinated with the
control of PV generators. Then, the coordinated local and centralized control of automated devices and PV generators is proposed. The optimal control set-points obtained from centralized control are sent to the corresponding local controller of automated devices and PVs.

**1.3. Dissertation Outline**

- **Chapter 2**

  This study considers potential system effects from the addition of Plug-in Electric Vehicle (PEV) load to individually metered residential customers together with a concurrent market adoption of DER and energy storage technologies to offset the associated load growth. To evaluate various renewable energy source conditions, a prototypical circuit is evaluated in Detroit, Los Angeles, and Orlando locations for both summer and winter loading conditions. Various load adoption scenarios are simulated by randomly assigning specified loading to target customer classes on the circuit.

- **Chapter 3**

  This chapter considers system effects due to the addition of PHEV and DER generation. The DER and PHEV are considered with energy storage technology applied to the residential distribution system load. Two future year scenarios are considered, 2020 and 2030. The models used are of real distribution
circuits, and every customer load on the circuit and type of customer are modeled. Monte Carlo simulations are used to randomly select customers that receive PHEV, DER, and/or storage systems. The Monte Carlo simulations provide not only the expected average result, but also its uncertainty. The adoption scenarios are investigated for both summer and winter loading conditions.

- Chapter 4

Analysis of high PV penetration in distribution circuits using both steady-state and quasi steady-state impact studies are presented. The steady-state analysis evaluates impacts on the distribution circuit by comparing conditions before and after extreme changes in PV generation at three extreme circuit conditions, maximum load, maximum PV generation, and when the difference between the PV generation and the circuit load is a maximum. The quasi steady-state study consists of a series of steady-state impact studies performed at evenly spaced time points for evaluating the spectrum of impacts between the extreme impacts. Results addressing the impacts of cloud cover and various power factor control strategies are presented. PV penetration levels are limited and depend upon PV generation control strategies and the circuit design and loading. There are tradeoffs in PV generation control concerning circuit voltage variations, circuit losses, and the motion of automated utility control devices. The steady state and quasi steady-state impact studies provide information that is helpful in evaluating the effect of PV generation on distribution circuits, including circuit problems that result from the PV generation.

- Chapter 5

This study introduces the frequency domain approach to characterize and analyze wind speed patterns. It first presents the technique of and the prerequisite conditions for the frequency domain approach. Three years of wind speed data at 10 different locations have been used. This chapter demonstrates that wind speed patterns during different times and at different locations can be well characterized by using the frequency domain approach with its compact and structured format. We also perform analysis using the characterized dataset. It affirms that the frequency domain approach is a useful indicator for understanding the characteristics of wind speed patterns and can express the information with superior accuracy.

- Chapter 6

A coordinating, model-centric control strategy for mitigating voltage rise problems due to PV penetration into power distribution circuits is presented. The coordinating control objective is to maintain an optimum circuit voltage distribution and voltage schedule, where the optimum circuit operation is
determined without PV generation on the circuit. In determining the optimum circuit voltage distribution and voltage schedule, the control strategy schedules utility controls, such as switched capacitor banks and voltage regulators, separate from PV inverter controls. Optimization addresses minimizing circuit losses and motion of utility controls. The coordinating control action provides control setpoints to the PV inverters that are a function of the circuit loading or time-of-day and also the location of the PV inverter. Three PV penetration scenarios are considered, 10%, 20%, and 30%. Baselines with and without coordinating controls for circuit performance without PV generation are established, and these baselines are compared against the three PV penetration scenarios with and without coordinating control. Simulation results are compared and differences in voltage variations and circuit losses are considered along with differences in utility control motion. Results show that the coordinating control can solve the voltage rise problem while minimizing circuit losses and reducing utility control motion. The coordinating control will work with existing PV inverter controls that accept control setpoints without having to modify the inverter controls.

- Chapter 7

Existing distribution systems and their associated controls have been around for decades. Most distribution circuits have capacity to accommodate some level of PV generation, but the question is how much can they handle without creating problems. This chapter proposes a Configurable, Hierarchical, Model-based, Scheduling Control (CHMSC) of automated utility control devices and photovoltaic (PV) generators. In the study here the automated control devices are assumed to be owned by the utility and the PV generators and PV generator controls by another party. The CHMSC, which exists in a hierarchical control architecture that is failure tolerant, strives to maintain the voltage level that existed before introducing the PV into the circuit while minimizing the circuit loss and reducing the motion of the automated control devices. This is accomplished using prioritized objectives. The CHMSC sends control signals to the local controllers of the automated control devices and PV controllers. To evaluate the performance of the CHMSC, increasing PV levels of adoption are analyzed in a model of an actual circuit that has significant existing PV penetration and automated voltage control devices. The CHMSC control performance is compared with that of existing, local control. Simulation results presented demonstrate that the CHMSC algorithm results in better voltage control, lower losses, and reduced automated control device motion, especially as the penetration level of PV increases.

- Chapter 8

Overall conclusion and future work.
1.4. Glossary

In this dissertation, the following abbreviations and terms are used:

**ADF**: the Augmented Dickey-Fuller test.

**AIC**: Akaike Information Criterion.

**ANN**: Artificial Neural Networks.

**CHMSC**: Configurable, Hierarchical, Model-based, Scheduling Control

**CPR**: Clean Power Research.

**CV**: Coefficient of Variation.

**DER**: Distributed Energy Resource.

**DFT**: Discrete Fourier Transform.

**DOE**: The U.S. Department of Energy.

**EPRI**: Electric Power Research Institute.

**IBMY**: In My Backyard.

**IDFT**: Inverse Discrete Fourier Transform.

**IEEE**: Institute of Electrical and Electronics Engineering.

**MAPE**: Mean Absolute Percentage Error.

**NCDC**: National Climatic Data Center.

**NREL**: National Renewable Energy Laboratory.

**NWP**: Numerical Weather Prediction.

**PEV**: Plug-in Electric Vehicle.

**PFUR**: Phase power Flow Unbalance Rate.
**PHEV**: Plug-in Hybrid Vehicles.

**PV**: Photovoltaic.

**PVUR**: Phase Voltage Unbalance Rate.

**SBC**: Schwarz Bayesian Criterion.

**UR**: Uncertainty Range.
Chapter 2 : Evaluation of DER Adoption in the Presence of New Load Growth and Energy Storage Technologies

2.1. Introduction

Analysis of concurrent growth or adoption of electric vehicles, DER, and energy storage technologies is presented in this chapter. In particular, PEV, customer owned solar generation, customer owned wind generation, and utility owned battery storage are considered. An objective is to evaluate adoption levels of solar and wind generation supplemented with battery storage that will offset the adoption of electric vehicle loads.

Monte Carlo simulation is used to randomly place DER generation units at locations throughout a prototypical circuit. The simulation provides customer arrival home and plug-in time models, including automated charging during early morning hours.

Technology adoption is modeled as a function of customer billing class. The same billing class can be modeled to adopt different types of PEVs and/or DERs at different adoption levels. Adoption of multiple PEVs by a single customer may be modeled, such as for commercial classes that are expected to employ more than one PEV.

Solar data was imported via the internet from the In My Backyard (IMBY) application from the National Renewable Energy Lab (NREL) [1]. For a given solar generation location and size, the NREL interface provides hourly generation data for an entire year, and 8760 hours of generation from year 2004 are used in the analysis here. For the wind generation, wind speed data is obtained using U.S Local Climatological Data from the National Climatic Data Center (NCDC) [2]. The wind power used in this analysis is calculated by the wind turbine power equation. For each hour of analysis, customer loads are estimated from averaged hourly SCADA measurements, hourly customer kWHr load data, and monthly kWHr load data processed by load research statistics to create hourly loading estimates for each customer [3, 4].

A distribution circuit with 1404 residential, 30 commercial and small industrial class customers are used in the analysis. The circuit is used to analyze both summer and winter conditions for three selected
cities, Detroit, Michigan, Los Angeles, California, and Orlando, Florida. Of particular interest is what levels of DER adoption and battery storage would be needed to offset the adoption of the PEV loads.

A base case where just PEV adoption is considered is used to establish feeder load characteristics due to the new PEV loads along with primary overloads that are caused by the new PEV loads. The study then proceeds to evaluate how DER adoption levels and battery storage strategies could compensate for the PEV loads to help manage feeder overloads. The results of summer and winter analysis are presented for Detroit, Los Angeles, and Orlando locations with various adoption scenarios. Analysis results are then considered followed by a comparison between the results obtained from Detroit, Los Angeles, and Orlando. Findings of the study are summarized.

2.2. Simulation Assumptions and Profile

2.2.1. Native Load Profile

The sample system used for this study has a substation serving 1404 individually metered residential customers. From an available set of residential load measurements, two groups of January and July load profiles are selected to evaluate the seasonal effects for summer and winter months. Figure 2-1 presents a percent loading profile during winter and summer, respectively. These load profiles show a baseline condition before DER adoption with near-peak conditions occurring from the hours of 4 PM through 11 PM and no overloaded distribution transformers.
2.2.2. PEV Load Profile

Since PEV automobile technology is new to the mass market, information on how consumers will utilize this new technology is not available.

In this study the batteries of the PEV are assumed to be charged only at residential homes. It is also assumed that the battery is fully discharged when PEV charging of 8kWh occurs once a day. This assumption provides the worse case scenario. There are two likely voltages at residential locations, 120V and 240V [5]. This study uses a 120V charging scenario as illustrated in Figure 2-2, supplied by a 120V/15A circuit charging at an essentially constant demand of around 2kW for five hours. Choosing 120V instead of 240V charging results in overloads occurring earlier and provides the worse case scenario. In the simulation for a given consumer the charging is a function of arrival time as discussed below.
2.2.3. Solar Generation Profile

To analyze potential solar benefits of customer owned solar generation, a 2kW solar PV array for distributed generation is assumed. The study considers the solar incidence for the defined geographical locations in July and January. The solar generation back to the grid is based on data from the IMBY tool from NREL for the average solar incidence for two 1kW panels per installation.

2.2.4. Wind Generation Profile

For the assessment of wind energy potential, a 2kW wind turbine for distributed generation is assumed. The hourly mean wind speed is obtained from the NCDC for the defined geographical locations in July and January 2010 [2]. Then, the wind power produced is calculated by using wind speed:

\[
P_{\text{wind}} = \frac{1}{2} \cdot \rho \cdot A \cdot v^3 \cdot c_p
\]  (2-1)

where \( \rho \) is the air density, \( A \) is the area cleared by the rotor, \( v \) is the wind speed, and \( c_p \) is the efficiency of the turbine. In this study, the wind power is calculated at 15°C and 1 atm pressure which is 1.225 kg/m³ air density contained in 3.5 m rotor with 45% efficiency.

2.2.5. Storage Profile

The study also considers battery storage in combination with renewable energy, which stores the renewable energy production for later retrieval with 80% efficiency. While the real-time renewable
energy configuration produces more total energy, it has effectively no impact on the peak residential demands without control. However, when coupled with a storage system, the renewable energy generation is able to significantly influence peak characteristics, especially during the peak growth scenario driven by an emerging PEV market. In this study it is assumed that the storage system stores renewable energy production and returns to the system during the 7 hour near-peak duration from 5 PM to 12 PM.

2.3. Case Studies

2.3.1. Simulation Methodology

The distribution circuit to be analyzed is shown in Figure 2-3. This circuit has 1404 residential, 30 commercial, and small industrial customers with 90%, 9% and 1% of the total load, respectively.

This study utilizes a relatively conservative PEV adoption rate of one percent per year for residential customers over the next ten year period. It assumes the typical PEV owner would tend to initiate recharging upon returning home from the work. Thus, knowing the pattern of people arriving home from work will provide a probability distribution of when PEV charging will begin. By applying a Monte Carlo simulation to the census data and relating travel time to miles traveled [6], a profile of people arriving
home from work and the average number of miles people travel to and from work was obtained. The profile developed is in Figure 2-4 and shows the distribution of arrival times at home. This also assumed to represent the distribution of when PEVs will begin charging.

![Figure 2-4 Distribution of Arrival Times at Home from Work](image)

The study considers an aggressive ten year renewable energy (solar, wind) adoption rate of 3% per year, to analyze potential renewable energy source benefits with 30% of the residential customers having a 2kW renewable energy system for distributed generation. The generation impacts are also analyzed with storage system adoption rates of 3% per year over the same period. The storage systems could be provided by and controlled by the utility

Figure 2-5 presents the outline of the DER adoption algorithm. After the selection of a seasonal load profile and adoption levels of the customer class, the DER adoptions are randomly placed. This process is repeated until the selected adoption levels have been reached. System impacts are then analyzed in terms of induced component overloads and low-voltage conditions.
The investigation analyzes the inherent variation in the performance of renewable energy resources by evaluating the same prototypical circuit during winter and summer loading conditions at three distinct geographic locations: northern (Detroit), middle (Los Angeles), and southern (Orlando), with the scenarios shown in Error! Reference source not found..

Table 2-1 Scenarios of DER Adoption Analysis

<table>
<thead>
<tr>
<th></th>
<th>PEV</th>
<th>Solar Gen.</th>
<th>Storage (Solar)</th>
<th>Wind Gen.</th>
<th>Storage (Wind)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Case 1</td>
<td>10 %</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Case 2</td>
<td>10 %</td>
<td>30 %</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Case 3</td>
<td>10 %</td>
<td>×</td>
<td>30 %</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>
### 2.3.2. Solar Generation

The resulting solar generation profile is shown in Figure 2-6 for each location in January and July. In this figure solar production is represented as negative load. This component data is then used to define the solar and storage components modeled per installation for the DER adoption analysis.

![Solar Generation Profile in January](image1)

![Solar Generation Profile in July](image2)

Figure 2-6 Solar Generation Comparison by Location (2kW PV Array)
It was found that similar solar generation is produced during the summer in LA (5.0kWh), Detroit (4.1kWh), and Orlando (3.9kWh). In winter, comparable results are obtained between LA (4.5kWh) and Orlando (5.0kWh), while in Detroit (0.8kWh) there is noticeably less generation over the same period [7]. Furthermore, Orlando produces slightly more solar energy during winter than summer which provides a different pattern from the other two cities.

2.3.3. Wind Generation

Figure 2-7 compares the wind generation profile for each location in January and July. The figure shows the estimated negative load produced by wind generation. These results indicate that wind generation fluctuates more than solar generation but can produce energy during both day and night.
2.3.4. Reference Case

To understand the capability of DER generation and storage technology in offsetting a growing PEV market demand and induced overload conditions, a reference case is considered. Figure 2-8 shows the current flow for the prototypical circuit, measured at the substation, with 10% residential PEV adoption in January and July as a reference case. As expected, the majority of additional PEV loading is delivered in the near-peak period, and thus the peak current magnitude increases, resulting in system overloading conditions.
Figure 2-8 System Current Flow for Base Case by DER Adoption

Figure 2-9 shows that the charging scheme has a substantial influence on the number of overloaded components resulting from the PEV introduction. From 2 to 10 percent PEV adoption rates, the number of induced component overloads is seen to vary from around 1 to 2 for January, while ranging from around 1 to 6 for July.
However, the range in the cumulative overloaded component hours for the same PEV adoptions varies from 3 to 7 hours for January and from 3 to 16 hours for July as indicated in Figure 2-10. Thus, more components are overloaded and remain in the overloaded state for a longer time period during summer.

2.4. Test Results
2.4.1. Detroit Case

Figure 2-11 and Figure 2-12 show results of the start-of-circuit current flow comparisons among the various scenarios of Error! Reference source not found. considered in January and July in Detroit. As illustrated in Figure 2-11, during winter, none of the DER generation scenarios coupled with PEV growth causes the current level to fall below the base system peak demand. The impact from solar generation is notably less during the winter but the wind generation helps offset the new PEV loads.
Figure 2-12 shows that for case 2, solar generation during summer, results in midday demand dips but has little impact on peak demands. With the projected PEV recharging occurring during the existing peak, the solar-storage combination is able to clip the increased peak demand to a level below that of the base system. However, for case 4, wind generation, only shows marginal improvements.

### 2.4.2. Los Angeles Case
Figure 2-13 and Figure 2-14 show the current flow for Los Angeles, measured at the substation, with the various scenarios considered in January and July. For cases 2 and 4 during the winter period, shown in Figure 2-13, standalone solar and wind generation level out the midday demand but have little impact on peak demand. With the combination of wind and solar generation for case 6, similar results are obtained. However, when coupled with the storage system, the solar generation reduced peak current flow in the system by approximately 7%. However, wind generation had little effect on peak demand.

(a) System Current Flow without Storage System

(b) System Current Flow with Storage System

Figure 2-13 System Current Flow for Los Angeles by DER Adoption in January
For the summer period shown in Figure 2-14, standalone solar and wind generation again have a negligible impact on the peak demand period, but essentially flattened the current flow when coupled with the storage system. In summer, both wind and solar generation are capable of reducing the peak demands induced by PEV charging.

![LA Current Flow without Storage System (July)](image)
(a) System Current Flow without Storage System

![LA Current Flow with Storage System (July)](image)
(b) System Current Flow with Storage System

Figure 2-14 System Current Flow for Los Angeles by DER Adoption in July

2.4.3. Orlando Case
Figure 2-15 and Figure 2-16 show current flow variations by system configuration in January and July in Orlando. Although standalone solar and wind generation are not available during the projected residential PEV market recharging period, in combination with the storage system can offset a growing PEV market demand for the winter period shown in Figure 2-15.

![Orlando Current Flow without Storage System (January)](image)

(a) System Current Flow without Storage System

![Orlando Current Flow with Storage System (January)](image)

(b) System Current Flow with Storage System

Figure 2-15 System Current Flow for Orlando by DER Adoption in January

Figure 2-16 shows solar-storage impacts on the induced PEV demands during the summer period, when stored solar energy is recovered during the peak period. It also shows the diminished benefits of wind generation.
2.4.4. Case Study Comparison

Figure 2-17 summarizes peak current flow comparisons by location for the various scenarios. The results illustrate that a customer owned solar market could produce some significant impacts on current energy consumption profiles, primarily of benefit to utilities when coupled with an efficient battery storage device, which is needed to affect peak demands. The benefit of customer owned solar generation with battery storage is consistent for all locations during the summer analysis, where the applied solar generation is able to completely offset the added PEV loading. For the winter period, LA and Orlando are
comparable in reducing the PEV-induced demand, while the Detroit location shows significantly less benefit.

However, a customer owned wind market shows less benefit, even in combination with battery storage because there is less wind resource in the large, developed cities. Furthermore, standalone solar and wind generation have negligible impact on the peak demand period, as most of the generation occurs during the off-peak period for the predominantly residential feeder considered.
2.5. Conclusion

The results demonstrated that a maturing PEV market could produce significant impacts on peak demand, resulting in additional system overloading conditions. Thus, the study considers solar and wind generation, as well as in combination with battery storage system to control the associated peak demand growth driven by an emerging PEV market.

While the solar configuration produces more total energy, it has effectively no impact on the peak residential demands, which typically occur during times when solar generation is unavailable. However, when coupled with a battery storage system, the solar generation is able to significantly influence peak characteristics, especially during the peak growth scenario driven by an emerging PEV market. The study shows that in LA and Orlando, 30% adoption of solar generation could offset a 10% PEV adoption. This is also true in Detroit in the summer, but not the winter.

The “available at night” wind configuration shows less benefit, even in combination with battery storage system because of the lower total energy from the wind resource. The study shows that in the three selected cities, 30% adoption of wind generation could help to reduce the peak demands induced by 10% PEV adoption, but not offset the PEV loading.
Chapter 3 Monte Carlo Analysis of Plug-in Hybrid Vehicles and Distributed Energy Resource Growth with Residential Energy Storage in Michigan

3.1. Introduction

A PHEV is a hybrid electric vehicle which is designed to recharge its batteries by plugging into the power source. It is a potential solution to reduce vehicle emission and oil dependency. The Electric Power Research Institute (EPRI) quantified three distinct market PHEV adoption scenarios for the period 2010-2050 [8]. In these scenarios it takes some time to penetrate the market. However, PHEVs will have a significant share after some years. PHEVs reach a 20% of new vehicle market share in the low PHEV scenario, 62% in the medium PHEV scenario, and 80% in the high PHEV scenario.

Renewable energy as an alternative to fossil fuels offers a number of benefits. It reduces greenhouse emission and air pollutants during operation. Furthermore, it uses free, clean, and plentiful energy resources. Two representative energy resources are wind and solar energy. In some regions these are becoming increasingly significant sources of power system generation, and will become important energy resources in the future of energy supply. The U.S. Department of Energy (DOE) explores an energy scenario in which wind generation supplies 20% of power system generation by 2030 [9]. DOE also explores a future solar generation adoption scenario for the period 2010-2050 [10]. In this scenario, the contribution of solar generation is projected to be 14% of power system generation by 2020 and 27% by 2050.

The potential impact of PHEV on the existing power system has been studied in [11-24]. In these papers, PHEVs affect utility operations by adding additional electricity demand. Furthermore, large penetrations of PHEV result in reduced gas emissions, improved economics for utilities, and reduced oil dependencies. However, only effects of the addition of PHEVs into the existing power system are considered.

In previous work [25], the adoption level of solar and wind generation supplemented with storage are evaluated, and how these technologies may mitigate the effect of new electric vehicle loads are evaluated. However, the test scenarios considered are not based on future PHEV and DER projections. Furthermore, simulating one time point is not sufficient to evaluate the uncertainty of future PHEV load and DER
generation. In this chapter, using the 2020 and 2030 future scenarios [8-10], system effects due to the addition of PHEV, solar generation, and wind generation are considered, providing more realistic simulations. Furthermore, Monte Carlo simulation is used to evaluate adoption patterns of residential customers. The Monte Carlo simulation provides not only the expected average result, but also its uncertainty. Renewable energy growth coupled with storage systems that offset PHEV load growth is also considered.

The chapter is organized as follows. Section 3.2 presents the assumptions that are made regarding native system loads, PHEVs, DER, and storage. In Section 3.3 the adoption level of PHEVs and DERs in 2020 and 2030 are presented. In addition, the Monte Carlo simulation of the DER adoption analysis is introduced. In Section 3.4 the results of summer and winter analysis of an actual circuit with individual residential customers modeled are presented. Analysis results are then considered. Finally, findings of the study are summarized in Section 3.5.

3.2. Simulation Assumptions and Profile

3.2.1. Native Load Profile

For each hour, customer loads are estimated from averaged hourly SCADA measurements, hourly customer kWh load data, and monthly kWh load data processed by load research statistics to create hourly loading estimates for each customer [3, 4, 26-29]. From the available set of residential load measurements, winter (January) and summer (July) load profiles are selected to evaluate the seasonal effects. Figure 3-1 presents the kW measurements at the substation estimated from the native load profiles during winter and summer at the selected location in Michigan. The circuit considered (see Figure 3-12) has 2751 residential customers and 111 commercial customers. Due to the heavy residential load the circuit peaks later in the day, with the annual peak occurring during the summer. These load profiles provide a baseline condition prior to adopting the PHEVs and DERs.
3.2.2. PHEV Load Profile

Since PHEV technology is new to the mass market, information concerning how consumers will utilize the technology is not available. Therefore, several assumptions on PHEV usage are made in this study. It is assumed that the typical PHEV owner initiates recharging upon returning home from work. It is also assumed that the PHEV battery is charged from no charge to full charge when the charging occurs once a day. This assumption provides the worst case scenario. There are some likely PHEV charging profiles in [5]. This study uses a 120V/15A PHEV battery charger scenario. Figure 3-2 shows the typical 120V/15A charging profile for an 8kWh PHEV charger with an essentially constant demand of around 2kW for 5 hours.

Figure 3-1 Native load profiles during summer and winter
3.2.3. *Solar Generation Profile*

For the simulation of solar generation, 4 kW solar generation units are used here. For a given geographical location, solar generation data from Clean Power Research (CPR) provides hourly solar generation data based on the defined solar generator parameters [30]. The solar generator parameters include system location information such as latitude and longitude, and solar generator specification such as the generator rating, efficiency, and tracking. The hourly average of the solar generation in January and July 2010 are used in this study. The resulting solar generation profile at a selected location in Michigan is shown in Figure 3-3. It is found that the solar generation in winter is noticeable less than summer at this location.
Before considering the effects of solar generation, verification of the solar generation profile used will be addressed. The data for comparison is obtained from the IMBY tool from NREL [1]. The comparison of solar generation profiles obtained from CPR and NREL is shown in Figure 3-4. As shown in this figure, the solar generation profile from CPR matches well with the reference profile from NREL during both winter and summer.

3.2.4. Wind Generation Profile
For the assessment of potential wind generation, a 4 kW wind generator is assumed. The hourly average wind speed is obtained from the NCDC for a given location in January and July 2010 [2]. Then, the wind generation is calculated by using the wind speed as:

\[
P_{\text{wind}} = \frac{1}{2} \cdot \rho \cdot A \cdot v^3 \cdot c_p
\]  \hspace{1cm} (3-1)

where \(\rho\) is the air density, \(A\) is the area cleared by the rotor, \(v\) is the wind speed, and \(c_p\) is the efficiency of the turbine. In this study the wind generation is calculated at 15°C and 1 atm pressure which is 1.225 kg/m³ air density contained in a 5.0 m rotor with 40% efficiency. The hourly average of the wind generation at the selected circuit location in Michigan in January and July 2010 are shown in Figure 3-5. This figure indicates that wind generation fluctuates significantly, but the wind can produce energy during both day and night. Note that smaller amounts of wind generation are observed at this location because in general there is less wind resource available around large, developed cities.

![Wind Generation Profile](image_url)

**Figure 3-5 Wind generation profile during summer and winter**

Before considering the effects of wind generation, a verification of the wind generation profile used will be performed. The wind speed used is based on actual measurements. The verification will be performed by comparing the calculated wind power using Eq. 3-1 with wind power calculations from a wind turbine manufacturer. The wind power curve of the UGE-4K wind turbine from Urban Green Energy is used for comparison [31]. The comparison of the wind generation profile obtained from Eq. 3-1 and the manufacturer’s power curve is shown in Figure 3-6. As shown in this figure, the wind generation...
profile from the model is quite well matched with the reference profile from the wind turbine power curve at the selected location during both winter and summer.

![The Verification of Wind Generation Profile](image)

**Figure 3-6** The verification of wind generation profile at the selected location

### 3.2.5. Storage Profile

While the real-time DER generation produces more total energy, it has effectively no impact on the peak residential demands which occur during times when the DER generation is off-peak. However, when coupled with an energy storage system, the DER generation can be used to influence the peak characteristic significantly, especially during the peak growth scenario driven by an emerging PHEV market. Therefore, this study considers a combination of DER generation with DER-storage, which stores DER generation for later retrieval. It is assumed that the size of the storage is limited to approximately 30% of the rated DER generation. Therefore, in the work here 1.2 kW of storage is coupled with 4 kW DER generation. It is also assumed that the energy storage system returns the stored energy to the electric distribution system during the 7 hour near-peak duration from 5 PM to 12 PM with 80% conversion efficiency.

### 3.3. Monte Carlo Simulation of DER Adoption Analysis

#### 3.3.1. PHEV Penetration

To apply the PHEV adoption level determined by 2020 and 2030 future scenarios, market penetration of PHEVs from 2010 to 2030 are illustrated in Figure 3-7 [8]. As shown in this figure, the PHEVs could
reach a 36% and 52% of new vehicle market share by 2020 and 2030, respectively. In this study, the number of customers who have PHEVs is decided based on these PHEV penetration estimates.

![PHEV Penetration Scenario](image)

Figure 3-7 PHEV market share penetration scenario as a percent of vehicle market [8]

It is assumed that the PHEVs are charged in the house when the owners return home. Therefore, knowing the pattern of people arriving home from work can provide information when the PHEV charging will begin. A probability distribution of people arriving home from work is obtained by applying a Monte Carlo simulation to the census data and relating travel time to miles traveled as shown in Figure 3-8 [6]. Based on this distribution, it assumes that the PHEV owner initiates charging upon arriving home.

![Distribution of Arrival Time at Home from Work](image)

Figure 3-8 Distribution of arrival times at home from work
3.3.2. Solar Generation Penetration

The adoption level of solar generation in 2020 and 2030 are decided based on the future scenario shown in Figure 3-9 [10]. In this scenario, the contribution of solar generation is projected to be 3 % and 14 % of total electric demand by 2020 and 2030, respectively.

Figure 3-9 Solar generation penetration scenario as a percent of electricity demand [10]

In this study the DER adoption analysis is performed based on the number of customers who have solar generation. The number of customers associated with the projected adoption level of Figure 3-9 is calculated here as:

\[
N_{\text{customer}} = \frac{l_{\text{project}} \cdot P_{\text{total}}}{P_{\text{rating}} \cdot CF \cdot (1 - l_{\text{project}})}
\]  

(3-2)

where \( l_{\text{project}} \) is the projected adoption level of electric demand (%) from Figure 3-9, \( P_{\text{total}} \) is the annual average of generation at the substation (kW), \( P_{\text{rating}} \) is the DER generation rating (kW), and \( CF \) is the DER capacity factor representing the ratio between the actual generation and the rating (%). In this study, a 20 % capacity factor (\( CF \)) is used. The estimated adoption level of solar generation for DER adoption analysis in 2020 and 2030 is shown in Table 3-1.

<table>
<thead>
<tr>
<th>Projected year</th>
<th>Adoption level (%) of electric demand</th>
<th>Estimated adoption level (%) of customers</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020</td>
<td>3 %</td>
<td>6 %</td>
</tr>
</tbody>
</table>

Table 3-1 The estimated solar generation adoption level of customers
3.3.3. Wind Generation Penetration

The adoption level of wind generation in 2020 and 2030 is determined by the future scenario shown in Figure 3-10 [9]. In this scenario, wind generation capacity is capable of supplying 11% and 20% of electricity demand by 2020 and 2030, respectively. Based on this adoption level, Table 3-2 shows the estimated adoption level which is calculated by using Eq. 3-2 with 45% capacity factor (CF) of wind generation.

<table>
<thead>
<tr>
<th>Projected year</th>
<th>Adoption level (%) of electric demand</th>
<th>Estimated adoption level (%) of customers</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020</td>
<td>11%</td>
<td>10%</td>
</tr>
<tr>
<td>2030</td>
<td>20%</td>
<td>20%</td>
</tr>
</tbody>
</table>

![Wind Generation Penetration Scenario](image)

Figure 3-10 Wind generation penetration scenario as a percent of electricity demand [9]

3.3.4. Simulation Methodology

A number of inputs are required for running the Monte Carlo DER adoption analysis as given by:

- The time point for analysis
- The PHEV load and DER generation profile at the selected location
- The adopted customer class and the percent adoption level
- The PHEV charging pattern

- The number of Monte Carlo iterations

The Monte Carlo DER adoption analysis is diagrammed in Figure 3-11. The steps in the algorithm are as follows:

**Step 1)** A random number seed for starting the placement of PHEVs and DERs is selected. The seed number is updated with each Monte Carlo iteration so that the placement of PHEVs and DERs are randomly updated. The seasonal load profile is selected, where either winter (January) or summer (July) load profiles are selected to evaluate the seasonal effects.

**Step 2)** PHEV Adoption

**Step 2-1)** The PHEV adoption level for the customer class is selected. In the study here 36% and 52% of residential customers have PHEVs in 2020 and 2030, respectively.

**Step 2-2)** The PHEV charging pattern is selected. The probability distribution of people arriving home from work, shown in Figure 3-8, is selected. The PHEVs will begin charging based on this distribution.

**Step 2-3)** PHEV adoptions are randomly placed at customer locations based on the selected PHEV adoption level in Step 2-1 and the PHEV charging pattern in Step 2-2.

**Step 2-4)** Steps 2-1 through 2-3 are repeated until the desired PHEV adoption level is achieved.

**Step 3)** DER Adoption

**Step 3-1)** The DER adoption level of the customer class is selected. In the study here the adoption levels of solar and wind generation presented in Table 3-1 and Table 3-2 are considered.

**Step 3-2)** DER adoptions are randomly placed at customers based on the selected DER adoption level in Step 3-1.

**Step 3-3)** Steps 3-1 through 3-2 are repeated until the desired DER adoption level is achieved.

**Step 4)** Load Estimation is performed. In this step, the loads are estimated for all customer classes of the selected circuit at the selected time point.
Step 5) Power Flow is performed. In this step, the voltage and current are calculated for the selected circuit at the selected time point.

Step 6) Steps 1 – 5 are repeated until the Monte Carlo simulation converges. For the circuit 1000 Monte Carlo iterations is required here. In this step, the current flow, the number of overload locations, and the number of undervoltage locations obtained from Step 5 is saved for each iteration.

After running the analysis, the following outputs are obtained from the Power Flow for each Monte Carlo run:

- The current flow at start-of-circuit
- The number of overload locations
- The number of undervoltage locations
3.3.5. The Benefit of the Methodology

Monte Carlo simulation is employed to solve problems when it is difficult or impossible to compute a deterministic solution. Specifically, Monte Carlo simulation is useful in studying systems with significant uncertainty in inputs, such as future projection studies. Benefits of the Monte Carlo simulation include the following:

- It provides not only the expected average result, but also its uncertainty by creating the probability distribution of the results. Characteristics of the outputs may be estimated from the distributions.
- It allows several inputs to be used at the same time even though the inputs have different types of probability distributions. Here, two inputs having different distributions are used; customer’s PHEV charging patterns and the random locations selected for PHEV and DER placements.

- The best and worst scenarios among the Monte Carlo iterations may be captured.

### 3.4. Test Results

The distribution circuit analyzed at the selected location in Michigan is shown in Figure 3-12. Its summer and winter load profiles are illustrated in Figure 3-1. In addition, the solar and wind generation profiles shown in Figure 3-3 and Figure 3-5 were derived for geographical locations along this circuit.

![Figure 3-12 Distribution circuit analyzed](image)

#### 3.4.1. Monte Carlo Simulation Convergence

Monte Carlo simulation may be used to estimate expected values of random variables. One of the technical considerations in Monte Carlo simulation is to decide the number of samples to be drawn. For example, a sample size that is too small can affect the meaningfulness of results. Thus, it is important to check for the convergence of the statistical process. Here the average and variance of the results are checked after 1000 Monte Carlo iterations to insure that convergence has been reached. Figure 3-13 and Figure 3-14 show the average and variance of the results at 7 PM for the 2020 winter scenario without storage and with storage, respectively. As shown in these figures, both the cumulative average and variance of the current magnitude converge. Therefore, 1000 iterations are enough to show meaningful results.
(a) Cumulative average of Monte Carlo runs

(b) Cumulative variance of Monte Carlo runs

Figure 3-13 Convergence of Monte Carlo simulation at 7 PM in 2020 winter scenario without storage
Convergence of Monte Carlo Simulation (Average) at 7 PM in Jan 2020 with Storage

(a) Cumulative average of Monte Carlo runs

Convergence of Monte Carlo Simulation (Variance) at 7 PM in Jan 2020 with Storage

(b) Cumulative variance of Monte Carlo runs

Figure 3-14 Convergence of Monte Carlo simulation at 7 PM in 2020 winter scenario with storage
3.4.2. The Uncertainty of DER Adoption Analysis

Figure 3-15 and Figure 3-16 show the current flow obtained from the Monte Carlo simulation, measured at the substation for the 2020 winter and summer future scenarios, respectively. These figures provide not only the average of the results but also the extent of uncertainty that the results can have. The extent of uncertainty is represented by 10 quantile values which divide the samples into 10 equal parts so that each part represents 10% of samples. These figures indicate that the scenario with the storage system shows more uncertainty during peak demand duration when the storage system returns the stored DER energy to the system. The average values show that the DER generation with the storage system helps offset the PHEV load growth during peak demand.

![Quantile Plot with Average in Jan 2020 without Storage](image)

(a) Quantile plot in 2020 winter scenario without storage
(b) Quantile plot in 2020 winter scenario with storage

Figure 3-15 Uncertainty estimation with expected value in 2020 winter scenario
(a) Quantile plot in 2020 summer scenario without storage

(b) Quantile plot in 2020 summer scenario with storage

Figure 3-16 Uncertainty estimation with expected value in 2020 summer scenario
Figure 3-17 and Figure 3-18 show the current flow measured at the substation for the 2030 winter and summer scenarios, respectively. In these figures, the scenario with the storage system shows more uncertainty during the peak demand duration. Furthermore, the extent of uncertainty is larger than the 2020 scenario. The increase in the uncertainty from the 2020 scenario to the 2030 scenario corresponds to the increase of the PHEV and DER adoptions. For the seasonal effects, the summer results indicate a larger uncertainty than winter.

(a) Quantile plot in 2030 winter scenario without storage
(b) Quantile plot in 2030 winter scenario with storage

Figure 3-17 Uncertainty estimation with expected value in 2030 winter scenario
(a) Quantile plot in 2030 summer scenario without storage

(b) Quantile plot in 2030 summer scenario with storage

Figure 3-18 Uncertainty estimation with expected value in 2030 summer scenario
In these figures, the average values are close to the 50% quantile values, which are median values, and the distribution is symmetric about the average. This is one of the properties of a normal distribution. To check that the samples follow a normal distribution, normal probability plots and histograms are evaluated. Figure 3-19 and Figure 3-20 show the normal probability plot and histogram with a normal distribution fit for the 7 PM 2020 winter scenario without storage and with storage, respectively. If the samples follow a normal distribution, the plot should be close to the red line. As shown in the figure, the samples obtained from the Monte Carlo simulation are close to the red line, indicating the samples come from a normal distribution. Therefore, the distribution at each hour can be estimated with mean and standard deviations.

(a) Normal probability plot
Figure 3-19 Normality of Monte Carlo simulation at 7 PM in 2020 winter scenario without storage

(a) Normal probability plot

(b) Histogram with normal distribution fit
3.4.3. The Potential Impacts of New Technologies

To understand the capability of DER generation with storage technology offsetting a growing PHEV market demand and induced overload conditions, Figure 3-21 and Figure 3-22 show the average of the start-of-circuit current flow comparisons in 2020 and 2030 scenarios, respectively. As illustrated in Figure 3-21, none of the DER generation scenarios coupled with PHEV growth causes the current level to fall below the base system peak demand in 2020. However, the DER generation helps offset the new PHEV loads during winter and summer.
(a) Average system current flow in 2020 winter

(b) Average system current flow in 2020 summer

Figure 3-21 Average system current flow in 2020 scenario
Figure 3-22 Average system current flow in 2030 scenario

Figure 3-22 shows that DER generation without storage during winter and summer results in midday demand dips but has little impact on peak demands. However, with the projected PHEV recharging occurring during the existing peak, the DER generation with storage is able to clip the increased peak demand to a level below that of the base system during summer. During winter, the DER generation with storage reduces the peak current flow significantly, coming close to the base system.
Figure 3-23 shows the number of overloaded components resulting from the introduction of PHEV and DER. In this figure, the average, maximum, and minimum number of overloaded components from the Monte Carlo simulation are shown. The number of induced component overloads during winter is much smaller than during summer. Furthermore, the overloaded conditions occur much less when the DER generation is coupled with storage. The maximum number of overloaded components indicates the worst case, 6 overloaded components during winter, and 33 overloaded components during summer. As expected, the worst case occurs in the 2030 scenario without storage. In Figure 3-22, the DER generation with storage in the 2030 scenario reduced the peak demands induced by the PHEV load. It is also observed that the smallest number of overloaded components occurs when the DER generation is coupled with the storage in the 2030 scenario. The specific Monte Carlo iteration where the minimum number of overloads occurred provides DER generation adoption locations to be considered for minimizing overloads.

(a) Number of overload violations during winter
In summary, the results illustrate that the DER generation could produce some significant impacts on current energy consumption profiles, primarily of benefit to utilities when coupled with an efficient storage device, which can be used to affect peak demands. In the 2020 scenario, the DER generation with storage helps offset the new PHEV loads. In the 2030 scenario, the DER generation with storage is capable of reducing the peak demands induced by the PHEV loading. Therefore, more DER generation is required to offset the new PHEV load growth in 2020. However, the DER generation with storage is sufficient to manage the new PHEV load growth in 2030. Although the current flow at the start-of-circuit shows that the DER generation offsets the new PHEV load growth, the average number of overloaded components is still high. Thus, it is important to select the optimal locations of the DER generation to minimize the overloading conditions.

3.5. Conclusion

This chapter presents projected adoption levels of PHEV and DER generation for 2020 and 2030 future scenarios. Information on how consumer use of this technology will grow is projected. Several assumptions are presented that are used in the Monte Carlo DER adoption analysis.

A Monte Carlo DER adoption analysis has been introduced. It is shown that this analysis can evaluate the seasonal effects by selecting different load profiles and potential impacts from the addition of PHEV and DER generation with and without energy storage. Furthermore, this analysis provides not only the expected average results, but also its uncertainty.
Finally, the chapter presents the major findings from the Monte Carlo DER adoption analysis for an actual utility circuit where all individual customer loads are modeled: 1) the cumulative average and variance of the results obtained from 1000 Monte Carlo iterations converged well; 2) the analysis provides not only the average of the results but also the extent of uncertainty that the results can have. Furthermore, the distribution at each hour follows the normal distribution so that it can be estimated with mean and standard deviations; 3) the results demonstrate that a maturing PHEV market could produce significant impacts on peak demand, resulting in system overload conditions, which mainly occur in the secondary. The DER generation with storage is sufficient to manage the new PHEV load growth for the circuit in the 2030 scenario but not in the 2020 scenario. Locations for placing DER generation for possibly minimizing the number of overloads come from the specific Monte Carlo iteration where the adopted locations of DER generation minimize the overloading conditions.
Chapter 4 Local Steady-State and Quasi Steady-State Impact Studies of High Photovoltaic Generation Penetration in Power Distribution Circuits

4.1. Introduction

PV generation is one of the most rapidly growing renewable energy sources, and is regarded as an appealing alternative to conventional power generated from fossil fuel [10]. This is leading to significant levels of distributed PV generation being installed on distribution circuits. Although PV generation brings many advantages, circuit problems are created due to the intermittency of the PV generation, and overcoming these problems is a key challenge to achieving high PV penetration.

It is necessary for utilities to understand the impacts of PV generation on distribution circuits and operations. An impact study is intended to quantify the extent of the issues, discover any problems, and investigate alternative solutions.

An impact study can be divided into two categories; system wide and local [32]. A system wide study addresses growth impacts of new technologies on the circuit, including PHEV or PEV, DER generation, and energy storage systems. This study deals with the uncertainties and effects of new technology, including location, size, and operating characteristics [25, 33].

On the other hand, local impact studies address expected impacts of new technologies on a distribution circuit as it exists today. The native loading and PV generation data are available along with the location and characteristics of the PV generation. A local impact study is presented in this chapter.

The potential impact of PV generation on the existing distribution circuit has been discussed in [32, 34-41]. It is becoming apparent that local voltage issues are likely to precede protection, load, fault, harmonic, and stability issues as penetration increases. In addition, reverse power flow can negatively affect protection coordination and operation of voltage control and regulation equipment. Furthermore, PV generation induces changes in the circuit loss and imbalances of voltages and power flows.

In this chapter both local steady-state and quasi steady-state PV impact studies are presented. The steady-state impact study investigates impacts at extreme circuit conditions and the quasi steady-state
represents a series of steady-state studies over a set of time varying values. Thus, the quasi steady-state study evaluates a spectrum of impacts. In addition, PV generation power factor control for mitigating voltage variation problems is investigated.

This chapter is organized as follows. In Section 4.2 the most common expected impacts of PV on the distribution circuit are discussed. Section 4.3 presents simulation strategies addressing the impacts discussed in Section 4.2. In Section 4.4 the results obtained from existing circuits with individual customers modeled are presented. Finally, findings of the study are summarized in Section 4.5.

4.2. PV Impact Study

Some of the impacts from high PV penetration which should be considered in steady-state and quasi steady-state PV impact studies are discussed in this section.

4.2.1. Steady-State PV Impact Study

A steady-state PV impact study seeks to discover the worst case, or extreme impacts, on the distribution circuit. Circuit conditions that are considered include maximum loading, maximum PV generation, and maximum difference between PV generation and circuit load. The objective is to analyze extreme impacts by comparing circuit conditions before and after a change in PV generation. In these studies the effects of control actions are very important. Solar generation transients can be so rapid that traditional utility control devices cannot act sufficiently fast to correct circuit problems caused by the rapidly varying generation.

a) Customer voltage variation

Among the various technical challenges under high PV penetration, voltage variations caused by the intermittency of the PV generation are among the foremost concerns. The need to limit voltage variations resulting from rapidly varying PV generation can limit the amount of PV generation in the distribution circuit. The typical allowed variation in voltage is ±5% from a nominal voltage, but other concerns, such as causing excessive control motion of utility equipment, may place tighter restrictions on the allowable voltage variation [42].

It is important to maintain the voltage within allowable ranges at all components in the circuit. Many distribution circuits are radial and the voltage is controlled by automated devices (voltage regulators, switched capacitor banks, load tap changing transformers). Solar generation can vary rapidly up and down as clouds pass over, creating many voltage transients at the automated control devices. If typical utility
control equipment attempts to control all of the rapid variations in voltage, the equipment will require much more maintenance and have a shorter life span. However, typical utility control equipment is not fast enough to control the initial voltage variations due to PV generation transients.

b) Reverse power flow

High PV penetration can lead to reverse power flow conditions in distribution circuits which were originally designed for unidirectional power flow from the substation to the loads. Bidirectional power flow can be detrimental to the performance of some devices, including protective devices and automated control devices. Reverse power flow conditions can cause malfunctions in protection coordination and the operation of voltage regulation equipment.

c) Phase unbalance of power flow and customer voltage

Supplying unbalanced phase power flows and voltages results in degraded performance of three-phase motors and other three-phase utilization devices. If the unbalance is significant, the motors and devices may overheat or become inoperative. It is common to maintain the voltage unbalance within 2% [37]. In this chapter the IEEE definition of voltage unbalance, also known as the phase voltage unbalance rate (PVUR), is used [43]:

\[
PVUR = \frac{\text{Maximum deviation from average phase voltage}}{\text{Average phase voltage}}
\]

Similarly, the phase power flow unbalance rate (PFUR) is calculated as:

\[
PFUR = \frac{\text{Maximum deviation from average phase real flow}}{\text{Average phase real flow}}
\]

4.2.2. Quasi Steady-State PV Impact Study

The steady-state PV impact study evaluates impacts on the circuit at extreme circuit conditions, but does not show the spectrum of impacts between the extremes. The quasi steady-state PV impact study represents a series of studies run over a set of time varying values with some sample rate (i.e. one second, one minute, one hour). In this chapter the quasi steady-state PV impact studies use one hour measurements for evaluating the following concerns.

a) Customer voltage variation
The quasi steady-state study captures the effects of customer voltage variations within a given time frame. Information provided by the study includes how often overvoltage or undervoltage occur, and how voltages fluctuate throughout the day.

*b) Circuit loss*

PV generation can have significant impacts on circuit loss. PV generation affects both real and reactive circuit losses. The quasi steady-state study provides information on both real and reactive circuit losses over the time varying generation. Optimal control of PV generation is required to minimize the circuit loss.

c) *Automated device steps*

Voltage rise and variations caused by the intermittency of PV generation can lead to frequent utility control device step changes. These frequent step changes can shorten the expected life of the devices and increase maintenance costs. The quasi steady-state study counts the number of times control devices move over the time varying generation. Optimal control of PV generation should consider controlling PV generation so that the control motion of utility control devices is minimized.

**4.3. Simulation Strategies**

The variation in PV generation is due to changes in the cloud cover, which is the main reason for rapid solar generation changes. The power factor that the PV generation operates at has significant effects on the circuit response, and determining the optimal power factor can minimize the detrimental circuit effects.

**4.3.1. Test Circuit**

The distribution circuit to be analyzed is shown in Figure 4-1. The circuit model is derived from actual data. It is a 13.2kV, Y-connected circuit with 2751 residential customer and 111 industrial customers. The time varying customer loads are estimated from averaged hourly SCADA measurements, hourly customer kWh load data, and monthly kWh load data processed by load research statistics to create hourly loading estimates for each customer [3, 4].

The circuit contains two voltage regulators, two switched shunt capacitors, four protective devices, and numerous sectionalizing devices, with four sectionalizing devices illustrated in Figure 4-1. The voltage regulators operate based on voltage control using a 124 V base, +/- 1.0 volt bandwidth, and +/- 16
steps. The switched shunt capacitors operate based on voltage control with specified turn on and turn off voltage limits.

In the simulation 1000 kW PV generators are considered. Time-varying PV generation data are imported via the Internet using the IMBY application from the NREL [1]. For a given geographical location and size, the NREL interface provides hourly PV generation data for an entire year.

Four PVs, each with a 1000 kW rating, are randomly placed in the circuit. The PV penetration percentage is calculated based on the following equation:

\[
\text{PV penetration (\%)} = \frac{\text{Max PV generation}}{\text{Native load at max PV generation time}}
\]  

(4-3)

The definition of PV penetration used in this chapter varies based on the selected time duration. The time varying PV generation and load for a day, July 15, is selected for analysis in this chapter and is shown in Figure 4-2. Due to heavy residential loading the circuit peaks late in the day, with the annual peak load occurring during the summer. The annual PV generation peak also occurs during the summer. Using Eq. 4-3, the PV penetration for the selected day for analysis is approximately 30%.

4.3.2. Time Point Selection

For the steady-state impact study, time points are determined for evaluating the worst impacts on the circuit. The maximum PV generation time point is selected to show the extreme effects on the circuit due to the largest amount of PV generation. The maximum load time point is selected to evaluate effects at the
extreme loading condition. The minimum load time is not selected here because this load occurs at night when PV generation does not impact the circuit operation. The time at which the maximum difference exists between the circuit load and the PV generation is also selected. The three time points selected for the steady-state PV impact study are illustrated in Figure 4-2 and are:

- Maximum PV generation: 01:00 PM
- Maximum circuit load: 04:00 PM
- Maximum difference between PV generation and circuit load: 07:00 PM

![Native Load and Total PV Generation Profile](image)

**Figure 4-2 Native load and total generation profile**

### 4.3.3. **Cloud Cover Simulation**

Changing cloud cover is the main reason for solar ramping producing rapid fluctuations in PV generation. Changing cloud cover has to be considered in dynamic PV impact studies. However, the cloud cover simulation is also used in the steady-state impact study. In the simulations here, four cloud cover cases are considered as:

- Study with 25% cloud cover resulting in 25% loss of PV generation
- Study with 50% cloud cover resulting in 50% loss of PV generation
- Study with 75% cloud cover resulting in 75% loss of PV generation
- Study with 100% cloud cover resulting in 100% loss of PV generation

### 4.3.4. Automated Device Control Simulation
Automated control devices act to regulate the voltage in the distribution circuit. The purpose of the steady-state impact study is to find the extreme impacts of PV generation. The automated utility control devices considered here have a slow response relative to the possible rates of change of solar generation. That is, large changes in solar generation can occur before the utility control devices can react. Therefore, the impact of PV generation changes is investigated in the following two ways:

- Study with automated control devices operating
- Study without automated control devices operating

### 4.3.5. Control of PV Generation Simulation
Voltage control capability of PV generation is studied in [44]. PV generation can use both active and reactive power injection for control. It is useful for utilities to provide the impacts of PV generation when they are controlled. There are many research efforts to develop optimal control strategies for PV generation [45-53]. It is out of scope to test these advanced control algorithms here. In this chapter, fixed power factor control is considered and used to provide insights into the effect of the power factor control, where the power factors considered in the simulations are given by:

- 0.8 leading power factor PV control
- 0.9 leading power factor PV control
- 1.0 power factor PV control
- 0.9 lagging power factor PV control
- 0.8 lagging power factor PV control

### 4.3.6. Simulation Cases
The steady-state PV impact studies for evaluating customer voltage variations performs power flow analysis runs associated with the loss and restoration of PV generation as given by the following, where the notation $V_i$, $i = 1, 2, 3, 4, 5$, indicates voltage values for the stated condition:

- V1: Base condition (without cloud cover)
- V2: Loss of generation without automated device operation
- V3: Loss of generation with automated device operation
- V4: Return of generation without automated device operation
- V5: Return of generation with automated device operation

After obtaining the voltages from the above power flow analysis runs, the variations in steady state voltage are calculated as:

- Case 1: the voltage difference between V2 and V1 ($V_2 - V_1$)
- Case 2: the voltage difference between V3 and V1 ($V_3 - V_1$)
- Case 3: the voltage difference between V4 and V3 ($V_4 - V_3$)
- Case 4: the voltage difference between V5 and V3 ($V_5 - V_3$)

The above cases are run for the selected extreme circuit condition time points and for the different specified PV generation power factor control values.

The steady-state PV impact study for evaluating reverse power flows, power flow phase unbalance, and customer voltage phase unbalance determines the time at which the maximum voltage variations occur with changing PV generation and PV generation power factor control.

The quasi steady-state PV impact study for customer voltage variations, circuit losses, and automated device steps performs a series of power flow analysis runs associated PV generation status on and off with PV generation power factor control.

**4.4. Simulation Results**
In this section, the simulation results of steady-state and quasi steady-state PV impact study cases are presented using the circuit and selected time periods discussed in the Section 4.3.

4.4.1. Steady-State Simulation Results

a) Customer voltage variation

Figure 4-3 and Figure 4-4 show the customer voltage variation at VR1 as a function of varying the power factor of the PV generation for 50% and 100% cloud cover. Each figure contains the results for the three different extreme circuit condition time points - maximum load, maximum PV generation, and the time at which the difference between the load and the PV generation is the greatest. The greatest voltage variation is observed at the time of maximum PV generation and the next at the time of the maximum load.

Cases 1 and 2 show a negative voltage variation, whereas cases 3 and 4 show a positive voltage variation at the VR1 location. It is also observed, as expected, that the voltage variation is less following the operation of the automated control devices.

These figures also include the limits of the voltage variation. ANSI C84.1 provides a guideline for voltage variations from 114 V to 126, V where the desired voltage is 120V [54]. In the work here a much smaller voltage variation (+/- 0.5V) is used for the voltage change limit. This limit is imposed so that the voltage regulator will not try to chase changes in the solar generation. The voltage variation at the maximum difference time is within the range for all cases because of the small amount of PV generation. A greater variation in voltage is observed for lagging power factor control of the PV generation than for leading power factor control. Therefore, in this case it is necessary to absorb reactive power to help mitigate the voltage variation caused by the rapidly varying PV generation. Most of the voltage variations at the 0.8 leading power factor control are within the 0.5 voltage change limit evaluated here.
(a) Customer voltage variation of VR1 at max load time

(b) Customer voltage variation of VR1 at max PV time
Figure 4-3 Customer voltage variation with 50% cloud cover
Figure 4-5 and Figure 4-6 show 3-D graphs as a function of PV generation power factor and cloud cover at VR1 for cases 1 and 3, respectively. Each figure contains the results of the three extreme circuit condition time points. This 3-D graph can be used to estimate voltage variations when the PV generation operates with some cloud cover and fixed power factor control. In Figure 4-5, voltage variation increases negatively for case 1 when cloud cover increases and the power factor varies from leading to lagging. On the other hand, voltage variation increases positively for case 3 when cloud cover increases, and the power factor varies from leading to lagging as shown in Figure 4-6. Hence, for optimal response the power factor control needs to change as a function of the generation.
(a) 3-D Customer voltage variation at VR1 at max load time

(b) 3-D Customer voltage variation at VR1 at max PV time
(c) 3-D Customer voltage variation at VR1 at max difference time

Figure 4-5 3-D Customer voltage variation for Case 1

(a) 3-D Customer voltage variation at VR1 at max load time
b) Customer voltage variation by coloring the circuit

Figure 4-7 shows customer voltage variations by circuit color. This figure includes the results of phase A voltage difference when PV generation is on and off. The figure contains the results of the three different extreme circuit condition time points. The greater voltage variations are observed from PV4 to VR1 and downstream of SD4 at maximum circuit load and maximum PV generation times. The display of the results in this form shows the circuit locations that require some form of mitigation of the voltage problems created by the PV generation.
(a) Customer voltage variation by coloring the circuit at maximum circuit load time

(b) Customer voltage variation by coloring the circuit at maximum PV generation time
c) **Customer voltage variation by distance**

Figure 4-8 and Figure 4-9 show customer voltage variation as a function of distance from PV1 to the substation for both 50% and 100% cloud cover. In these figures V1 and V5 have the same values. Similar voltage variations are observed from the substation to SD1, but the voltage starts to vary after SD1 because of the loss of PV4 which is close to SD1. After VR1, distinct voltage variations are observed for the different cases. There is a greater variation from VR1 to PV1 in Figure 4-8 and Figure 4-9, but greater voltage variations are observed from SD1 to VR1 in Figure 4-7 due to automated device operations. In Figure 4-8 and Figure 4-9 it may also be observed that when the automated devices operate, the greatest voltage variation is observed from SD1 to VR1 for case 2 (V3-V1). This figure provides further information concerning where remedial actions are needed to reduce the voltage impacts.
(a) Customer voltage by distance at maximum circuit load time

(b) Customer voltage by distance at maximum PV generation time
(c) Customer voltage by distance at maximum difference between circuit load and PV generation time

Figure 4-8 Customer voltage by distance with 50% cloud cover

(a) Customer voltage by distance at maximum circuit load time
(b) Customer voltage by distance at maximum PV generation time

(c) Customer voltage by distance at maximum difference between circuit load and PV generation time

Figure 4-9 Customer voltage by distance when 100% cloud covers

d) Reverse power flow

Table 4-1 shows reverse power flow results for Case 2 involving 100% cloud cover. Results are shown at voltage regulators, capacitor banks, protective devices, and sectionalizing devices shown in Figure 4-1. Results are shown for the circuit with and without PV generation. The results show the maximum reverse flow and the time of occurrence of the maximum reverse flow. Reverse power flow occurs on phase A at VR1 and SD1 and on phase B at VR2 when PV generation is at its maximum (01:00 PM). Although reverse power flow does not occur, large power flow differences do occur at PD1, SD1,
and SD3 due to the PV generation. These results provide information as to where utility control and protection equipment need to be bidirectional.

Table 4-1 Reverse power flow results for Case 2 when 100% cloud covers

<table>
<thead>
<tr>
<th>No.</th>
<th>Component Name</th>
<th>Max Difference Time</th>
<th>Phase</th>
<th>Flow Before (kW)</th>
<th>Flow After (kW)</th>
<th>Flow Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VR1</td>
<td>13:00</td>
<td>Phase A</td>
<td>156.19</td>
<td>-77.19</td>
<td>233.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase C</td>
<td>225.59</td>
<td>17.46</td>
<td>208.13</td>
</tr>
<tr>
<td>2</td>
<td>VR2</td>
<td>13:00</td>
<td>Phase A</td>
<td>1285.15</td>
<td>1287.10</td>
<td>-1.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase B</td>
<td>1425.20</td>
<td>1426.66</td>
<td>-1.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase C</td>
<td>1218.64</td>
<td>1218.98</td>
<td>-0.34</td>
</tr>
<tr>
<td>3</td>
<td>CAP1</td>
<td>14:00</td>
<td>Phase A</td>
<td>234.53</td>
<td>234.88</td>
<td>-0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase B</td>
<td>123.96</td>
<td>124.04</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase C</td>
<td>17.78</td>
<td>17.79</td>
<td>-0.02</td>
</tr>
<tr>
<td>4</td>
<td>CAP2</td>
<td>14:00</td>
<td>Phase A</td>
<td>3001.82</td>
<td>2096.34</td>
<td>905.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase B</td>
<td>2510.72</td>
<td>1613.99</td>
<td>896.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase C</td>
<td>2510.72</td>
<td>1613.99</td>
<td>896.53</td>
</tr>
<tr>
<td>5</td>
<td>PD1</td>
<td>13:00</td>
<td>Phase A</td>
<td>156.32</td>
<td>156.56</td>
<td>-0.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase B</td>
<td>156.67</td>
<td>156.76</td>
<td>-0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase C</td>
<td>160.00</td>
<td>160.13</td>
<td>-0.12</td>
</tr>
<tr>
<td>6</td>
<td>PD2</td>
<td>14:00</td>
<td>Phase A</td>
<td>1508.92</td>
<td>1511.21</td>
<td>-2.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase B</td>
<td>1735.67</td>
<td>1737.31</td>
<td>-1.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase C</td>
<td>1553.27</td>
<td>1553.81</td>
<td>-0.54</td>
</tr>
<tr>
<td>7</td>
<td>PD3</td>
<td>13:00</td>
<td>Phase A</td>
<td>213.29</td>
<td>-16.01</td>
<td>229.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase B</td>
<td>277.20</td>
<td>53.89</td>
<td>223.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase C</td>
<td>365.98</td>
<td>145.05</td>
<td>220.93</td>
</tr>
<tr>
<td>8</td>
<td>PD4</td>
<td>14:00</td>
<td>Phase A</td>
<td>1939.35</td>
<td>1487.22</td>
<td>452.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase B</td>
<td>2225.76</td>
<td>1779.59</td>
<td>446.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase C</td>
<td>2134.45</td>
<td>1689.30</td>
<td>445.15</td>
</tr>
<tr>
<td>9</td>
<td>SD1</td>
<td>13:00</td>
<td>Phase A</td>
<td>1657.57</td>
<td>1205.48</td>
<td>452.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase B</td>
<td>1943.63</td>
<td>1497.67</td>
<td>445.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase C</td>
<td>1852.80</td>
<td>1407.81</td>
<td>445.00</td>
</tr>
<tr>
<td>10</td>
<td>SD2</td>
<td>13:00</td>
<td>Phase A</td>
<td>0.74</td>
<td>0.74</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase B</td>
<td>0.75</td>
<td>0.76</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Phase C</td>
<td>0.68</td>
<td>0.73</td>
<td>-0.05</td>
</tr>
</tbody>
</table>

e) Customer Voltage Phase Unbalance

Table 4-2 shows customer voltage phase unbalance for Case 2 with 100% cloud cover. Results are given for voltage regulators, capacitor banks, protective devices, and sectionalizing devices shown in Figure 4-1. Results are shown for the circuit with and without the PV generation. The results show the maximum unbalance and the time of occurrence of the maximum unbalance. Note that a positive unbalance difference shown in the last column of the table indicates an improvement in the unbalance. This circuit has some excessive voltage unbalances (more than 2%) at VR1, VR2, and SD4 without the PV generation. Note that the voltage unbalance improves after the integration of PV generation (smaller
PVUR values). Overall the voltage unbalance is improved at all selected components except CAP2. This output provides information about where actions are needed to reduce voltage unbalance, especially if three-phase motor loads are present.

Table 4-2 Voltage phase unbalance for Case 2 with 100% cloud cover

<table>
<thead>
<tr>
<th>No.</th>
<th>Component Name</th>
<th>Max Difference Time</th>
<th>Phase</th>
<th>PVUR Before</th>
<th>PVUR After</th>
<th>Unbalance Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VR1</td>
<td>13:00</td>
<td>Phase A</td>
<td>0.0459</td>
<td>0.0165</td>
<td>0.0294</td>
</tr>
<tr>
<td>2</td>
<td>VR2</td>
<td>14:00</td>
<td>Phase B</td>
<td>0.0508</td>
<td>0.0188</td>
<td>0.0320</td>
</tr>
<tr>
<td>3</td>
<td>CAP1</td>
<td>13:00</td>
<td>Phase A</td>
<td>0.0010</td>
<td>0.0005</td>
<td>0.0005</td>
</tr>
<tr>
<td>4</td>
<td>CAP2</td>
<td>16:00</td>
<td>Phase B</td>
<td>0.0071</td>
<td>0.0078</td>
<td>-0.0007</td>
</tr>
<tr>
<td>5</td>
<td>PD1</td>
<td>-</td>
<td>-</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>6</td>
<td>PD2</td>
<td>11:00</td>
<td>Phase A</td>
<td>0.0008</td>
<td>0.0003</td>
<td>0.0005</td>
</tr>
<tr>
<td>7</td>
<td>PD3</td>
<td>13:00</td>
<td>Phase A</td>
<td>0.0009</td>
<td>0.0003</td>
<td>0.0006</td>
</tr>
<tr>
<td>8</td>
<td>PD4</td>
<td>13:00</td>
<td>Phase A</td>
<td>0.0009</td>
<td>0.0003</td>
<td>0.0006</td>
</tr>
<tr>
<td>9</td>
<td>SD1</td>
<td>13:00</td>
<td>Phase A</td>
<td>0.0006</td>
<td>0.0000</td>
<td>0.0006</td>
</tr>
<tr>
<td>10</td>
<td>SD2</td>
<td>13:00</td>
<td>Phase A</td>
<td>0.0005</td>
<td>0.0000</td>
<td>0.0005</td>
</tr>
<tr>
<td>11</td>
<td>SD3</td>
<td>14:00</td>
<td>Phase A</td>
<td>0.0005</td>
<td>0.0000</td>
<td>0.0005</td>
</tr>
<tr>
<td>12</td>
<td>SD4</td>
<td>13:00</td>
<td>Phase C</td>
<td>0.0680</td>
<td>0.0203</td>
<td>0.0477</td>
</tr>
</tbody>
</table>

f) Power Flow Phase Unbalance

Table 4-3 shows the power flow phase unbalance for Case 2 with 100% cloud cover. Results are given for voltage regulators, capacitor banks, protective devices, and sectionalizing devices shown in Figure 4-1. Results are shown for the circuit with and without PV generation. The results show the maximum unbalance and the time of occurrence of the maximum unbalance. Note that a positive power flow unbalance difference shown in the last column of the table indicates an improvement in the unbalance. Contrary to the voltage phase unbalance, the greater power flow unbalance is observed at VR1, VR2, and SD1 after integration of PV generation. Furthermore, the unbalance increases at most of the selected locations. The results here provide information about where actions need to be taken to help balance power flows.

Table 4-3 Power flow phase unbalance for Case 2 with 100% cloud cover

<table>
<thead>
<tr>
<th>No.</th>
<th>Component Name</th>
<th>Max Difference Time</th>
<th>Phase</th>
<th>PFUR Before</th>
<th>PFUR After</th>
<th>Unbalance Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VR1</td>
<td>10:00</td>
<td>Phase A</td>
<td>0.1751</td>
<td>7.1525</td>
<td>-6.9774</td>
</tr>
<tr>
<td>2</td>
<td>VR2</td>
<td>16:00</td>
<td>Phase B</td>
<td>0.6169</td>
<td>13.3801</td>
<td>-12.7633</td>
</tr>
<tr>
<td>3</td>
<td>CAP1</td>
<td>07:00</td>
<td>Phase A</td>
<td>0.0164</td>
<td>0.0181</td>
<td>-0.0017</td>
</tr>
<tr>
<td>4</td>
<td>CAP2</td>
<td>16:00</td>
<td>Phase B</td>
<td>0.0228</td>
<td>0.0235</td>
<td>-0.0007</td>
</tr>
<tr>
<td>5</td>
<td>PD1</td>
<td>11:00</td>
<td>Phase B</td>
<td>0.1140</td>
<td>0.1641</td>
<td>-0.0501</td>
</tr>
<tr>
<td>6</td>
<td>PD2</td>
<td>07:00</td>
<td>Phase A</td>
<td>0.0292</td>
<td>0.0278</td>
<td>0.0014</td>
</tr>
<tr>
<td>7</td>
<td>PD3</td>
<td>13:00</td>
<td>Phase A</td>
<td>0.0085</td>
<td>0.0079</td>
<td>0.0006</td>
</tr>
<tr>
<td>8</td>
<td>PD4</td>
<td>07:00</td>
<td>Phase A</td>
<td>0.0148</td>
<td>0.0165</td>
<td>-0.0017</td>
</tr>
<tr>
<td>9</td>
<td>SD1</td>
<td>13:00</td>
<td>Phase A</td>
<td>0.2529</td>
<td>1.2626</td>
<td>-1.0097</td>
</tr>
<tr>
<td>10</td>
<td>SD2</td>
<td>13:00</td>
<td>Phase A</td>
<td>0.0764</td>
<td>0.0998</td>
<td>-0.0233</td>
</tr>
<tr>
<td>11</td>
<td>SD3</td>
<td>13:00</td>
<td>Phase A</td>
<td>0.0882</td>
<td>0.1203</td>
<td>-0.0320</td>
</tr>
<tr>
<td>12</td>
<td>SD4</td>
<td>13:00</td>
<td>Phase C</td>
<td>0.0680</td>
<td>0.0203</td>
<td>0.0477</td>
</tr>
</tbody>
</table>
4.4.2. Quasi Steady-State Simulation Results

a) Customer voltage variation

Figure 4-10 shows time-varying voltage at CAP1 as a function of the PV generation power factor. When the no PV generation case is compared to the case with PV generation, a voltage rise occurs at unity and lagging power factors. The analysis shows that leading power factor PV generation control mitigates the voltage rise. Note that 0.9 leading power factor control maintains the customer voltage level at CAP1 approximately at the value that existed before introducing the PV into the circuit. Furthermore, a 0.8 leading power factor control can reduce the voltage level below that which existed prior to the introduction of the PV generation. These results provide information on power factor control that can help mitigate voltage rise. Results for voltage regulator VR1 operation will be presented in automated device steps.

Figure 4-10 Time-varying voltage at CAP1 for Case 2 with 100% cloud cover

b) Circuit loss

Figure 4-11 and Figure 4-12 show time-varying real and reactive circuit losses, respectively, as a function of PV generation power factor. Both real and reactive circuit losses decrease after integration of PV generation operating with unity power factor. Lagging power factor control reduces the circuit loss further. A 0.9 leading power factor control has similar circuit losses as the no PV generation case, whereas a 0.8 leading power factor control increases the circuit loss. Therefore, PV generation leading power factor can help mitigate voltage rise problems, but such control causes the circuit losses to increase. Hence, a balance must be sought in the control of voltage and losses.
c) Automated device steps

Figure 4-13 shows the step variations of VR1 across the day as a function of PV generation power factor. Total steps variations are 20, 18, 18, 24, 36, and 40 steps for no PV generation, 0.8 leading, 0.9 leading, 1.0, 0.9 lagging, and 0.8 lagging power factors, respectively. With the PV generation operating at unity power factor, the total steps across the day increases by 4 steps over the no PV generation case. As can be seen, leading power factor control reduces the total steps and the lagging power factor control
increases the total steps significantly. The results here provide information that can be used to minimize maintenance activities and prolong life of utility control equipment.

![Time-Varying Step of VR1](image)

**Figure 4-13** Time-varying steps of VR1 for Case 2 with 100% cloud cover

### 4.5. Conclusions

In this chapter the impacts of PV generation are investigated. Model data for a real distribution circuit is employed. Both steady-state and quasi steady-state impact studies are performed. In the studies changing cloud cover conditions and variations in PV generation power factor control are considered. Both improvements and adverse effects of PV generation on the circuit are discussed.

The steady-state impact studies consider voltage variations, reverse power flows, voltage phase unbalance, and power flow phase unbalance. In considering the voltage variations, several visualizations are provided, including 3-D voltage variation graphs, coloring the circuit model by voltage variations, and graphs of voltage variations versus distance. Each visualization provides information that is helpful in pursuing remedial actions needed to reduce voltage impacts. Reverse power flow, voltage phase unbalance, and power flow phase unbalance are also considered.

The quasi steady-state impact studies consider voltage variations, circuit losses, and automated device steps, across the time varying operation of the circuit. Voltage rise problems caused by the PV generation are observed in the simulation. In this particular simulation real and reactive losses are improved following the integration of PV generation. However, increases in automated control device steps are observed across the day. It is shown that PV generation power factor control can help to mitigate the
impacts. However, there are tradeoffs between controlling voltage variations, circuit losses, and motion of automated utility control devices.
Chapter 5 A Frequency Domain Approach to Characterize and Analyze Wind Speed Patterns

5.1. Introduction

Wind power has become an increasingly significant source of generation in power systems and will play an important role in the future of energy supply. This has led to an increase of the wind power/energy penetration level in the U.S. electricity market [9], for example. Despite its numerous advantages, the penetration of wind power is limited due to its uncertain and intermittent nature.

In order to fully benefit from wind power, accurate wind power forecasting is an essential tool in addressing this challenge [55]. This has motivated researchers to develop better forecast of the wind resources and the resulting power. Two mainstream approaches are the physical [56, 57] and the statistical approach [58-65].

The physical approach tries to refine the Numerical Weather Prediction (NWP) to take into account the local wind conditions by using downscaling models. These downscaling models require several physical considerations including; the description of the wind farm and the terrain. Then, local wind speed is transferred to wind power using the given power curve. This approach is useful at sites without wind measurements because it doesn’t require the historical data. However, the approach is very complicated and acquiring the physical data is a major obstacle.

The statistical approach tries to find the relationship of how wind speed/power can be forecast using explanatory variables and online measured data. The time series model is applied in the paper [58-60]. In addition, Artificial Neural Networks (ANN) is used [61, 62]. Large sets of historical data are used for the training process, in order to learn the dependence of the output on input variables. The Fuzzy Logic is also used [63]. This approach is a nonlinear mapping of input variables into the output by using numerical and linguistic values. Data Mining and Bayesian methodology are applied to build time series models [64, 65]. Contrary to the physical approach, the statistical approach requires historical data.

The frequency domain approach is one of the statistical approaches and therefore, it requires historical data. In previous work [58-65], wind speed/power is forecast using the time domain data tainted by various noises. It is difficult to separate such noises. However, the frequency domain approach
characterizes and analyzes wind speed by using the pure data obtained by separating such noises. This benefit enables the improvement of forecasting accuracy.

It is critical to understand the characteristics of the wind resource in order to develop better wind speed forecasting. The power spectral density of a wind speed/power in the frequency domain provides information about the characteristics of wind variability [66-69]. These papers rely on frequency spectrum analysis to characterize the variations of wind speed.

The objectives of this chapter are (1) to formalize the frequency domain approach by addressing the major step and the prerequisite conditions for its application, and (2) to characterize and analyze wind speed patterns using this approach.

In conjunction with other factors, wind speed patterns are governed by weather and have a large range of variability daily and monthly, and from location to location as well. A detailed characterization of these patterns is fundamental in order to gain key insights and to fully realize potential improvements in wind power forecasting. Hence, wind speed patterns during different times are characterized by month and additionally, wind speed patterns at different locations are compared to characterize the patterns by physical geography. This study demonstrates that analysis and characterization of wind speed pattern in the frequency domain can reveal information that is difficult to obtain from the time domain.

The basic benefit of the frequency domain approach is that, under the right conditions, the original signal can be represented by using some of the harmonic components without losing significant accuracy. Therefore, knowing only the highest harmonic magnitude set (for example, DC, 1st, 2nd harmonics) can explain the characteristics of wind pattern. To analyze the harmonic components, a compact frequency-domain representation is offered to present the data in machine-readable format. This structured format helps simplify the diagnosis required to characterize and analyze wind speed patterns.

The chapter is organized as follows. Section 5.2 presents the frequency domain approach and introduces the technique and prerequisite conditions. In Section 5.3, the characterization of wind speed patterns is conducted to represent wind situations during different times and at different locations. In Section 5.4, this chapter continues to analyze the characterized dataset and shows that the new tool is a potentially useful indicator of wind speed patterns. Finally, findings of the study are summarized in Section 5.5.

5.2. Frequency Domain Approach
5.2.1. Methodology

Different locations have different wind strengths and patterns and it is therefore difficult to compare the characteristics of their patterns directly. The data normalization is used to analyze wind speed patterns at different locations. The dataset is scaled by its max value so that they fall within the range between 0.0 and 1.0:

\[ x_n(t) = \frac{x_{\text{original}}(t)}{x_{\text{peak}}} \]  

(5-1)

where \( x_{\text{original}}(t) \) is the original wind speed and \( x_{\text{peak}} \) is the max value of this dataset.

Discrete Fourier Transform (DFT) is employed to decompose or separate the discrete waveform into a sum of sinusoids of different frequencies. Discrete time signal \( x_n(t) \) in the range \( 0 \leq n \leq (N-1) \) is described in the frequency domain by \( X_k \):

\[ X_k = \sum_{n=0}^{N-1} x_n e^{-j2\pi nk/N}, \quad k = 0,1,\cdots,(N-1) \]  

(5-2)

where \( e^{-j2\pi/N} \) is a primitive \( N \)th root of unity. The complex number \( X_k \) represents the amplitude and phase of the frequency components.

The discrete time signal \( x_n(t) \) can be calculated from \( X_k \) using the Inverse DFT (IDFT):

\[ x_n(t) = \frac{1}{N} \sum_{k=0}^{N-1} X_k e^{j2\pi nk/N}, \quad n = 0,1,\cdots,(N-1) \]  

(5-3)

If \( x_n(t) \) is real number, the DFT exhibits conjugate symmetry. Therefore, one obtains the complete information by only looking at half of \( X_k \).

\[ X_k = X_{N-k}^* \quad \text{or} \quad |X_k| = |X_{N-k}| \]  

(5-4)

where \( X_{N-k}^* \) denotes complex conjugate of \( X_k \). By using this property, the input signal \( x_n(t) \) can be represented as:
\[ x_n(t) = H_{DC} + \sum_{k=1}^{(N/2)-1} H_k \cdot \cos \left( \frac{2\pi n k}{N} \right) + \theta_k \]  

where

\[ H_{DC} = \left( X_0 + X_{N/2} \right) / N \]  

is the DC component

\[ H_k = \left( 2 \cdot |X_k| \right) / N \]  

is the \( k \)th harmonic magnitude

\( |X_k| \) and \( \theta_k \) is the amplitude and phase of the complex number \( X_k \) respectively.

To exemplify the frequency approach, the monthly average of wind speed in July 2004 at San Gorgonio Pass is considered as shown in Figure 5-1. In Table 5-1, harmonic components and compact frequency-domain representations corresponding to the monthly wind speed data in 2004 at this location are represented.

**Figure 5-1 Average Wind Speed at San Gorgonio Pass in July 2004**

**Table 5-1 Harmonics and Their Compact Frequency-Domain Representations at San Gorgonio Pass in 2004**

<table>
<thead>
<tr>
<th>Month</th>
<th>( M_{\text{peak}} ) (m/s)</th>
<th>( k )</th>
<th>( H_{DC} )</th>
<th>( H_1 )</th>
<th>( H_2 )</th>
<th>( H_3 )</th>
<th>( H_4 )</th>
<th>( H_5 )</th>
<th>( H_6 )</th>
<th>( H_7 )</th>
<th>( H_8 )</th>
<th>( H_9 )</th>
<th>( H_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.135</td>
<td>4</td>
<td>0.919</td>
<td>0.051</td>
<td>0.024</td>
<td>0.028</td>
<td>0.003</td>
<td>0.013</td>
<td>0.007</td>
<td>0.009</td>
<td>0.001</td>
<td>0.006</td>
<td>0.006</td>
</tr>
<tr>
<td>2</td>
<td>9.567</td>
<td>5</td>
<td>0.913</td>
<td>0.033</td>
<td>0.013</td>
<td>0.016</td>
<td>0.036</td>
<td>0.005</td>
<td>0.013</td>
<td>0.014</td>
<td>0.002</td>
<td>0.006</td>
<td>0.003</td>
</tr>
<tr>
<td>3</td>
<td>7.775</td>
<td>4</td>
<td>0.897</td>
<td>0.050</td>
<td>0.027</td>
<td>0.021</td>
<td>0.016</td>
<td>0.006</td>
<td>0.002</td>
<td>0.008</td>
<td>0.003</td>
<td>0.004</td>
<td>0.002</td>
</tr>
<tr>
<td>4</td>
<td>9.269</td>
<td>4</td>
<td>0.841</td>
<td>0.069</td>
<td>0.019</td>
<td>0.052</td>
<td>0.014</td>
<td>0.013</td>
<td>0.006</td>
<td>0.004</td>
<td>0.003</td>
<td>0.003</td>
<td>0.002</td>
</tr>
<tr>
<td>5</td>
<td>9.968</td>
<td>4</td>
<td>0.803</td>
<td>0.107</td>
<td>0.046</td>
<td>0.033</td>
<td>0.010</td>
<td>0.012</td>
<td>0.002</td>
<td>0.004</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>6</td>
<td>9.268</td>
<td>4</td>
<td>0.762</td>
<td>0.160</td>
<td>0.054</td>
<td>0.041</td>
<td>0.006</td>
<td>0.003</td>
<td>0.008</td>
<td>0.006</td>
<td>0.000</td>
<td>0.004</td>
<td>0.000</td>
</tr>
<tr>
<td>7</td>
<td>8.729</td>
<td>4</td>
<td>0.739</td>
<td>0.191</td>
<td>0.031</td>
<td>0.036</td>
<td>0.007</td>
<td>0.000</td>
<td>0.009</td>
<td>0.003</td>
<td>0.001</td>
<td>0.003</td>
<td>0.004</td>
</tr>
</tbody>
</table>
This result shows that harmonic magnitude exhibits a trend that the first few are major components while the remaining components are negligibly small. Although it is difficult to find a trend in harmonic angle, the harmonic signal is composed of magnitude and angle so that high-order harmonic angles are also negligible. Thus, in the frequency domain, knowing a small number of low-order harmonics can explain the characteristics of wind speed.

To define the number of components required in order to obtain an acceptable range, Mean Absolute Percentage Error (MAPE) index is used:

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{A_i - F_i}{A_i} \right|$$  \hspace{1cm} (5-6)

where $A_i$ is the actual value, $F_i$ is the estimated value by adding harmonic components sequentially. To obtain the number of components necessary, each iteration calculates times series data by adding a harmonic component sequentially until the resulting MAPE value is less than 2%. The out-of-range harmonic components are considered as noise in this chapter. Based on the experimental result, it is suitable to use 2% while preserving original nature of the signal.

Table 5-2 shows the results with included harmonic components and corresponding MAPE value. This indicates that DC and 3 harmonic components over most of the month are sufficient to explain the characteristics in the selected location. Furthermore, Figure 5-2 compares actual wind speed with estimated one using up to the 3rd harmonic component in July 2004. The figure shows that estimated wind speed matches well with actual one.
Table 5-2 MAPE Value by Adding Harmonic Components

<table>
<thead>
<tr>
<th></th>
<th>DC</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>0.0458</td>
<td>0.0270</td>
<td>0.0234</td>
<td>0.0136</td>
<td>0.0136</td>
<td>0.0105</td>
<td>0.0093</td>
<td>0.0078</td>
</tr>
<tr>
<td>Feb</td>
<td>0.0372</td>
<td>0.0311</td>
<td>0.0284</td>
<td>0.0274</td>
<td>0.0137</td>
<td>0.0137</td>
<td>0.0118</td>
<td>0.0072</td>
</tr>
<tr>
<td>Mar</td>
<td>0.0422</td>
<td>0.0257</td>
<td>0.0200</td>
<td>0.0140</td>
<td>0.0089</td>
<td>0.0082</td>
<td>0.0083</td>
<td>0.0056</td>
</tr>
<tr>
<td>Apr</td>
<td>0.0550</td>
<td>0.0412</td>
<td>0.0406</td>
<td>0.0147</td>
<td>0.0116</td>
<td>0.0069</td>
<td>0.0058</td>
<td>0.0050</td>
</tr>
<tr>
<td>May</td>
<td>0.0840</td>
<td>0.0388</td>
<td>0.0279</td>
<td>0.0116</td>
<td>0.0101</td>
<td>0.0055</td>
<td>0.0054</td>
<td>0.0052</td>
</tr>
<tr>
<td>Jun</td>
<td>0.1390</td>
<td>0.0536</td>
<td>0.0369</td>
<td>0.0111</td>
<td>0.0091</td>
<td>0.0088</td>
<td>0.0063</td>
<td>0.0048</td>
</tr>
<tr>
<td>Jul</td>
<td>0.1663</td>
<td>0.0371</td>
<td>0.0339</td>
<td>0.0110</td>
<td>0.0101</td>
<td>0.0101</td>
<td>0.0069</td>
<td>0.0066</td>
</tr>
<tr>
<td>Aug</td>
<td>0.1939</td>
<td>0.0518</td>
<td>0.0527</td>
<td>0.0243</td>
<td>0.0121</td>
<td>0.0121</td>
<td>0.0074</td>
<td>0.0058</td>
</tr>
<tr>
<td>Sep</td>
<td>0.0671</td>
<td>0.0268</td>
<td>0.0245</td>
<td>0.0152</td>
<td>0.0101</td>
<td>0.0097</td>
<td>0.0079</td>
<td>0.0077</td>
</tr>
<tr>
<td>Oct</td>
<td>0.0650</td>
<td>0.0192</td>
<td>0.0185</td>
<td>0.0180</td>
<td>0.0153</td>
<td>0.0127</td>
<td>0.0122</td>
<td>0.0114</td>
</tr>
<tr>
<td>Nov</td>
<td>0.0549</td>
<td>0.0283</td>
<td>0.0172</td>
<td>0.0133</td>
<td>0.0113</td>
<td>0.0106</td>
<td>0.0081</td>
<td>0.0071</td>
</tr>
<tr>
<td>Dec</td>
<td>0.0212</td>
<td>0.0181</td>
<td>0.0152</td>
<td>0.0086</td>
<td>0.0078</td>
<td>0.0067</td>
<td>0.0061</td>
<td>0.0060</td>
</tr>
</tbody>
</table>

Figure 5-2 Comparison between Actual and Estimated Wind Speed including DC and 3 Harmonic components in July 2004

5.2.2. Prerequisite Condition

Prior to transforming the time domain dataset into the frequency domain, two prerequisite conditions have to be satisfied. The first condition is to check whether the time series data are stationary. When applying the DFT to a signal, we assume that the signal is stationary and that the signals in the sample continue into infinity [70]. The DFT performs poorly when this is not the case. To properly estimate all of the statistical properties in the frequency domain, the signal inside of the window of the DFT must be stationary in order that the outcome of the DFT is accurate. In this chapter, the augmented Dickey-Fuller (ADF) test is used to check the stationary [71]. In Eq. 5-7, it tests the null hypothesis of \( \delta = 0 \) against the alternative hypothesis of \( \delta < 0 \):

\[
(1 - \delta) \varphi B^2 x_t = \epsilon_t
\]
\[ \Delta Y_t = \alpha_0 + \delta \cdot Y_{t-1} + \alpha_1 \cdot t + \sum_{i=1}^{m} \beta_i \cdot \Delta Y_{t-i} + \varepsilon_t \]  

(5-7)

where \( \varepsilon_t \) is a white noise, \( \alpha_0 \) is an intercept and \( \delta, \beta_i, \) and \( \alpha_1 \) are coefficients. Schwarz Bayesian Criterion (SBC) and Akaike Information Criterion (AIC) are used to determine the optimal lag length \( (m) \). Non-rejection of the null hypothesis implies that the series is non-stationary; whereas the rejection of the null indicates the time series is stationary. Greater detail is beyond the scope of this chapter [71]. The ADF test is performed using the wind speed data in San Gorgonio Pass during each month of 2004 and each year (2004, 2005, and 2006). Table 5-3 shows the results with optimal lag length \( (m) \) for the ADF test and corresponding test outputs. These results indicate that the data are stationary and therefore, they can be transformed into the frequency domain using DFT.

<table>
<thead>
<tr>
<th></th>
<th>Optimal Lag</th>
<th>p-value</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004/01</td>
<td>98</td>
<td>0.0010</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2004/02</td>
<td>96</td>
<td>0.0010</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2004/03</td>
<td>98</td>
<td>0.0010</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2004/04</td>
<td>97</td>
<td>0.0010</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2004/05</td>
<td>98</td>
<td>0.0010</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2004/06</td>
<td>97</td>
<td>0.0010</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2004/07</td>
<td>98</td>
<td>0.0010</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2004/08</td>
<td>98</td>
<td>0.0038</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2004/09</td>
<td>97</td>
<td>0.0020</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2004/10</td>
<td>98</td>
<td>0.0010</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2004/11</td>
<td>97</td>
<td>0.0010</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2004/12</td>
<td>98</td>
<td>0.0030</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2005</td>
<td>181</td>
<td>0.0010</td>
<td>Passed Stationary Test</td>
</tr>
<tr>
<td>2006</td>
<td>181</td>
<td>0.0010</td>
<td>Passed Stationary Test</td>
</tr>
</tbody>
</table>

The second condition requires checking whether a band-limited signal is sampled at a rate higher than the Nyquist rate or not. If not, the shape of the Fourier transform of the sampled signal is distorted relative to the Fourier transform of the given signal. This is called aliasing [70]. The theory of Fourier transforms states that a signal of finite duration must have an infinite bandwidth in the frequency domain. However, the percentage of energy outside a certain frequency is negligibly small in Table 5-1 so that the bandwidth of a signal is practically finite in the frequency domain. Therefore, data sampled at a rate equal to twice the practical bandwidth is allowed since, in that case, the effect of aliasing will be negligible. The simple method to determine whether the given dataset is eligible to use the frequency domain approach is to check the value of the high-order harmonics. If the high-order harmonic is not negligibly small, this approach is not appropriate. In this case, the dataset must be re-sampled by raising the sampling rate. The wind speed data in this chapter are also sampled in finite duration, thus it is possible to have an aliasing error. But the high-order harmonic component is negligibly small as shown in Table 5-1.
**5.2.3. Compact Frequency-Domain Representation**

A compact frequency-domain representation scheme is developed that expresses any outcome in the same format. This representation reduces the complexity of the numeric outcome in the frequency domain and, further, includes all parameters created by performing the frequency domain approach. The wind pattern is described as:

\[
(M_{\text{peak}}, S)
\]

where

\[
S = (K, H_{\text{DC}}, (H_1, \theta_1), \ldots, (H_K, \theta_K))
\]

and \(M_{\text{peak}}\) is the peak value of the period, \(x_{\text{peak}}\) in Eq. 5-1 and \(S\) is the shape descriptor. \(K\) indicates the number of harmonic components needed without losing much accuracy, \(H_{\text{DC}}, H_1, \ldots, H_K\) and \(\theta_1, \ldots, \theta_K\) represent the magnitudes and angles of the harmonic up to \(K\)th harmonic respectively. Because the magnitude of harmonic is in a range between 0.0 and 1.0 with each interval 0.01 due to data normalization, it is expressed between 0 and 100 by multiplying 100 for simplicity. For the angle of harmonic only the integer value is used to represent the value between 0 and 360 degrees with each interval representing 1 degree. By connecting each parameter of shape descriptor, the compressed form is expressed as:

\[
S = K - H_{\text{DC}} - H_1\theta_1 - \cdots - H_K\theta_K
\]

The compact frequency-domain representation at San Gorgonio Pass is shown in Table 5-1. It shows that the each component in string can be independently analyzed. The results are expressed in machine-readable format so that this simple format can benefit from automated machine processing and analysis.

**5.2.4. Additional Benefit**
To show additional benefit of this approach, the annual wind speed patterns which are different time scale with this chapter are considered as shown in Figure 5-3 and the harmonics about the shifted wind speed patterns using 12 samples (N=12) are calculated in Table 5-4. If the wind speed data in the time domain is stationary, its original patterns, after noise removal, remain unchanged. Thus, the magnitude of low-order harmonics representing the original pattern is similar. However, it results in shifting the harmonic angle by DFT time-shifting property [70]. That is,

\[ \text{Har}(x_n) \Rightarrow (H_k, \theta_k) \text{ then } \text{Har}(x_{n \pm n_0}) \Rightarrow (H_k, \theta_k \pm 2\pi n_0 / N) \] (5-10)

when one cycle of the signal is shifted \((n_0 = N)\), this equation states that the harmonic magnitude and angle are similar in the low-order harmonics. In this table, the harmonic magnitude and angle for the one cycle shifted patterns have values similar to the current harmonics. Using this implication, the annual wind speed patterns can be characterized by using similar low-order harmonic magnitude and angle. When one time is shifted \((n_0 = 1)\), the harmonic angle in the low-order harmonics rotates in the
counterclockwise direction by the sampling angle \( (2\pi k / N) \). In the table, the harmonic magnitude has the similar values however, the harmonic angles have their sampling angle differences. This shows the potential to forecast future wind speed by using similar harmonic magnitude and shifted harmonic angle. In the high-order harmonics representing the noises, it is not same all the times. In this table, up to the 2\(^{nd}\) harmonics are enough to represent the annual patterns determined by Eq. 5-6. The harmonics don’t match well from 3\(^{rd}\) harmonics. However, in the frequency domain approach, high-order harmonics are not used for characterizing and forecasting the wind speed patterns.

5.3. Characterization of Wind Speed Pattern

For a given wind location, the NREL interface provides 10-minute wind speed data [72]. The datasets for three years (2004, 2005, and 2006) are used in this analysis. The geographic location at 10 selected locations is given in Table 5-5. The investigation analyzes the inherent wind speed patterns in these locations which evenly include on-shore (LWS-1, LEN-1, LWS-2, LWS-3, and LCS-1) and off-shore (OCN-1, OEN-1, OEN-2, OEN-3, and OES-1), and current (LWS-1, LWS-2, and LWS-3) and mostly potential wind power locations (OCN-1, OEN-1, LEN-1, OEN-2, OEN-3, LCS-1, and OES-1).

Table 5-5 Information for 10 Selected Locations

<table>
<thead>
<tr>
<th>No.</th>
<th>Location Name</th>
<th>Closest City/Town/Landmark</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LWS-1</td>
<td>Altamont Pass, CA</td>
<td>37.81N</td>
<td>121.61W</td>
</tr>
<tr>
<td>2</td>
<td>OCN-1</td>
<td>Chicago, IL</td>
<td>42.02N</td>
<td>87.53W</td>
</tr>
<tr>
<td>3</td>
<td>OEN-1</td>
<td>Nantucket, MA</td>
<td>41.21N</td>
<td>69.89W</td>
</tr>
<tr>
<td>4</td>
<td>LEN-1</td>
<td>Harbor Beach, MI</td>
<td>43.86N</td>
<td>82.75W</td>
</tr>
<tr>
<td>5</td>
<td>OEN-2</td>
<td>Long Beach, NY</td>
<td>40.51N</td>
<td>73.56W</td>
</tr>
<tr>
<td>6</td>
<td>OEN-3</td>
<td>Erie, PA</td>
<td>42.31N</td>
<td>80.28W</td>
</tr>
<tr>
<td>7</td>
<td>LWS-2</td>
<td>San Gorgonio Pass, CA</td>
<td>33.91N</td>
<td>116.77W</td>
</tr>
<tr>
<td>8</td>
<td>LWS-3</td>
<td>Tehachapi Pass, CA</td>
<td>35.14N</td>
<td>118.41W</td>
</tr>
<tr>
<td>9</td>
<td>LCS-1</td>
<td>Floydada, TX</td>
<td>34.06N</td>
<td>101.11W</td>
</tr>
<tr>
<td>10</td>
<td>OES-1</td>
<td>Weirwood, VA</td>
<td>37.43N</td>
<td>75.62W</td>
</tr>
</tbody>
</table>

Due to the circular nature of the harmonic angle, such directional data cannot be analyzed with commonly used statistical techniques which are used for harmonic magnitude. In circular distribution, the point 0° and 360° are identical. Circular statistics are employed in this chapter [73, 74].

5.3.1. Wind Speed Patterns during Different Times

To characterize the wind speed pattern during different times, Table 5-6 presents the compact frequency-domain representation for LEN-1 during 2004. The low-order harmonic is included only because the value of the high-order harmonic is negligibly small. All components are calculated for each day and then, the monthly mean (‘1’ to ‘12’) is presented in the table. A much higher number of components \( (K) \) is observed than in the previous example, Table 5-1, which means daily wind speed has
greater fluctuation than monthly average one. Nevertheless, a lower number of components is needed in the frequency domain than in the time domain requiring all data points (144 in this case) to characterize the wind speed patterns.

Table 5-6 Compact Frequency-Domain Representations at LEN-I during 2004

<table>
<thead>
<tr>
<th>Month</th>
<th>M_{max} (m/s)</th>
<th>Shape Descriptor (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>11.978</td>
<td>34-57-14.299-11.024-7.222-5.105-…</td>
</tr>
<tr>
<td>6</td>
<td>10.347</td>
<td>27-65-12.319-11.128-6.241-5.090-…</td>
</tr>
<tr>
<td>7</td>
<td>9.899</td>
<td>28-63-17.326-11.129-7.267-5.121-…</td>
</tr>
</tbody>
</table>

A similar number of components are observed to be approximately 23. A consistent pattern in the harmonic magnitude is also observed. For example, the DC ranges from 0.57 to 0.72, the 1\textsuperscript{st} harmonic magnitude ranges from 0.12 to 0.20, and 2\textsuperscript{nd} harmonic magnitude ranges from 0.09 to 0.11. The narrow range for the harmonic magnitude indicates high consistency. In the case of the harmonic angle, it is not as obvious with harmonic magnitude but the low-order harmonic angle has little variation. For example, the 1\textsuperscript{st} harmonic angle ranges from 242° to 88° with a mean equal to 339°.

Furthermore, some seasonal patterns are captured. During the summer (June-August), a greater number of components are observed. This indicates that the wind speed curve fluctuates more during the summer than during the winter (December-February). Also, smaller DC and 1\textsuperscript{st} harmonic magnitude are observed in summer. However, the 2\textsuperscript{nd} harmonic magnitude shows the opposite trend from DC and 1\textsuperscript{st} harmonic in this location. With the harmonic angle, it is observed that summer has a similar harmonic angle value in all harmonics compared to winter. This seasonal pattern is also observed by the analyses in other years.

5.3.2. Wind Speed Patterns at Different Geographic Locations

To characterize the wind speed patterns at different geographic locations, all components are calculated for each day and then the three year average (2004, 2005, and 2006) of these daily components at 10 selected locations are compared in Table 5-7.
5.4. Analysis of Wind Speed Pattern

5.4.1. Shape Consistency over Time

The shape descriptors during three years at LEN-1 are shown in Table 5-8. Harmonic components are calculated for each day and then, the annual average is presented. Similar values are observed for three years. DC (=0.66) and 1st (=0.16), 2nd (=0.10), 4th (=0.05), and 5th (=0.04) harmonic magnitude has same
values for three years. Even with the 3rd harmonic magnitude, it has only 0.01 difference in 2006 compared with other years. This shows that it can capture the common pattern readily and the observed patterns are well matched in the harmonic magnitude. In the case of the harmonic angle, it is not as obvious as with harmonic magnitude but it also has similar patterns in low-order harmonic. The harmonic is the combination of magnitude and angle. Even though the harmonic angle has a smaller consistency in the high-order harmonic, it has little value in harmonic magnitude indicating less effect on harmonic.

<table>
<thead>
<tr>
<th>Year</th>
<th>Shape Descriptor (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>24-66-16.294-10.171-7.222-5.130-4.258-…</td>
</tr>
</tbody>
</table>

These observations indicate the potential to forecast future wind speed patterns in frequency domain using their historical patterns. These trends are also observed through analysis in different locations.

5.4.2. Certainty of Harmonic Patterns

For harmonic magnitude, the Coefficient of Variation (CV) is used. The CV is the ratio of the standard deviation $\sigma_H$ to the mean $\mu_H$ representing a normalized measure of dispersion. It is a useful statistical measurement for comparing the degree of variation between datasets when the means are different from each other:

$$c_H = \frac{\sigma_H}{\mu_H} \quad (5-11)$$

The circular variance is used to evaluate the certainty of the harmonic angle. Circular variance provides a measure of how widely a set of directional data is spread. The value of the circular variance varies from 0.0 to 1.0, with the lower the value the higher the clustering of the values about the mean.

<table>
<thead>
<tr>
<th>Month</th>
<th>CV</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H_{DC}$</td>
<td>$H_1$</td>
</tr>
<tr>
<td>1</td>
<td>0.134</td>
<td>0.502</td>
</tr>
<tr>
<td>2</td>
<td>0.157</td>
<td>0.514</td>
</tr>
<tr>
<td>3</td>
<td>0.157</td>
<td>0.463</td>
</tr>
<tr>
<td>4</td>
<td>0.159</td>
<td>0.434</td>
</tr>
<tr>
<td>5</td>
<td>0.203</td>
<td>0.495</td>
</tr>
<tr>
<td>6</td>
<td>0.173</td>
<td>0.485</td>
</tr>
<tr>
<td>7</td>
<td>0.129</td>
<td>0.485</td>
</tr>
<tr>
<td>8</td>
<td>0.161</td>
<td>0.519</td>
</tr>
<tr>
<td>9</td>
<td>0.161</td>
<td>0.432</td>
</tr>
<tr>
<td>10</td>
<td>0.165</td>
<td>0.582</td>
</tr>
</tbody>
</table>
Table 5-10 CV and Variance for the Major Harmonic Components at 10 locations by Using the Average for Three Years (2004, 2005, and 2006)

<table>
<thead>
<tr>
<th>Location</th>
<th>CV</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H₀</td>
<td>H₁</td>
</tr>
<tr>
<td>LWS-1</td>
<td>0.230</td>
<td>0.402</td>
</tr>
<tr>
<td>OCN-1</td>
<td>0.195</td>
<td>0.482</td>
</tr>
<tr>
<td>OEN-1</td>
<td>0.184</td>
<td>0.486</td>
</tr>
<tr>
<td>LEN-1</td>
<td>0.170</td>
<td>0.506</td>
</tr>
<tr>
<td>OEN-2</td>
<td>0.195</td>
<td>0.459</td>
</tr>
<tr>
<td>OEN-3</td>
<td>0.203</td>
<td>0.477</td>
</tr>
<tr>
<td>LWS-2</td>
<td>0.232</td>
<td>0.536</td>
</tr>
<tr>
<td>LWS-3</td>
<td>0.202</td>
<td>0.467</td>
</tr>
<tr>
<td>LCS-1</td>
<td>0.179</td>
<td>0.457</td>
</tr>
<tr>
<td>OES-1</td>
<td>0.209</td>
<td>0.456</td>
</tr>
</tbody>
</table>

The CV of the major harmonic magnitude and variance of the major harmonic angle are presented in Table 5-9 at LEN-1 during 2004 and in Table 5-10 at 10 locations by using the three year average. The average of the major harmonic components and their compact frequency-domain representations are already given in Table 5-6 at LEN-1 during 2004 and Table 5-7 at 10 locations for three years. Figure 5-4 shows the CV during different times and at different locations in the time domain. The CV is calculated using their mean and standard deviation at each time point.
In the frequency domain, most of the CV of the DC is less than 0.20 which is much smaller than the time domain. The CV for the rest of the harmonic is similar to the CV in the time domain but since the CV is in inverse proportion to the mean, the mean of the harmonic is much smaller than DC so that the impact of these increased levels of uncertainty is correspondingly smaller. Furthermore, the narrow range of CV is observed; DC around 0.16±0.03, 1st harmonic magnitude around 0.50±0.06 in Table 5-9 and DC around 0.20±0.03, 1st harmonic magnitude around 0.47±0.02 in Table 5-10. These ranges are much smaller than in the time domain; 0.42±0.18 in Figure 5-4 (a) and 0.49±0.15 in Figure 5-4 (b).

The smaller CV and its range indicate the higher certainty of the results. It will be easier to characterize the wind speed pattern in the frequency domain by taking advantage of a small number of components that are needed to represent the patterns with significant magnitude values and its high certainty of the results.

Unlike the harmonic magnitude, a higher value of the circular variance is observed, indicating a lower degree of certainty of the information. The value of the circular variance increases as the order of harmonics increase. Although the proposed approach can capture their harmonic magnitude patterns very well, further research is needed into the harmonic angle to improve the quality of the results in the frequency domain.

5.4.3. Shape Consistency over Locations
The results described thus far provide point estimation. These estimations give only a suggestion of the average characteristics of wind speed. Knowing not only the expected average characteristics, but also the uncertainty of results is important. In other words, it is necessary to know the extent of uncertainty the results can have. In this manner, the Uncertainty Range (UR) of the results is calculated as:

\[ UR = \mu \pm \mu \times CV = \mu \pm \sigma \]  

Figure 5-5 shows the average and its UR up to 2\textsuperscript{nd} harmonic magnitude at 10 locations. Similar average of the harmonic magnitude among different locations is observed; DC is around 0.6, 1\textsuperscript{st} harmonic magnitude is approximately 0.2, and 2\textsuperscript{nd} harmonic magnitude is around 0.1. Furthermore, the UR in the 2\textsuperscript{nd} harmonic magnitude is well overlapped at different locations. Even for the DC and 1\textsuperscript{st} harmonic magnitude, the UR is partially overlapped. It means that the locations can have similar harmonic magnitudes by using the frequency domain approach even if they are located geographically far from each other, or located in on-shore or off-shore.
These observations indicate the potential to estimate wind speed patterns at the new location with no physical measurements using available site data.

5.5. Conclusion

First, this chapter presents the methodology for the analysis and characterization of wind speed patterns in the frequency domain using DFT. It has shown that the dataset used is suitable for the frequency domain approach by satisfying its prerequisite conditions: 1) the wind speed dataset is
stationary; 2) their effect of aliasing is negligible. This chapter demonstrates that the time domain datasets can be transformed into frequency domain as a set of frequency components.

Second, compact frequency-domain representation is introduced. It has shown that its machine-readable format facilitates automated large-scale processing of wind speed data.

Third, this chapter proposes that wind speed patterns during different times can be characterized using the compact frequency-domain representation. A consistent pattern in shape descriptor is observed: similar number of components, harmonic magnitude, and harmonic angle during different months. In addition, it also allows for the capture of seasonal patterns. Such consistent and seasonal patterns help to estimate the wind speed patterns during different times in one location.

Fourth, this chapter also proposes that wind speed patterns at different geographic locations can be characterized using the compact frequency-domain representation. The shape descriptor has not only a similar value but also a narrower range of the values than the patterns during different times, which result in greater consistency. In addition, it allows for the capture of geographical wind speed patterns. Such consistent and geographical patterns help to estimate the wind speed patterns at different locations.

Finally, the chapter presents the major findings from analyzing the statistical results of the major harmonic components during different times and at different geographic locations: (1) the consistent harmonic component patterns for three years are captured. It shows a potential to forecast future wind speed patterns using historical data, (2) this approach is able to characterize wind speed patterns with higher certainty information of major harmonic components, (3) the UR is introduced to determine the level of uncertainty that the results can have. Similar UR in major harmonic components is obtained no matter how distant the locations are from each other, or whether the locations are in on- or off-shore. It shows the potential to estimate wind speed patterns for a new location using available site data.

The results of harmonic magnitude offer the benefit of characterizing and analyzing wind speed patterns but the results of harmonic angle show relatively less benefit. Further research is needed to be able to utilize the harmonic angle to improve the quality in the frequency domain. Furthermore, not only the shape descriptor (S) but also the max wind speed of the patterns (M_{peak}) in compact frequency-domain representation is needed to fully describe the patterns in the time domain. However, the shape of the patterns only is discussed in this chapter. Knowing the max wind speed is important in order to estimate and forecast wind speed patterns in the time domain. Thus, additional research concerning
estimating and forecasting the shape ($S$) and max wind speed ($M_{peak}$) of the patterns will be presented in the next using the frequency domain approach.
Chapter 6 Coordinated Control of Automated Devices and Photovoltaic Generators for Voltage Rise Mitigation in Power Distribution Circuits

6.1. Introduction

PV power generation is a rapidly growing renewable energy source, and is regarded as an appealing alternative to conventional power generated from fossil fuel. This has led to efforts to increase PV generation levels in the U.S. [10]. Although the integration of PV brings many advantages, high penetration of PV provides challenges in power system operations, mainly due to its uncertain and intermittent nature.

Among the various technical challenges under high PV penetration, voltage rise problems caused by reverse power flows are one of the foremost concerns [75]. The voltage rises due to the PV generation. Furthermore, the need to limit the voltage rise problem limits PV generators from injecting more active power into the distribution network. This can be one of the obstacles to high penetration of PVs into circuits.

Voltage control of PVs is studied in [44, 76]. These papers demonstrate the voltage control capability of the PV. PVs can use both active and reactive power injection for control. Based on this capability, many PV control strategies are presented in [45-53]. In [45-47], the reactive power injection of the PV is used to reduce voltage deviations caused by large PV penetrations. The control strategy minimizes circuit losses while maintaining the voltage within limits in [48-51]. An active curtailment strategy to reduce PV power injection is used to prevent voltage violations in [52, 53].

It is important to coordinate PV control with other controllable, automated devices, such as capacitor banks and voltage regulators. Optimal control of the automated devices is able to not only reduce circuit loss, but also improve the voltage profile [77, 78]. In these papers, different automated devices are coordinated to find optimal dispatch schedules.

This chapter introduces a control algorithm for maintaining the average customer voltage profile obtained before introducing the PV into the circuit. The control of automated devices, such as voltage regulators and switched capacitor banks, defines the optimal operating point or schedule by minimizing the circuit loss while simultaneously reducing the motion of the automated devices without considering
the PV. Then, the PV is controlled to maintain this operating point by controlling the active and reactive power. This is implemented with a centralized control algorithm which provides setpoints to both the automated devices and PVs that need to be adjusted [79, 80].

To evaluate the performance of the control algorithm, three penetration scenarios are considered, 10%, 20%, and 30% PV penetration into the distribution circuit. First, system effects due to the addition of PV are analyzed without the proposed coordinated control. Then, these effects are compared with those of using the coordinated control to show the effectiveness of the control.

The chapter is organized as follows. Section 6.2 presents the control strategy of the automated devices and the PV. In Section 6.3 the system effects due to the addition of large PV are analyzed for baseline conditions. In Section 6.4 the proposed control is analyzed. Its effectiveness is shown by comparing the results with the baseline conditions of Section 6.3. Finally, findings of the study are summarized in Section 6.5.

6.2. Control Strategy

The main objective of the control is to maintain the optimum operating profiles of the circuit established by automated devices without PV generation. Automated devices considered here are voltage regulators and switched capacitor banks. Then, the voltage profile of the circuit should not change when PV generation is introduced into the circuit. Thus, the PVs are controlled to maintain the optimal operating schedule established by the automated devices.

6.2.1. Control of Automated Devices

The objectives of the automated device control are to reduce the customer level voltage deviation from the desired value while minimizing the steps of the automated devices, and then to minimize the circuit loss. The control of the automated devices uses an iterative approach which involves adjusting the controllable single-step devices (switched shunt capacitors) and multiple-step devices (voltage regulators) to find the best operating point, as illustrated in Figure 6-1.

The total steps of the automated devices \( M_n \) are calculated by:

\[
M_n = \sum_{k=1}^{K} m_{n,k} \tag{6-1}
\]
where $K$ is the total number of controllable automated devices and $m_{n,k}$ are the steps of device $k$ at time $n$ with the following constraint:

$$T_{n,k}^{\text{min}} \leq T_{n,k} \leq T_{n,k}^{\text{max}}$$  \hspace{1cm} (6-2)

where $T_{n,k}$ is the step, and $T_{n,k}^{\text{min}}$ and $T_{n,k}^{\text{max}}$ are the limits of the step position. First, the number of possible steps having the same number of controllable device total steps ($M_n$) is calculated. The algorithm then selects the automated devices having the minimum total steps.

After the step positions ($T_n$) of the devices are determined, the average customer voltage throughout the circuit ($V_n$), the total steps of the devices ($M_n$), and the circuit loss ($L_n$) are calculated. The first priority is to maintain the average customer voltage ($V_n$) within a range of desired values ($V_{\text{ref},n}$). The voltage deviation is calculated by:

$$|V_n - V_{\text{ref},n}| < V_{\text{tol},n}$$  \hspace{1cm} (6-3)

where $V_n$ is the average customer voltage of all customers ($V_n = \text{avg}(\sum V_{\text{i,n}})$) and $V_{\text{tol},n}$ is the acceptable voltage deviation at time $n$. This is defined as +/- 0.2% of the desired voltage ($V_{\text{ref},n}$) in this chapter. In terms of volts it is +/- 0.24V, where the desired voltage is 120V. ANSI C84.1 provides a guideline for voltage variations from 114 V to 126 V [54]. In the work here a much smaller voltage variation is used for the average voltage limit.

The second priority is to minimize the steps taken by the automated devices. Some of the large number is used for the initial minimum total steps. The total steps ($M_n$) of the devices in Eq. 6-1 are compared with the saved minimum total steps ($M_{\text{min},n}$) as:

$$M_n \leq M_{\text{min},n}$$  \hspace{1cm} (6-4)

If the total steps are equal to or less than the saved minimum, the algorithm goes to the next step.

Lastly, it tries to reduce the circuit loss. The circuit loss is calculated as:

$$L_n = \sum \sqrt{P_{\text{Loss},i,n}^2 + Q_{\text{Loss},i,n}^2}$$  \hspace{1cm} (6-5)
where $P_{\text{Loss},i,n}$ is the real power loss and $Q_{\text{Loss},i,n}$ is the reactive power loss of each component.

If the coordinated control algorithm finds a better operating point, it saves the results. Furthermore, if there are any possible steps having the same total steps, it goes to the first step to change the step of the devices. If the optimal operating point is not acquired in the same total steps, the total steps are increased.

![Flowchart of automated device control](image)

Figure 6-1 Flowchart of automated device control

### 6.2.2. Control of PV

The main objective of the PV control is to maintain the operating schedule or profiles established by the automated devices. The PV control algorithm uses an iterative approach by adjusting the power
factors of the controllable PV to reduce the customer level voltage deviations from the desired values \( (V_{set,n}) \). The PV control algorithm is illustrated in Figure 6-2.

If the set point of the desired customer voltage is greater than the current voltage, the power factor is adjusted to supply reactive power. Otherwise, the power factor is adjusted to consume reactive power. The algorithm first changes the power setpoint by increasing or decreasing it by steps of 0.1. Then, if the average customer voltage is within +/- 0.2% of the desired value, it tries to change the power factor by 0.01 steps with the following constraint:

\[
P F_{n}^{\text{min}} \leq P F_{n} \leq P F_{n}^{\text{max}}
\]

(6-6)

where \( P F = \) power factor.

After the power factors of all PVs are determined, the algorithm calculates the average customer voltage for the circuit \( (V_{n}) \). The objective is to reduce the voltage deviation from the desired set point \( (V_{set,n}) \) established by the automated devices. Next the voltage deviation is compared with the saved minimum deviation \( (d V_{\text{min},n}) \) as:

\[
|V_{n} - V_{set,n}| < d V_{\text{min},n}
\]

(6-7)

If the algorithm finds a better power factor for the controller, it saves the results. The algorithm then returns to the start to change the power factor of the PV and begin a new iteration. One hundred iterations are used as the maximum in this work. It should be noted that the power factor setpoints vary from one PV to another.
6.2.3. Control of Automated Devices and PVs

The overall control algorithm, including automated devices and PVs, is illustrated in Figure 6-3. The algorithm first finds the optimal operating schedule without considering the PV. In doing this it disconnects the PVs from the circuit. The algorithm then discovers all automated devices on the circuit. Once the PV are disconnected and the available automated devices are discovered, the initial average customer voltage ($V_{ref,n}$) is calculated. This initial value is used to find a better operating point by adjusting the automated devices as described in Section 6.2.1. When the solution is accepted, the new operating points ($V_{set,n}$), total number of device steps ($M_{min,n}$), the circuit loss ($L_{min,n}$), and the step of the automated devices ($T_{n}$) are obtained.

The algorithm then reconnects all PV to their original status and discovers all controllable PV on the circuit. That is, PVs that operate autonomously are not included in the controllable PV. Once the controllable PV are discovered, the step ($T_{n}$) previously calculated for the automated devices are implemented. Then, as PV generation is introduced, the PV control algorithm works to reduce the customer level voltage deviations from the desired value ($V_{set,n}$) by adjusting the power factors of the controllable PVs. When a solution is obtained, the power factor of the PV ($PF_{n}$) and the voltage deviation ($dV_{min,n}$) from the desired value ($V_{set,n}$) are obtained.
6.3. Effects of PV without Coordinated Control

To evaluate the performance of the coordinated control, different PV levels of adoption are analyzed. As more and more PV are connected to the circuit, the circuit voltages deviate further from nominal values. In this section the effects of various PV penetration levels are investigated without the coordinated control. This will establish a baseline condition that will be used in evaluating the coordinated control.

6.3.1. Test Circuit

The distribution circuit to be analyzed is shown in Figure 6-4. The circuit model is derived from actual data for a circuit in Michigan. It is a 13.2kV, Y-connected circuit with 2751 residential customer and 111 industrial customers. The time varying customer loads are estimated from averaged hourly SCADA measurements, hourly customer kWh load data, and monthly kWh load data processed by load research statistics to create hourly loading estimates for each customer [3, 4].
Representative circuit daily load profiles during winter (January 30) and summer (July 15) are shown in Figure 6-5. These hourly profiles are used in the simulation studies performed here. Due to heavy residential loading the circuit peaks late in the day, with the annual peak occurring during the summer.

The circuit contains two sets of voltage regulators and switched shunt capacitors as shown in Figure 6-4. The voltage regulators operate based on voltage control using a 124 V base, +/- 1.0 volt bandwidth, and +/- 16 steps. The switched shunt capacitors operate based on voltage control with specified turn on and turn off voltage limits.
For the simulation of the PV control, 1000 kW PV generators are considered. Time-varying PV generation data are imported via the Internet using the IMBY application from the NREL [1]. For a given geographical location and size, the NREL interface provides hourly PV generation data for an entire year. The hourly PV generation profile obtained from the NREL interface for a representative day during winter and summer at a selected location on the circuit is shown in Figure 6-6. It is found that the generation during winter is noticeable less than summer at this location.

![PV Generation Profile (1000 kW)]

Figure 6-6 PV generation profile during winter and summer

To analyze PV penetration into the circuit, three penetration scenarios, 10%, 20%, and 30%, are considered here. The penetration level refers to the proportion of a power source on a system. There are several ways that this can be calculated [81]. In this chapter, the penetration is defined as the nominal capacity of a power source divided by peak demand. The nominal capacity of a PV generator is the expected generation from the PV. The following equation is used to calculate the PV generation required associated with each of the penetration levels:

\[
P_{\text{PV Rating}} = \frac{\text{Max}(P_{\text{Demand}}) \times 3 \times I_{\text{penetration}}}{CF}
\]

(6-8)

where \( I_{\text{penetration}} \) is the penetration level of PV, \( \text{Max}(P_{\text{Demand}}) \) is the maximum electric demand (kW), and \( CF \) is the PV capacity factor representing the ratio between the actual generation and the generation rating (%). In this study a 25% capacity factor (\( CF \)) is used. Based on the above calculation, 4 PVs, 8 PVs, and 12 PVs, each with a 1000 kW rating, are randomly placed in the circuit for testing the 10%, 20%, and 30% penetration scenarios, respectively [25]. The locations of the PVs for the various penetration
scenarios are shown in Figure 6-4. Note that the 20% penetration scenario includes the generation for the 10% penetration scenario, and similarly for the 30% penetration scenario.

6.3.2. Baseline Investigation

Since the objective of the coordinated control is to reduce the average customer voltage deviation and to minimize the circuit loss, these aspects are investigated in this section to establish baseline conditions that exist without the coordinated controller. In this section the PV operate autonomously. Currently, the PVs in this circuit are operated with unity power factor.

a) Average Customer Voltage

Figure 6-7 shows the average customer voltage in January for the various PV adoption scenarios. In this figure, the voltage rise due to the PV generation occurs from 8 AM to 4 PM. The deviation is larger when the PV penetration increases. The maximum voltage deviations from the average customer voltage without PV are 0.13V, 0.71V, and 1.04V for 10%, 20%, and 30% penetrations, respectively.

![Average Customer Voltage for Baseline in January](image)

Figure 6-7 Average customer voltage in January for baseline

Figure 6-8 shows the average customer voltage in July for the various PV adoption scenarios. The voltage rise due to the PV generation is observed from 8 AM to 7 PM. The voltage deviation in the summer is larger than in the winter. The maximum voltage deviations are 0.25V, 1.10V, and 1.49V for 10%, 20%, and 30% penetrations, respectively.
b) Circuit Loss

Figure 6-9 shows the real and reactive time-varying power losses in January for the case with no PV and then for the scenarios when PV are adopted into the circuit. In general, the circuit loss decreases for 10% PV adoption, and then decreases further for 20% PV adoption, but then starts to increase with 30% PV adoption. These trends also occur in July as illustrated in Figure 6-10. The results shown here are used to evaluate the performance of the coordinated control in the next section.
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Figure 6-9: Circuit losses in January for baseline
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(a) Real power loss (kW)
6.4. Evaluation of Coordinated Control

In this section, the performance of the coordinated control is compared with the baseline conditions established in Section 6.3. First the automated devices used to implement the optimal operating schedule without PV in the circuit are evaluated. The performance of the automated device control is compared to the baseline conditions before PV is adopted into the circuit. Then, the performance of the coordinated PV control is evaluated for the various PV adoption scenarios.

6.4.1. Evaluation of Coordinated Automated Device Control

a) Average Customer Voltage

Figure 6-11 and Figure 6-12 show the average customer voltage obtained from the coordinated, automated device control without considering PV in January and July, respectively. The average customer voltage is calculated to reduce the circuit loss and minimize the automated device controller motion. In these figures, the average customer voltage is similar to the normal operating conditions before adopting the PV into the circuit in both January and July. The voltages \( V_{set,n} \) calculated here are used as inputs to the coordinated PV control. In summary, the automated device control maintains the average customer voltage within allowable ranges while reducing losses and minimizing device steps.
Figure 6-11 Comparison between coordinated automated device control and baseline of average customer voltage in January without PV

Figure 6-12 Comparison between coordinated automated device control and baseline of average customer voltage in July without PV

b) Circuit Loss

Figure 6-13 shows the reduction of real and reactive circuit losses from the automated device control in January. It should be noted that the reduction of the real power loss is greater when the reduction of the reactive power loss is less. The reduction of the reactive power loss is maximized during the first half of the day, and the reduction of the real power loss is maximized during the last half of the day.
Circuit loss summaries are shown in Table 6-1. For the entire day, the automated device control is able to improve the real and reactive power loss over the baseline by 6.53% and 2.74%, respectively.

![Real Power Loss (kW) from Automated Device Control in January](image1)

(a) Circuit real power loss (kW) comparison

![Reactive Power Loss (kVar) from Automated Device Control in January](image2)

(b) Circuit reactive power loss (kVar) comparison

Figure 6-13 Circuit loss comparison between coordinated automated device control and baseline in January without PV

<table>
<thead>
<tr>
<th>Table 6-1 Comparison of the circuit losses between the baseline and the coordinated automated device control over a representative day in January without PV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Real Power Loss (kW-hr)</strong></td>
</tr>
<tr>
<td>-------------------------------</td>
</tr>
<tr>
<td>Real Power Loss (kW-hr)</td>
</tr>
<tr>
<td>Reactive Power Loss (kVar-hr)</td>
</tr>
</tbody>
</table>
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Figure 6-14 shows the reduction of the circuit loss with the automated device control in July. The power loss in July for the circuit is much higher.

Circuit loss summaries are shown in Table 6-2. For the entire day, the automated device control is able to improve the real and reactive power loss over the baseline by 9.57% and 9.63%, respectively. Higher improvement in July is obtained than January at this location. In summary, the coordinated, automated device control is able to reduce both the real and reactive power losses while maintaining the average customer voltage within tight limits.
Figure 6-14 Circuit loss comparison between the coordinated automated device control and the baseline in July without PV

Table 6-2 Comparison of the circuit losses between the baseline and the coordinated automated device control over a representative day in July without PV

<table>
<thead>
<tr>
<th></th>
<th>Baseline Losses without PV</th>
<th>Coordinated Automated Device Control Losses</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Power Loss (kW-hr)</td>
<td>1877.03 kW-hr</td>
<td>1697.39 kW-hr</td>
<td>9.57 %</td>
</tr>
<tr>
<td>Reactive Power Loss (kVar-hr)</td>
<td>2857.54 kVar-hr</td>
<td>2582.39 kVar-hr</td>
<td>9.63 %</td>
</tr>
</tbody>
</table>

c) Steps of the Automated Devices

A control objective is to minimize the steps of the automated devices themselves. Figure 6-15 plots the step variations of VR1 across the day (see Figure 6-4) in January for four different cases, the coordinated, automated device control and the three baseline cases with PV. The step \( T_n \) obtained from the coordinated, automated device control should not change if the coordinated PV control works properly. From the figure it may be seen that with the baseline cases the number of steps increase as the PV generation increases, and that the coordinated automated devices result in significantly less steps.

Table 6-3 provides a summary of the steps across the cases of the 4 automated control devices (see Figure 6-4) in January.

![Time-Varying Step of VR1 in January](image)

Figure 6-15 Comparison of time-varying step of VR1 between coordinated automated device control and baselines with PV in January
Table 6-3 Total steps of automated devices for a representative day in January

<table>
<thead>
<tr>
<th></th>
<th>VR1</th>
<th>VR2</th>
<th>CAP1</th>
<th>CAP2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline with PV (10%)</td>
<td>20</td>
<td>14</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Baseline with PV (20%)</td>
<td>28</td>
<td>16</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Baseline with PV (30%)</td>
<td>38</td>
<td>24</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Coordinated Automated Device Control</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 6-16 shows step variations of VR1 across the day in July. In July the device steps are much greater for all cases, but still are significantly less with the coordinated automated device control.

Table 6-4 provides a summary of the steps across the cases of the 4 automated control devices (see Figure 6-4) in July. It may be noted that capacitors move for the baseline cases but do not used in the coordinated automated device control. Again, for the baseline cases, the number of steps increases as the PV penetration level increases.

Figure 6-16 Time-varying step of VR1 using coordinated automated device control in July

Table 6-4 Total steps of the automated control device for a representative day in July

<table>
<thead>
<tr>
<th></th>
<th>VR1</th>
<th>VR2</th>
<th>CAP1</th>
<th>CAP2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline with PV (10%)</td>
<td>21</td>
<td>16</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Baseline with PV (20%)</td>
<td>31</td>
<td>14</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Baseline with PV (30%)</td>
<td>45</td>
<td>22</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Coordinated Automated Device Control</td>
<td>11</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

6.4.2. Coordinated Control of Automated Devices and PV

a) Average Customer Voltage
The objective of the coordinated PV control is to maintain the optimal operating voltage schedule established by the coordinated automated device control without PV generation. Figure 6-17 and Figure 6-18 show the average customer voltage \((V_{set,n})\) with its +/- 0.2% limit \((V_{set,n} \pm 0.002 \cdot V_{set,n})\) obtained from the coordinated automated device control in January and July respectively. These figures also show the average customer voltage obtained from the coordinated PV control for the various levels of PV penetration. It should be noted that the average customer voltage obtained from the coordinated PV control is maintained within the limits during both January and July. Thus, the coordinated control is able to mitigate the voltage rise caused by PV penetration.

Table 6-5 and Table 6-6 compare the maximum voltage deviation for the baseline cases and coordinated control cases for January and July, respectively. The maximum voltage deviations are significantly reduced with the coordinated control for the 20% and 30% PV penetration levels.

![Figure 6-17 Average customer voltage with coordinated automated devices and PV control for three adoption scenarios in January](image-url)
Figure 6-18 Average customer voltage with coordinated automated devices and PV control for three adoption scenarios in July

Table 6-5 Maximum voltage deviation comparison for January

<table>
<thead>
<tr>
<th>PV Penetration</th>
<th>Baseline Condition (V)</th>
<th>Coordinated Automated Device and PV Control (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>0.13</td>
<td>0.12</td>
</tr>
<tr>
<td>20%</td>
<td>0.71</td>
<td>0.15</td>
</tr>
<tr>
<td>30%</td>
<td>1.04</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 6-6 Maximum voltage deviation comparison for July

<table>
<thead>
<tr>
<th>PV Penetration</th>
<th>Baseline Condition (V)</th>
<th>Coordinated Automated Device and PV Control (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>0.25</td>
<td>0.21</td>
</tr>
<tr>
<td>20%</td>
<td>1.10</td>
<td>0.14</td>
</tr>
<tr>
<td>30%</td>
<td>1.49</td>
<td>0.17</td>
</tr>
</tbody>
</table>

b) Circuit Loss

Table 6-7 and Table 6-8 compare the real and reactive circuit power losses of the coordinated PV control with the baseline conditions in January. The real power loss is reduced by 3.65%, 2.31%, and 2.46% corresponding to 10%, 20%, and 30% PV penetration levels, respectively. The reactive power loss is reduced by 1.19%, 1.30%, and 1.20% corresponding to 10%, 20%, and 30% PV penetration levels, respectively. Therefore, the coordinated control is able to maintain the voltage operating schedule while minimizing the circuit losses.
Table 6-7 Summation of the real power loss (kW·hr) during the day in January

<table>
<thead>
<tr>
<th></th>
<th>Baseline Circuit Losses (kWHR)</th>
<th>Circuit Losses with Automated Device and PV Control (kWHR)</th>
<th>Improvement of Automated Device and PV Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% PV Penetration</td>
<td>633.91</td>
<td>610.80</td>
<td>3.65 %</td>
</tr>
<tr>
<td>20% PV Penetration</td>
<td>576.54</td>
<td>563.22</td>
<td>2.31 %</td>
</tr>
<tr>
<td>30% PV Penetration</td>
<td>599.61</td>
<td>584.88</td>
<td>2.46 %</td>
</tr>
</tbody>
</table>

Table 6-8 Summation of the reactive power loss (kVar·hr) during the day in January

<table>
<thead>
<tr>
<th></th>
<th>Baseline Circuit Losses (kVarHr)</th>
<th>Circuit Losses with Automated Device and PV Control (kVarHr)</th>
<th>Improvement of Automated Device and PV Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% PV Penetration</td>
<td>1300.43</td>
<td>1284.98</td>
<td>1.19 %</td>
</tr>
<tr>
<td>20% PV Penetration</td>
<td>1196.10</td>
<td>1180.58</td>
<td>1.30 %</td>
</tr>
<tr>
<td>30% PV Penetration</td>
<td>1209.30</td>
<td>1194.73</td>
<td>1.20 %</td>
</tr>
</tbody>
</table>

Table 6-9 and Table 6-10 compare the real and reactive power circuit losses of the coordinated PV control and baseline cases for July. Similar to the automated device results of Table 6-2, the improvement obtained with the coordinated PV control is greater in July.

Table 6-9 Summation of the real power loss (kW·hr) during the day in July

<table>
<thead>
<tr>
<th></th>
<th>Baseline Circuit Losses (kWHR)</th>
<th>Circuit Losses with Automated Device and PV Control (kWHR)</th>
<th>Improvement of Automated Device and PV Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% PV Penetration</td>
<td>1756.14</td>
<td>1697.39</td>
<td>3.35 %</td>
</tr>
<tr>
<td>20% PV Penetration</td>
<td>1568.55</td>
<td>1511.99</td>
<td>3.61 %</td>
</tr>
<tr>
<td>30% PV Penetration</td>
<td>1719.60</td>
<td>1654.25</td>
<td>3.80 %</td>
</tr>
</tbody>
</table>

Table 6-10 Summation of the reactive power loss (kVar·hr) during the day in July

<table>
<thead>
<tr>
<th></th>
<th>Baseline Circuit Losses (kVarHr)</th>
<th>Circuit Losses with Automated Device and PV Control (kVarHr)</th>
<th>Improvement of Automated Device and PV Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>10% PV Penetration</td>
<td>2657.42</td>
<td>2514.02</td>
<td>5.40 %</td>
</tr>
<tr>
<td>20% PV Penetration</td>
<td>2550.40</td>
<td>2453.92</td>
<td>3.78 %</td>
</tr>
<tr>
<td>30% PV Penetration</td>
<td>2698.50</td>
<td>2581.04</td>
<td>4.35 %</td>
</tr>
</tbody>
</table>

c) Aggregated PV Output

Figure 6-19 shows the aggregated power from coordinated PV control of all PV in January for the three adoption scenarios. Note that the reactive power increases as the real power increases. Furthermore, the reactive power increases as the penetration level of the PV increases. The power factor of the PV is controlled to consume reactive power for mitigating the voltage rise. Each PV may operate at a different power factor, but the overall PV generation is controlled around 0.90 leading when there is sufficient irradiance available for generation.
Figure 6-19 Aggregated power output from all PV for three penetration scenarios in January

Figure 6-20 shows the aggregated power from the coordinated PV control of all PV in July for the three adoption scenarios.
6.5. Conclusion

Coordinated control algorithms for automated devices, such as automated voltage regulators and capacitors, and PV generators are investigated to mitigate voltage rise problems caused by high PV penetration. The control strategy involves using the automated devices to establish an optimum voltage schedule that does not consider the PV generation. The voltage that is controlled is the average customer voltage, and it is controlled with very tight limits. The optimum schedule minimizes circuit losses while reducing automated device movement. The optimum voltage schedule is used as an input to the
coordinated PV control algorithm, which seeks to adjust the real and reactive PV power generation to maintain the optimum voltage schedule.

A large scale, real distribution circuit is considered in the analysis. Three PV adoption scenarios are considered, 10%, 20%, and 30% penetration. Baseline conditions that do not consider coordinated control are established for all scenarios and used in comparisons with scenarios that do consider coordinated control. For all scenarios the coordinated control is able to maintain a voltage schedule that eliminates voltage rise problems and that significantly reduces losses and automated device controller movement.
Chapter 7 Configurable, Hierarchical, Model-based, Scheduling Control with Photovoltaic Generators in Power Distribution Circuits

7.1. Introduction

Photovoltaic (PV) generation is one of the most rapidly growing renewable energy sources, and is regarded as an appealing alternative to conventional power generated from fossil fuel. This has led to efforts to increase PV generation levels in the U.S. [10]. Although the integration of PV brings many advantages, high penetration of PV provides a number of challenges in power system operation, mainly due to its uncertain and intermittent nature.

A major research challenge is optimized control of high PV penetration within the existing power system. In a power distribution circuit that contains a high level of PV generation that is not combined with rapidly acting storage, a sudden change of PV generation can create voltage problems, which in turn may limit the amount of PV generation that can be added to the circuit.

A control algorithm that dispatches real and reactive PV generator power can be used to address this problem, keeping voltages and power factors at desired levels. PV generator control structures can be classified into three categories; local, hierarchical, and decentralized control [80, 82-88]. In all of these control paradigms it is assumed that each PV generator has its own local controller.

Local PV generation inverter control is primarily used today, which aims to control PV operating points using local measurements. Local control is typically low cost and simple to operate and maintain. However, as PV penetration levels increase, it becomes more and more difficult to tune PV inverter and distribution circuit voltage control device settings to meet requirements. Also, with local control only, it is difficult to handle the multitude of failure scenarios that are possible.

Here, hierarchical control collects circuit-wide information, and uses this big picture view to make supervisory level decisions that are used to better coordinate local device actions to meet system level objectives. Under this strategy, local control is still used to insure safety and to protect equipment from damage. If communications are lost between local controllers and the hierarchical control, the local control can continue to work similar to the control that is used today. An advantage of hierarchical control
is that multi-objective optimization solutions can be achieved. If the hierarchical control is model based, then the control can handle all scenarios that are reflected in the model solution.

Many PV hierarchical control strategies are presented in [45, 47-53, 89]. In [45, 47, 89] reactive power injection of the PV is used to reduce voltage deviations caused by large PV penetrations. The control strategy minimizes circuit loss while maintaining the voltage within limits in [48-51]. An active curtailment strategy to reduce PV power injection is used to prevent voltage violations in [52, 53]. Other work has investigated optimal coordination of control devices. In [77, 78, 90] different automated control devices are coordinated to find optimal dispatch schedules. Optimal control of the automated control devices is able to reduce circuit loss and improve the voltage profile [77, 78, 90]. In these papers different automated control devices are coordinated to find optimal dispatch schedules.

This chapter introduces a hierarchical control algorithm referred to as Configurable, Hierarchical, Model-based Scheduling Control (CHMSC) for maintaining the average customer voltage profile obtained before introducing the PV into the circuit. The CHMSC algorithm first looks at the operation of control devices owned by the utility, such as voltage regulators and switched capacitor banks, and uses time-series based simulation to determine a control schedule that works to minimize circuit loss while simultaneously reducing the motion of the automated control devices. This control schedule is created without considering PV generation. The CHMSC algorithm then generates coordinated PV inverter control set-points that work to maintain the system operating conditions established by the utility control devices. Thus, the CHMSC algorithm provides time varying set-points to local controllers for both the automated control devices and PV controllers.

The chapter is organized as follows. Section 7.2 presents the CHMSC algorithm and its coordination. In Section 7.3 the proposed control is analyzed. In Section 7.4 the effectiveness is shown by comparing the CHMSC performance with the performance of local control. Findings of the study are summarized in Section 7.5.

7.2. Configurable, Hierarchical, Model-based, Scheduling Control

The main objective of CHMSC is to determine the optimum operating circuit voltage profiles and control schedule prior to introducing PV into the circuit, then use hierarchical PV controller set-point adjustment to help maintain this schedule as PV generated power is injected into the system. The approach reduces losses and voltage control device movement, while minimizing the impact that PV will have on circuit operation, which was most likely designed without any consideration given to installation of PV. CHMSC works to have the PV generation support the optimum voltage profiles and control
schedule. The term optimum is associated here with discrete searches based upon the CHMSC prioritized objectives.

7.2.1. CHMSC Outline

Circuit measurements are sent to a control center where CHMSC is located and makes decisions on control actions based on all measurements and the control objectives, as shown in Figure 7-1. As illustrated in Figure 7-1, optimum profiles determined by CHMSC are sent to automated control devices and PVs that have communications. CHMSC, using load and solar forecasts, will take into account the expected actions of control devices and PV generators that do not have communications and are controlled solely by their own local controller. Two such local controllers are illustrated in Figure 7-1. The CHMSC control algorithm can be used on any distribution circuit topology, including radial, lightly meshed, and heavily meshed.

CHMSC calculates schedules as illustrated in Figure 7-2. Using the load forecast, CHMSC first calculates the optimal schedules for the automated control devices in the absence of PV generation, referred to here as Base Controller Schedule. The Base Controller Schedule provides a time varying schedule for utility control devices and also optimum voltage schedules to be followed throughout the circuit. That is, the optimum voltage schedule varies from circuit location to circuit location. At a given circuit location, the optimum voltage schedule varies as a function of time. Next, using the solar forecast and the optimum voltage schedules, the optimal schedules for the PV generators are determined. The PV Controller Schedule provides a time varying power factor schedule for each PV Controller. The time varying power factor schedule can vary from PV controller to PV controller. Then, based upon the set-
point type required for each local controller, such as voltage, power factor, or other, optimal set-point schedules are determined and provided to individual local controllers, whether they be utility owned or not. Thus, the set-point schedules are time varying and vary from one local controller to another. The algorithms used to determine the base controller and PV controller schedules are presented in sections 7.2.2 and 7.2.3, respectively.

Based upon circuit and PV generation measurements, the CHMSC updates its calculations every five minutes. If the optimal set-point schedules for a base or PV controller have changed significantly from the ones currently being used, then the set-point schedules are updated for the local controllers. This update cycle is similar to that used in real-time energy markets [91].

If a PV generator is lost or a circuit reconfiguration occurs, the CHMSC immediately recalculates optimal schedules based upon the new situation. Note that if a communication failure occurs, the local controllers can continue to work against the optimal schedule previously provided as long as the variable being controlled, such as voltage, stays within the allowable range. If the locally measured variable goes out of bounds, then the local control will override the use of the optimal schedule.

### 7.2.2. Base Controller Schedule

Controller schedules represent the planned operation of the controllers over a period of time. Here the controller schedules are eventually determined in terms of control variable set-points, such as power factor or voltage set-points, as a function of time. However, in this section the schedules will initially be determined in terms of control device step positions.

The base controller schedules are determined by performing a search over controllable single-step (often switched shunt capacitors) and multi-step device (often voltage regulators) positions to find one or more sets of device positions that satisfy three prioritized objectives [78, 90]. That is, there may be multiple control solutions that satisfy one or more of the objectives, where each control solution is represented by a set of device positions.
The highest priority control objective is to maintain the average customer voltage within a desired bandwidth of a set-point without violating voltage operating constraint limits. If more than one set of device positions satisfy the highest priority objective, the set with the smallest number of total device steps, or least device motion, is selected. If two or more sets of device positions satisfy the voltage criteria and have the same total device motion, then a set with the least circuit loss is selected.

A flowchart of the algorithm used for determining the base controller schedules is illustrated in Figure 7-3. Let \( M_n \) represent the total number of allowable device steps at time \( n \). \( M_n \) is related to the individual control device steps by

\[
M_n = \sum_{k=1}^{K} m_{n,k}
\]

(7-1)

where \( K \) is the total number of controllable devices and \( m_{n,k} \) are the number of steps of device \( k \) at time \( n \) subject to the constraint

\[
T_k^{\text{min}} \leq T_{n,k} \leq T_k^{\text{max}}
\]

(7-2)

where \( T_{n,k} \) is the step at time \( n \), and \( T_k^{\text{min}} \) and \( T_k^{\text{max}} \) are the limits of the step position.

The first priority is to maintain the average customer voltage \( V_n \) within a range of a desired value \( V_{\text{ref},n} \). This is the average customer voltage that would exist without PV generation in the circuit at time \( n \). The voltage deviation is calculated by

\[
|V_n - V_{\text{ref},n}| < V_{\text{tol},n}
\]

(7-3)

where

\[
V_n = \text{avg} \left( \sum v_{i,n} \right)
\]

(7-4)

\( V_{\text{tol},n} \) is the acceptable voltage deviation at time \( n \)

\( v_{i,n} \) is the customer voltage of the component \( i \) at time \( n \).
\[ V_{i,\text{tol},n} \] is defined as +/- 1% of the desired voltage \( V_{\text{ref},n} \) in this chapter. If any operating constraint limits are violated, such as
\[ v_i^{\text{min}} \leq v_{i,n} \leq v_i^{\text{max}} \] (7-5)

where \( v_i^{\text{min}} \) and \( v_i^{\text{max}} \) are lower and upper limits, respectively, on customer voltage, then the reference voltage is modified until either the constraint violation is eliminated or the controllers reach their limits. Note that the voltage control limits can change depending upon the type of customer.

If more than one control solution exists that satisfies the voltage criteria, then the second priority, minimize the steps taken by the control devices, is evaluated.

Finally, if more than one control solution exists which satisfies both the voltage and minimum controller motion criteria, the CHMSC algorithm works on the third priority, to reduce the circuit loss, where the circuit loss is calculated as
\[ L_n = \sum \sqrt{P_{\text{Loss},i,n}^2 + Q_{\text{Loss},i,n}^2} \] (7-6)

where \( P_{\text{Loss},i,n} \) is the real power loss and \( Q_{\text{Loss},i,n} \) is the reactive power loss of each component.

If a control solution that satisfies the highest priority is not acquired in \( M_n \) steps, the total allowable steps \( M_n \) is increased and the search repeated.

For each device \( k \), a set of step positions \( \{T_{n,k}\} \) as a function of time step \( n \) is thus determined, and this defines the schedule for device \( k \) in terms of actual step positions. Then, for each device \( k \), a schedule of optimum voltage set-points \( \{V_{op,n,k}\} \) is created. The optimum voltage schedules are then used in determining the optimum schedules for the PV generator controls, which is addressed in the next section.
7.2.3. PV Controller Schedule

The PV control algorithm uses an iterative approach to adjusting the power factors of the controllable PV to minimize the customer level voltage deviations from the optimum voltage profile obtained from the Base Controller schedules, as illustrated in Figure 7-4. Again note that for a given time point the voltage set-points determined in the base controller schedule may vary from PV generator to PV generator. Also, note that at different time points for a given PV generator the voltage set-point may vary.

If the optimum set-point is greater than the current voltage, the power factor is adjusted to supply reactive power. If the optimum set-point is less than the current voltage, the power factor is adjusted to consume reactive power. Discrete power factor steps are used by the algorithm. The algorithm first changes the power factor for a PV generator by increasing or decreasing the power factor in steps of 0.1. If the average customer voltage falls within +/- 0.5% of the optimum set-point, the algorithm changes the power factor by 0.01 steps with the following constraint:

![Figure 7-3 Flowchart for base controller schedule](image)
\[ PF_n^{\text{min}} \leq PF_n \leq PF_n^{\text{max}} \]  

(7-7)

where PF = power factor.

After the power factors of all PVs are determined, the algorithm calculates the average customer voltage for the circuit \( V_n \). The objective is to reduce the voltage deviation from the optimum set-point \( V_{\text{set},n} \) established by the automated control devices. Next the voltage deviation is compared with the saved minimum deviation \( dV_{\text{min},n} \) as:

\[ |V_n - V_{\text{set},n}| < dV_{\text{min},n} \]  

(7-8)

If the algorithm finds a better power factor for the controller, it saves the results. The algorithm then returns to the start to change the power factor of the PV and begin a new iteration. One hundred iterations are used as the maximum in this work.

Individual local controllers may not work directly in terms of voltage and power factor set-points. Thus, the CHMSC controller finally performs set-point scheduling, as illustrated in Figure 7-2, based upon the individual controller needs.

![Flowchart for PV controller schedule](image)

Figure 7-4 Flowchart for PV controller schedule

### 7.2.4. Local Controller
For optimum operation, the optimum voltage and power factor schedules would be transmitted to all local controllers, as illustrated in Figure 7-1, and all local controllers would work directly with the optimum schedules. However, most existing PV controllers are not designed to take such schedules. Here we will use a common PV local control scheme, but assume that the voltage set-point of the local PV controller can be varied.

For local control of PVs, voltage-reactive power droop control is used in the work here, as shown in Figure 7-5 [46]. This control provides voltage regulation support by supplying reactive power if the line voltage drops below the selected voltage set-point and by consuming reactive power if the line voltage is higher than the selected voltage set-point. The reactive power that can be supplied is limited, as illustrated in Figure 7-5. Note that here the maximum reactive power is limited at 70% of the PV MVA rating. The gain used for the droop control is 2500 var/volt. This gain and the maximum reactive power limits are used for both the local control and CHMSC simulations described in the following sections. The major difference between the local control and the CHMSC control is that the voltage set-point to the local control changes with CHMSC and the set-point does not change when CHMSC is not used (i.e., the voltage set-point is fixed when just local control is used).

Utility control devices considered here are voltage regulators and switched shunt capacitors. Voltage regulators provide the output voltage to be regulated from 90% to 110%. For example, each step in a 32 multi-step voltage regulator having a 20% voltage range of regulation represents a 0.625% voltage change. Therefore, one step change of a voltage regulator is seen to result in a voltage change of 0.75 V based on a 120V base.
Switched shunt capacitors are equipped with controllers that use local measurements to determine when to switch the capacitors on and off. For example, when the measured voltage is higher than the desired voltage, the controller opens the switch to remove the capacitor from service. When the voltage drops below the desired voltage, the controller closes the switch to place the capacitor in service.

7.3. Evaluation of Configurable, Hierarchical, Model-based, Scheduling Control

To evaluate the performance of the CHMSC, different PV adoption levels are analyzed. As more and more PVs are connected to the system the system behavior is affected. In this section the performance of CHMSC is compared with local control. When just local control is used, the voltage set-points are not updated.

7.3.1. Simulation Study

The distribution circuit to be analyzed is shown in Figure 7-6. The circuit model is derived from data for an actual circuit. It is a 13.2 kV, Y-connected circuit. The time varying customer loads are estimated from averaged hourly SCADA measurements, hourly customer kWh load data, and monthly kWh load data processed by load research statistics to create hourly loading estimates for each customer [3, 4].

The circuit studied contains 21 voltage regulators and 8 switched shunt capacitors. The voltage regulators operate on voltage control with a 1.0 volt bandwidth and +/- 16 steps. The switched shunt capacitors also operate to control voltage with specified turn on and turn off voltage limits.
This circuit has 4 existing PV generators, referred to as baseline generators, as marked in Figure 7-6. The existing baseline PV generators are now controlled in the field to unity power factor and have 1 second resolution real power measurements available. Here the simulation uses these 1 second measurements in a quasi-steady state power flow. For the simulation of the higher PV penetrations, 1 MW PV generators are used. The generation from the added PV generators considered in cases 1 and 2 is based on the baseline PV generator measurements. The locations of the added PV generators were randomly selected [25, 33].

April 2 from 14:00 to 16:00 contains the time of maximum PV generation for the existing generation, or baseline. This 2 hour time period is used in the case studies to be presented. The PV generation data for the 9 MW PV on April 2 from 14:00 to 16:00 is shown in Figure 7-7. In this chapter 3 levels of PV penetration are analyzed and used in the controller comparisons, as indicated in Figure 7-6: baseline case with existing generation; case 1 (baseline + four 1 MW PVs added to the circuit); and case 2 (case1 + four 1 MW PVs added to the circuit). The rated PV generation for the baseline case is 10.35 MW, for case 1, 14.35 MW, and for case 2, 18.35 MW.

The PV penetration percentage is calculated based on the following equation:
PV penetration (%) = \[
\frac{\text{Max PV generation}}{\text{Native load at max PV generation time}}
\]  \hspace{1cm} (7-9)

Thus, the definition of PV penetration used in this chapter varies based on the selected time duration. The PV penetration for the selected day for analysis is approximately 69%, 96%, and 123% for the baseline case, case 1, and case 2, respectively.

High PV penetration often leads to reverse power flow conditions in distribution circuits. Bidirectional power flow can be detrimental to the performance of automated control devices. Figure 7-8 shows the reverse power flow by circuit color on April 2 at 14:00 for the baseline. For case 2, representing a PV penetration level of 123%, the entire circuit would be colored with the reverse power flow (not shown in Figure 7-8).
In order to evaluate control performance, PV generation changes are considered at the time of maximum PV generation [34]. For the baseline, Figure 7-9 illustrates how voltage variations are observed as a function of loss of PV generation. From the figure it may be seen that a 1% voltage variation, based on a 120V volt base, is observed when 20% of the PV generation is lost, where the generation loss occurs at maximum generation. Since one of the objectives here is to control the voltage variation to within 1%, the CHMSC will be re-run when a 20% variation of PV generation is observed. In Figure 7-7 there are four times at which the PV generation varies more than 20%, which are: 2:48:13 PM, 2:48:14 PM, 2:51:00 PM, 2:51:16 PM. Furthermore, in the CHMSC simulations the loss of communication is also tested at 2:25:00 PM and 3:55:00 PM.
When local control is not coordinated by CHMSC, the local control uses the nominal voltage as a set-point. Here the local PV controllers are modeled in Matlab, and then Matlab coder is used to convert the Matlab file to a dynamic link library file that is used in the power system simulation [92].

7.3.2. Comparison between Local Control and CHMSC for Case 1

In this section the CHMSC simulation results are compared with the results of local control for case 1. Case 1 includes the existing 4 PV generation sites and 4 additional 1 MW PV generation sites, representing a PV penetration of 96%, as illustrated in Figure 7-6. Five variables are used here in comparing CHMSC with local control, which are average customer voltage, circuit losses, steps of automated control devices, PV reactive power generation, and the voltage variation at the 9 MW PV generator.

a) Average Customer Voltage

Figure 7-10 shows the optimal average customer voltage as a function of time obtained from CHMSC. In CHMSC the average customer voltage is calculated to reduce the circuit loss and minimize the automated control device motion. Actual optimal voltage set-points for PV generators will vary from PV generator to PV generator. Here the optimal set-points are updated every 5 minutes or when 20% changes in PV generation are observed. In Figure 7-10, the optimal average customer voltage is shown at which the PV generation varies more than 20% and when the simulated loss of communication occurs.
Figure 7-10 CHMSC optimal average customer voltage

Figure 7-11 compares the average customer voltage obtained from CHMSC with that obtained from local control. From the figure both CHMSC and the local control maintain the average customer voltage within allowable ranges. However, as will be shown below, local control is not able to maintain voltages at specific locations within the allowable range.

Figure 7-11 Average customer level voltage comparison between local control and CHMSC for case 1

b) Circuit Loss

Figure 7-12 and Figure 7-13 show the real and reactive circuit loss comparisons, respectively. Both the real and reactive circuit losses are significantly reduced with CHMSC. Circuit loss summaries are
shown in Table 7-1. For the two hour simulation CHMSC is able to improve the real and reactive power loss over the local control by 38.06% and 45.83%, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Local Control</th>
<th>CHMSC</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Real Power Loss (kW-hr)</strong></td>
<td>198.98 kW-hr</td>
<td>123.25 kW-hr</td>
<td>38.06%</td>
</tr>
<tr>
<td><strong>Reactive Power Loss (kVAR-hr)</strong></td>
<td>240.69 kVAR-hr</td>
<td>130.38 kVAR-hr</td>
<td>45.83%</td>
</tr>
</tbody>
</table>

**c) PV Reactive Power Generation**
Figure 7-14 show the reactive power generation at the largest PV generator, the 9 MW generator. Note that in all local control the maximum reactive power is limited at 70% of the PV MVA rating. As shown in Figure 7-14, at the 9 MW generator the local control is always limited at the maximum reactive power injection. The CHMSC controls the reactive power to maintain the optimal voltage set-point, which is shown in the next section where the voltage variation is considered. With CHMSC the reactive power generation never reaches its limit. This is due to the participation of the other coordinated generators in the reactive power control.

![Figure 7-14 Reactive power generation (kVAR) comparison at 9 MW PV between local control and CHMSC for case 1](image)

d) Voltage Variation

Figure 7-15 and Figure 7-16 show the primary system voltage variations with local control and CHMSC, respectively, at the 9 MW generator. The local control is not able to maintain the voltage set-point within the 1% variation limits because the reactive power generation is clamped at its limit. However, the CHMSC is able to maintain the voltage within the allowable range due to the coordination with other generators.
e) Steps of Automated Control Devices

One of the CHMSC control objectives is to minimize the steps of the automated control devices themselves. The circuit studied has 21 voltage regulators and 8 switched shunt capacitors. Table 7-2 provides a summary of the control device steps and compares the local control with CHMSC for the two hour simulation period. From the table it may be seen that the CHMSC results in significantly fewer steps than local control.

Table 7-2 Total steps comparison of automated control devices for 2 hours between local control and CHMSC for case 1
<table>
<thead>
<tr>
<th></th>
<th>Local Control</th>
<th>CHMSC</th>
<th>% Reduction in Controller Motion with CHMSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Voltage Regulators</td>
<td>2374</td>
<td>1559</td>
<td>34 %</td>
</tr>
<tr>
<td>All Switched Shunt Capacitors</td>
<td>1070</td>
<td>684</td>
<td>36 %</td>
</tr>
</tbody>
</table>

7.3.3. Control Performance Comparisons for Baseline, Case 1, and Case 2

In this section further comparisons of CHMSC with local control are presented for the baseline case, case 1, and case 2, where the cases are illustrated in Figure 7-6. Circuit losses, automated device motion, voltage violations, and overload violations will be considered.

a) Circuit Loss

Figure 7-17 and Figure 7-18 compares total real and reactive power losses as the level of PV generation increases from the baseline case to case 2. Both real and reactive circuit losses increase with increasing PV generation, but in all cases CHMSC has significantly lower losses.

![Total real power loss comparison with increasing PV penetration](image-url)

Figure 7-17 Total real power loss comparison for 2 hour simulation by increasing PV penetration
b) Steps of Automated Control Devices

Figure 7-19 compares the control motion, in terms of percent reduction of CHMSC over local control, as the level of PV penetration increases. As shown in the figure, the percent reduction ranges from a little over 20% to over 40%. And, as the PV penetration level increases, the improvement of CHMSC over local control continues to increase. It may be noted that CHMSC has a slightly larger improvement for switched capacitors.

c) Number of Voltage Violation
Figure 7-20 shows how the number of customer voltage violations, low and high, increase as the level of PV generation increases. It may be noted that local control has more than four times the violations of CHMSC. Customer voltage violations are only reported at load busses, and there are 1109 load busses in the model. Since there are 7200 power flow runs performed over the 2 hour period, there are 7,984,800 voltage calculations (7200 x 1109) that are checked for low or high voltage at load busses during the simulation. Hence, approximately 1600 voltage violations (worst case in Figure 7-20) represent approximately 0.02% violations.

![Image of number of voltage violations comparison with increasing PV penetration]

**Figure 7-20 Number of voltage violations during 2 hour period with increasing PV penetration**

d) **Number of Overloading Violation**

Figure 7-21 shows how the number of overloads increases as the level of PV generation increases. CHMSC has 93% and 54% fewer overloads for cases 1 and 2, respectively. Note that the circuit has 4883 components. Thus, there are 35,157,600 calculations (4883×7200) that are checked at individual components for an overload condition during the simulation. Hence, approximately 15500 overload violations (worst case in Figure 7-21) represent approximately 0.044% violations.
7.4. Conclusions

The Configurable, Hierarchical, Model-based, Scheduling Control presented uses utility automated control devices to establish an optimum voltage schedule, where the optimum voltage schedule varies with time-of-day and with circuit location. The optimum voltage schedule calculation does not consider PV generation. PV generators that have communications are then requested to help maintain the optimal voltage schedule. If a PV generator controller does not have communications, then CHMSC studies can be used to help determine reasonable PV controller gains that support the power system operation.

A model of an existing circuit with high PV penetration (69%) was used as a starting point for the comparison of CHMSC with local control only. In performing the analysis one second PV generation measurement data from the existing solar generators was used. In the comparison CHMSC used the same local controllers, but varied the voltage set-points of the local controllers. The comparison of the performance between CHMSC and local control only was performed for three levels of PV penetration – 69%, 96%, and 123%. Comparisons included real losses, reactive losses, voltage violations, overload violations, motion of utility owned automated control devices, and the control of voltage. The CHMSC outperformed the local control only, and often the difference in performance increased as the level of PV penetration increased.

Existing distribution systems and their associated controls have been around for decades. Most distribution circuits have capacity to accommodate some level of PV generation, but the question is how
much can they handle without creating problems. The control approach presented seeks to accommodate very high levels of PV penetration with the least impact on the system operation.
Chapter 8 Conclusions and Future Work

8.1. Conclusions

Today’s power system is facing growing challenges in maintaining a secure and reliable energy supply. Part of the growing challenge is the possibility of significant levels of uncertain renewable generation being installed in the power system. This brings new challenges involving the management of intermittent generation. Understanding the impacts of renewable generation on the power system and its operations is necessary to meeting these challenges. Investigating solutions to mitigate these impacts is important to achieving high penetration levels of renewable generation in the power system.

This dissertation focuses on two different aspects of renewable energy applications in distribution networks. It starts with system-wide and local impact studies to address the expected impacts of new technologies in current distribution circuits. Then, optimal solutions to utilizing high penetrations of renewable generation are proposed: 1-a frequency domain approach for wind generation; 2-an optimal control algorithm for PV generation.

A DER adoption analysis for system wide impact studies is presented in Chapter 2. This work is the first effort to simultaneously consider the effects of adopting PEV, DER generation, and energy storage. This work is important because this is closer to the real-world problems that must be considered. The results demonstrated that a maturing PEV market could produce significant impacts on peak demand, resulting in system overloading conditions. While the solar configuration produces more total energy, it has effectively no impact on the peak residential demands, which typically occur during times when solar generation is unavailable. However, when coupled with a battery storage system, the solar generation is able to significantly influence peak characteristics, especially during the peak growth scenario driven by an emerging PEV market. Furthermore, the “available at night” wind configuration shows less benefits, even in combination with battery storage systems, because of the lower total energy from the wind resource.

A Monte Carlo DER adoption analysis for advanced system wide impact studies is presented in Chapter 3. This work is the first effort to make up for uncertain future impact from DER adoption analysis because simulating one time point is not sufficient to evaluate the uncertainty of future PHEV load and DER generation. Monte Carlo simulations are used to evaluate adoption patterns of residential customers. This work is also important because it applies projected adoption levels of PHEV and DER generation for 2020 and 2030 future scenarios based on DOE reports. The results demonstrated that this
analysis can evaluate the seasonal effects by selecting different load profiles and potential impacts from the addition of PHEV and DER generation with and without energy storage. Furthermore, this analysis provides not only the expected average results, but also its uncertainty. The major findings from the Monte Carlo DER adoption analysis, which used an actual utility circuit where all individual customer loads are modeled, were: 1) The cumulative average and variance of the results obtained from 1000 Monte Carlo iterations converged well; 2) The analysis provides not only the average of the results but also the extent of uncertainty that the results can have. Furthermore, the distribution at each hour follows the normal distribution so that it can be estimated with mean and standard deviations; 3) The results demonstrate that a maturing PHEV market could produce significant impacts on peak demand, resulting in system overload conditions, which mainly occur in the secondary distribution. This would require utilities to upgrade many secondary systems where PHEVs were installed.

A DER impact study for evaluating local impacts is presented in Chapter 4. This work is the first effort to standardize the impact study when utilities consider installing new DER generation into their existing distribution circuit. This work is important for utilities to understand the impacts of DER generation on distribution circuits and operations. Both steady-state and quasi steady-state impact studies are performed. In the studies changing cloud cover conditions and variations in PV generation power factor control are considered. Both improvements and adverse effects of PV generation on the circuit are discussed. The steady-state impact studies consider voltage variations, reverse power flows, voltage phase unbalance, and power flow phase unbalance. Furthermore, the quasi steady-state impact studies consider voltage variations, circuit losses, and automated device steps across the time varying operation of the circuit.

A frequency domain approach is proposed as a solution for wind generation in Chapter 5. This work is the first effort to characterize and analyze the wind speed patterns in frequency domain. This work is important because accurate characterization of wind speed patterns is the foundation for accurate wind forecasting so that it provides the solution for uncertain and intermittent wind generation. This chapter presents the methodology for the analysis and characterization of wind speed patterns in the frequency domain using DFT. A compact frequency-domain representation is introduced. This representation has shown that the machine-readable format facilitates automated large-scale processing of wind speed data. It is proposed that wind speed patterns during different times can be characterized using the compact frequency-domain representation. It is also proposed that wind speed patterns at different geographic locations can be characterized using the compact frequency-domain representation. Major findings from analyzing the statistical results of the harmonic components during different times and at different geographic locations are: (1) the consistent harmonic component patterns for three years are captured.
shows a potential to forecast future wind speed patterns using historical data, (2) this approach is able to characterize wind speed patterns with higher certainty information of major harmonic components, (3) the UR is introduced to determine the level of uncertainty that the results can have. Similar UR in major harmonic components is obtained no matter how distant the locations are from each other, or whether the locations are in on- or off-shore.

In Chapter 6, **coordinated control of automated devices and PV generators** is investigated to mitigate voltage rise problems caused by high PV penetration. This work is the first effort to coordinate the automated device with PV generators. In addition, this work is the first to look at using utility controls to set an optimum control schedule, and then providing a schedule to non-utility controls, in this case PV inverters, that supports the optimum control schedule. Furthermore, this control provided a unique set of prioritized objectives that had not been considered together in any previous work. This work is important because the coordinated control is essential to achieving a high penetration of PV generators. The control strategy involves using the automated devices to establish an optimum voltage schedule that does not consider the PV generation. The voltage that is controlled is the average customer voltage, and it is controlled with very tight limits. The optimum schedule minimizes circuit losses while reducing automated device movement. The optimum voltage schedule is used as an input to the coordinated PV control algorithm, which seeks to adjust the real and reactive PV power generation to maintain the optimum voltage schedule. For all simulations the coordinated control is able to maintain a voltage schedule that eliminates voltage rise problems and that significantly reduces losses and automated device controller movement.

Then, **a Configurable, Hierarchical, Model-based, Scheduling Control** (CHMSC) is proposed in Chapter 7. This work is the first effort to coordinate centralized control with local control. This work is important because it shows that the centralized control performs well in the existing environment where most PV generators are operated by local control. A model of an existing circuit with high PV penetration was used as a starting point for the comparison of CHMSC with local control only. In performing the analysis one second PV generation measurement data from existing solar generators was used. In the comparison CHMSC used the same local controllers, but varied the voltage set-points of the local controllers. The comparison of the performance between CHMSC and local control was performed for three levels of PV penetration – 69%, 96%, and 123%. Comparisons included real losses, reactive losses, voltage violations, overload violations, motion of utility owned automated control devices, and the control of voltage. The CHMSC outperformed the local control only, and often the difference in performance increased as the level of PV penetration increased.
8.2. Future Work

Several topics of interest arise from the completion of this study. Areas that would help progress toward a better understanding of the feasibility and implementation of the proposed methodologies are as follows:

- In the system wide impact study in Chapter 2 the smaller amounts of wind generation are observed in the three selected cities because of the lack of wind resources in large cities. Therefore, the “available at night” wind configuration shows less benefit, even in combination with battery storage system. It is necessary to study the wind generation in the rural area where wind resources are not affected by large buildings.

- Solar generation can vary rapidly up and down as clouds pass over. In a local impact study in Chapter 3, changing cloud cover is considered from 25% to 100% cloud cover resulting in from 25% to 100% loss of PV generation. However, PV generation does not vary so much. For example, the maximum PV generation variability during the day is often around 20–30%. Therefore, it is necessary to study PV variability with realistic variability estimates.

- In Chapter 5 frequency domain approach shows potential for forecasting wind speed patterns with better accuracy than the time domain. It also shows potential to accurately estimate the wind speed patterns for a target location using available data from the reference site. However, a forecasting system using the frequency domain approach does not exist yet.

- The optimal set-points in the coordinated control algorithms in Chapter 6 and 7 are determined to maintain the average customer voltage profile obtained before introducing the PV into the circuit. However, utilities sometimes desire to run different existing feeder voltage profiles during solar production hours. Investigating different set-points, such as set-points for providing voltage headroom during solar production hours, is needed.
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