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Abstract 

The work presented in this thesis attempts to provide an understanding of the physics behind the 

dynamic stall process by simulating the flow past pitching NACA-0012 airfoil at     and     Reynolds 

number based on the chord length of the airfoil and at different reduced frequencies of       and      

respectively in a three dimensional flow field. The mean angles of attack are     and     and the 

amplitudes of pitching are    and     respectively. The turbulence in the flow field is resolved using 

large eddy simulations with dynamic Smagorinsky model at the sub grid scale. The lift hysteresis plots of 

this simulation for both the configurations are compared with the corresponding experiments. The 

development of dynamic stall vortex, vortex shedding and reattachment as predicted by the present study 

are discussed in detail.  

There is a fairly good match between the predicted and experimentally measured lift coefficient 

during the upstroke for both cases. The net lift coefficient for the       
  case during downstroke 

matches with the corresponding experimental data, the present study under-predicts the lift coefficient as 

compared to the experimental values at the start of downstroke and over-estimates for the remaining part 

of the downstroke. The trend of the lift coefficient hysteresis plot with the experimental data for 

the       
  case is also similar. This present simulations have shown that the downstroke phase of the 

pitching motion is strongly three dimensional and is highly complex, whereas the flow is practically two 

dimensional during the upstroke. 
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1. Introduction 

 Dynamic stall is a term used to describe the complex series of events that result in delay in the stall on 

airfoils or wings when pitched in a simple harmonic motion about a mean angle of attack (  ). This 

nonlinear and unsteady aerodynamic phenomenon appears in helicopter rotors, aircraft wings, and vertical 

axis wind turbines (VAWTs), turbo-machinery blades and even insect wings[1] and can greatly impact 

the design parameters such as lift coefficient and pitching moment. Kramer[2] first identified the features 

associated with the dynamic stall in a rapidly varying incidence angle experienced by an airfoil. The 

importance of dynamic stall was first emphasized by the helicopter design community in the 1960s when 

the designers were confused by the extra lift gained on the helicopter rotor in the retreating phase. 

Although the onset of stall can be delayed by the pitching motion of the airfoil, but once the dynamic stall 

occurs the vibratory loads caused by the unsteady aerodynamic loads can be unacceptably severe and can 

considerably reduce the fatigue life of the airfoil. Accurate prediction of dynamic stall phenomenon at 

high Reynolds numbers is important to ensure efficiency in design of modern aircrafts and helicopters. 

 To improve the prediction of dynamic stall events of the flow over an airfoil, proper treatment of 

turbulence within the flow is needed for two important reasons. The first reason is to capture the effect of 

boundary layer transition which influences the onset of stall and subsequent flow reattachment after the 

massive flow separation. The second reason is to accurately capture the three dimensional nature of the 

vortices that get generated and shed during the pitching cycle. 

 Several experiments have been performed to study the dynamic stall phenomenon which is 

characterized by the initiation, growth, and convection and shedding of a strong leading edge vortex.[2-

10] The flow behavior of dynamic stall strongly depends on Reynolds number, Mach number, mean and 

amplitude of pitching cycle, reduced frequency of oscillation and shape of the airfoil.[11] The role of 

boundary layer transition in the simulation of dynamic stall has been the focus of several CFD 

studies.[12, 13] There are few turbulence models that can predict the boundary layer transition and onset 

of separation during upstroke of the pitching cycle, where the flow is fully attached for the most part and 
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two dimensional simulations are sufficient to obtain good agreement with the experimental data. The 

statistical RANS models are designed and calibrated on the basis of mean parameters of thin turbulent 

shear layers containing numerous and relatively standard eddies.[14] The flow behavior during 

downstroke is highly unsteady and is dominated by the separated flow containing comparatively fewer 

and geometry specific three dimensional vortical structures. Thus it is important to accurately model the 

small scales near the wall and resolve large scales at the massively separately regions. 

Dynamic stall phenomenon, in most of the applications, is highly turbulent due to high Reynolds 

numbers involved. Progress in the discretization schemes and numerical algorithms for solving the fluid 

flow problems achieved over the last few years together with the enormous increase in computing 

capabilities enable detailed computations with highly accurate spatial and temporal resolution and dense 

meshes. However those numerical simulations will only contribute to a better understanding of dynamic 

stall mechanisms when the progress in better numerical schemes is coupled with the progress in the 

improvement of methods for modeling and resolving the turbulent flows. Better modeling of transitional 

flow regions which play a vital role in the overall flow field development is also important. 

Turbulent flows are three-dimensional and include a wide range of space and time scales, which 

widen with increasing Reynolds number. A detailed computation of all the scales existing in turbulence 

(DNS) from the large scale eddies down to the Kolmogorov scales which are fully described by the 

Navier-Stokes equations without additional external information, imposes enormous requirements in 

computing speed and storage capacity. DNS is not expected to play a role for the investigation of dynamic 

stall due to the enormous computing resources they require and because they are limited to simple flow 

geometries. Numerical investigation of practical flows requires the modeling of small eddy motions that 

cannot be resolved in space and time, and therefore require some kind of turbulence modeling. There are 

two types of turbulence models applied to the solution of practical aerodynamic flow problems, sub-grid 

modeling in the full Navier-Stokes simulations and statistical turbulence modeling in the Reynolds 

averaged Navier-Stokes equations.  
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The scale selection that the large eddy simulation technique is based on is a separation between large 

and small scales. In order to define these two categories, first a reference or cutoff length has to be 

determined. Those scales that are of characteristic size greater than the cutoff length are known as large or 

resolved scales while others are called small or sub-grid scales.[15] LES simulations resolve large scales 

in both space and time, and the behavior of small unresolved scales is described by the sub-grid model. 

The computational requirements for LES even for simple, steady airfoil flows are very high. However, 

LES has the potential in improving dynamic stall calculations because they resolve the large eddies which 

are unique for this type of flow condition (direction and geometry dependent) and model the smaller 

scales of turbulence that are isotropic.  

The accuracy of the simulations for predicting dynamic stall is highly dependent on the turbulence 

model that is used. Several authors used eddy viscosity based turbulence models for simulating the 

dynamic stall phenomenon, such as Baldwin-Lomax, Spalart-Allmaras, standard    , RNG    , 

baseline    .[16-34] The previous studies concluded that one equation turbulence models provide 

significant improvement over the algebraic and half equation models. Most of the two equation 

turbulence models failed to match with the experimental data especially at high angles of attack and at 

high reduced frequencies. Another set of 2D dynamic stall computations of NACA0012 airfoil at      

Reynolds number were done with two sets of pitching patterns, different reduced frequencies, mean 

oscillating angles and amplitudes with turbulence treatment done using URANS.[35] Two URANS 

models, namely the standard     model and the SST     model with transition modeling were used. 

The study concluded that the standard     model is too dissipative to predict the severe adverse 

pressure gradient on the suction surface of the airfoil. The SST     model shows improvement over the 

standard     model, but fails to match with the experimental data at high angles of attack where the 

three dimensional effects are expected to be more dominant.  
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1.1 Literature Review 

During the past three decades, dynamic stall phenomenon has received great deal of attention from 

researchers all around the world. There are numerous research studies (both experimental and numerical) 

that have focused on the physics leading to dynamic stall and the factors such as Reynolds number, Mach 

number, pitch rate (reduced frequency) and amplitude affecting this complex phenomenon. Reduced 

frequency is a dimensionless number used in general for the case of unsteady aerodynamics and 

aeroelasticity.[36] It is one of the parameters that defines the degree of unsteadiness of the problem. 

Reduced frequency can be used to explain the amplitude attenuation and the phase lag of the unsteady 

aerodynamic forces compared to the quasi steady analysis (which in theory assumes no phase lag). 

Reduced frequency ( ) is defined as:   
(   )

  
⁄   

where   = Oscillation frequency,   = Airfoil Chord Length and    = Free stream velocity. Based on the 

value of the reduced frequency ( ), we can roughly divide the flow into: 

 Steady state aerodynamics where     

 Quasi-steady aerodynamics where          

 Unsteady aerodynamics where        (      is considered highly unsteady) 

The unsteady flow separation phenomenon on pitching airfoils is not yet completely understood at high 

Reynolds numbers. 

For dynamic stall occurring at       , compressibility effects are negligible even at the airfoil 

leading edge where the flow accelerates as the angle of attack increases. Mehta[26] computed the laminar 

incompressible flow past an oscillating NACA0012 airfoil at Reynolds numbers of       and     to 

gain insight into the mechanism of dynamic stall using vorticity-stream function approach. The oscillatory 

motion was given by  ( )  [     (  )] with reduced frequencies of        and     . Good 

qualitative agreement of computation with water tunnel flow visualization was obtained. This was first of 

the numerical simulation of dynamic stall at moderately high Reynolds numbers. 
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Ghia et al.[27] have also investigated laminar incompressible dynamic stall flow fields using vorticity-

stream function formulation for flow over NACA0015 airfoil at Reynolds numbers of     and       . 

The oscillatory motion was given by  ( )   [  (
  
   ⁄ ) (   

 (     ⁄
) 
)] with reduced frequency 

of      . In the same study, the effect of leading edge suction and the trailing edge injection in 

controlling the dynamic stall was also investigated. Favorable comparison of the computation with the 

smoke flow visualization was obtained. Lift hysteresis curve is also closely matched with the 

experimental values from the pressure taps.  

Laminar and turbulent incompressible dynamic stall flow fields were investigated numerically by Wu 

et al.[16, 28], using velocity-vorticity formulation. Fully turbulent solutions were obtained at        

for sinusoidal oscillation of a NACA0012 airfoil with  ( )            (  ) at different reduced 

frequencies of            and      as shown in the Figure 1.1.[28] The Baldwin-Lomax turbulence 

model was used for the prediction of the turbulent flow behavior. The analysis concluded that the 

formation of the leading edge vortex is delayed to higher angles of attack as the reduced frequency of 

pitching motion is increased. All the results from this study showed consistent under prediction of the lift 

coefficient both during the upstroke as well as during the downstroke. However the overall trend of the 

lift hysteresis plot matched with that of the experiments. 

 

Figure 1.1: Lift Hysteresis Comparison Plots. Reprinted from Tuncer, I., Wu, J., Wang, C., 1990, 

"Theoretical and Numerical Studies of Oscillating Airfoils," AIAA Journal, 28(9), pp. 1615-1624. 

Used with Permission of AIAA, 2014 

 ( )          (  )          
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Figure 1.2: Lift Hysteresis Comparison Plots. Reprinted from Martinat, G., Braza, M., Hoarau, Y., 

Harran, G., 2008, "Turbulence Modeling of the Flow Past a Pitching NACA0012 airfoil at 10
5
 and 

10
6
 Reynolds Numbers," Journal of Fluids and Structures, 24, pp. 1294-1303. Used with Permission 

of Elsevier, 2014. 

 ( )         (  )          and   ( )          (  )        

2D and 3D dynamic stall simulations were performed on NACA0012 airfoil at Reynolds numbers 

of     and     at reduced frequencies of         and     respectively as shown in the Figure 1.2.[37]
 

The pitching motion was given by  ( )         (  ) for       
  case and   ( )     

     (  ) for       
  case. The spatial discretization is done using third order upwind (Roe) with 

MUSCL flux evaluation and the temporal scheme is second order in accuracy. The turbulence effect of 

dynamic stall is included using URANS with Organized Eddy Simulation and this turbulence modeling 

has shown quite dissipative character that attenuates the instabilities and vortex structures related to 

dynamic stall. The lift hysteresis plot shows that there is more than     error in predicting the lift 

coefficient at the start of downstroke for       
  case and the predicted lift coefficient is offset by 0.3 

for the most of the downstroke for       
  case. 

Compressible, unsteady, turbulent flow computations were obtained by Sankar and Tang[31] and 

Rumsey and Anderson[33]. The latter investigators computed dynamic stall at transonic speeds and the 
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numerical simulations are in agreement with the experiments. Dynamic stall of a SSC-A09 Sikrosky 

airfoil executing rapidly pitching motions was investigated by Ekaterinaris[34] for turbulent       

   . An implicit finite-difference scheme was used for the numerical solution of the compressible form of 

Navier-Stokes equations and the turbulence closure was done using Baldwin-Lomax algebraic model.  

Numerical investigations of dynamic stall at high Reynolds numbers conducted by Fung and Carr[38] 

concluded that an increase in reduced frequency delays boundary layer separation and allows the airfoil to 

attain higher lift values at higher angles of attack. In more recent work, Currier and Fung[39] concluded 

that airfoil shape is also an important factor in addition to reduced frequency in determining the size and 

shape of lift hysteresis. 

A conclusion of the early numerical investigations of dynamic stall in turbulent high Reynolds 

number flows was that the overall prediction of lift hysteresis using algebraic turbulence models was in 

good agreement with the experimental data. But they cannot accurately simulate the massively separated 

flow at high angles of incidence, especially during downstroke. However, even with the two equation 

RANS turbulence closure, the lift coefficient during the start of downstroke did not show improvement as 

compared to the Baldwin-Lomax algebraic turbulence model.[16] The more recent study on the 

simulation of the onset of dynamic stall using high fidelity Implicit Large Eddy Simulations (ILES) was 

performed by Visbal[40] concluded that for moderately high Reynolds numbers (typically less than 1 

million) the laminar separation bubble (LSB) plays a critical role in the propagation of transition along the 

pitching airfoil and the quantitative prediction of the collapse of suction and dynamic stall vortex. 

1.2 Research Objectives 

It is generally accepted that wall resolved large eddy simulation (LES) is a promising tool for highly 

unsteady turbulent flows which are dominated by the boundary layer transition, shear instabilities, large 

separation and recirculation regions, vortex formation and shedding. With the advent of high speed 

computers and parallel processing, LES can be used to understand the dynamic stall physics of relatively 

high Reynolds number flows. To the best of the author’s knowledge there are very few previous studies 
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on using wall resolved LES for dynamic stall simulation at high Reynolds numbers.[40, 41]  Therefore 

the objective of the present study is to assess the ability of Large Eddy Simulation to accurately simulate 

the flow over an oscillating NACA0012 airfoil at        
         

  at different reduced frequencies 

in order to make a contribution towards a better understanding of the flow physics of dynamic stall.  

  



9 

 

2. Computational Methodology 

 

This chapter discusses in detail, the numerical methodology used for the present study along with the 

computational set up which includes the computational grid details and the applied boundary conditions. 

The first section discusses the governing equations relevant to simulation of dynamic stall. There is a 

section that discusses the grid movement algorithm and its implementation in the current solver 

framework. There is also a separate section on the turbulence treatment in the present study.  

The process of CFD simulation begins with the creation of a three dimensional domain and its proper 

discretization. The section on grid generation discusses the philosophy of cell distribution and sizing 

adopted for this study. The last section of this chapter deals with the application of boundary conditions to 

the computational domain for the simulation.  

2.1 Governing Equations 

The governing equations for the time-dependent, incompressible viscous flow in a moving frame of 

reference consist of space, mass and momentum conservation laws. The equations are mapped from 

physical ( ⃗) to computational space ( ⃗) by a boundary conforming transformation  ⃗   ⃗( ⃗), where 

 ⃗  (     ) and   ⃗  (     ). The equations are non-dimensionalized by a suitable length ( ) and 

velocity scale (  ) and written in conservative non-dimensional form as: 

Space Conservation (SCL): 

 
 

  
(√ )   

 

   
(√   

 
)    

(2.1) 

Mass Conservation: 

 
 

   
(√   )    

(2.2) 
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Momentum Conservation: 

 

  
(√   )  

 

   
([√     √   

 
]  )    

 

   
(√ ( ⃗ )

 
 )   

 

   
([
 

  
 
 

   
]√    

   
   

)  

(2.3) 

where √  is the Jacobian of the transformation,  ⃗  are the contra-variant basis vectors, √    

 √ ( ⃗ )
 
   is the contra-variant flux vector, √   

 
  √ ( ⃗ )

 
  
 

 is the contra-variant flux vector due 

to the grid velocity   ,     is the contravariant metric tensor,    is the Cartesian velocity vector, and P is 

the pressure. In the above formulation, the grid velocity    is not used explicitly. Instead, the grid contra-

variant flux vector is employed which is directly computed based on the SCL. The time is non-

dimensionalized using (
    

 ⁄ ) and the Reynolds number is given by (
   

 ⁄ )   

2.2 Turbulence Treatment 

    is the inverse of the subgrid eddy-viscosity which is modeled as:  

  

   
    

 (√ )
 
 ⁄ | | (2.4) 

| | is the magnitude of the strain rate tensor given by | |   √         where     is the strain rate of 

the resolved flow field and the Smagorinsky constant   
  is obtained via the dynamic sub-grid stress 

model (Germano et al.[42]). To this end, a second test filter, denoted by  ̂, is applied to the filtered 

governing equations with the characteristic length scale of  ̂ being larger than that of the grid filter  . The 

test filtered quantity is obtained from the grid filtered quantity by a second-order trapezoidal filter which 

is given by  ̂   
 

 
(              ) in one dimension. The resolved turbulent stresses, representing 

the energy scales between the test and grid filters,       ̅  ̅̂    ̂̅  ̂̅, are then related to the subtest, 

        ̂    ̂̅  ̂̅, and subgrid-scales stresses
 
           ̅  ̅  though the identity,    

      
     ̂  

 . 
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The anisotropic subgrid and subtest-scale stresses are then formulated in terms of the Smagorinsky eddy 

viscosity model as:  

    
 ̂      

 (√ )
 
 ⁄ | |   
̂

 

(2.5) 

    
      

  (√ )
 
 ⁄ | ̂|    

̂
 

Using the identity  

 
   
 ̂     ̂  

 

 
          

 (√ )
 
 ⁄
[ | ̂|    

̂   | |   
̂

]      
 (√ )

 
 ⁄
    

 

 

Here   is the square of the ratio of the characteristic length scale associated with the test filter to that 

of grid filter and is taken to be [
  
̂

  
⁄   √ ] for a representative one-dimensional test filtering operation. 

Using a least-squares minimization procedure of Lilly, a final expression for   
  is obtained as:  

   
    

 

 

 

(√ )
 
 ⁄

   
 ⨂   

   ⨂   
 

(2.6) 

The value of   
  is constrained to be positive by setting it to zero when   

   . 

2.3 Moving Grid Algorithm 

This time dependent grid movement subroutine employs a multi-block framework which facilitates 

parallelization. The computational domain is divided into non-overlapping contiguous blocks, which are 

then distributed to multiple processors, the maximum number of which are limited by the total number of 

blocks. Each block has a separate data structure and the Message Passing Interface (MPI) is used for data 

transfer across processors. Further, within each block, virtual cache blocks are used while solving linear 

systems. A detailed description of the software architecture can be found in Tafti[43]. The algorithm 
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decouples the grid movement from the application of fluid conservation laws. The steps involved in the 

calculation of unsteady flow in the dynamic grid system can be summarized as follows: 

1. The initial grid is read and the values of dependent variables are initialized. 

2. The nodes on moving boundaries are displaced based on a prescribed or induced motion and 

velocity boundary conditions are computed based on the displacement. 

3. The boundary movement is then transmitted to the interior of the domain in the rezoning phase. 

The transmittal of boundary motion to volume grid motion is done in a hierarchy of steps.  

a. First the corner displacements of each computational block are computed using the spring 

analogy. 

b. Second, the corner displacement of each block is transmitted to the nodal distribution in 

block edges, block faces, and block volumes, respectively, by using a modified TFI 

procedure. This step completes the rezoning phase. 

 It is noted that rezoning is only implemented when the mesh deforms. If instead the boundary 

movement is uniformly transmitted into the domain as in a certain class of problems, the rezoning step 

is not necessary. 

4. New grid metrics and the contra-variant flux due to grid movement are computed by satisfying 

the SCL condition (Eqn. 2.1). 

5. The mass and momentum equations given by Eqns. (2.2-2.3) are advanced in time using a 

fractional-step algorithm to complete the time step. 

At the next time advancement, steps 2 to 5 are repeated. The detailed flow chart of the aforementioned 

process is shown in the Figure 2.1. 
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Figure 2.1: GenIDLEST Solver Flowchart 

2.3.1 Rezoning Phase 

The rezoning is done at the start of the time step to adjust the grid based on boundary movement. The 

location of the moving boundary at a new time is evaluated based on the prescribed or induced motion. 

The velocity of the moving boundary is then computed as  ⃗⃗   
  ⃗

  ⁄  and applied as a boundary 
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condition. The rezoning is carried out in two steps. In the first step the movement of each block corner is 

computed by using a spring analogy similar to that of Tsai[44]. In the parallel architecture, since blocks 

are located on different processors, the evaluation of block corner displacements is carried out on a master 

processor. The displacement of the internal corner is evaluated based on the movement of the external 

corners, which are located either on a moving or a fixed boundary. Then the displacement of block 

corners is broadcast to all processors. In the second step the modified TFI[44-46] based on corner 

displacements are carried out for each block. The main advantage of the modified TFI is that it can be 

carried out in parallel and by using the same interpolation technique across processors. The same grid 

distribution is obtained at block interfaces residing on different processors, hence eliminating any extra 

communication between processors.  Further, since the TFI is applied only on displacement. i.e. the 

displaced grid is obtained by adding interpolated displacements to the old grid locations, the quality of the 

initial grid is maintained for simple boundary movements. Further details of the boundary fitted finite-

volume moving grid technique based on Arbitrary Lagrangian Eulerian (ALE) method and its 

implementation in GenIDLEST solver is provided in one of the references.[47]  

2.4 Numerical Algorithm 

After evaluating the new grid metrics and the grid contra-variant fluxes, the integration of the Navier-

Stokes equations is carried out. The governing Eqn. 2.2-2.3 are discretized with a conservative finite-

volume formulation on a non-staggered grid topology. The Cartesian velocities and pressure are 

calculated and stored at the cell center, whereas contra-variant fluxes are stored and calculated at the cell 

faces. The temporal advancement is performed in two steps, a predictor step, which calculates an 

intermediate velocity field, and a corrector step, which calculates the updated velocity at the new time 

step by satisfying discrete continuity.[43]  
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2.4.1 Predictor Step 
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where     is the diffusion term and    is convection due to flow and grid movement. In this study, 

convection and diffusion terms are treated implicitly by a Crank-Nicolson scheme. 

Convection Terms: 
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The values of grid contra-variant fluxes, available at time level     ⁄  from SCL condition are used in 

the momentum equation. 
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The contra-variant fluxes of at time level     is linearized using a two-step (  and     time level) 

second order extrapolation as: 
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Diffusion Terms: 
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2.4.2 Corrector Step 

In this step, the continuity equation is used to derive the pressure equation, which is solved to obtain the 

pressure field at time level (   ). The procedure used in formulating the pressure equation is 

represented as follows: 
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First the intermediate cell face contra-variant fluxes are constructed as follows: 

 

 √  ̃  √ ( ⃗ )
 
 ̃  (2.12) 

 

Then, the correction form of the cell centered Cartesian velocities and cell face contra-variant fluxes are 

written as: 
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Finally, Eqn. 2.14, in conjunction with Eqn. 2.2, is used to derive the pressure equation, which takes the 

form: 
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(2.15) 

 

By using the contra-variant fluxes at the cell faces in constructing the pressure equation, the method 

emulates a staggered grid arrangement. The pressure field at level     is then used to correct the nodal 

Cartesian velocities and the cell face contra-variant fluxes using Eqn. (2.13) and Eq. (2.14) respectively. 

2.5 Computational Grid 

The computational grid used in the present study is a ‘C’ topology block-structured grid with the number 

of blocks being 300 and approximately 45 million control volumes in total. This large mesh size was 

inevitable in order to satisfy the structured grid topology in the current domain extent along with 

maintaining the aspect ratio requirements. The present solver GenIDLEST is parallelized by domain 

decomposition with explicit message passing based on MPI. The extent of the domain upstream of the 



17 

 

airfoil is 15c and 60c in the downstream direction. The domain extent used in the span-wise direction is 

0.18c which is sufficient to capture the vortex structures in the flow field according to a similar study[48].  

 

Figure 2.2: Pitching Airfoil Configuration & Sectional Mesh (Every Twelfth grid line is shown) 

The x-y plane of the full domain extent of the present simulation is shown in Figure 2.2. The 

maximum aspect ratio in the computational domain is     in the far field and the maximum skewness 

is       for the grid at the mean angle of attack condition.  

In order to improve the mesh quality near the trailing edge of the airfoil during pitching motion, the 

block boundaries downstream of the airfoil are given the shape of an inverse exponential curve as shown 

in the Figure 2.3. The internal grid points are then morphed as per the trans-finite interpolation. This 
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ensures that the mesh skewness is less than 0.5 even during the maximum amplitude condition of the 

pitching motion.  

 

Figure 2.3: Topology of the Inner Blocks of the Computational Domain 

The grid points are clustered in the vicinity of the airfoil and at the leading and trailing edges of the 

airfoil. The height of the first layer of the control volumes is about    ⁄           and this 

corresponds to a dimensionless wall distance of        for the       
  case and      for the 

      
  case at the leading edge of the airfoil at the minimum angle of attack where the mesh 

requirement for resolving the boundary layer is stringent as compared to other locations. Mesh 

independency study has not been performed owing to the high computational time requirements.  

The present domain extent is chosen in order to ensure that the vortices shed from the airfoil at an 

angle to the free stream flow direction do not interact with the boundaries. It was observed that when the 

vortices from the airfoil interacted with the boundary, the solution was prone to numerical instabilities 

resulting in divergence. Thus a large domain size was chosen. This coupled with the block-structured 

nature of the grid, the necessity to maintain the grid aspect ratio within 150, and the stringent    

requirements of the wall resolved LES, resulted in the grid size of approximately 45 million. 
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The 300 block geometry was run on 300 processors of Intel Xeon E5-2670 (Sandy Bridge) at Virginia 

Tech. The run time for 188,000 time steps was approximately 50.4 days with the wall clock time/time 

step being 23.152 s.  

2.6 Boundary Conditions 

The present study uses large eddy simulations to resolve the turbulence with dynamic Smagorinsky 

turbulence model at the sub-grid scales. Free stream velocity is specified at all the external boundaries. 

Periodic boundary conditions are applied to the span-wise boundary faces along the width of the airfoil.  

No slip and no penetration boundary conditions are applied to the airfoil surface. 

2.7 Lift Coefficient 

The lift coefficient (  ) is a dimensionless number that represents the ratio of the lift force produced 

by the airfoil to the dynamic pressure force. It is a function of angle of attack ( ) of flow relative to the 

airfoil, Reynoldsnumber (  ), Mach number (  ) of the flow and shape of the airfoil and is defined as: 

     
 

 
 
   

  
 (2.16) 

where   is the lift force of the airfoil which is calculated from the following formula: 

   ∬(                            )     (2.17) 

    = Elemental surface area of the airfoil and   = Projected airfoil area normal to the free-stream 

direction. 

The contribution of the first term due to pressure is in general orders of magnitude higher than the 

magnitude of the contributions due to wall shear stress to the magnitude of the lift coefficient. 
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2.8 Pressure Coefficient 

The pressure coefficient (  ) is a dimensionless number that describes the relative pressure in the 

flow field and the closed area of the pressure coefficient over the surface of the airfoil typically represents 

the magnitude of the lift coefficient. 

 
    

    
 
    

 
 

(2.18) 

In the flow field where the vortices are present, the location of the vortex center can be identified by 

the presence of lower pressure surrounded with gradually increasing pressure following the shape of the 

vortex. It can be noticed that the vortices with higher strength have lower pressure at their core and vice-

versa. The next two chapters discuss the change in the lift and pressure coefficient of the flow at different 

angles of attack during the dynamic stall phenomenon along with the interaction between the vorticity and 

the pressure at two different Reynolds numbers. 
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3. Dynamic Stall Simulation of Re = 10
5
 case 

 

This chapter discusses in detail about the dynamic stall simulation of flow over NACA0012 airfoil at     

Reynolds number and at reduced frequency of        . The first section of this chapter provides the 

details of the experimental setup to which results from the present simulation are compared. The next 

section provides the simulation details and subsequently the simulation results are discussed. The last two 

sections provide the comparison of the simulation results with the experimental data and conclusions from 

the present study.  

3.1 Experimental Setup 

The experimental test case that is used for validation of the present computational results was done by 

Berton et al.[49] Experiments were conducted in the high subsonic wind tunnel test section consisting of 

an octagonal cross section of inside circle of 3 m. in diameter and 6 m. in length. The test section was 

capable to testing flows with the range of Reynolds number per meter between       and      . The 

airfoil was pitched in a sinusoidal motion about the quarter of the airfoil chord at the same operating 

conditions as that of the present simulation. The NACA-0012 airfoil cross section was used and the 

dimensions of the airfoil were 0.48 m.   0.956 m. in the chord-wise and span-wise directions 

respectively. The rectangular airfoil (in the span-wise direction) was mounted vertically between the end 

plates spanning the test section. The flow velocity field close to the surface of the airfoil surface was 

measured by the Embedded Laser Doppler Velocimetry (ELDV) technique.  

The airfoil was equipped with unsteady pressure transducers mounted flush with the airfoil surface. 

The static pressure measurements were performed at 16 locations on both the upper and lower side of the 

airfoil along the chord-wise stations. Both the steady and unsteady pressure distributions had been 

measured on each side of the wing surface at the mid-span location. Unsteady mean pressure coefficients 

over the period had been recorded and averaged over 20 consecutive cycles. 
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3.2 Simulation Details 

The equations are solved in a finite volume framework on a block structured, boundary fitted and 

non-staggered grid using a fractional step algorithm for time advancement. Second order central 

differences are used for spatial discretization of convective and viscous terms and implicit Crank-

Nicolson scheme is used for advancement in time. In past studies at moderate Reynolds numbers, the 

second-order scheme has been shown to be suitable for LES[50]. 

 

 

Figure 3.1: Input Angle of Attack Wave Form with Phase Angle for Re = 10
5
 case 
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The forced unsteadiness is generated on the airfoil by means of pitching motion around the quarter 

chord axis and is defined by the time-dependent angle of attack ( ), as shown in the Figure 3.1 is given 

as:  

        
 

 
(         )(        ) (3.1) 

For this simulation, the angle at the minimum amplitude is       
  and the angle at the maximum 

amplitude is         
  oscillating about the mean angle of attack       

  (            ). The 

reduced frequency of the pitching motion ( ) is taken as      .  

The initial transient field is generated at the minimum angle of attack (          
 ) by simulating 

the flow over static airfoil at      for 8 flow through time units over the length of the airfoil. The 

oscillatory motion is then introduced and the unsteady flow field is computed by marching in time. The 

dynamic stall results are reported after simulating for more than two pitching cycles and repeatability in 

results are observed. 

3.3 Results 

The development of the unsteady flow field is shown in the instantaneous plots from Figure 3.3 

through Figure 3.13. The area enclosed by the pressure coefficient plot represents the lift force acting on 

the airfoil. During the upstroke ( ), the flow remains attached to the surface of the airfoil from        

till       as shown in the Figure 3.3 and Figure 3.4. During this part of the pitching cycle, lift 

coefficient varies linearly with the angle of attack (See Figure 3.14). A small and weak recirculating zone 

is formed near 30% of the chord at        ( ) (See Figure 3.2) during flow reattachment process. This 

shallow reversed flow region travels upstream and at around      ( ) reaches the leading edge of the 

airfoil as shown in the Figure 3.2. This region gives rise to leading edge vortex at        ( ) and it 

grows in size till        ( ) as shown in the Figure 3.5 and Figure 3.6. The corresponding increase in 

lift force is observed from Figure 3.14. The main leading vortex grows to critical size sufficient to move 

at a higher velocity as it detaches from the surface and begins to convect downstream over the suction 
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surface of the airfoil till it reaches the maximum amplitude of the pitching cycle. The slope of the lift 

coefficient curve increases visibly from        ( ) and continues to increase as the main leading edge 

vortex grows in size until it is shed from the suction surface of the airfoil. 

The average vortex convective velocity up to this point is approximately       . As the main vortex 

reaches the trailing edge, the flow from the pressure side of the airfoil at the trailing makes a turn towards 

the suction side due to the negative pressure of the main vortex forming a counter rotating trailing edge 

vortex as shown in the Figure 3.7. 

 

Figure 3.2: Formation of the Main Leading Edge Vortex during Upstroke 
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Figure 3.3: Flow Field and Pressure Coefficient Plot at α = 7.2° ( ) 

 

 

Figure 3.4: Flow Field and Pressure Coefficient Plot at α = 12° ( ) 
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Figure 3.5: Flow Field and Pressure Coefficient Plot at α = 14.4° ( ) 

 

 

Figure 3.6: Flow Field and Pressure Coefficient Plot at α = 16.9° ( ) 
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Figure 3.7: Flow Field and Pressure Coefficient Plot at α = 18° 

The further movement of the leading edge vortex along the surface of the airfoil is hindered by the 

formation of the trailing edge vortex and thus it starts to shed from the surface of the airfoil. This incident 

happens at the maximum amplitude of the pitching cycle (     ). The trailing edge vortex grows in 

size as the main vortex sheds and travels away from the airfoil surface from       to         

downstroke ( ) as shown in the Figure 3.8 and the lift coefficient drops to 0.9 due to shedding of the main 

leading edge vortex. The lift coefficient further drops to       at        ( ) as the trailing vortex also 

sheds from the airfoil surface as shown in the Figure 3.9. After the trailing edge vortex sheds from the 

airfoil surface, several weak vortices of varying intensity are generated at the leading edge from   

     ( ) to       ( ) and are convected downstream of the airfoil as shown in the Figure 3.10 and 

Figure 3.11. Flow reattachment process starts at       ( ) and is completed at       ( ). The 

complete airfoil suction surface remains stalled from       to       ( ) as shown in Figure 3.12. 

The summary of the vortex structures development for this particular case (where       
  and   

     ) is provided in the Figure A. 1. 
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Figure 3.8: Flow Field and Pressure Coefficient Plot at α = 17.2° ( ) 

 

 

Figure 3.9: Flow Field and Pressure Coefficient Plot at α = 16.5° ( ) 
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Figure 3.10: Flow Field and Pressure Coefficient Plot at α = 14.9° ( ) 

 

 

Figure 3.11: Flow Field and Pressure Coefficient Plot at α = 12.5° ( ) 
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Figure 3.12: Flow Field and Pressure Coefficient Plot at α = 7.2° ( ) 

 

 

Figure 3.13: Flow Field and Pressure Coefficient Plot at α = 6° 
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3.4 Comparison with Experiments 

The present simulations are compared with the experiments and the lift hysteresis comparison plot is 

shown in the Figure 3.14. The lift hysteresis plot is generated from the instantaneous data of the second 

pitching cycle. The phase-averaged lift coefficients are not calculated due to excessive CPU time 

requirements of the present simulation. The lift coefficient predicted from the present simulation agrees 

well with the experiments during the upstroke. Simulations under-predict the lift coefficient as compared 

to the experiments at the start of the downstroke and the additional drop in the lift coefficient can be 

attributed to the shedding of the trailing edge vortex along with the main leading edge vortex.  

 

Figure 3.14: Lift Hysteresis Comparison Plot of the Computations with the Experiments at Re = 10
5
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The lift coefficient is over estimated for the remaining portion of the downstroke due to the formation 

of the weak leading edge vortices after the main leading edge vortex and counter rotating trailing edge 

vortex are shed from the suction surface of the airfoil. The flow remains separated at the trailing edge at 

the minimum amplitude of the pitching cycle and flow attachment process continues at the start of 

upstroke till       . 

The main vortex and trailing edge vortex are shed from the airfoil suction surface at an angle to the 

free stream direction as shown in the Figure 3.8 through Figure 3.10. As the test section dimensions are 

smaller in comparison to the airfoil chord length in the experiment (walls of the test section are only 

approximately 3 chord lengths away from the airfoil trailing edge as compared to the 15 chord lengths in 

the computational domain) and the flow is subsonic, it could have an impact on the pressure distribution 

on the suction surface of the airfoil and thus the lift coefficient during the vortex shedding process. The 

average dynamic stall lift coefficient is shown is shown in the red dot in the Figure 3.14 and is slightly 

higher than its static counterpart. The average dynamic stall lift coefficient increases with increasing 

pitching frequency. 

3.5 Conclusions 

In this study, three dimensional simulations of dynamic stall phenomenon of flow over NACA0012 

airfoil at       
  and         using wall resolved large eddy simulations are performed. Detailed 

development of events leading to dynamic stall and the lift hysteresis comparison plot are presented. The 

possible reasons for the difference in the lift coefficient result between simulation and experiment are 

provided. There is a fairly good match between the predicted and experimentally measured lift coefficient 

during the upstroke. Although the net lift coefficient during downstroke matches with the experimental 

data, the present study under-predicts the lift coefficient as compared to the experimental values at the 

start of downstroke and over-estimates for the remaining part of the downstroke. The differences between 

the simulation results and the experimental data during the downstroke of the pitching cycle can possibly 

be attributed to the domain dependency of the results in the experiments. The simulations also show that 
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the reattachment process of the stalled airfoil extends into the start of the upstroke in the subsequent cycle 

due to low reduced frequency of the pitching cycle. 
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4. Dynamic Stall Simulation of Re = 10
6
 case 

This chapter discusses in detail about the dynamic stall simulation of flow over NACA0012 airfoil at 

    Reynolds number and at reduced frequency of       . The first section of this chapter provides the 

details of the experimental setup from which the data is compared with the present simulation results. The 

next section provides the simulation details and subsequently the simulation results are discussed. The last 

two sections provide the comparison of the simulation results with the experimental data and conclusions 

from the present study.  

4.1 Experimental Setup 

The flow over a pitching NACA0012 airfoil was experimentally investigated at     Reynolds 

number based on the chord length over a range of reduced frequencies.[4]
 
Hot wire probes and surface 

pressure transducers were used to identify the influence of laminar separation bubble in the growth and 

shedding of the main stall vortex and to measure the resultant aerodynamic loads. 

The experiment was conducted in the AMRDL-Ames      ft. subsonic wind tunnel to obtain 

detailed information about the NACA0012 airfoil operating conditions that produce dynamic stall. The 

reduced frequency ( ) was varied from      to     . The airfoil was arranged such that the pitching 

sinusoidal motions could be about the axis that is at the quarter chord from the leading edge. Most of the 

data recorded was for the         airfoil mean angle of attack and amplitude combination. The 

emphasis of measurements were two fold – hot wire anemometer and pressure transducer measurements 

near the leading edge region to better understand the role of laminar separation bubble in the overall 

dynamic stall phenomenon, and to obtain pressure measurements over the surface of the airfoil to quantify 

the aerodynamic coefficients. 

The airfoil dimensions were 1.22 m.   1.98 m. in the chord-wise and span-wise directions 

respectively. The airfoil was mounted vertically between the end plates spanning the test section. The 

model was fabricated around a tubular spar which was supported below the ground plane by a pivot 
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bearing and above the ceiling by a sleeve bearing. Two identical pitot-static probes were located upstream 

of the model to provide an instantaneous measure of the dynamic pressure in the test section and to serve 

as the source of total pressure to be used as a reference for all differential pressure transducers. The static 

pressure measurements were performed at 10 locations (with 7 of those in the 10% chord from the leading 

edge) on both the upper and lower side of the airfoil along the chord-wise stations. Both the steady and 

unsteady pressure distributions had been measured on each side of the wing surface at the mid-span 

location. The normal force and pitching moment coefficients are calculated by ensemble-averaging for 

100 cycles and then integrating these pressures over the airfoil. 

4.2 Simulation Details 

The equations are solved in a finite volume framework on a block structured, boundary fitted and 

non-staggered grid using a fractional step algorithm for time advancement. Second order central 

difference with upwind limiter is used for spatial discretization of convective terms and second order 

central differencing is used for the discretization of the viscous terms and implicit Crank-Nicolson 

scheme is used for advancement in time. 

The forced unsteadiness is generated on the airfoil by means of pitching motion around the quarter 

chord axis and is defined by the time-dependent angle of attack ( ), as shown in the is given as:  

        
 

 
(         )(        ) (4.1) 

For this simulation, the angle at the minimum amplitude is       
  and the angle at the maximum 

amplitude is         
  oscillating about the mean angle of attack       

  (             ). The 

reduced frequency of the pitching motion ( ) is taken as     .  

The initial transient field is generated at the minimum angle of attack (          
 ) by simulating 

the flow over static airfoil at      for 8 flow through time units over the length of the airfoil. The 

oscillatory motion is then introduced and the unsteady flow field is computed by marching in time. The 



36 

 

dynamic stall results are reported after simulating for more than two pitching cycles and repeatability in 

results are observed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1: Input Angle of Attack Wave Form with Phase Angle for Re = 10
6
 case 

 

4.3 Results 

The development of the unsteady flow field is shown in the Figure 4.2 through Figure 4.16. In the 

initial part of the upstroke, the flow is fully attached to the suction surface of the airfoil from      

to         as shown in the Figure 4.2 through Figure 4.4. 



37 

 

 

 Figure 4.2: Flow Field and Pressure Coefficient Plot at α = 5° 

 

 

Figure 4.3: Flow Field and Pressure Coefficient Plot at α = 10.2° ( ) 
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Therefore the airfoil is in the linear lift regime during the upstroke from     ( ) to      ( ) 

(See Figure 4.17). Unlike the case in the previous chapter (          
 ), a shallow separation bubble 

is observed at the leading edge itself at        ( ) as shown in the Figure 4.5 and the vortex becomes 

visibly apparent at        ( ) near     of the chord as shown in the Figure 4.6. Thus the slope of the 

lift coefficient curve increases as a result of the negative pressure due to the vortex formation on the 

airfoil suction surface.  The main leading edge vortex moves to     of the chord at      ( ) and 

grows to a critical size sufficient for advection along the airfoil suction surface as shown in the Figure 4.7. 

Because of the increased vortex strength, at      ( ) there is again a noticeable increase in the slope of 

the lift curve.  

Although the main leading edge vortex moves downstream and gains strength, its effect on the 

suction surface of the airfoil is less as compared to the previous case because the vortex core moves away 

from the suction surface of the airfoil as the major portion of the vortex movement on the airfoil surface 

happens during the downstroke and this phenomenon can be observed from Figure 4.8 to Figure 4.10. 

 

Figure 4.4: Flow Field and Pressure Coefficient Plot at α = 15° ( ) 
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Figure 4.5: Flow Field and Pressure Coefficient Plot at α = 19.2° ( ) 

 

 

Figure 4.6: Flow Field and Pressure Coefficient Plot at α = 20.9° ( ) 
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Figure 4.7: Flow Field and Pressure Coefficient Plot at α = 23° ( ) 

 

 

Figure 4.8: Flow Field and Pressure Coefficient Plot at α = 25° 
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The vortex convects downstream to 40% of the chord at the maximum amplitude of the pitching 

cycle. Although the extent of the spread of negative pressure due to the size of the main leading edge 

vortex increases from      ( ) to      , the maximum vortex suction peak on the upper airfoil 

surface remains almost constant. As a result, the lift coefficient remains almost constant from      ( ) 

to      ( ).  

As the main leading edge vortex starts to shed from the airfoil surface at      ( ) as shown below 

in the Figure 4.9, the lift coefficient starts to drop as is also evidenced from the lift hysteresis plot (See 

Figure 4.17). As the main leading edge vortex sheds away from the airfoil suction surface and convects 

downstream, the lift coefficient continues to drop till        ( ) when the effect of vortex core reaches 

the suction surface of the airfoil near the trailing edge. The average vortex convective velocity up to this 

point is approximately      .  

 

Figure 4.9: Flow Field and Pressure Coefficient Plot at α = 24° ( ) 
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As the negative pressure because of main vortex movement reaches near the airfoil trailing edge surface, 

the flow from the pressure side of the airfoil at the trailing makes a turn towards the suction side due to 

the negative pressure of the main vortex forming a counter rotating trailing edge vortex as shown in the 

Figure 4.10. The intensity of the counter rotating trailing edge vortex is lesser in this case as compared to 

the case in previous chapter because of the location of the main leading edge vortex. In this case the core 

of the main leading edge vortex is farther from the airfoil suction surface and one should note that closer 

the main vortex location is, stronger is the pull of the fluid from the pressure surface of the airfoil. 

 

Figure 4.10: Flow Field and Pressure Coefficient Plot at α = 21.9° ( ) 

As the main vortex sheds away from the surface, it pulls the counter rotating trailing edge vortex 

along with it, essentially increasing its size and intensity. The trailing edge vortex moves towards the 

airfoil trailing edge reverse to the free-stream flow direction and grows in strength as shown in the Figure 

4.11. 
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Figure 4.11: Flow Field and Pressure Coefficient Plot at α = 20.3° ( ) 

A spike in the negative pressure can be observed on the suction surface near the trailing edge of the 

airfoil in the pressure coefficient plot in Figure 4.11. Unlike in the previous chapter case where the 

trailing edge vortex is formed before the main vortex is shed from the airfoil surface, in this case there is 

no hindrance to the movement of the main leading edge vortex because of the formation of counter 

rotating trailing edge vortex. Thus the above description explains the difference in trailing edge vortex 

strengths in both the cases. 

The residence time of the trailing edge vortex on the airfoil suction surface near the trailing edge is 

very small and it sheds immediately following the core of the main vortex. The movement of the trailing 

edge vortex is always coupled to the movement of the main vortex and this phenomenon can be clearly 

observed in the Figure 4.12 through Figure 4.14. The formation of the counter-rotating trailing edge 

vortex for a short time period in the pitching cycle increases the lift coefficient from        ( ) 

to        ( ). 
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Figure 4.12: Flow Field and Pressure Coefficient Plot at α = 19.5° ( ) 

 

 

 Figure 4.13: Flow Field and Pressure Coefficient Plot at α = 16.1° ( ) 
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Figure 4.14: Flow Field and Pressure Coefficient Plot at α = 13.1° ( ) 

 

 

Figure 4.15: Flow Field and Pressure Coefficient Plot at α = 11.7° ( ) 
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Figure 4.16: Flow Field and Pressure Coefficient Plot at α = 8.3° ( ) 

Figure 4.12 to Figure 4.16 show a gradual drop in lift coefficient as the main vortex and the trailing 

edge vortices convect downstream and away from the airfoil surface. The airfoil remains fully stalled 

till       and thereafter the flow starts to reattach from the leading edge. However the aft side of the 

airfoil remains stalled till        and airfoil becomes fully attached as it reaches the minimum 

amplitude of the pitching cycle. The summary of the vortex structures development for this particular case 

(where       
  and       ) is provided in the Figure A. 2. 

4.4 Comparison with Experiments 

The present simulations are compared with the experiments and the lift hysteresis comparison plot is 

shown in the Figure 4.17. The lift hysteresis plot is generated from the instantaneous data of the second 

pitching cycle. The phase-averaged lift coefficients are not calculated due to excessive CPU time 

requirements of the present simulation. The lift coefficient values fairly match with the experimental data 

during the upstroke. Simulations under-predict the lift coefficient as compared to the experiments at the 



47 

 

start of the downstroke and the drop in the lift coefficient can be attributed to the shedding of the main 

leading edge vortex.  

 

Figure 4.17: Lift Hysteresis Comparison Plot of the Computations with the Experiments at Re = 10
6
 

The lift coefficient is over estimated for the remaining portion of the downstroke due to the predicted 

formation of the counter-rotating trailing edge vortex after the main leading edge vortex is shed from the 

suction surface of the airfoil. Due to convergence problems, a hybrid method of second-order central with 

first-order upwind limiter is used for the discretization of the convection terms in the Navier-Stokes 

equations. This over-prediction of the lift coefficient is probably due to the excessive dissipative character 

of the first-order upwind scheme along with the lower order of accuracy of the discretization scheme that 

causes the under-estimation of the adverse pressure gradient at high angles of attack leading to the delay 
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in the prediction of dynamic stall. The average dynamic stall lift coefficient is shown is shown in the red 

dot in the Figure 4.17 and is significantly higher than its static counterpart. The average dynamic stall lift 

coefficient increases with increasing pitching frequency. 

4.5 Conclusions 

In this study, three dimensional simulations of dynamic stall phenomenon of flow over NACA0012 

airfoil at       
  and        using wall resolved large eddy simulations are performed. Detailed 

development of events leading to dynamic stall and the lift hysteresis comparison plot are presented. The 

possible reasons for the difference in the lift coefficient result between simulation and experiment are 

provided. There is a fairly good match between the predicted and experimentally measured lift coefficient 

during the upstroke. Although the net lift coefficient during downstroke matches during the downstroke, 

the present study under-predicts the lift coefficient as compared to the experimental values at the start of 

downstroke and is over-estimated for the remaining part of the downstroke. It is also observed that as the 

reduced frequency increases, the flow separation originates at a smaller angle of attack. The simulations 

also show that the reattachment process of the stalled airfoil gets completed before the start of the 

upstroke in the subsequent cycle due to high reduced frequency of the pitching cycle. 
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5. Recommendations and Future Work 

Dynamic stall simulation has been performed on NACA0012 airfoil at two different Reynolds numbers and 

pitch rates using wall resolved LES. The conclusion from these two studies is that the predicted lift coefficient does 

not closely match with that of experimental values during downstroke.  One of the possible ways of improving the 

predictions of the aerodynamic coefficients of the flow during the dynamic stall is to either increase the accuracy of 

spatial discretization scheme of convective terms or to increase the grid resolution with the present numerical 

scheme. For simulating the dynamic stall at higher Reynolds numbers, the latter option poses severe grid size 

requirements and is practically infeasible. Therefore there is a motivation to incorporate higher order discretization 

schemes for better prediction of dynamic stall at practical Reynolds numbers which are typically in the order of few 

million. 

Wall resolved Large Eddy Simulations (LES) of wall-bounded flows at high Reynolds numbers necessitates an 

extremely fine mesh resolution in the wall proximal inner layer and thus demands huge computational resources and 

stringent time step requirements. Use of wall modeled LES has been validated for several other applications where a 

two-layer wall model is used to model the near wall turbulence in the inner wall layer. Recent studies conclude that 

the formation of Laminar Separation Bubble (LSB) is responsible for the initiation of the Leading Edge Vortex 

(LEV) which in turn is highly dependent on the prediction and propagation of transition along the pitching airfoil. 

[40, 41, 51] The next logical step after this study is to incorporate wall modeled LES and transition modeling to 

analyze the prediction capability of the dynamic stall phenomenon and compare the results with those of wall 

resolved LES and experimental values. 
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Appendix – Coherent Structures Formation 

 

 

Figure A. 1: Coherent Structures Formation during the Dynamic Stall at Re = 10
5
 and k = 0.188 
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Figure A. 2: Coherent Structures Formation during the Dynamic Stall at Re = 10
6
 and k = 0.25 


