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ABSTRACT

This thesis presents an inspection method based on RGB-D profiling for the rail industry. The proposed approach uses inexpensive RGB-D cameras to generate color and geometrical information of the observations, and stitches each consecutive scan from the sensor to form a map, provided that the two scans contain the information from the same observation. Using a technique known as pairwise registration, the errors between these consecutive scans are minimized using error minimization algorithms such as Iterative Closest Point and Normal Distributions Transform. Once the error between each consecutive scan is minimized, the scans are then converted into a global co-ordinate frame work to form a global map of all the added scans. The proposed approach could be used as a map-based identification technique by comparing the past global map to newly acquired scans while also reducing computation time effectively. The effectiveness of this approach is demonstrated by developing a system that uses multiple RGB-D cameras to detect railway defects such as spikes. The applicability of the proposed approach to other applications is then evaluated by profiling long lengths of road.
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Chapter 1

Introduction

1.1 Background

From the early years of the railroad industry, rail inspection has been a keen topic of interest with regards to preventing defects. Rail defects emerged as a significant concern when a derailment in Manchester, New York in 1911 resulted in the death of 29 people and caused injuries to 60 others [1]. Early investigation into this accident found that the cause of the accident were caused by defects which is not possible to detect by human inspection. In addition, external defects which are in millimeter scale cannot be quantitatively analyzed by human inspection. Furthermore, cracks can propagate as fatigue failure [2, 3, 4]. Defects in the railroad industry branched into track defects as well, when there were cases when tracks would delineate from their positions under sporadic weather conditions because of expansion and contraction effects [5, 6]. Fastening components such as tie plates and wooden ties would get worn out due to long periods of use. Finally, overgrown vegetation near the tracks caused obstacle issues for the track. As such, non-destructive testing methods have been developed to detect such defects preventing train derailment while also providing ride comfort.
The need for non-destructive methods arose when visual inspection was not sufficient for preventing future failures. Inspection methods such as Laser Line scanning [7, 8, 9, 10, 11] or Computer Vision [12, 13, 14, 15, 16, 17, 18] help us quantize the geometrical entities of the subject or provide texture information for defect identification. The inclusion of computer algorithms and systems in recent years have made this inspection method quite versatile to many different applications. For example, non-contact sensors could be used for road fault detection. For these reasons and applications, development of non-contact measuring sensors are integral to the structural health community. However, each sensor is developed for one particular function: measuring geometry or providing texture information. There has not been an inexpensive testing method developed for a sensor that can provide both geometry and texture information. For this reason, an inspection method that uses a sensor which uses RGB-D (color and depth) information, must be investigated. Furthermore, the road industry is in constant need for inspection systems as they have to maintain consumer acceptability. This thesis presents an inexpensive inspection method for rail profiling based on RGB-D reconstruction. Although there are many inspection methods which allow you to measure geometry or deduce color information, there is not a single inexpensive inspection method which can provide both functions at the same time.

1.2 Objectives

- Construct a map building method which can be used to measure large and small geometrical defects associatively.

- Develop the system using multiple sensors and implement on tracks to identify raised spikes using a map-based identification approach.

- Expand map-building method to other fields.
1.3 Defect Identification using RGB-D Profiling

This thesis presents an approach for a railroad and road inspection method using RGB-D cameras. The inexpensive RGB-D cameras are able to produce 3-D geometrical profiles while also preserving color information. Unlike a line scanner which uses a single pulse, the RGB-D camera is able to see the same object in two consecutive scans due to its large field of view. The proposed approach produces a 3-D reconstructed map in a global co-ordinate framework. The global map from the proposed approach can be used as a reference for new scans in a map-based identification approach, thus reducing computation time. Multiple RGB-D cameras are used in this approach to reconstruct the rail and road profiles. The cameras are mounted inside an enclosure as these cameras are sensitive to natural light. Uniform LED lighting has been planted on the rim of the enclosure to provide a controlled environment for the matching process.

1.4 Summary of Original Contributions

The original contributions of this thesis are listed as follows.

- Design and development of a scan-matching method and system for rail and road profiling.
- Multiple integration and synchronization of RGB-D cameras.
- Map-based identification of track defects.
1.5 Outline

This thesis is organized as follows.

- Chapter 2 describes the past inspection methods used in the rail and road industry.

- Chapter 3 gives a brief overview of the principles of the RGB-D sensor, 3-D reconstruction and mapping.

- Chapter 4 presents the map-based identification approach along with the system design and development for rail profiling.

- Chapter 5 presents the experimental results from the rail profiling system.

- Chapter 6 presents the system design and development for road profiling and its results.

- Chapter 7 summarizes conclusions and proposes future work.

1.6 Summary

This chapter provided a background to the structural health monitoring situation that has been presented in the rail and road industry. A need for non-destructive inspection methods was then established. A new inspection method which included detection of geometry and texture information was then introduced along with the objectives. With these objectives in mind, the original contributions of this project were then summarized. Finally, an outline listing the remaining chapters of this thesis was presented.
Chapter 2

Literature Review

This chapter provides an overview of the past non-destructive testing (NDT) methods used in the railway and road industry. This chapter provides a brief overview of the current inspection methods such as Ultrasound, Eddy Current, Magnetic Inspection Method as well as emerging visual inspection methods such as Computer Vision and Laser Line Scanning. With the principles of each technique explained, the advantages and disadvantages are then investigated.

2.1 Railroad defects

Rail defects can be classified into two areas: rail defects and track defects [5, 6, 19]. Rail defects are caused by improper handling of the rail [3]. A consequence of improper handling can be wheel-burn defects. Cracks on the railway head can also be propagated by the continuous loading and unloading load cycles also known as Rolling Contact Fatigue (RCF) [2, 4]. RCF alone contributed to 60% of rail defects in the 1990s [3]. Rail defects are mostly caused due to manufacturing defects or RCF.
Track defects on the other hand are formed over time unlike manufacturing defects. During hot or cold climates, the tracks will expand or contract respectively. Tracks can delineate from their mean positions in a longitudinal or transverse fashion in such weather conditions [5, 6]. In addition this, grown vegetation on the tracks can cause problems as it requires expensive equipment and numerous amount of man power to remove weeds [20]. Lastly tracks can have component failures such as raised spikes which can derail the tracks as mentioned in [14]. An example of a track defect such as buckling can be seen in Figure 2.1.

![Buckling of railway tracks](image)

Figure 2.1: Buckling of railway tracks [19]

Keeping these defects in mind, non-destructive methods must be implemented beforehand so that failures can be taken care of appropriately. The following NDT methods can be categorized into current and emerging methods. The focus of this thesis is directed towards emerging technologies, however current technologies will also be discussed briefly to demonstrate the historical significance of rail inspection.
2.2 Current Inspection methods

During the early 1900s when train derailments were a detrimental issue, Elmer A. Sperry developed a method known as the "induction method" [21, 22]. In the induction method, a large amount of low current is passed onto the rail head to create a magnetic field according to Faraday’s Law. When there was a defect present on the rail, the material would not be able to hold the magnetic flux and as such magnetic flux leakage would occur. When there was a change in magnetic flux, a current was induced and could be recorded on a strip chart. The induction method had a serious limitation as it could only detect transverse fissures in the rail [3]. This limitation led to the development of the ultrasound method which could detect internal flaws in the rail.

2.2.1 Ultrasound

By the 1960s, the induction method soon evolved into the ultrasound technology to introduce flaw detection in other areas such as bolt-holes [23]. The ultrasound technique consists of a pulser which emits ultrasound waves and a receiver which detects changes in the reflected signal in terms of the signal strength. This technique is able to detect subsurface cracks. The Electromagnet acoustic transducer(EMAT) pulser also known as the ultrasound receiver/emitter can be oriented normal to the railhead (pulse-echo) to detect spalling or an angle to the rail (pitch-echo) to detect transverse fissures [24]. The problem with EMATs is the fact that their efficiency decreases drastically with increasing distance between rail and sensor. In addition to this, EMATs are considered better receivers than emitters [23].

By the late 1970s, laser ultrasonics was proposed as a NDT approach [25]. This approach utilizes a high frequency laser to generate elastic waves in a solid medium [26]. When the laser is focused onto the rail head, heating occurs. Some of the energy from the heating
is converted to an elastic stress wave which is then picked up by the receiver. Air and water have been used as a medium to generate ultrasound frequencies. However this technique introduced issues as the air-coupled ultrasound generators were less sensitive than piezoelectric sensors. As such, it was challenging to distinguish the defect from the noise [27]. An improvement to this technique is the laser-air hybrid ultrasonic (LAHUT). Kenderian et al. [28] used a remote pulse laser to generate acoustic waves across the rail. The reflected acoustic wave was then sensed by the air-coupled ultrasonic detector. LAHUT achieved effective results given the fact that it could detect Vertical Split Heads and Transverse Detail Defects. The distinction this method brought was that it could detect rail base cracks while other conventional methods could not.

The ultrasound technique can inspect internal rail defects at high speeds with high accuracy. However, the weight of these sensors poses a problem as it might induce vibrations on the mounted system. In addition to this, external flaws cannot be detected using this method.

### 2.2.2 Eddy Current

A method which often complements ultrasound is the eddy current testing method [29, 30, 31, 32]. An alternating electric current is passed through a coil to create a magnetic field. When this coil is brought close to the rail, the varying magnetic field induces current flow loops in the material known as Eddy currents. Eddy currents can produce its own magnetic field to characterize defects. If there is a defect, the electrical impedance will change [32]. In the early 1990s, Garnham and Beynon [29] developed a machine that could detect conditions of creepage found in rail-wheel contact. Eddy currents can be used to detect fatigue cracks early in their life. Pohl et al. [30] proposed the approach of detecting head check defects
appearing at the gage corner of the rail. The technique was performed at speeds of 100 km/h and provided promising results by detecting surface defects such as wheel-burns and short-pitch corrugations. Song et al. [31] focused crack identification on railhead using eddy current testing. Defects were identified on an artificial and a real railhead sample by analyzing the amplitude and phase changes of the eddy current.

There are a few limitations with eddy current testing. The largest limitation would be the fact that only conductive materials can be inspected, therefore components such as wooden ties or ballast cannot be inspected. Furthermore, ferromagnetic materials need special treatment for magnetic permeability before eddy currents can be produced.

2.2.3 Magnetic Particle Inspection

Another approach to detect top-level rail head cracks and subsurface cracks is the magnetic particle inspection method [33]. Firstly, a magnetic field is generated across a ferromagnetic surface. In theory, magnetic field lines will flow from the North pole to the South pole. If a crack is present, magnetic flux leakage occurs and flows outside of the material. Magnetic particles are laid over the material parallel to the magnetic field. If a defect is present, the magnetic particles will accumulate around that point to indicate that defect. Heyder and Girsch [34] investigated the application of Heat treated rails (HSH) using magnetic particle inspection. Li et al. [35] performed an experiment and simulation study on using 3-D magnetic fields. The simulation study showed that 3-D magnetic field measurements could give comprehensive positional information about defects in terms of shape and orientation.

Similar to eddy current testing, a limitation of this technique is that only ferromagnetic materials can be inspected. In addition, precise alignment is needed when establishing the magnetic field to detect cracks. Lastly, the material will have to be demagnetized after
2.3 Emerging Inspection methods

Taking the current inspection methods into mind, one must consider the fact that these methods could only give us a quantitative measure of the flaws inside the rail, and describe the flaws using sensor characteristics such as magnetic flux leakage, ultrasound waves or current. However, there comes a point where we can use the rail’s profile or characteristics for visual inspection methods. Such emerging methods can help us give a visual representation of the fault. The scope of this thesis is focused on these emerging visual inspection methods.

2.3.1 Computer Vision

A rather modern class of testing approaches is using automated vision techniques to identify and classify flaws such as raised spikes, worn tie-plate and missing bolts [12, 13, 14, 15, 16, 17, 18]. Mair and Fararooy [12] describe the need for computer vision technologies as a track inspection method. The paper describes that most of the objects on the rail track are made of simple geometric shapes such as hexagonal nut bolts and spikes, hence algorithms could be developed in computer vision to detect such shapes. For instance, Sawadisavi [36] proposed the use of machine vision technology (a subset of computer vision) to detect defects in wooden-ties, rail anchors, crib ballast and turnout components. Machine vision is based on the principle that certain features of the track can be used as a template and subsequently compared with the new image. Stella et al. [16] proposed the idea of using machine vision and neural networks to detect hexagonal bots while Marino et al. [18] performed a quantitative analysis on hexagonal bots detection using Field Programmable
Gate Array (FGPA). Edwards [17] investigated the detection of track component such as ties and spikes using edge detection [37] and texture information. Gaussian mixture models have also been used in the paper to refine defect classification.

Such a technique is able to pick out the location of the fault, however it would be not be able to extract geometrical properties of the fault. Machine learning is also computationally inefficient as it requires a large amount of scans to produce a template.

2.3.2 Laser line scanning

High speed laser in conjunction with line-scan cameras (Laser Line Scanning) have also been used to create high resolution 3-D datasets [38, 39, 40, 41]. Laser Line Scanning is based on the principle of triangulation [42]. This approach gives more of a visual representation to the rail as opposed to the laser ultrasound method. Lorente et al. [38] used a high speed laser in conjunction with a scan-line camera to create a 3-D cloud of points with visual information coming from the scan-line camera. An odometer and an inertial measurement unit (IMU) were used to store the trajectory information. The system could detect and identify various parts of the rail using edge detection. The approach could also detect missing fasteners by manually comparing the 2-D images of the fasteners with the expected result. Once the location has been found, the 3-D point cloud of the location is extracted and subtracted from the expected 3-D point cloud. Li et al. [14] used a structured light approach to detect and measure rail wear. This method used a single line structure light vision sensor to compute the registered measured profile with the reference profile. 3-D coordinates of rail profile can be computed by integrating the light stripe center points from the laser with the camera’s coordinate frame. Due to the inclusion of high speed laser as the sensor, the system could reach a limit of 500 frames per second (FPS) measurement frequency.
Laser Line Scanning when used exclusively with a laser is not able to produce color information. An inclusion of a laser and camera can produce geometrical properties, however, synchronization will need to be performed for the camera and laser to work together.

2.4 Road inspection

In addition to rail inspection, there is also a need for road inspection (or road profiling). Roads or rough terrains can contain defects such as crack, potholes and gutting [43]. As such, there becomes a need to characterize these defects geometrically to prevent road accidents. Tire companies are in need of a system to profile roads to maintain consumer acceptability. The parameter of interest when it comes to roads is roughness. By roughness, one can tell the ride comfort level. One such parameter for measuring roughness is the International Roughness Index (IRI)[43]. The IRI is measured in "inch/mile" to describe the height deviations per longitudinal length. Measurement of the IRI contributed to the development of road profilers.

2.4.1 Static profilers

By definition, an apparatus could only be considered a road profiler if it could measure the reference elevation, the height relative to the reference and the longitudinal distance. The first road profiler was a "rod and level" technique [43]. The apparatus included a level for reference elevation while the readings from the rod provided the height relative to the reference. This apparatus could only be used in a static case and was considered a true profiler. By late 20th Century, a new road profiler "Dipstick" by Face Company was introduced for static cases. The Dipstick involved an inclinometer that measured the relative difference between the two base supports of the apparatus. The apparatus is moved
by pivoting it 180 degrees about its leading foot, positioning the former foot from behind to the front. The reference elevation is the height value of previous point. The Dipstick is used as a ground truth measurement for profiling approaches as well [44, 45].

2.4.2 Inertial profilers

The final type of road profilers are the inertial road profilers for dynamic cases. These profiling systems use laser [7, 8, 9, 10, 11], ultrasound or optical sensors as the measuring device. Accelerometers are attached to these systems to measure the vertical acceleration produced by the sensor. A double integration of this acceleration gives us the effect of the vehicle dynamics which can then be removed from the height measurements [46]. Most of the inertial road profilers use laser line scanning as the sensor of choice rather than ultrasound or optical sensors. For instance, Cigada et al. [8] used two laser transducers to estimate the vehicle velocity that is needed to acquire the road texture from the sensor time histories. Laurent et al. [10] used an automatic 3-D profiling method using the Laser Crack Measurement System(LCMS). The system was able to detect ruts and cracks using intensity data. Li [11] proposed the idea of using 3-D lasers to detect pavement defects such as rutting. The approach used a statistical outliers removal technique to distinguish rut features from other defects. In another approach, González et al. [47] solely used the accelerometers of the inertial system to determine the Power Spectral Densities of the profile(PSD). When using profilers systems, the key topic of interest is the instrument’s accuracy. For this reason, correlation analysis is performed for the profiler to quantify the measurement error. Sayers et al. [48] and Gillespie et al. [49] talk about the need for calibration and correlation for frequency response profiling systems. With these two procedures in mind, one can determine the repeatability and reproducibility of the apparatus.
As mentioned in the rail profiling literature review, although lasers produce high accuracy results, it is not able to produce color information without the integration of other sensors such as color cameras. In addition, the integration of other sensors such as accelerometers or IMUs require further synchronization. Hence the need for a new inexpensive inspection method which utilizes both color and geometry comes into play. This need can be accomplished using a 3-D reconstructed map building approach along with an appropriate sensor as opposed to inspecting single scans at a time using computer vision or laser approaches. The fundamentals of the 3-D reconstruction for this map building approach are explained in the next chapter.

2.5 Summary

This chapter provided an overview of the defects found in the railway and road industry. Past non-destructive testing methods such as Ultrasound, Computer vision, Eddy current, Magnetic Induction and Laser Line Scanning were discussed in this section. It was found that Ultrasonic, Eddy Current and Magnetic induction could be used to detect subsurface cracks but could not be used to create any geometrical information or color information without the use of other sensors. Emerging methods such as Computer Vision methods allow us to detect and classify defects based on image processing. However it cannot reproduce geometrical information. Laser Line scanning incorporates a triangulation method which makes it possible to see 3-D datasets but is not able to see color information for defect classification. As such, a new approach is needed which can reproduce color and depth information without the inclusion of other sensors. The following chapter explains the 3-D reconstruction process for this new approach.
Chapter 3

Three Dimensional Reconstruction and Offline Mapping

When it comes to railroad profiling using inertial/optical sensors, we are looking at three aspects: area of the rail to be captured by multiple sensors, the location of each point using co-ordinate frames and the specific features of the profile. The optical sensor that can accomplish all these aspects is the proposed RGB-D camera. The RGB-D camera’s 3-D reconstruction principle allows an environment to be modeled as a virtual three dimensional object with the use of algorithms. However 3-D reconstruction is not enough as color information would also have to be synchronized with the depth values to achieve a meaningful model. This chapter will cover the how an RGB-D camera re-constructs a depth model of the object and synchronize color information to get a color(RGB) point cloud of the model. Then, certain features from this point cloud can be extracted using feature detectors and extractors. Finally, we can then use the extracted points for local and global point cloud matching.
3.1 RGB-D Reconstruction

3.1.1 RGB-D camera

An RGB-D camera consists of three elements: An infrared (IR) illuminator or projector, an IR camera and a color (RGB) camera. The RGB camera records color information, the IR projector emits an infrared laser while the IR camera works as a sensor for the infrared laser. The RGB-D camera discussed in this thesis is a Time of Flight (ToF) camera which is the Kinect v2 sensor as shown in Figure 3.1a. The Kinect v2’s field of view is 70.6° horizontal and 60° vertical as shown in Figure 3.1b. The values in the Z-direction, or depth values, are calculated using the Time of Flight (ToF) principle [50] through Equation 3.1 whereas the x and y values are determined by using homogeneous image coordinates u and v, explained extensively in [51]. The calculation of the x and y values are shown in Equation 3.2 and 3.3 respectively. The depth measurements are explained in detail in Section 3.1.2. The collection of these points is known as a 3-D point cloud. Each scan of the Kinect v2 has an RGB resolution of 1920x1080 pixels and a IR camera resolution of 512x424 pixels. Keeping these resolutions in mind, the Kinect v2 outputs 217,088 colored 3-D points every frame. These acquisitions can be performed up to 30 frames per second (FPS). The output stream from the Kinect v2 is shown in Figure 3.2 [52].

\[ z = \frac{\Delta \varphi C}{4\pi F} \]  

(3.1)

where \( z \) is the depth in meters, \( \Delta \varphi \) is the phase shift, \( C \) is the speed of light and \( F \) is the modulation frequency.

\[ x = \frac{u - c_x}{f_x} \]  

(3.2)
where $x$ is the horizontal position, $u$ is the vertical image coordinate, $c_x$ is optical center in the X-direction and $f_x$ is the focal length in the X-direction

$$y = \frac{v - c_y}{f_y} \quad (3.3)$$

where $y$ is the vertical position, $v$ is the horizontal image coordinate, $c_y$ is optical center in the Y-direction and $f_y$ is the focal length in the Y-direction.

3.1.2 ToF sensor depth measurement principle

The Kinect v2 is the successor of the Xtion Pro Live RGB-D camera. For the Xtion Pro Live RGB-D camera, the IR camera analyzed the fixed speckle pattern projected by the IR projector and computed depth values by triangulation. The analysis of this pattern is commonly referred to as the Structured Light(SL) approach [53]. In a SL approach, a memorized IR pattern stored in the RGB-D camera’s computer architecture is projected...
onto the screen and is compared with the current pattern on the screen. If there are any
obstacles in the way, the IR pattern changes shape from which the depth values can be
deciphered. The Xtion Pro Live’s successor Kinect v2 however, uses ToF technique [50] to
acquire depth values. The sensor measures the time it takes for the modulated laser pulses
from the IR projector to reach the object and then back to the IR camera. As such, a depth
value can be measured for each pixel instead of comparing the distances between each pixel
in the structured light approach. The overview of both SL and ToF approaches is shown in
Figure 3.3.

Figure 3.4 shows the depth measurement principle of a ToF RGB-D camera. A timing
generator in the sensor chip is used to create a clock signal for modulating the 860 nanometers
laser light source (transmitter) and the return signal (receiver) [54]. The reflected or the
return signal reaches the sensor lens which lights up a 512x424 pixel array (also known as a
depth image). All signals are measured in voltage. Due to multiple captures, a 10 bit 2GS/s
Analog to Digital Converter (ADC) is employed as well [55]. For each depth measurement,
light is illuminated on the A side (left half) and B side (right half) of each pixel depending
on the clock signal. The A side of the pixel is illuminated when the light signal (synchronized with the clock) is on and B side of the pixel is on when the light signal is off. When the clock is high, the A side of the pixel is illuminated which indicates the fact that the object is very close to the sensor. As the object is moved farther away, the ratio of the photons on B increases compared to A. The ratio of the photos on the A and B side are then compared using the A-B out signal shown in Figure 3.4 whose output voltage depends on the returning light level and the time it takes to arrive with respect to the clock [54]. This is how the phase shift is measured in Equation 3.1.

As shown from Equation 3.1 that depth resolution is a function of the modulation frequency. Increasing modulation frequency can increase resolution, however it will also create ambiguities due to phase aliasing. To counteract this problem, the Kinect v2 uses multiple modulation frequencies ranging from 16MHz to 120MHz [54, 55, 56]. Kinect v2 takes two measurements where the first measurement is done using low modulation frequency with no room for uncertainties. The second measurement is taken with high modulation frequency using the low modulation frequency as an estimate to remove any ambiguities. Keeping this in mind, we can determine the depth resolution using the ADC amplitude resolution of 10 bits. Firstly, the range resolution is taken into account using Equation 3.4 which in turn is used for calculating the depth resolution in meters (m) using Equation 3.5.

\[ \text{Range} = \frac{C}{2F} \quad \text{(3.4)} \]

\[ \Delta z = \frac{\text{Range}}{2^{\text{bits}}} \quad \text{(3.5)} \]

For example, a 16MHz modulation frequency will have a depth resolution of \(9.16 \times 10^{-3}\) m whereas a 120 MHz will have a resolution of \(1.22 \times 10^{-3}\) m. The Kinect v2 was designed to have a depth resolution within 1 percent of the distance as explained in [54]. More information on the accuracy and standard deviation of this sensor chip can be found in [55].
3.1.3 Multiple RGB-D cameras

Kinect v2’s predecessor had a problem acquiring valid data when there were multiple RGB-D cameras whose field of view intersected with each other. This is because of the fact that the projected IR patterns from each camera interfered with each other and as such the camera...
was not able to determine depth values [57]. This problem becomes highly evident in outdoor environments where there is a rich source of infrared waves from sunlight. The advantage Kinect v2 holds over its predecessor is the fact that it uses ToF instead of relying on projected IR patterns for computing depth. As such, the interference problem is greatly reduced as the sensor does not have to compute distances between neighboring points on the pattern. Another advantage the Kinect v2 holds over the Xtion, is that the camera has a built in ambient-light rejection method, which makes it possible to use in an outdoor environment with near infrared sources without the fear of interference. The Kinect v2 however, has a limitation in regards to the fact that multiple cameras cannot operate on one computer as each camera consumes over half of the computer’s Universal Serial Bus (USB) 3.0 controller’s bandwidth [54]. The effect of interference for structured light cameras and time of flight cameras are shown in Figure 3.5. As seen from Figure 3.5, multiple SL cameras exhibit deteriorating depth values in the resulting 3-D point cloud whereas multiple ToF cameras have little to no interference effect.

![Figure 3.5: Interference effects of SL and ToF sensors](image)
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3.2 Local and Global Coordinate systems

With the working principle of the RGB-D camera explained, the coordinate systems of the RGB-D camera can now be discussed. The pose of an RGB-D camera can be referred to as its orientation in its local coordinate frame. The pose of the camera can be broken down into rotation and translation parameters. For a 6-Degrees of freedom Cartesian coordinate system, the pose \( p_k \) contains the rotation matrix, \( R \), about the X,Y and Z axis, and the translation vector, \( t \), in X,Y and Z as shown in Equation 3.6

\[
p_k = R(\theta_k)^{L}_x + t^i_k
\]  

(3.6)

where \( {^{L}x^i_k} \) is scan point i at time k of frame L. Once a local pose is established, the question is how we represent a collection of local poses into one global pose or map. Global transformation is a process which converts the local scans into a global coordinate framework. If we consider the first scan as our initial scan in our global map, the transformation matrices between a pair of scans can then be cascaded to put all the scans into the first scan’s coordinate system. This formulation is shown below in Equation 3.7

\[
{G/L^k} = {G/L^2} * {L^2/L^3} * ... * {L^{k-1}/L^k} p
\]  

(3.7)

where \( G \) is the global frame taken initially as the first scan, \( p \) is the transformation matrix between a pair of consecutive scans and \( L \) is the local frame.
3.3 Feature Extraction

A point cloud from an RGB-D camera as mentioned in the previous section has 217,088 points in each depth frame. Such a large amount of points may involve high computation times when it comes to post processing. With that notion in mind, a method of correspondence would be required to stitch two consecutive frames together without using all the points in each frame. One method would be to use features from the image and match those features with the next image.

An image can have many features, however there only some certain ones that are distinct or distinguishable in an image. The aim is to find these features for successful correspondences. Studies have shown that selecting corners or blobs as a feature yields successful correspondences. This is because of the fact that moving away from an edge gives high variances in every direction. One computer algorithm that detects these features and describes them in terms of scale and orientation is the Scale Invariant Feature Transform (SIFT) [58, 59]. The advantage of SIFT over other feature detection algorithms is the fact that it can detect correspondences under any scale or rotation change. With this in mind, features from one frame to the next frame overlooking the same observations can now be matched together.

3.3.1 Outlier rejection

There are cases when wrong correspondences are found due to noise or outliers. One of the main reasons for these outliers is due to motion blur. When the object is moving too fast for the RGB-D camera to currently distinguish the features of the image, feature detection will fail as there are no distinct points to choose from. This is one of the limitations of the Kinect v2 as it cannot create a reliable map under high speeds. For this reason, a model
fitting algorithm known as Random Sample Consensus (RANSAC) \[60\] is used to throw out points which are not within a known threshold distance.

### 3.4 Point Cloud Registration

The process of aligning and stitching consecutive pairs of local scans of a dataset (provided the current scan has overlapping points with the previous scan) into a map is known as Point Cloud Registration (PCR). The aim of PCR is to find matching correspondences between frames overlooking the same observations so that the frames can be stitched together in a global co-ordinate system. The steps of PCR are outlined in Figure 3.6.

1. Firstly, a pair of 3-D point cloud data sets \(s_1 x^i_k \) and \(s_2 x^i_k \) are input using two RGB-D cameras where \(s_1 \) and \(s_2 \) are the respective camera coordinate spaces.

2. Once both datasets have been acquired, correspondences between points of \(s_1 x^i_k \) and \(s_2 x^i_k \) must be established using feature detection such as SIFT. False correspondences are rejected using RANSAC.

3. When all the correspondences have been found between the two point cloud datasets, the matchings scans would need to be transformed onto one coordinate space using registration algorithms explained in Section 3.4.1. This transformation is performed using rotation and translation parameters.

In this thesis, a combination of two established registration algorithms are used: Iterative Closest Point (ICP) \[61\] and Normal Distributions Transform \[62\].
3.4.1 Pairwise registration

Iterative Closest Point

Consider two 2-D local frames containing datasets \(x_{k-1} = \{x_{k-1}^1,...,x_{k-1}^N\}\) and \(x_k = \{x_k^i,...,x_k^N\}\) respectively where \(N\) is the total number of points, \(x_k\) is the source frame, \(k\)’s, dataset and \(x_{k-1}\) is the target frame, \(k-1\)’s, dataset. Under the assumption that \(x_k\) and \(x_{k-1}\) have the same points(or more than a 50% overlap) and differ by a combination of a rotation and translation value, one can iteratively transform \(x_k\)’s frame to \(x_{k-1}\)’s frame. This method is known as Iterative Closest Point (ICP) devised by Zhang [61] and it involves a series of steps as shown in Figure 3.7. The \(z_k\) is the result of transforming \(x_k\)’s frame onto \(x_{k-1}\)’s frame.
and adding those transformed points to form a new dataset \( z_k \) under frame k. The motive of this method is to minimize the sum of the least squared distance error between \( x_k \) and \( x_{k-1} \) given by Equation 3.8

\[
E(R, t) = \arg\min_{R, t} \left\{ \frac{1}{N_{x_k}} \sum_{k=1}^{N_{x_k}} ||x_{k-1} - Rx_k - t||^2 \right\} \quad (3.8)
\]

The error of the distance between the source and target vector is squared to eliminate any negative error values. Detailed formulations to find the optimum \( R \) and \( t \) can be found in [61]. ICP is used as the first step on a pair of datasets. Once \( x_k \)'s frame is transformed onto the previous frame \( x_{k-1} \), a new pair of frames can then be taken into account where the transformed \( x_k \) frame will now act as the target frame and the incoming time step scan \( x_{k+1} \) will be taken as the source frame. Taking this under consideration, there will exist a small distance error between each pair of target and source frames as the distance error will reach a converging value. When successive pairs of poses are added together in this fashion, naturally, the errors will accumulate as well. For this reason there needs to be a second
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step which reduces local errors between frames. This second step is known as the Normal Distributions Transform [62].

Normal Distribution Transform

The Normal Distribution Transform allows datasets to be represented as probability distributions, thus reducing the effect of sensor noise or outliers. Consider a 2-D case where a point cloud frame is divided into a grid of cells of equal size. Under the assumption that there are at least three points in each cell, the mean and covariance be calculated by Equation 3.9 and 3.10 respectively.

\[
q_k = \frac{1}{n} \sum_{i=1}^{n} x_i^k \quad (3.9)
\]

\[
\Sigma_k = \frac{1}{n} \sum_{i=1}^{n} (x_i^k - q_k)(x_i^k - q_k)^T \quad (3.10)
\]

where \(x_i^k\) is the \(i\)th 2-D point in frame \(k\)'s cell and \(n\) is the number of points in the cell. Using the mean and covariance, the normal distribution \(P(x)\) of the points in each cell can be computed by Equation 3.11.

\[
P(x) \sim \exp\left(-\frac{(x_i^k - q_k)^T \Sigma_k^{-1} (x_i^k - q_k)}{2}\right) \quad (3.11)
\]

Thus a piecewise continuous description of the 2-D plane is formed. To prevent discretization, four grids are overlapped with each other such that each 2-D point falls into 4 cells. More details of this formulation can be found in [62]. To perform pairwise registration against grids, the transformation is first computed. The transformation function involves the use of the pose \(p\) which transforms source frame \(k\) with dataset \(x_i^k\) to the target frame \(k-1\) with the dataset \(x_i^{k-1}\). An initial estimate of \(p\) can be found using the ICP algorithm. The probability density of the newly mapped points are then computed. Since the probabil-
ity density function of each frame is independent from one another, the joint likelihood can then be found by calculating the product of all the probability density function as shown in Equation 3.12.

$$\psi = \prod_{i=0}^{n} P(T(p, x^i_k))$$  \hspace{1cm} (3.12)$$

where $\psi$ is the joint likelihood of the probability density functions and $T(p, x^i_k)$ is the transformation function consisting of a rotation matrix and translation vector. Using the same ideology as Equation 3.12, the score of the registered map can be computed by evaluating the sum of the normal distributions of the transformed target frame’s dataset $x^i_k$ with the source dataset’s $q_k$ and $\Sigma_k$ as shown in Equation 3.13.

$$score(p) = \sum_{k=1}^{n} \exp\left(-\frac{(x^i_k-1-q^i_k)^T \Sigma_i^{-1}(x^i_k-1-q^i_k)}{2}\right)$$  \hspace{1cm} (3.13)$$

The optimal pose $p$ is then found by determining the minimum of the score. This optimization is found by using Newton’s algorithm. Newton’s algorithm can be used iteratively to find the pose $p$ that gives the minimum of the score function. This optimization is performed using Equation 3.14.

$$H\Delta p = -g$$  \hspace{1cm} (3.14)$$

where $H$ and $g$ are the Hessian matrix and the transposed gradient vector of $score(p)$ respectively. The increment $\Delta p$ is then added to the current estimation to give a new $p$ as shown in Equation 3.15.
\[ \mathbf{p} \leftarrow \mathbf{p} + \Delta \mathbf{p} \]  

(3.15)

As such we gain an optimal transformation pose \( \mathbf{p} \) that gives the minimum distances between the transformed frame and the source frame. In this thesis, the pose estimate from the Iterative Closest Point is used as an initial guess for the Normal Distribution Transform. The difference between 2-D-Normal Distribution Transform and 3-D-Normal Distribution Transform is the transformation function. Instead of axis/angle notation, 3-D Euler angles are used in the 3-D case. The approach is the same, however, the Hessian matrix \( \mathbf{H} \) and gradient vector \( \mathbf{g} \) will be computed differently. A detailed formulation is explained in [63]. Once all pairs of consecutive local frames have been matched, the entire dataset can then be converted into a global map using the global transformation formulation described in Section 3.2.

### 3.5 Summary

In this chapter, a comprehensive overview of three dimensional reconstruction by an RGB-D camera was presented. The interference problem with integrating multiple RGB-D cameras was then shown. The coordinate frames of the RGB-D camera were then discussed as the parameters of a map. Offline mapping was then explained in terms of Point Cloud Registration. Two main areas of this registration process, specifically the Iterative Closest Point and Normal Distributions Transform were then explained in detail. The formulations regarding the Iterative Closest Point followed by an in-depth detail of the Normal Distributions Transform were then explained. The following chapter will present a system overview of the registration process in terms of rail profiling as well as its implementation.
Chapter 4

Rail Profiling by RGB-D Scan matching

This chapter presents a map-based identification approach for detecting railway faults. The proposed map-based identification approach presented in this chapter would be able to detect raised spikes or misplaced ballast on tracks using an inexpensive algorithm approach. The next section describes the design and development of the system to construct that global map. In addition to this, several parameters of that system will be explained and justified in this section.

4.1 Map-based identification approach

As stated in the previous chapter, once the optimal transformation pose has been calculated between each consecutive scan, scans can be converted into global coordinates and be respectively defined as a map in a global system. When such a map has been acquired, it can be used as a reference for new scans. The prior global map is compared with new scans which
are acquired in the same manner to detect any spatial changes between the two colored 3-D point clouds. Figure 4.1 shows an overview of the process. As seen from Figure 4.1, the new scans are stitched together using the pairwise registration process and are subtracted from the previously stored global map. If there are any changes seen in the point cloud, those changed will be highlighted in red to classify a defect.

In terms of computational efficiency, this approach reduces computer memory usage as it does not need to train images to get different orientations. The approach is able to obtain high efficiency due to the way the dataset is organized. During this identification process, both the prior global map data set and the new scan dataset are divided into a tree-based data structure built over an area region or space. A cubic bounding box or node first encapsulates all the points of the dataset. This bounding box is then further divided into eight equal cubes or child nodes. The child nodes are recursively added until there are no points inside each child node also known as a leaf. This technique allows indexing and querying of points faster if their global position is known. If the points stored in the nodes of the new scan’s tree structure do not match with the global map’s node, those pixels from the new map are then extracted using indexing operations. The operation is quick due to the organization of the tree structure. Figure 4.2 shows the application of this approach on a railway track. The red markings signify defects which in the case of Figure 4.2 can be either in the form of missing spikes or misplaced ballast.

4.2 RGB-D camera depth precision

The RGB-D camera’s best working distance was first determined by investigating the uncertainty of the depth values at various close range working distances. With the working distance determined, one can determine the design specifications for the hardware system
in order to approve the approach. An experiment was performed to investigate the true precision of depth values from the RGB-D camera using the parameters as shown in Table 4.1. The experimental setup is shown in Figure 4.3. In this experiment, the depth values from the RGB-D camera was measured with respect to a single pixel on a flat plate at multiple working distances. The depth values from the RGB-D camera were then recorded
Table 4.1: Experimental parameters for RGB-D camera depth precision

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat plate</td>
<td>100mmX100mmx15mm</td>
</tr>
<tr>
<td>Perpendicular distance to flat plate</td>
<td>[600,700,800,900,1000]mm</td>
</tr>
<tr>
<td>Number of images</td>
<td>450/position</td>
</tr>
<tr>
<td>Uniform LED light</td>
<td>30W 500 LED lamp panel</td>
</tr>
</tbody>
</table>

for multiple trials at each working distance. The flat plate was chosen on the basis of the fact that depth measurements from the camera to the pixel will not be affected by outside environment such as roughness, vibration or ambient noise. Close range working distances of 0.6 meters(m) to 1 m were chosen due to the fact that in the actual rail profiling experiment, close range measurements would be needed to capture small geometrical entities of the rail, such as spikes. Finally, uniform LED lighting was provided to create a controlled environment for depth acquisition.
The results of this experiment is shown in Figure 4.4. As seen from the figure, the depth measurements exhibited least standard deviation and maximum precision at 0.6m. The standard deviation increased for large distances, inferring that the camera is not able to produce precise results as the distance increases. One can conclude from these results that at 0.6 m, the RGB-D camera exhibits 1.23 mm(millimeter) standard deviation with a ±0.3mm change. Although this result will not able to detect sub mm faults such as wear on the rail, it will be able to detect mm defects such as raised spikes. For this reason, 0.6 m was chosen as the working distance for the hardware setup of the proposed approach.

![Figure 4.4: RGB-D camera depth precision results](image)

Figure 4.4: RGB-D camera depth precision results

### 4.3 Mobile rail profiling system overview

A motorized mobile rail profiling system was devised for outdoor purposes as shown in Figure 4.5. A separate computer is needed to operate each RGB-D camera as each one takes more
the 50% of the computer’s USB 3.0 controller’s bandwidth. In addition, each Kinect v2 requires its own power source. A server/client relationship is built between the mini CPU and the laptop which acts as an external monitor for both computers as well as an interface for operating multiple RGB-D cameras. This system is motorized with the help of high torque low speed DC gear-motors. These gear-motors connect to wheels that are customized to run on rail tracks. Finally, the data from both computers are synchronously stored onto a hard drive where it is then processed offline to create a map of the rail.

![Mobile rail profiling system](image)

**Figure 4.5: Mobile rail profiling system**

### 4.3.1 Rail profiling schematic

A schematic has been presented in Figure 4.6 to break down the system’s operations. From the figure, it can be seen that both computers are placed outside the enclosure. This is because there should be no object in the field of view of the Kinect v2s, which are inside the enclosure. The mini-CPU, Kinect v2s and DC LED strip lights are each powered by
a 11.1 battery source. The gear motors are powered in parallel by a 11.1 V battery. A Single-Pole-Single-Throw switch was included for ease of accessibility. The circuit for the gear motors was enclosed in a small switch-box for aestheticism.

![Figure 4.6: Rail profiling schematic](image)

### 4.3.2 Rail enclosure design

Figure 4.7 shows the concept drawing for the mobile rail profiling enclosure. As stated in Section 3.1, although Kinect v2s do not have as much interference compared to its predecessor, it still would need a protective cover for outdoor environments on sunny days, since there is a rich source of infrared waves that may interfere with the Kinect v2’s IR camera. The enclosure housing for this system was built using black painted wooden boards to block sunlight as seen in Figure 4.8. Figure 4.9 shows the blown up view of the rail enclosure. The black box housing in Figure 4.8 encompasses two Kinect v2s mounted on either side of its frame as shown in Figure 4.9. Due to the placement of these cameras, the box was designed to have a larger width than height ratio as seen in Figure 4.7. This is due to the Kinect v2’s field of view. The cameras are placed 30 degrees with respect to the rail to allow max-
imum view of the blind spot of the rail. This placement has been validated in a miniature experimental setup explained in the rail enclosure development section. The wheels seen in the conceptual diagram are designed to simulate rail wheels, which are single flanged wheels. These wheels are designed to guide the enclosure even through curved tracks. Finally, uniform LED lighting is planted under the base rim of the enclosure to provide constant lighting for feature detection.

![Rail enclosure design drawing](image)

**Figure 4.7: Rail enclosure design drawing**

### 4.3.3 Rail enclosure development

#### Orientation of cameras

The developed rail profiling system is shown in Figure 4.10. For the mobile rail profiling experiment, the orientation of the cameras mattered as most if not all parts of a rail track need to be captured. The experimental setup is shown in Figure 4.11a and Figure 4.11b.
Figure 4.8: Rail enclosure concept

Figure 4.9: Blown up view of rail enclosure
This setup has been tested indoors for the preliminary trials. As seen from Figure 4.11, the RGB-D cameras are placed 0.6m away from the left and right side of the rail for maximum precision. It was confirmed from the design that the cameras would need to be placed at an angle of 30 degrees with respect to the rail to allow maximum view of the blind spot as shown in Figure 4.11b.
Motorized operation

One challenge for this enclosure was to make sure it does not slip off the rail tracks during operation. For this case, special track wheels were designed to stay on the tracks as shown in Figure 4.12. A plastic disc was screw-mounted to a pneumatic tire so that it acts as a guard for a single flanged track wheel. The pneumatic tire would be facing the field side of the railway track. As such, we ensure that if the enclosure tends to move left/right, the other track wheel will prevent it from doing so. Each rear wheel of the enclosure is connected to a 10 RPM gearmotor. The low speed of the motor was taken into consideration to make sure there was no motion blur present when the camera was acquiring data.

Server and client communication for multiple camera operation

Since the Kinect v2 can operate only on one computer, another computer had to be installed to account for the second camera. A server and client relationship was established to synchronize the time between the computers. A crossover cable established the local connection between the two computers. The synchronization was performed in software using a robot interface known as Robot Operating System(ROS).

Data storage

The captured RGB and depth images from the RGB-D camera are recorded by ROS and stored in the mini CPU. Since each RGB and depth image contain about 217,088 points and the fact that the RGB-D camera streams at a default rate of 30 FPS, overtime the computer will develop high memory and bandwidth consumption. Bandwidth is calculated using Equation 4.1, where it can be seen that bandwidth has a direct relationship to frame rate. Frame rate has an inverse relationship with respect to the Frame Interval(FI) under a
constant velocity. The FI is the distance between each successive frame as shown in Figure 4.13. In this case, the constant velocity is chosen to be small due to motion blur. As such, the frame rate of the RGB-D camera needs to be reduced to such an extent that there is at least a 50% overlap between each successive frame for pairwise matching. With this in mind, the number of data points have been reduced as well as memory consumption.

\[
Bandwidth(\text{MB/s}) = \frac{b r f}{1,024,576} \quad (4.1)
\]

where \( b \) is the bytes per pixel, \( r \) is the resolution and \( f \) is the frame rate.
Table 4.2: Experimental parameters for long rail profiling

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>100 meters</td>
</tr>
<tr>
<td>Speed</td>
<td>0.1 m/s</td>
</tr>
<tr>
<td>Frame interval</td>
<td>15cm/frame</td>
</tr>
<tr>
<td>RGB-D Frame rate</td>
<td>2 FPS</td>
</tr>
<tr>
<td>Location</td>
<td>Huckleberry Trial, Christiansburg, Virginia, USA</td>
</tr>
<tr>
<td>Time of day</td>
<td>7 PM EST</td>
</tr>
</tbody>
</table>

4.4 Design of experiment

Keeping the parameters of the developed system in mind, a design of experiment was made to measure long rail profiles in an outdoor environment. Table 4.2 lists the experimental parameters for the long rail profiling experiment. One thing to note here is the slow speed of 0.1m/s. This is due to the fact that the camera is not able to detect features faster than this speed as it induces motion blur and makes it challenging for the camera to match data. Taking this slow speed into account, the frame rate has been reduced from the default rate of 30 FPS to 2FPS for less memory consumption. Figure 4.14 shows the experimental conditions for this railway experiment and the camera’s view of the track. The next chapter will describe the results acquired from this experiment.

Figure 4.14: Long rail profiling experimental conditions
4.5 Summary

This chapter explained the map-based identification approach used for identifying rail defects and how a tree-based data structure makes the map-based algorithm computationally efficient. A motorized rail profiling system was then designed and implemented based on this approach. It was found that the orientation of the cameras played a big role when it comes to acquiring scans of the blind spot of the rail. Several other parameters such as lighting, motorized operation, multiple camera operation were then discussed in the following sections. Finally, a design of the experiment was shown for long rail profiling. The next chapter will describe the results acquired from this experiment.
Chapter 5

Rail Profiling experimental results

The effectiveness of the proposed system was investigated and evaluated through three steps. The first step investigates the color and depth registration of a 100 m reconstructed rail profile. The second step is where the geometrical properties of the rail components were investigated using multi-spatial resolution techniques. The final step tests the effectiveness of the proposed system by detecting raised spikes and rail components. The proposed approach was performed in a software framework for robots called Robotic Operating System (ROS). All visual results were extracted from an executable script in ROS known as a node.

5.1 3-D reconstructed rail profile

Figure 5.1a and Figure 5.1b show the reconstructed RGB-D profiles of the gauge and field side of the rail respectively. As seen from each figure, the RGB-D camera is able to capture the rail structure and its components such as tie plates and ballast. A small portion of the track from Figure 5.1a is focused to show the ability of profiling vegetation along the tracks. Figure 5.1b shows an enlarged view of the fishplate to visually inspect the alignment of the
stitched map. As seen from the figure, no alignment issues can be seen on the fishplate as the bolts and nuts are set in the correct position.

Figure 5.1: The reconstructed RGB-D rail profile.

5.1.1 Map building approach reliability

The uncertainty in the depth values were investigated to determine the reliability of the pairwise registration and map building approach. A 20 m section of the railhead was reconstructed for validating the reliability of this approach. Depth measurements of the railhead were collected in the longitudinal direction and compared with a pre-defined parametric ref-
Table 5.1: Experimental parameters for map building uncertainty

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>20 m</td>
</tr>
<tr>
<td>Speed</td>
<td>0.1 m/s</td>
</tr>
<tr>
<td>Sections</td>
<td>Longitudinal: [Complete, Left, Center, Right]</td>
</tr>
<tr>
<td>Number of maps</td>
<td>10</td>
</tr>
</tbody>
</table>

ereference profile of the railhead. The deviations of the depth values from the reference profile for each 2m segment of the 20m section were taken into account to investigate the reliability of the approach. The longitudinal profile was further divided into left, center and right sections to see the changes in the transverse direction as shown in Figure 5.2. Ten runs of measurements were performed to create ten reconstructed maps of the railhead. The deviations from each map were then averaged to give a mean of the deviations for the entire longitudinal section as well as the left, center and right sections of the longitudinal profile. The experimental parameters are summarized in Table 5.1, while the sections of the 20m longitudinal profile is shown in Figure 5.2.

Figure 5.2: Sections of the longitudinal profile

Figure 5.3 shows the standard deviations of the longitudinal profile as well as the left, center and right sections of the longitudinal profile, whereas Figure 5.4 shows all the sections under one graph. Table 5.2 displays the mean of the standard deviations for each section of the ten reconstructed maps. As seen from Figure 5.3, the maximum deviations occur on the
Table 5.2: Standard deviations of depth values of longitudinal profile

<table>
<thead>
<tr>
<th>Longitudinal Section</th>
<th>Standard deviation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole</td>
<td>2.81</td>
</tr>
<tr>
<td>Left</td>
<td>3.12</td>
</tr>
<tr>
<td>Center</td>
<td>2.33</td>
</tr>
<tr>
<td>Right</td>
<td>3.01</td>
</tr>
</tbody>
</table>

left and right edges of the rail, whereas the minimum deviations occur on the center section of the longitudinal profile. This is due to the fact that there are more overlaps between frames on the center section, whereas the left and right sections are edges of the frames which contains sparse points. Therefore, depth deviations are least when there are multiple scan overlaps.

5.1.2 Pairwise registration errors

As mentioned in Chapter 3, there will be errors between the target frame and the source frame using the registration algorithms ICP and Normal Distributions Transform. The local errors will exist when the map is converted into a global co-ordinate framework. For this reason, the map building algorithm was run twice to get an initial estimate of the error and remove its effects when the map building algorithm is run a second time. A quantitative study was performed to see the relation of rotation and translation errors in local matching overtime. The pairwise errors were then compared with the corrected global map. Figure 5.5 shows the translation and rotation errors developed after pairwise registration and the effect of the errors after global correction. As seen from Figure 5.5a and Figure 5.5b, the errors between a pair of frames increases monotonically as the 3-D reconstructed rail profile’s length increases. This is due to the fact that the errors are subject to local frames and when these local frames are stitched, the errors will accumulate accordingly. The manual
Figure 5.3: Standard deviation of depth values of longitudinal profile of railhead
global correction shown in red in Figure 5.5a and Figure 5.5b takes into account the errors between the frames and reduces the translation and rotation errors to an average of 0.0069m and 2.2 degrees respectively. One thing to keep in mind is that even though the errors were accounted for in the global correction manually, these are only used as an estimate to improve the pairwise matching algorithm. A more robust automatic global registration method would be needed in the future to account for all the scans.

5.2 Multi-spatial resolution mesh

Using the 3-D reconstructed rail profile, a mesh was created for the 100 m profile. Figure 5.6 shows the reconstructed mesh for the 100 m shown in different resolutions with the lowest resolution displayed in Figure 5.6a and highest displayed in Figure 5.6c. From Figure 5.6a, we see the top view of the rail profile in mesh format. The irregular bumps seen periodically throughout the profile are the fishplates which are on either side of the rail. Figure 5.6b shows the mesh for a 10 m segment at a higher resolution. In this case, the ties can be distinguished from the ballast as large bumps. The head of the rail is a concentrated mesh which implies the area of overlap between the two scans. Figure 5.6c displays the highest
resolution the mesh could achieve with the ability to distinguish raised spikes. The mesh can also be used to geometrically profile obstructions on the track such as vegetation as shown in Figure 5.7. With this in mind, one can inspect large scale deformations such as track deformation on the lowest resolution and small scale defects such as raised spikes on the highest resolution.
5.3 Defect detection

Certain features such as raised or missing spikes and misplaced can be detected with the help of the global map. After the global map was acquired for 100 m, certain artificial faults were introduced onto the components (misplaced ballast on railhead, spikes, etc.) as shown in Figure 5.8a. A new scan was acquired for the defects and compared with the global map. By removing the new scan from the global map, differences in the new scan can be seen as red patches as shown in Figure 5.8b.
5.4 Summary

This chapter described the results achieved from the long rail profiling experiment. Firstly, the RGB-D profiles for 100 m were reconstructed. Views of the field and gauge side were shown to show different captured aspects of the rail such as fishplates and vegetation. A quantitative analysis on the map building uncertainty and pairwise registration errors was then conducted. In addition to this, the multi-mesh resolution profiles of the rail were created to show the amount of detail preserved as you increase or decrease resolution. It was determined that ties and ballast become more prominent when zoomed further into the mesh. Finally, the map based identification results were shown. The next chapter will
provide the application of RGB-D profiling to the road industry and its results.
Chapter 6

Road profiling by RGB-D Scan matching

This chapter proposes the application of RGB-D profiling to the road industry. Profiling of the roads can come of great use as most tire companies are interested in knowing the roughness of the road. By determining the roughness, one can determine the IRI and can subsequently grade the quality of the road. The next section describes the system design and development of the road profiling system followed by the design of experiment for long road profiling.

6.1 Mobile road profiling system overview

Figure 6.1 shows a system overview of the mobile road profiling system. The system is divided into four sections: Vehicle Enclosure, On-Board Vehicle, Off-Board Mapping and Graphical User Interface. As a brief introduction, the vehicle enclosure houses the RGB-D sensors which transmit the data to the mini-CPU positioned on board the vehicle. The data
from the mini-CPU is then stored in an external hard drive for off-board mapping using a desktop workstation. Finally, the 3-D constructed road profile is shown in a Graphical User Interface (GUI). Each of these sections will be explained briefly.

### 6.1.1 Vehicle Enclosure

Figure 6.2 shows the concept drawing for the mobile road profiling enclosure. The road profiling enclosure had a similar set-up as the rail profile enclosure with two key differences. One of the differences was that fact that the enclosure did not need to have four wheels as this could be attached to the back of an electric vehicle using a hitch. The second difference was the orientation of the RGB-D cameras. In this enclosure, the cameras are facing downwards normal to the surface of the road. With this in mind, an RGB-D camera was mounted to the top right and top left halves of the enclosure as shown in Figure 6.3.
Figure 6.2: Road enclosure design drawing

Figure 6.3: Blown up view of enclosure
6.1.2 On-Board Vehicle

The three main areas that influence the on-board vehicle system are as follows: Power supply, teleoperation and data storage.

Power schematic

To provide long runs of experiments, the vehicle is powered electrically by heavy duty batteries. These batteries also power the CPU and the lights by the means of an inverter. The inverter converts the DC voltage supplied by the batteries to AC voltage for the lights and the mini-CPU. The constraint here is that the voltage must be distributed equally to the mini CPU and the lights as shown in Figure 6.4.

Teleoperation

One constraint for ICP as mentioned in Chapter 3.2.1 is that it needs a very good initial estimate for a transformation matrix to avoid being stuck in a local minimum. For this case, some form of odometry is needed to measure the speed of the vehicle. As such, the electric vehicle is operated by a remote controller for constant throttle. With an appropriate Inertial Measurement Unit(IMU) and an odometer, it is possible to measure the position of the vehicle. Using this measurement, it is possible to give an initial estimate for the transformation matrix for each frame. The remote controller is connected to the black box which houses the vehicle mainframe computer.
6.1.3 Design of experiment

The long road profiling experimental parameters were chosen on the same basis as the long rail profiling experiment. Table 6.1 lists the parameters used for this experiment whereas
Table 6.1: Experimental parameters for long road profiling

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>100 meters</td>
</tr>
<tr>
<td>Speed</td>
<td>0.4 m/s</td>
</tr>
<tr>
<td>Frame interval</td>
<td>25cm/frame</td>
</tr>
<tr>
<td>RGB-D Frame rate</td>
<td>5 FPS</td>
</tr>
<tr>
<td>Road material</td>
<td>Coarse Concrete</td>
</tr>
<tr>
<td>Time of day</td>
<td>830 PM EST</td>
</tr>
</tbody>
</table>

Figure 6.6 shows the experimental conditions of the test site.

6.2 Experimental results

The application of RGB-D profiling for road elevation measurements was evaluated in three steps. Firstly, the roughness of the road was extracted by using the information from the reference plane as stated in the Literature Review section. The second step examines the geometrical properties of the road by visualizing the RGB-D profile as well as the multi-spatial resolution meshes. The final step is to evaluate local measurement results and investigate scan matching reliability. The proposed approach was performed in a software framework for robots called Robotic Operating System (ROS). All visual results were extracted from an executable script in ROS known as a node.

6.2.1 Roughness of the profile

As mentioned in the Literature Review and the Three Dimensional Reconstruction and Offline Mapping section, the reference plane will need to be extracted from the scan-matched data. Figure 6.7a shows a small portion of the scan matched data of a road with gravel. For
the reference, a road surface with no gravel was taken into account. A plane is fitted to the road with no gravel to create a reference plane as shown in Figure 6.7b. The equation for the fitted plane is shown below in Equation 6.1.
\[ z(x, y) = 1.778 - 0.02767x - 0.042y \] (6.1)

where \( x \) and \( y \) are the transverse and longitudinal lengths of the road in meters respectively and \( z \) is the height from the camera to the road in meters.

With these two figures in mind, the depth or \( z \) values of the reference profile are subtracted from the scan matched data to give the depth relative to the reference as shown in Figure 6.7c. The relative measurements consequently gives the roughness of the road. This technique is used for each scan to create long road profiles. One thing to note here is that reference plane is a consequence of using inertial sensors and must be artificially created and removed from the data to get a road profile. Further investigation must be performed in the future to validate this reference profile against other inertial sensors such as laser line scanners.

### 6.2.2 RGB-D road profile and multi-resolution results

Using the roughness for each scan portrayed in the previous step, the RGB-D profile is constructed for 100 meters as shown in Figure 6.8. To investigate the geometrical properties of this RGB-D profile, multi-spatial resolutions of the road are created as shown in Figure 6.9. As seen in Figure 6.9a, a 50 centimeters(cm) grid resolution was used to display the large amount of data. Features such as potholes are evident as they can be seen as distinct circles. As the mesh is zoomed further into a 10 m segment with 1 cm resolution, we see cracks forming longitudinally along the road. If we zoom in even further into a 1 meter segment of 1 millimeter(mm) resolution, the geometrical properties of the pothole can then be clearly established.
6.2.3 Local measurement results

Figure 6.10 visualizes the scan matching process by comparing the real environment with the reconstructed one. Figure 6.10a shows the scene that needs to be reconstructed. Figure 6.10b shows the reconstructed gravel and rocks in a 3-D format. A gray-scale colorbar has been used for visualization purposes with white color indicating high z values, whereas black color indicates low z values. The reconstructed gravel scene is a combination of two scans as shown in Figure 6.10b. The purpose of showing the comparison with the real and reconstructed road profiles is to measure the scan matching reliability by qualitative evaluation. In terms of qualitative sense, the reconstructed scene offers high reliability as the position of the rocks on the reconstructed scene are positioned in the same orientation as the real world scene.

6.3 Summary

This chapter described the applicability of road profiling using RGB-D cameras. Firstly, the system design and development were investigated followed by the experimental parameters of the long road profiling experiment. Quantitative results were shown for roughness of the test site. Furthermore, the multi-mesh resolution profiles of the road were created to show the amount of detail preserved as you increase or decrease resolution. Finally, some local measurement results were shown for gravel on the road. The next chapter will summarize the conclusions brought about from RGB-D profiling as an inspection method.
Figure 6.7: The extraction of roughness data
Figure 6.8: Perspective view of the RGB-D profile

(a) Top view of 100 meters reconstructed mesh road profile

(b) Zoomed in segment of 10 meters mesh

(c) Zoomed in 1 meter segment of pothole

Figure 6.9: The reconstructed mesh of the road in different resolutions.
Figure 6.10: Local measurement scans of gravel.
Chapter 7

Conclusions and future work

7.1 Conclusions

This thesis has presented an approach for a railroad and road inspection method using RGB-D cameras. The inexpensive RGB-D cameras which can reconstruct color and geometric information are able to see consecutive scans due to its large field of view unlike past methods such as laser scanning or computer vision. The 3-D reconstructed global map generated from the proposed approach is used as a map-based identification method to recognize rail defects which reduces computation time unlike Computer Vision. The multiple synchronization of these RGB-D cameras in an outdoor environment was made possible using an enclosure housing system for these cameras. Finally, the applicability of this scan matching approach was also demonstrated for the road industry.

The effectiveness of the proposed inspection method for railroad profiling was investigated and evaluated through three steps. The first step investigates the color and depth registration of the map by inspecting a 100 m reconstructed rail profile. The results showed
that the RGB-D camera was able to capture the rail structure and its components such as tie plates and ballast with no ambiguities. Reliability of this approach was investigated by calculating the uncertainty of the depth values of the 3-D reconstructed profile for multiple runs. The pairwise matching algorithm proved most reliable where there were multiple overlaps such as the center of the railhead. The pairwise registration errors were then investigated. The results showed that the monotonically increasing translation and rotation errors will reduce significantly after global correction. The second step investigates the geometrical properties of the rail components were investigated using multi-spatial resolution techniques. It was determined that ties and ballast which were seen as irregular bumps become more prominent when zoomed further into the mesh. Thus, the preservation of the data has been validated using multi-spatial resolution techniques. The final step investigates the applicability of the proposed system was by detecting of raised spikes and rail components. By removing the new scan from the global map, raised spikes and misplaced ballast could be seen as red patches in the new scan. This proves the applicability of the proposed approach for fault detection without expensive computational effort.

The applicability of the proposed inspection method for road profiling was also investigated and evaluated through three steps. Firstly, quantitative and qualitative results were shown for the roughness of a small portion of the road used in the experiment. It was determined that using this roughness result could give us more information about the IRI. Furthermore, the multi-mesh resolution profiles of the road were created to show the amount of detail preserved as the resolution was increased or decreased. Features such as potholes are evident as they can be seen as distinct circles on the lowest resolution. As the mesh is zoomed further into a 10 m segment with 1 cm resolution, cracks were seen forming along the road. As the mesh is zoomed in further into a 1 m segment of 1 mm resolution, the geometrical properties of the pothole could be clearly established. Finally, some local
measurement results were shown for gravel on the road. In terms of qualitative sense, the
reconstructed local measurement offered high reliability as the position of the rocks on the
reconstructed scene are positioned in the same orientation as the real world scene.

7.2 Future work

This paper has focused on a new inexpensive inspection method for the rail and road industry
using RGB-D camera technology. However, there are some limitations of this technology and
much work is still left open. One of the limitations that needs to be investigated is the effect
of speed for this profiling approach. As previously stated in this thesis, the RGB-D camera
would not be able to match the same features in consecutive scans correctly if there is high
speed which causes motion blur. An implementation of an a Field Programmable Gate Array
to control the shutter speed of the camera could be helpful with regards to the speed issue.
Another work that needs to be investigated is the automatic removal of error from the global
map. In this thesis, the errors in the global map were corrected manually after taking into
account the errors from the first run. However, these errors can be removed automatically
and with more precision using an automatic global optimizer algorithm. It is the author’s
opinion that once the speed and global registration issues have been solved, the proposed
map-based identification technique can be used as an inexpensive inspection method for both
the rail and road industry.
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