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ABSTRACT

The research work presented in this dissertation relates to lot streaming in two-stage flow shops and assembly shops. Lot streaming refers to the process of splitting a production lot into sublots, and then, processing the sublots on different machines simultaneously in an overlapping manner. Such a strategy allows finished material at each stage to be transferred downstream sooner than if production and transfer batches were restricted to be the same size. In the case when each sublot consists of just one item, a single-piece-flow is obtained. Such a continuous flow is a key element of the Toyota Production System. However, single-piece-flow increases the number of transfers and the total transportation cost (time). As a result, it may not be economically justifiable in many cases, and therefore, material may have to be transferred in batches (called transfer batches, or sublots). Lot streaming addresses the problems of determining optimal sublot sizes for use in various machine environments and optimizes different performance measures. Given this relationship between lot streaming and the Toyota Production System, lot streaming can be considered a generalization of lean principles.

In this dissertation, we first provide a comprehensive review of the existing literature related to lot streaming. We show that two-stage flow shop problems have been studied more frequently than other machine environments. In particular, single-lot two-machine flow shops have been very well researched and efficient solution techniques have been discovered for a large variety of problems.

While two-stage flow shop lot streaming problems have been studied extensively, we find that the existing literature assumes that production rates at each stage remain constant.
Such an assumption is not valid when processing rates change, for example, due to learning. Learning here, refers to the improvements in processing rates achieved due to experience gained from processing units. We consider the case when the phenomenon of learning affects processing and setup times in a two-stage flow shop processing a single lot, and when, sublot-attached setup times exist. The decrease in unit-processing time, or sublot-attached setup time, is given by Wright’s learning curve. We find closed-form expressions or simple search techniques to obtain optimal sublot sizes that minimize the makespan when the effect of learning reduces processing times, sublot-attached setup times, or, both. Then, we provide a general method to transform a large family of scheduling problems related to lot streaming in the presence of learning, to their equivalent counterparts that are not influenced by learning. This transformation is valid for all integrable learning functions (including the Wright’s learning curve). As a result, a large variety of new problems involving learning can be solved using existing solution techniques.

We then consider lot streaming in stochastic environments in the context of sourcing material. Such problems have been well studied in the literature related to lot streaming for cost-based objective functions when demand is continuous, and when processing times are deterministic, or, for material sourcing problems when the time required to procure a lot is stochastic but is independent of the lot size. We extend this study to the case when the time required to produce a given quantity of products is stochastic and dependent on the number of units produced. We consider the case when two sublots are used, and also compare the performance of lot streaming to the case when each sublot is sourced from an independent supplier.

Next, we address a new problem related to lot streaming in a two-stage assembly shop, where we minimize a weighted sum of material handling costs and makespan. We consider the case when several suppliers provide material to a single manufacturer, who then assembles units from different suppliers into a single item. We assume deterministic, but not necessarily constant, lead times for each supplier, who may use lot streaming to provide material to the manufacturer. Lead times are defined as the length of the time interval between a supplier beginning to process material and the time when the first sublot is delivered to the manufacturer; Subsequent sublots must be transported early enough so that the manufacturer is not starved of material. The supplier may reduce this lead time by using lot streaming, but at an increased material handling cost. The decrease in lead time is also affected by other factors such as lot attached/detached setup times, transportation times etc. We allow these factors to be different for each supplier, and each lot processed by the same supplier. We refer to this problem as the Assembly Lot Streaming Problem (ALSP). We show that the ALSP can be solved using two steps. The first step consists of solution to several two-stage, single-lot, flow shop, makespan minimization problems. The solution to these problems generate prospective sublot sizes. Solution methods outlined in the existing literature can be used to complete this step. The second step obtains optimal number of sublots and production sequence. For a given production sequence, this step can be executed in polynomial-time; otherwise, the second step problem is NP-hard and integer programming formulations and decomposition-based methodologies are investigated for their solution. We make very lim-
ited assumptions regarding the handling cost and the relationship between the supplier lead time and number of sublots used. As a result, our solution methodology has a wide scope.
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Chapter 1

Introduction

Now-a-days many products are manufactured in small lots in response to customer orders. In order to be competitive, manufacturers must respond to orders quickly, and yet, minimize the cost of production. One strategy to reduce the makespan of a production lot is to use lot streaming. Lot streaming is the strategy of splitting a production lot into smaller sublots, which are transferred downstream even as other sublots are being processed, so that, a lot can be processed in an overlapping manner. Such a strategy increases the velocity of material flow in a production system. However, an increase in the number of sublots, and hence the number of transfers, increases the material handling cost of the system. Hence, it is important to consider the dual objectives of improving time-based performance and material handling costs when implementing lot streaming.

Customized, made-to-order, production often requires the production of new products. Consequently, manufacturers may experience a learning phase when producing these products. As a result of such a learning process, the production time for one unit reduces with increased experience. Considering the effect of learning in scheduling models allows models to depict actual production times more accurately, and hence, prevents unnecessary idle time. When a manufacturer sources material from several different suppliers in order to assemble them into a single product, suppliers may use lot streaming to increase the velocity of material flow to reduce production lead time. The makespan of a production lot, however, is determined by the slowest supplier. An increase in the velocity of material flow from a supplier will result in a shorter makespan for a production lot only if that supplier is currently the slowest among all suppliers. In order to prevent unnecessary expenditure on increased material handling, suppliers must take lot streaming decisions in co-ordination with each other. Such co-ordination between suppliers is another important facet of an efficient production system.

Apart from reducing the production makespan, lot streaming also reduces the cycle time and average work-in-process inventory. It also reduces the amount of storage space, and, if subplot sizes are small enough, the capacity of material handling equipment required. Lot streaming involves splitting a production lot (batch) of jobs into smaller-sized sublots (transfer batches),
and then, processing them in an overlapping fashion over the machines. The literature related to lot streaming has been reviewed in the past by Chang and Chiu (2005) and Sarin and Jaiprakash (2006). More recently, lot streaming has been reviewed by Cheng et al. (2013).

Next, we present a review of lot streaming (based on Cheng et al. (2013)) and then present some problems that have not been addressed in the literature. Finally we propose new problems that may be studied. We review the literature on the use of lot streaming in various machine configurations. Since flow shops and assembly systems are particularly relevant to the problems proposed here, we study the literature related to these production environments in greater detail. We propose a general method to solve scheduling problems when the effect of learning is present. Since this method is applicable in various production environments, we present a review of lot streaming problems studied in environments such as parallel machines, hybrid flow shops, job shops and open shops as well.

1.1 Classification Scheme

Lot streaming has been studied in a variety of production environments. In order to present the myriad lot streaming problems addressed in the literature, we employ the classification scheme for scheduling problems presented by Sarin and Jaiprakash (2006). In it, the various features of a lot streaming problem are defined as follows:

\{machine configuration\}\{number of machines\}/\{number of product types\}/\{sublot type\}/\{idling\}/\{Number of sublots\}/\{sublot sizes\}/\{setups\}/\{transfer or removal\}/\{objective function\}.

Each of the nine fields of this classification scheme are defined as follows:

- **Machine Configuration.** Machine configuration refers to the arrangement of the machines. Most common machine configurations include flow shop (F), job shop (J), open shop (O), parallel machines (P), hybrid flow shop (H), and assembly system (A).

- **Number of product types.** Single product (1) or multiple product types (n).

- **Sublot Sizes.** Consistent sublots (C) refer to the situation in which the size of a sublot remains the same over the machines. Variable sublots (V) permit the size of a sublot to vary among the machines. Equal sublots (E) is a special case of consistent sublots in which the sublots are of the same size.

- **Idling.** Intermittent idling (II) refers to the situation in which an idle time is permissible between two sublots on a machine, while the no idling (NI) situation does not permit such an idle time, i.e., a sublot has to be processed right after the completion of its predecessor.
• **Number of sublots.** Number of sublots may be known a priori, designated by FixN, or is to be determined, designated as FlexN.

• **Continuous (CV) or Discrete (DV) Sublot Sizes.** Continuous sublot sizes are real-valued, while discrete sublot sizes permit only integer values.

• **Setups.** Lot-attached setup (L(a)) refers to the case in which a setup required to process a lot on a machine can be started only after the arrival of the lot at the machine. However, in lot-detached setup (L(d)), a setup can be performed on a machine even before the arrival of the lot on that machine. Similarly, we can have sublot-attached setup (S(a)) and sublot-detached setup (S(d)).

• **Transfer Times (T) or Removal Time (R).** Transfer time refers to the time required to move a lot or a sublot from one machine to another. During this time, the machine is available for processing the next lot or sublot. Removal time refers to the time required to remove a lot or sublot from a machine, but during this time, the machine is not available to process the next lot or sublot.

• **Objective Function.** The performance-based objective functions generally considered are: makespan ($C_{\text{max}}$), mean flow time ($\overline{F}$), total flow time ($\sum F$), and total tardiness, among others, while the cost-based objective functions include cost of production, inventory, setup, and transfer/removal, among others.

We illustrate the occurrences of some of these features in a two-machine flow shop and an assembly flow shop. The production environment shown in Figure 1.1.1 is a two-machine flow shop with one machine at stage 1 and the second machine at stage 2. A single lot is split into three sublots for processing at stage 1, and the sublots, are then, processed on the second machine at stage 2. Lot-attached and sublot-attached setup times are required at stage 1. Transfer and removal times are also incurred for the sublots from stage 1 to stage 2. Sublot-detached setup times are required at stage 2. Intermittent idling is permitted between the processing of the sublots on the machine at stage 2. The problem is to determine an optimal number of sublots and their sizes. If more than one production lot is considered, the optimal sequence in which to process the lots must also be considered.
An example of the assembly environment that we consider in this dissertation is shown in Figure 1.1.2 which consists of three parallel machines (suppliers) at the first stage and a single machine (assembly facility) at stage 2. The vendors supply components at stage 1 that are assembled at the second stage to obtain finished products. Note that a lot of size 50 is split into two sublots of sizes 10 and 40. The first sublot begins assembly (at stage 2) at time 70, only after the requisite components for sublot 1 have been manufactured by all the vendors at stage 1. Similarly, the second sublot begins assembly at time 110. Note that a lot-attached setup time is incurred on all the machines (at stage 1 and stage 2). The lot streaming-related features for this environment are: the number and sizes of sublots for each vendor. In case there are more than one lot processed, the sequence in which the various lots must be processed in order to optimize a performance measure must also be considered. Note that the sublot sizes are consistent across suppliers in the example presented here, i.e., the size of the first sublot is equal for each vendor and so is the size of the second sublot. This may not necessarily be optimal in all production environments. In such cases, the sublot sizes and number of sublots that each supplier uses must be optimized individually. Again lot/sublot-attached/detached setups may be involved during the processing of lots. In addition to all these features, lot streaming scheduling problems differ from their traditional counterparts because of the inherent flexibility of objective functions that they offer. For example, if the mean flow time is to be minimized, the completion time of a lot could be defined as the time when all the sublots belonging to that lot finish processing, or, as a function of the completion time of the individual sublots.
1.2 Lot Streaming for Time-based Objective Functions

A time-based performance measure is especially important for make-to-order environments, which involve objective functions like minimization of makespan, total flow time, cycle time, and meeting due dates. For this class of objective functions, lot streaming has been applied to machine configurations of flow shop, job shop, open shop, parallel machines, hybrid flow shop, and two-stage assembly systems. The lot streaming literature related to flow shops and two-stage assembly shops is particularly relevant to the problem studied here. So, we review the literature related to these production structures in detail, while briefly mentioning the literature related to other production environments.

1.2.1 Two-stage flow shop and assembly systems

Two-stage assembly systems consist of a several parallel machines at the first stage which produce components that are assembled at a single assembly machine at the second stage. Such a production environment is closely related to two-stage flow shops since each supplier and assembly machine considered in isolation represent a two-stage flow shop. Lot streaming in flow shop environments has been well studied in the literature. We next present the related literature.
Two-stage flow shop

In a flow shop, each job follows the same order of processing over the machines. The majority of work done deals with minimizing the regular performance measures of makespan and mean flow time. The makespan of a schedule is the length of the interval over which the jobs are processed, including any idle time encountered between their processing. Kalir and Sarin (2000) have presented the extent of improvement of a time-based performance measure that may be obtained by using lot streaming. They show that when a single lot of $U$ discrete jobs is processed in an $m$ machine flow shop, dividing the lot into unit-sized sublots results in the greatest reduction in the makespan and flowtime. Such a lot streaming strategy reduces the makespan by a factor of $\frac{\sum_{i=1}^{m} p_i + (U-1)p_{\text{max}}}{U \sum_{i=1}^{m} p_i}$ and the mean flow time by $\frac{(U-1)p_{\text{max}} + 2 \sum_{i=1}^{m} p_i}{2U \sum_{i=1}^{m} p_i}$, where $p_i$ is the processing time per item (job) on machine $i$, $U$ is the number of jobs in the lot, $p_{\text{max}} \equiv \max_{i=1}^{m} p_i$. Here, the mean flow time refers to the average completion time of the sublots (in the absence of lot streaming, it is simply the completion time of the lot).
Table 1.1: The two-machine, single-lot, flow shop lot streaming problems addressed in the literature (Cheng et al., 2013)

<table>
<thead>
<tr>
<th>Problem</th>
<th>Addressed by</th>
<th>Approach, Feature, and Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>F2/1/E,C/II,NI/FixN/CV/-/C_{max}</td>
<td>Potts and Baker (1989a)</td>
<td>Closed-form expression for consistent sublot sizes, heuristic for equal sublot sizes</td>
</tr>
<tr>
<td>F2/1/C/II,NI/FixN/CV,DV/-/T/C_{max}</td>
<td>Trietsch and Baker (1993b)</td>
<td>Polynomial time algorithm and limited transporter capacity</td>
</tr>
<tr>
<td>F2/1/E/II,FixN/CV/-/-/F</td>
<td>Cetinkaya and Gupta (1994)</td>
<td>Optimal sublot sizes when first machine is the bottleneck</td>
</tr>
<tr>
<td>F2/1/E,C,V/II/FixN/CV/-/-/F</td>
<td>Sen et al. (1998)</td>
<td>Equal, consistent, and variable sublot sizes</td>
</tr>
<tr>
<td>F2/1/C/II,FixN,CV,DV/L(d)/-/-/C_{max}</td>
<td>Sriskandarajah and Wagneur (1999)</td>
<td>Closed-form expression and heuristic method for integer sublot sizes</td>
</tr>
<tr>
<td>F2/1/C/II,FixN,CV,S(a)/-/-/F</td>
<td>Bukchin et al. (2002b)</td>
<td>Frontier approach and tradeoff between alternative objective functions</td>
</tr>
<tr>
<td>F2/1/C/II,FixN,CV,DV,S(a)/-/-/C_{max}</td>
<td>Alfieri et al. (2012)</td>
<td>Discrete sublot sizes, sublot-attached setup, and optimal algorithm</td>
</tr>
</tbody>
</table>

Table 1.2: The assembly system, lot streaming problems addressed in the literature (Cheng et al., 2013)

<table>
<thead>
<tr>
<th>Problem</th>
<th>Addressed by</th>
<th>Approach, Feature, and Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>A(m+1)/I/C/II,FixN,CV,DV,L(d)/-/-/C_{max}</td>
<td>Sarin et al. (2011)</td>
<td>Polynomial time optimal algorithm</td>
</tr>
<tr>
<td>A(m+1)/n/C/II,FixN,CV,DV,L(d)/-/-/C_{max}</td>
<td>Sarin and Yao (2011)</td>
<td>Branch and bound-based algorithm</td>
</tr>
</tbody>
</table>
The two-machine, single-lot, flow shop lot streaming problems addressed in the literature are depicted in Table 1.1. One of the earliest results with regard to time-based objective functions was developed for the case of a lot of identical jobs being processed over two machines and the objective of minimizing makespan when Trietsch (1987) and Potts and Baker (1989a) showed the optimality of geometric sublot sizes. In particular, they provided some basic properties for continuous optimal sublot sizes and makespan minimization problem when the number of sublots, denoted by \( n \), is given. They showed that: (a) when the direction of material flow is reversed, the optimal sublot sizes \((s_1, \ldots, s_n)\) are the same as that for the original problem, but indexed in the reverse order, i.e., \((s_n, \ldots, s_1)\), (b) the no-idling restriction does not impact the optimal makespan value for both the continuous and discrete-sized sublots case, and (c) all the sublots are critical in an optimal solution. An immediate consequence of these results is that the optimal sublot sizes are geometric in nature with a ratio \( p_2/p_1 \), where \( p_i \) is the processing time per item on machine \( i \), and that, no idle time exists between the processing of sublots on the second machine. To see this, since there is no inserted idle time on the second machine, we have

\[ s_i = qs_{i-1}, \quad (1.1) \]

where \( q = p_2/p_1 \), and \( s_i \) is the size of the \( i \)th sublot. By (1.1), we obtain

\[ s_i = q^{i-1}s_1. \quad (1.2) \]

If we let \( U = \sum_{i=1}^{n} s_i \), we have

\[ s_1 = \begin{cases} \frac{1-q}{1-(q^{n})^{U}}, & \text{if } q \neq 1 \\ \frac{U}{n}, & \text{otherwise}. \end{cases} \quad (1.3) \]

Combining (1.2) and (1.3), we have the following expression for the optimal sublot sizes:

\[ s_i = \begin{cases} \frac{(q^{i-1}-q^{i})U}{1-(q^{n})^{U}}, & \forall i = 1, \ldots, n, \text{ if } q \neq 1, \\ \frac{U}{n}, & \text{otherwise.} \end{cases} \quad (1.4) \]

The makespan resulting from these sublot sizes is \( p_1s_1 + p_2U \). Note that \( s_1 \) decreases with increase in \( n \). So, if the number of sublots is not fixed a priori, then the makespan is minimized by using as many sublots as permitted by other constraints. Trietsch (1987) has considered the case when the continuous version of the problem serves as an approximation of a discrete lot streaming problem. The constraint \( s_i \geq 1, \forall i \), is added to the problem so that the resulting solution is close to the optimal solution for the discrete case. As a result of this constraint, the number of sublots is bounded by a closed-form expression that is \( O(\log U) \) (see page 15 of Trietsch 1987), and hence, the optimal number of sublots, \( n \), is polynomial in input length.

An illustration of geometric sublot sizes is given in Figure 1.2.1 for \( q = p_2/p_1 = 2 \).
Trietsch and Baker (1993b) have considered the case of integer-sized sublots and present an iterative $O(n^2)$ time algorithm to obtain an optimal integer solution. They have also developed models for the problem of determining continuous and discrete sublot sizes, with and without intermittent idling of machines, and equal, consistent and variable sublots for both the two-machine and three-machine cases. In addition, they develop polynomial-time algorithms to determine the optimal number of sublots and sublot sizes when vehicles used to transfer sublots require time to travel to the second machine, and then, return to the first machine, as well as the case when the capacity of the vehicle is limited. A modification of geometric sublots have also been shown to be optimal in the presence of sublot-attached setups (see research notes for Chapter 12 Baker and Trietsch 2009, and Alfieri et al. 2012), and for no-wait flow shops in the presence of lot-detached setups (Sriskandarajah and Wagneur, 1999). In each case, the optimality of geometric sublot sizes, or sublot sizes that are modifications of geometric sublot sizes, follows from the fact that all sublots are critical in an optimal schedule and there is no idle time between the processing of lots. While the optimal sublot sizes are nearly geometric, they are not necessarily equal to the sizes obtained by using (1.4). As an example, in the presence of sublot-attached setup times $\tau_1$ and $\tau_2$ at the first and second machine, respectively, we have a modified version of (1.1), given by $\tau_1 + p_1s_i = \tau_2 + p_2s_{i-1}$. Using $h = \frac{\tau_2-\tau_1}{p_1}$, we have $s_i = h + qs_{i-1}$ for $i = 2, \ldots, n$. Using $U = \sum_{i=1}^{n} s_i$ we get:

$$s_1 = \begin{cases} \left[\frac{U - \frac{qh}{1-q} + \frac{h}{1-q} \frac{(1-q)^n}{1-q}}{1-q}\right], & q \neq 1 \\ \left[\frac{U}{n} - (n-1)\frac{h}{2}\right], & q = 1. \end{cases} \quad (1.5)$$

Sen et al. (1998) have considered the two-machine lot streaming problem for the objective of minimizing weighted completion time when sublot sizes are equal, consistent, or variable. For a given schedule, the weighted flow time is defined as $\frac{1}{q}(\sum_{i=1}^{n} s_iC_i)$, where $C_i$ is the completion time of the $i^{th}$ sublot on the second machine. They extend the result of Çetinkaya and Gupta (1994) that equal sublot sizes are optimal for the case when $p_2/p_1 \leq 1$ to the case when $p_2/p_1 > 1$ and show that, for this case, geometric sublots must be used until some sublot $v$, and equal sublots are used thereafter. The optimal value of $v$ is obtained by starting with $v = 1$, and checking if the condition $qs_v \geq s_{v+1} \geq s_v$ holds. We stop if this condition is true;
otherwise, \(v\) is incremented by 1 and the process is repeated.

This problem in the presence of sublot-attached setups and batch availability to minimize average flow time has been investigated by Bukchin et al. (2002b). Their solution technique relies on the determination of optimal solution for the bottleneck machine. Their investigation also reveals that the optimal solution for the objective of minimizing average flow time generally produces a good solution for the objective of minimizing the makespan.

The multiple-lot problem gives rise to another issue regarding the sequencing of the lots that must be addressed. In addition, the impact of multiple lots on the optimal sublot sizes for a single lot in exclusion needs to be investigated. In many cases, the optimal sublot sizes obtained in exclusion for a lot remain optimal for the multiple lot case as well. A common approach for the sequencing of lots has been the use of a modified version of Johnson’s rule (Johnson, 1954). Table 1.3 depicts the two-machine, multiple lot, flow shop lot streaming problems addressed in the literature. Vickson and Alfredsson (1992) have considered the multiple-lot problem for both two-machine and three-machine flow shops, when equal sublots are used. They have shown the existence of an optimal permutation schedule of lots for the two-machine case (for any regular measure of performance) and for the three-machine case (for makespan minimization). For unit-sized sublots, a modification of Johnson’s rule is used to obtain an optimal sequence of lots in order to minimize makespan for the two-machine case. They have also presented an empirical study to show the effect of the number of transfer batches of equal sizes on makespan and total flow time. A modification of Johnson’s rule has also been used for the case of unit-sized sublots and lot-attached setup on the first machine and a lot-detached setup on the second machine by Cetinkaya and Kayaligil (1992), and for an automated two-machine flow shop in the presence of only one transport agent and both sublot-detached and sublot-attached setups by Cetinkaya (2006). Cetinkaya (1994) consider the case of lot-detached setup and sublot-attached removal times on both the machines, and the objective of minimizing the makespan. An optimal polynomial-time algorithm is presented to determine an optimal sequence in which to process the lots and sublot sizes for a given number of sublots for each lot. The independence of sublot sizing and lot streaming continues to hold for this case as well. Vickson (1995) also addresses this problem, but in the presence of transfer times instead of removal times, by first determining optimal number of sublots and sublot sizes for individual lots, and then, using them in the lot sequencing problem. If we let \(\tau_i^l\), \(p_i^l\), and \(s_j\) represent the lot-detached setup time, unit processing time, and the size of sublot \(j\), respectively, for lot \(i\) on machine \(l\), \(l \in \{1, 2\}\), and let \(\Delta_i\), \(U_i\) and \(n_i\) represent the transfer time in between the two machines, lot size, and the number of sublots, respectively, for lot \(i\), then an optimal sequence for processing the lots is obtained by using a modified Johnson’s rule, where the processing times \(p_1^l\) and \(p_2^l\) are replaced with \(z_i = \max \left(0, \tau_1^i + \Delta_i - \tau_2^n + \max_{1 \leq k \leq n_i} \left(p_1^l \sum_{j=1}^k s_j^i - p_2^l \sum_{j=1}^{k-1} s_j^i\right)\right)\) and \(z_i' = z_i - (\tau_1^i - \tau_2^n + p_1^l U_i - p_2^l U_i)\). They have considered the cases of continuous and discrete sublot sizes. Baker (1995) has presented a modified version of Johnson’s rule for solving the sequencing problem of multiple lots taking into account lot-detached and attached setups. They have considered flexible number of sublots and equal sublot sizes for two-machine and
three-machine cases. Sriskandarajah and Wagneur (1999) have also shown independence of the sublot sizing problem for no-wait flow shops. Kalir and Sarin (2001b) have developed a pseudo-polynomial-time algorithm for the sublot-attached setup, equal sublot-size, m-machine flow shop problem that can be used for two-machine flow shops as well. Due to the presence of sublot-attached setup times, unit-sized sublots are not necessarily optimal for this problem. So, Johnson’s rule is used iteratively. At each iteration, sublot sizes are determined and Johnson’s rule is reapplied.
<table>
<thead>
<tr>
<th>Problem</th>
<th>Addressed by</th>
<th>Approach, Feature, and Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>F2/n/E/II/FlexN/CV/ /C&lt;sub&gt;max&lt;/sub&gt;, ∑F</td>
<td>Vickson and Alfredsson (1992)</td>
<td>Branch and bound-based and local neighborhood search-based heuristic methods</td>
</tr>
<tr>
<td>F2/n/E/II/FlexN/DV/L(a),L(d)/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Cetinkaya and Kavalged (1992)</td>
<td>Optimal solution procedure similar to Johnson’s rule for unit sized transfer batch</td>
</tr>
<tr>
<td>F2/n/C/II/FixN/CV,DV/L(d)/R/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Cetinkaya (1994)</td>
<td>Optimal algorithm in the presence of separable setup and removal times</td>
</tr>
<tr>
<td>F2/n/C/II/FixN/CV,DV/L(a),L(d)/T/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Vickson (1995)</td>
<td>Closed-form expression for continuous sublot sizes and polynomial time algorithm for integer sublot sizes</td>
</tr>
<tr>
<td>F2/n/E/II/FlexN/CV,L(a),L(d)/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Baker (1995)</td>
<td>Optimal algorithm for two-machine case and extension to m-machine case</td>
</tr>
<tr>
<td>F2/n/C/II/FixN/CV,DV,L(d)/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Sriszandagarajah and Wagneur (1999)</td>
<td>Closed-form expression and heuristic method for integer sublot sizes</td>
</tr>
<tr>
<td>F2/n/E/II/FixN/CV,DV/S(a)/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Kahr and Sarin (2001b)</td>
<td>Optimal algorithm based on Johnson’s rule (pseudopolynomial-time method). The two-machine case is considered as a special case of the general m-machine problem.</td>
</tr>
<tr>
<td>F2/n/C/II/FixN/DV/S(d)/T/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Cetinkaya (2006)</td>
<td>Dependent and independent sublot-attached setup and optimal algorithm</td>
</tr>
</tbody>
</table>
Two-stage assembly system

The two-stage assembly system that we consider can be defined as follows: The first stage consists of a set of suppliers (vendors), each of whom produces one component. These components are then transferred in sublots to stage 2, where they are assembled into finished products. Stage 2 consists of one or more assembly machines. Each of these machines represents an assembly facility devoted to a product type. We have earlier depicted in Figure 1.1.2 a two-stage assembly system in which stage 2 consists of one machine. Note that an assembly system is distinct from a hybrid flow shop since it involves the convergence of material from different machines, and not just the processing of material in parallel. For the assembly system shown, all the subassemblies are processed simultaneously by the vendors at stage 1.

The two-stage assembly system, lot streaming problems addressed in the literature are shown in Table 1.2. The single-lot problem has been addressed by Sarin et al. (2011). They define a two-stage assembly system in which the first stage consists of parallel subassembly machines each of which produces a component type, and the second stage consists of only one assembly machine that assembles a final product after all requisite components are ready at stage 1. Lot-detached setups are incurred on all the machines at stage 1 and stage 2. They have presented a polynomial-time algorithm to obtain optimal sublot sizes for the objective of minimizing the makespan, given an upper bound on the number of sublots, and also for integer sublot sizes. They show the existence of an optimal schedule with consistent sublot sizes over all first-stage machines, and that, all the sublots must be critical. In addition, they present a polynomial-time algorithm to obtain integer sublot sizes. Sarin and Yao (2011) have extended the single-lot problem to multiple-lots. They use the results derived from the single-lot problem and propose a branch-and-bound-based method for its solution. Their proposed solution method outperforms the direct solution of a mathematical model of the problem by CPLEX for both small- and large-sized problem instances.

1.2.2 Lot streaming in other production environments

Next, we briefly discuss the literature related to production environments other than two-stage flow shops and assembly systems. In this dissertation we present some results related to the effect of learning in these environments.

Three-machine flow shops

The three-machine, flow shop lot streaming problems addressed in the literature are shown in Table 1.3. The study of this machine configuration has led to identification of cases for which the solution to three-machine lot streaming problems can be obtained from that for the two-machine problem. Also, the network representation introduced for the analysis of
the three-machine lot streaming problem has been used for other environments as well. In general, optimal sublot sizes need not be consistent in this case. Baker and Jia (1993) have addressed the cases with consistent and equal sublot sizes but with no setups and idling among the sublots, for the objective of minimizing the makespan. They show that, when the second machine is dominant, the no-idling constraint becomes redundant, and when the second machine is dominated, the consistent sublot constraint becomes redundant. They have presented a method to determine optimal solutions, but their results cannot be extended to the \( m \)-machine case. Glass et al. (1994a) have introduced a network representation for this problem, in which a digraph is constructed where each machine \( i \) and sublot \( j \) is represented by a vertex \((i, j)\), and a directed arc connects a vertex \((i, j)\) to vertices \((i + 1, j)\), for \( i < m \), and \((i, j + 1)\) for \( j < n \). An example of such a representation is shown in Figure 1.2.2. Minimizing the makespan for this case is equivalent to minimizing the longest path from the first to the last vertices, namely \((1,1)\) and \((3,5)\), respectively, for the network shown in Figure 1.2.2. Clearly, this representation assumes a fixed number of sublots. With this representation, it is easier to determine conditions under which a given path dominates others. They have presented an \( O(\log n) \) algorithm to determine minimum makespan in the three-machine flow shop environment, and also, have developed some results that are applicable for the case when the number of machines exceeds three. Let the unit processing times of machines 1, 2 and 3 be denoted by \( p_1 \), \( p_2 \) and \( p_3 \), respectively. Then, for the case when \( p_2^2 - p_1 p_3 \leq 0 \), the optimal sublot sizes are consistent and are given by (1.4), but with \( q \) now defined as \( q = \frac{p_1 + p_3}{p_1 + p_2} \). Otherwise, all three machines run continuously and the problem can be decomposed into two two-machine problems, each solved independently. Therefore, for this case, the sublot sizes may not be consistent. Glass and Potts (1998) also used this network representation to develop an algorithm based on dominance machines.

In the presence of lot-detached setups, Chen and Steiner (1997b) have presented structural properties of the optimal solution using this network representation, for consistent and continuous sublot sizes. Similar results for discrete sublot sizes are presented by Chen and Steiner (1997a).

The \( m \)-machine, single-lot, flow shop lot streaming problems addressed in the literature are shown in Table 1.5. For equal sublot sizes, Truscott (1985, 1986) has addressed this problem for sublot-attached setup time, transfer time, and capacity constraints, and, the objective of minimizing the makespan. Steiner and Truscott (1993) have considered the presence of transfer times and the objective of minimizing cycle time, flow time, and processing cost for this problem. Williams et al. (1997) and Glass and Potts (1998) employ a network representation for the analysis of this problem assuming consistent sublot sizes and a given number of sublots, and for the objective of minimizing the makespan. Williams et al. (1997) present an \( O(m^2) \) algorithm in the presence of two or three sublots, and a heuristic method for the case of \( n \)-sublots.

A key idea in solving single-lot multiple-machine problems is that of identifying a bottleneck machine that determines the makespan of a schedule. Unless there are multiple bottleneck machines, any improvement in the performance of the bottleneck machine results in a reduc-
Figure 1.2.2: Network representation of a three-machine flow shop with one lot divided into five sublots.
tion of the minimum makespan value possible. For consistent sublot sizes, Baker and Pyke (1990) have presented a method based on the concept of identifying a bottleneck machine for the 2-sublot version of the problem, which is then generalized to a heuristic procedure for the $m$-machine, $n$-sublot problem. They represent the makespan as an upper envelope of several functions, each corresponding to a machine. Kalir and Sarin (2001d) have presented a method to determine optimal number of sublots ($n$) in the presence of sublot transfer time and sublot-attached setup times for the case when there are multiple machines and a single lot. They show that the makespan is given by

$$\max_{1 \leq j \leq m} (M_j(n)),$$

where

$$M_j(n) = (n - 1) \left( \frac{U}{n} p_j + \tau_j \right) + \sum_{k=1}^{m} \left( \frac{U}{n} p_k + \tau_k \right),$$

(here $M_j(n)$ serves as the upper envelope function, but, note that, the number of sublots is not restricted to two). They also show that $M(n)$ is a convex function of $n$, and either the optimal, continuous number of sublots,

$$n^* = \sqrt{\frac{U (\sum_{k=1}^{m} p_k - p_j)}{\tau_j}}$$

for some $j$,

or, it lies at the intersection of two curves $M_k(n)$ and $M_l(n)$. These intersection points are given by

$$n_{kl} = \frac{U (p_k - p_l)}{\tau_k - \tau_l}.$$

In the above case, any $j \in \{1, \ldots, m\}$ that has the largest value of $M_j(n)$ for a given $n$ is the bottleneck machine. Chen and Steiner (2003) have addressed a discrete version of this problem for a no-wait $m$-machine flow shop.
Table 1.4: The three-machine, flow shop lot streaming problems addressed in the literature (Cheng *et al.*, 2013)

<table>
<thead>
<tr>
<th>Problem</th>
<th>Addressed by</th>
<th>Approach, Feature, and Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>F3/1/E,C,V/NI,II/FixN/CV,DV/-/-/Cmax</td>
<td>Glass <em>et al.</em> (1994a)</td>
<td>Network representation and O(log n) algorithm</td>
</tr>
<tr>
<td>F3/1/E,C/NI/FixN/CV/-/-/Cmax</td>
<td>Baker and Jia (1992)</td>
<td>Optimal algorithm for equal and consistent sublot sizes but no idling</td>
</tr>
<tr>
<td>F3/1/E/II/FlexN/CV,L(a),L(d)/-/-/Cmax</td>
<td>Baker (1995)</td>
<td>Optimal algorithm for three-machine case and extension to m-machine case</td>
</tr>
<tr>
<td>F3/1/C/II/FixN/CV,L(d)/-/-/Cmax</td>
<td>Chen and Steiner (1997b)</td>
<td>Network representation and optimal O(long) algorithm</td>
</tr>
<tr>
<td>F3/1/FixN/DV/L(a)/-/-/Cmax</td>
<td>Truscott (1985, 1986)</td>
<td>Mathematical programming models</td>
</tr>
<tr>
<td>F3/n/E/II/FlexN/CV/-/-/Cmax, ∑F</td>
<td>Vickson and Alfredsson (1992)</td>
<td>Branch and bound-based and local neighborhood search-based heuristic methods</td>
</tr>
</tbody>
</table>

Table 1.5: The m-machine, single-lot, flow shop lot streaming problems addressed in the literature (Cheng *et al.*, 2013)

<table>
<thead>
<tr>
<th>Problem</th>
<th>Addressed by</th>
<th>Approach, Feature, and Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fm/1/E/II/FixN/DV/S(a)/T/Cmax</td>
<td>Truscott (1985, 1986)</td>
<td>Mathematical programming models</td>
</tr>
<tr>
<td>Fm/1/C/II/FixN/DV/-/-/Cmax</td>
<td>Glass <em>et al.</em> (1994a)</td>
<td>Network representation and O(log n) algorithm</td>
</tr>
<tr>
<td>Fm/1/C/II/FixN/CV,DV/-/-/Cmax</td>
<td>Glass and Steiner (1997a)</td>
<td>Network representation and two approximation methods</td>
</tr>
<tr>
<td>Fm/1/C/II/FixN/CV/-/-/Cmax</td>
<td>Baker and Pyke (1990)</td>
<td>Heuristic method for more than two sublots</td>
</tr>
<tr>
<td>Fm/1/C/II/FixN/CV/-/-/Cmax</td>
<td>Glass <em>et al.</em> (1994a)</td>
<td>Network representation and O(log n) algorithm</td>
</tr>
<tr>
<td>Fm/1/C/II/FixN/CV/-/-/Cmax</td>
<td>Williams <em>et al.</em> (1997)</td>
<td>Network representation and heuristic method (feasible index search method)</td>
</tr>
<tr>
<td>Fm/1/C/II/FixN/CV/-/-/Cmax</td>
<td>Glass and Potts (1998)</td>
<td>Network representation and optimal algorithm</td>
</tr>
<tr>
<td>Fm/1/C/II/FixN/CV/-/-/Cmax</td>
<td>Topaloglu <em>et al.</em> (1994)</td>
<td>Closed form expressions when the maximum number of sublots is bounded by two</td>
</tr>
<tr>
<td>Fm/1/C/II/FixN/CV/-/-/Cmax</td>
<td>Steiner and Truscott (1983)</td>
<td>Optimal algorithm for different measures of performance</td>
</tr>
<tr>
<td>Fm/1/C/II/FixN/CV/S(a)/T/Cmax</td>
<td>Kalir and Sarin (2001a)</td>
<td>Optimal algorithm in the presence of sublot-attached setup and transfer time</td>
</tr>
<tr>
<td>Fm/1/C/II/FixN/DV/-/-/Cmax, ∑F</td>
<td>Kalir and Sarin (2000)</td>
<td>Closed-form expressions for makespan and mean flow time reduction achieved by lot streaming</td>
</tr>
<tr>
<td>Fm/1/C/II/FixN/CV/S(a)/-/-/Multiple Objectives</td>
<td>Bukchin and Masin (2004)</td>
<td>Frontier approach and tradeoff between alternative objective functions</td>
</tr>
</tbody>
</table>
Topaloglu et al. (1994) also use the idea of an upper envelope function and show that for the 2-sublot version of the problem, the sublot sizes that minimize the mean-flow-time can be obtained by enumerating the set of closed-form expressions for the minimum of individual convex functions, given by:

\[
s^k_1 = \frac{1}{2} - \frac{\sum_{i=1}^{k-1} p_i}{2 \left( \sum_{i=k+1}^m p_i + p_k \right)}, \quad k = 1, \ldots, n,
\]

and the intersection points of pairs of convex functions, each given by

\[y_k = a_k x_1^2 + b_k x_1 + c_k,\]

where

\[a_k = (2 \sum_{l=k+1}^m p_l) - p_k, \quad b_k = \left( \sum_{l=k+1}^k p_l - 2 \sum_{l=k+1}^m p_l \right), \quad c_k = \sum_{l=k+1}^m p_l.\]

Bukchin and Masin (2004) have considered the problem with sublot-attached setup time as well and have used a dynamic programming-based method to obtain optimal solutions for the objective of minimizing the makespan and mean flow time.

The multiple lot-multiple machine case is considerably harder to solve since the problem is NP-hard even without the use of lot streaming. The m-machine, multiple-lot, flow shop lot streaming problems addressed in the literature are presented in Table 1.6. A typical solution method for the problems in this category has been based on a heuristic method. Kumar et al. (2000) have addressed this problem for no-wait, flow shop and detached setup times. For continuous-sized sublots, they showed that an optimal sequence can be obtained by solving a traveling salesman problem (TSP) problem, whereas for integer-sized sublots they proposed a heuristic procedure. A genetic algorithm was also proposed to solve this problem that produced results comparable to those for the heuristic procedure, and it enabled determination of the number of sublots to use. Hall et al. (2003) have also addressed this problem, and have presented both an optimum seeking and heuristic method for its solution. For equal sublot sizes, Kalir and Sarin (2001c) have developed a heuristic procedure, called the bottleneck minimal idleness heuristic, to minimize the makespan, and have shown the effectiveness of using their method. The bottleneck is defined as the machine that requires the greatest total processing time. The secondary bottleneck is defined for each lot as the machine upstream of the bottleneck that has the largest unit processing time. Lots are sequenced in the lexicographic ordering of the closeness of the secondary bottleneck to the bottleneck machine. Kalir and Sarin (2001d) have presented an optimal algorithm for this problem based on the dominance of machines. Tseng and Liao (2008) have examined the same problem for the objective of minimizing the total weighted earliness and tardiness. They propose a new discrete particle swarm optimization (DPSO) algorithm that incorporates the net benefit of movement (NBM) algorithm to search for the sequence of jobs.

For the objective of minimizing mean flow time, Kropp and Smunt (1990) have presented a quadratic programming formulation. Smunt et al. (1996) have extended the lot streaming policies to stochastic job shop and flow shop environments for the performance measures of mean flow time and standard deviation of flow time. Their numerical experimentation reveals that lot splitting substantially improves both mean flow time and standard deviation of flow time in almost all the instances that they tested. They have used both equal and
consistent sublot sizes, and they emphasize the importance of determining optimal number of sublots. For the case of continuous sublot sizes, Yoon and Ventura (2002a,b) have addressed the $n$-job, $m$-machine flow shop problem to minimize the mean weighted absolute deviation from due dates. A genetic algorithm-based heuristic method is presented in (Yoon and Ventura, 2002a), while pairwise interchange method and neighborhood search mechanisms are developed in Yoon and Ventura (2002b). Kim and Jeong (2009) have investigated the problem of minimizing the makespan using genetic algorithm (GA). They develop an adaptive genetic algorithm (AGA), which outperforms other traditional GAs for this problem. Martin (2009) has considered sequence-dependent setups for this problem, and proposed a genetic algorithm-based heuristic method for its solution.
## Table 1.6: The m-machine, multiple-lot, flow shop lot streaming problem addressed in the literature (Cheng et al., 2013)

<table>
<thead>
<tr>
<th>Problem</th>
<th>Addressed by</th>
<th>Approach, Feature, and Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fm/n/E/C/I FIxn/CV/L(a)/-/F</td>
<td>Smunt et al. (1996)</td>
<td>Different splitting policy in stochastic flow shop environment</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV/L(a)/-/F</td>
<td>Smunt and Smunt (1990)</td>
<td>Optimal algorithm and heuristic method, deterministic and stochastic environment</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV-DV/S(a)/I/C(_{\text{max}})</td>
<td>Glass and Possani (2011)</td>
<td>Optimal solutions for special cases (polynomial time method)</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV-DV/L(a)/C(_{\text{max}})</td>
<td>Defersha and Chen (2010)</td>
<td>Heuristic method for variable sublot sizes</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV-DV/-/-/C(_{\text{max}})</td>
<td>Feldmann and Bokun (2008)</td>
<td>Mixed integer program, interleaving of sublots of different lots</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV-DV/-/-/C(_{\text{max}})</td>
<td>Kalir and Sarin (2001b)</td>
<td>Polynomial time method</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV-DV/-/-/C(_{\text{max}})</td>
<td>Kalir and Sarin (2001c)</td>
<td>Heuristic method (bottleneck minimal idleness heuristic)</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV-DV/-/-/C(_{\text{max}})</td>
<td>Kumar et al. (2000)</td>
<td>Genetic algorithm-based heuristic methods</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV-DV/-/-/C(_{\text{max}})</td>
<td>Hall et al. (2003)</td>
<td>Optimal algorithm based on the generalized traveling salesman problem</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV/L(a)/-/Mean weighted absolute deviation from due date</td>
<td>Yoon and Ventura (2002a)</td>
<td>Heuristic method (genetic algorithm)</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV/L(a)/-/Mean weighted absolute deviation from due date</td>
<td>Yoon and Ventura (2002b)</td>
<td>Heuristic method (pairwise interchange methods and neighborhood search mechanisms)</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV/-/-/Total weighted tardiness and earliness</td>
<td>Tseng and Liao (2008)</td>
<td>Heuristic method (discrete particle swarm optimization)</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV/L(a)/-/C(_{\text{max}})</td>
<td>Kim and Jeong (2009)</td>
<td>Genetic algorithm-based heuristic method</td>
</tr>
<tr>
<td>Fm/n/E/C/I FIxn/CV/L(a)/-/C(_{\text{max}})</td>
<td>Martin (2009)</td>
<td>Genetic algorithm-based heuristic method</td>
</tr>
</tbody>
</table>
Parallel machines shop

Lot streaming has also been used in the parallel-machine environment in which a lot is split into sublots, which are, then, processed in an overlapping fashion on multiple machines. This environment is different from the others considered in this paper because a job of a lot is required to visit only one machine for its processing. Figure 1.2.3 shows processing of three lots on two parallel-machines. The first and third lots are split into two sublots, and a setup time is required every time a new sublot is processed on a machine. Table 1.7 lists the literature on lot streaming in the parallel machine environment.

Various approaches and objective functions have been used for splitting a lot for its processing on parallel machines. The objective functions that have been considered include: the sum of completion times, total tardiness, number of tardy jobs, and, maximum lateness. Yalaoui and Chu (2006) have addressed this problem for the objective of minimizing the sum of completion times. They extend the use of traditional shortest remaining processing time rule (SRPT), in which a lot is split into as many sublots as there are machines available, and each sublot is processed on a machine until and unless it is interrupted by the arrival of a different lot with a shorter remaining processing time. The interruption occurs on all machines. They prove the optimality of such a schedule. For cases where such an extended SRPT rule is not necessarily feasible, they use it to obtain a lower bound to employ in a branch-and-bound-based method. This method is further enhanced through the use of several dominance properties. They have also presented potential real-life applications of this problem.

Kim et al. (2004) have considered the objective of minimizing total tardiness. They have presented a two-phase heuristic method, in which an initial sequence is constructed in the first phase, and lot (job) splitting is implemented in the second phase, and the sublots (subjobs) are rescheduled. Logendran and Subur (2004) employ a job-splitting method for the problem involving unrelated parallel machines and the objective of minimizing the total weighted tardiness. A mixed integer linear programming model is developed for the problem, and a tabu search-based heuristic method is proposed for its solution.

Suer et al. (1997) have considered the objective of minimizing the number of tardy jobs. Four mathematical models are presented with and without the consideration of setup times and lot-splitting. The results show that the lot-splitting-based method performs better in the majority of cases. Lin and Jeng (2004) have addressed batch scheduling in the parallel-machine environment, where sequence-independent setup times is incurred and due date of each job is specified, in order to minimize the maximum lateness and the number of tardy jobs. Two dynamic programming-based algorithms are developed to obtain optimal solutions, but their solution time grows exponentially. They also propose several heuristic methods to find near-optimal solutions in a reasonable amount of time.
The hybrid flow shop consists of two or more stages, each of which comprises one or more parallel machines, with at least one stage consisting of multiple machines. Each lot (job) is processed on each stage sequentially but needs to be processed on at most one machine at any stage.

The hybrid flow shop, lot streaming problems addressed in the literature are shown in Table 1.8. These problems have been studied by Kim et al. (1997), Tsubone et al. (1996), Zhang et al. (2003, 2005), and Liu (2008). While a hybrid flow shop may consist of several stages, the existing literature is limited to the two-stage problem, with at least one stage consisting of two or more machines. The hybrid flow shop is a general version of a flow shop and requires allocation of a sublot to one of parallel machines at a stage for processing. Consequently the results of the two-machine flow shop lot streaming problem are not directly applicable. Kim et al. (1997) have considered a two-stage hybrid flow shop with identical parallel machines at each stage and the objective of minimizing the makespan. They assume equal sublot sizes, lot-attached and lot-detached setup times, and the optimal solution is similar to that obtained using Johnson’s rule. Tsubone et al. (1996) have considered the $1 + m$ (with one machine at stage 1 and $m$ identical machines at stage 2) problem and have used a simulation model to study the impact of lot sizing for the objectives of optimizing total flow time, makespan, capacity utilization, and maximum work-in-process level. Zhang et al. (2003, 2005) and Liu (2008) have considered the $m + 1$ problem. Zhang et al. (2003) assume one of the stages to be a bottleneck and sublot sizes to be integers. The problem is then, formulated as a mixed integer linear programming model, and two heuristic methods are proposed that allocate the sublots as evenly as possible to the machines at Stage 1, and they are shown
to produce near-optimal solutions. \cite{ZHANG2005} assume equal subplot sizes and the objective of minimizing mean completion time. A lower bound and two heuristic methods are presented for the solution of this problem. \cite{LIU2008} assumes a given number of sublots and the objective of minimizing the makespan. They prove that a rotation method of allocating the sublots of different lots over the $m$ first-stage machines is optimal, and employ a linear programming model to obtain optimal subplot sizes. For the case of equal sublots, there exists an optimal schedule where all the first stage machines are balanced, i.e., have equal work content. They also present a heuristic method to determine number of sublots when all the sublots are of the same size.
Table 1.7: The parallel machines, lot streaming problems addressed in the literature (Cheng et al., 2013)

<table>
<thead>
<tr>
<th>Problem</th>
<th>Addressed by</th>
<th>Approach, Feature, and Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>P/n/E/II/FixN/CV/L(a)/-/-/∑F</td>
<td>Yalaoui and Chu (2006)</td>
<td>Branch and bound-based algorithm</td>
</tr>
<tr>
<td>P/n/E/II/FixN/CV/L(a)/-/-/Tardiness</td>
<td>Kim et al. (2001)</td>
<td>Two-phase heuristic method (1. Initial Sequence; 2. Split each lot into sublots)</td>
</tr>
<tr>
<td>P/n/C/II/FixN/CV/L(a)/-/# of Tardy Jobs</td>
<td>Logendran and Subur (2004)</td>
<td>Tabu search-based heuristic method</td>
</tr>
<tr>
<td>P/n/E/II/FixN/CV/L(a)/-/-/Lateness and # of Tardy Jobs</td>
<td>Suer et al. (1997)</td>
<td>Mathematical programming</td>
</tr>
<tr>
<td>P/n/E/II/FixN/CV/L(a)/-/-/</td>
<td>Lin and Jeng (2004)</td>
<td>Dynamic programming-based algorithm and two heuristic methods</td>
</tr>
</tbody>
</table>

Table 1.8: The hybrid flow shop, lot streaming problems addressed in the literature (Cheng et al., 2013)

<table>
<thead>
<tr>
<th>Problem</th>
<th>Addressed by</th>
<th>Approach, Feature, and Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>H(m+m)/n/E/II/FixN/CV/L(a),L(d)/-/-/Cmax</td>
<td>Kim et al. (1997)</td>
<td>Optimal algorithm similar to Johnson’s rule</td>
</tr>
<tr>
<td>H(1+m)/n/-/-/S(a)/-/-/Cmax,∑F.,etc.,</td>
<td>Tsubone et al. (1996)</td>
<td>Simulation models to test different performance measures</td>
</tr>
<tr>
<td>H(m+1)/1/E/II/FlexN/CV/-/-/F</td>
<td>Zhang et al. (2003)</td>
<td>Heuristic methods</td>
</tr>
<tr>
<td>H(m+1)/n/E/II/FlexN/CV/S(a)/-/-/</td>
<td>Zhang et al. (2005)</td>
<td>Mathematical programming model and heuristic method</td>
</tr>
<tr>
<td>H(m+1)/1/E/II/FlexN/CV/S(a)/-/-/Cmax</td>
<td>Liu (2008)</td>
<td>Heuristic method to test worst-case performance</td>
</tr>
</tbody>
</table>
Job Shop

The job shop, lot streaming problems addressed in the literature are shown in Table 1.9. One approach for using job splitting in job shops has been to permit intermingling of sublots of different lots. Often, an iterative procedure is used where the size and number of sublots are decided in one step, while their processing schedule is decided at a separate step. For the objective of minimizing makespan, Dauzere-Peres and Lasserre (1993, 1997) have presented an iterative procedure for the use of lot streaming in a general job shop with and without capacitated sublot sizes. They consider the case when the lots are first divided into sublots, and then, these sublots are treated as independent lots and are scheduled in the job shop, i.e., the sublots are allowed to intermingle. The sublot sizes are not allowed to change over different machines. Optimal sublot-sizes are computed in the first step given a sequence of sublots on the machines, while in the second step, a better sequence is computed by solving a standard job shop scheduling problem with fixed sublot sizes. Since this problem is NP-hard, a heuristic based on the shifting bottleneck procedure (Adams et al., 1988) is employed. Results of numerical experimentation are presented to show an improvement in makespan obtained because of lot streaming. Dauzere-Peres and Lasserre (1997) have also considered sublot-attached setup times and precedence constraints. Jeong et al. (1999) present an iterative procedure for lot splitting for the objective of minimizing the makespan when due dates must be satisfied. They analyze the influence of lot-detached setup times and allow consistent sublots without intermingling. In order to solve the sequencing and scheduling problem, and to reduce the number of batches, a modification of the shifting bottleneck procedure is developed. Once a schedule is developed, the number and size of sublots is decided. These steps are repeated until no further reduction in makespan is obtained, or, when a given target of reduction in makespan is achieved. Lot splitting is shown to reduce the makespan by up to 80% from the value obtained without lot splitting. Buscher and Shen (2009) present a three-phase algorithm to solve lot streaming problem in a job shop environment for minimizing makespan. The three-phase algorithm involves generation of equal sublot sizes, determination of schedules (by a tabu search method), and variation of sublot sizes. Individual sublots are permitted to intermingle. Performance of the basic tabu search method is confirmed by experimentation, and near-optimal solutions are generated in reasonable time.

Jacobs and Bragg (1988) and Kannan and Lyman (1994) have considered the objective of minimizing the mean flow time. Jacobs and Bragg (1988) have presented use of the lot-sizing concept without considering setup and transfer time/cost. They develop the concept of "repetitive lots (RL)" , which is similar to equal sublots in lot streaming, in order to reduce the flow time. Simulation experimentation is employed to evaluate the performance of the RL concept, and it is shown to significantly reduce flow times and their variability. Kannan and Lyman (1994) have presented the results of their experimentation obtained by using two factors (namely, setup times and dispatching rules), and three family selection rules, which are: WORK (select jobs with the highest total work content), FCFAM (select the first transfer batch to arrive at the queue), and SKFAM (transfer batch with the lowest
job slack).

For other objectives, Wagner and Ragatz (1994) have presented the impact of lot streaming on due date-based objectives. They address two issues: the impact of setup times on lot streaming and determination of the sizes of transfer batches. They show that mean tardiness could be reduced (up to 39%) and number of tardy jobs could be reduced as well because of the use of lot streaming. Jin et al. (1999) use multiple objectives with fixed-sized transfer lots, for which a synergistic combination of Lagrangian relaxation, backward dynamic programming (BDP), and heuristic methods are used for its solution. Numerical results are presented to show that the method can generate on-time delivery schedules with lower work-in-process (WIP) level in reasonable computational time.

Open shop

For the open shop single-lot problem, the aim is to simultaneously deal with the routing of the jobs of the lot and sizes of sublots. The open shop, lot streaming problems addressed in the literature are shown in Table 1.10. There are two cases considered in the literature. In the first case, all the sublots follow the same sequence of machines for their processing. Once such a sequence is determined, the problem reduces to a flow shop problem. In the second case, multiple routes exist and each sublot may follow an independent sequence. For a fixed number of equal sublots and no intermittent idling, Steiner and Truscott (1993) have shown that the optimal sequence of machines is pyramidal, i.e., there does not exist any machine in the sequence such that \( p_{(i-1)} > p_{i} < p_{(i+1)} \), where \( p_{i} \) is the processing time on the i'th machine in the optimal sequence. Sen and Benli (1998) extend these results to the case when sublots are not necessarily equal and intermittent idling is permitted. They also state that one of the important characteristics of an open shop is the one-to-one correspondence between an m-machine, n-product problem and an n-machine, m-product problem, that is, the machines and products could be switched. They note that the sequence in which the sublots are processed is known, i.e., the first sublot is followed by the second sublot, and so forth. By switching the machines and products, all that needs to be determined is an optimal permutation of machines that form a flow shop configuration. In addition, such a flow shop is an ”ordered” flow shop since, if a machine \( i \) requires more time than a machine \( j \) to process a sublot, then, machine \( i \) will be slower for all other sublots as well. As shown in (Smith et al., 1975), there exists an optimal pyramidal permutation for the ordered flow shop problem and a polynomial time algorithm to determine the optimal machine sequence for a given number and size of sublots. For multiple lots in a two-machine open shop, they have shown that lot streaming will reduce the makespan only if there is a job with large processing times. Glass et al. (1994a) have discussed the case of an m-stage production process, and have shown that in the presence of multiple routes, if \( n \geq m \), the makespan can be minimized by using \( m \) equal sublots, with each sublot \( k \) following the machine sequence \( k \rightarrow k+1 \rightarrow \cdots m \rightarrow \cdots k-1 \). The resulting makespan is \( mU_{\max}^{\max}(p_{i}) = U_{\max}^{\max}(p_{i}) \). Hall et al. (2005) have considered this problem for the no-wait case with sublot-attached setup.
times. They formulate it as a traveling salesman problem with a pseudopolynomial number of cities.
Table 1.9: The job shop, lot streaming problems addressed in the literature (Cheng et al., 2013)

<table>
<thead>
<tr>
<th>Problem</th>
<th>Addressed by</th>
<th>Approach, Feature, and Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jm/n/C/II/FixN/DV/-/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Dauzere-Peres and Lasserre (1993)</td>
<td>Heuristic method</td>
</tr>
<tr>
<td>Jm/n/C/II/FixN/DV/-/S(a)/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>(Dauzere-Peres and Lasserre, 1997)</td>
<td>Optimal branch and bound-based algorithm, and, iterative heuristic with shifting bottleneck procedure</td>
</tr>
<tr>
<td>Jm/n/E,C,V/II/FixN/CV/L(a)/T/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Jeong et al. (1999)</td>
<td>Heuristic method (modified shifting bottleneck procedure)</td>
</tr>
<tr>
<td>Jm/n/C/II/FixN/CV/-/-/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Buscher and Shen (2009)</td>
<td>Heuristic method (tabu search)</td>
</tr>
<tr>
<td>Jm/n/E,C,V/II/FixN/CV/L(a)/-/-F,Tardiness</td>
<td>Kuan and Lyman (1994)</td>
<td>Simulation for different family scheduling rules and transfer batch sizes</td>
</tr>
<tr>
<td>Jm/n/C/II/FixN/CV/L(a)/-/-F,Tardiness</td>
<td>Smunt et al. (1996)</td>
<td>Different splitting policy in stochastic job shop environment</td>
</tr>
<tr>
<td>Jm/n/E/C,V/II/FixN/CV/L(a)/-/-F,Tardiness</td>
<td>Jacobs and Bragg (1988)</td>
<td>Simulation model to test repetitive lots (RL) concept</td>
</tr>
<tr>
<td>Jm/n/E,C,V/II/FixN/CV/L(a)/-/-Multiple Objectives</td>
<td>Jin et al. (1999)</td>
<td>Repetitive lots (RL) on due date performance</td>
</tr>
<tr>
<td>Jm/n/V/II/FixN/CV/S(a)/-/-C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Defersha and Chen (2012)</td>
<td>Flexible job shop, sequence dependent setup time, LP-based sublot sizing</td>
</tr>
<tr>
<td>Jm/n/C/II/FixN,VarN/DV/-/-/C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Liu et al. (2012)</td>
<td>Numerical experimentation and heuristic search method to maximize exponentially decreasing value</td>
</tr>
</tbody>
</table>

Table 1.10: The open shop, lot streaming problems addressed in the literature (Cheng et al., 2013)

<table>
<thead>
<tr>
<th>Problem</th>
<th>Addressed by</th>
<th>Approach, Feature, and Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Om/1/C/II/FixN/CV/-/-C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Glass et al. (1994a)</td>
<td>Network representation and optimal algorithm for multiple routes</td>
</tr>
<tr>
<td>Om/1/E/NI/FixN/CV/-/-C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Steiner and Truscott (1993)</td>
<td>Optimal algorithm to determine routing for equal sublots</td>
</tr>
<tr>
<td>Om/1/C/II/FixN/CV/-/-C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Sen and Bendi (1998)</td>
<td>Optimal algorithm</td>
</tr>
<tr>
<td>O2/n/C/II/FixN/CV/-/-C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Sen and Bendi (1998)</td>
<td>Optimal algorithm to determine routing for non-preemptive and preemptive cases</td>
</tr>
<tr>
<td>O2/n/C/NI/FixN/DV/S(a)/-/-C&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Hall et al. (2003)</td>
<td>Optimal algorithm based on the generalized traveling salesman problem</td>
</tr>
</tbody>
</table>
1.2.3 Applications of Lot Streaming

The concept of lot streaming is similar to the idea of unit-piece flow in lean manufacturing (Womack and Jones, 2003), and in fact it can be considered as a generalization of the lean principles of material flow. Lot streaming helps in reducing makespan, WIP (work-in-process), and cycle time, among other measures of performance, by increasing the velocity of product flow. The key implementation strategy behind the flow principle of lean manufacturing is to transform a production system into a continuous flow system, one that involves smaller transfer lots (sublots), ideally of size one. However, unit-sized sublots may not always be economically feasible since increasing the number of sublots may increase material handling cost. Also, in the presence of transportation time, removal time, sublot-attached setup time, etc., unit-sized sublots may not be optimal for time-based objectives either. Nonetheless, a greater product flow velocity can be achieved by transferring sublots downstream that are smaller than the production batch. The problem, then, reduces to determining optimal number and sizes of sublots along with the sequence in which to process the batches. Such decisions assist in the implementation of the lean concept.

Another area of research that lot streaming relates to is material transfer co-ordination. Consider a two-stage assembly system. In such a system, material transfer decisions that maximize the velocity of material flow for one supplier may not be optimal for the entire system since there may exist another supplier that is a bottleneck for the entire system and increasing material flow from a supplier may merely increase handling cost, but not improve time-based performance. Two-stage assembly systems are frequently observed in industry. An instance of multiple lot assembly arises in the commercial truck manufacturing industry where customers place orders for small batches of trucks and orders may differ widely from each other. Customers often already have a fleet of trucks and want uniformity in the design of their trucks to make it easier to maintain spare parts inventory and perform maintenance checks or repairs. Therefore, even core elements of a truck’s design may have to be adapted to customer requests, and it is not feasible to maintain an inventory of all possible sub-assemblies. Therefore, orders are placed with suppliers only after receiving a customer order. In addition, truck manufacturers have to quote short lead times in order to remain competitive. Other examples of two-stage assembly systems can be found in personal computer manufacturing (Potts et al., 1993), fire engine assembly (Lee et al., 1993) and scheduling queries in distributed database systems (Allahverdi and Al-Anzi, 2006a).

1.2.4 Problems that have not been addressed in the literature

As can be seen in the survey of the literature in the prequel, lot streaming has been studied in a variety of production environments. In particular, lot streaming in two-stage flow shops has received the most attention. However, there are several two-stage lot streaming problems that have not been studied yet. Next, we outline some important problems that have yet to be addressed in the lot streaming literature:
• Frequently, when a new product is manufactured, initial production rates are lower than steady-state production rates. As the manufacturer gains experience, the production rate increases. Such a phenomenon is referred to as learning. The effect of learning can alter optimal sublot sizes for a lot streaming problem. However, the effect of learning has not been incorporated in any lot streaming model studied so far. Some areas of further investigation include:
  - Study of the impact of learning that influences only in processing times in lot streaming environments
  - Study of the impact of learning where it influences more than one processing step, sublot-attached setup times an processing times.

• Lot streaming has not been studied in the presence of stochastic processing times. In particular, whenever a manufacturer sources material from a supplier in two sublots, the performance of the system may be compared to dual sourcing, where the two sublots originate from different suppliers. In a stochastic environment, these two scenarios may have different performance characteristics. However, a comparison of these two cases has not been provided in the literature.

Another important area that has not been addressed in the literature is the case of two-stage assembly systems. These systems are ubiquitous in manufacturing environments, but the lot streaming literature related to them has been limited.

• Lot streaming in an assembly system has been studied by Sarin et al. (2011) in the past for the case when a single lot is manufactured and the multiple lot case has been studied by Sarin and Yao (2011) for the case when lot attached setup times are present. Both problems have been studied for the objective of minimizing makespan, and, under the assumption of equal number, and size, of sublots from each manufacturer. The case when each supplier is permitted to use different subplot sizes and different number of sublots has not been studied. Some new problem areas that may be researched are:
  - The relationship between two-stage flow shop problems and two-stage assembly system problems.
  - The influence of material handling costs on lot streaming decisions.
  - Efficient algorithms to optimize the size and number of sublots.
  - Integer programming formulations for the NP-hard cases of the two-stage assembly lot streaming problem.

1.3 Problem Studied in this Work

We address new research problems that address several of the new research areas identified in Section 1.2.4. In particular, we study lot streaming in two-stage flow shops and assembly
systems. Such two-stage production environments are observed when a supplier, at the first stage, produces material and supplies it to a manufacturer, at the second stage. While in some cases, the supplier may satisfy a manufacturer’s demand from inventory, material may be produced after receiving an order due to several reasons. For example, in large commercial truck manufacturing, nearly all components are made to order by suppliers. One reason for doing so is that manufacturers have specific kitting (packaging) requirements and kitting material are provided to suppliers along with an order. While a supplier may produce goods in advance, the cost of packaging and storing in a warehouse, and then, repackaging using the manufacturer’s kits usually proves uneconomical. This is particularly true in this industry because truck components are often very heavy and material handling and storage is expensive. Another reason that components are made to order is due to customization requirements. Often, customers who buy commercial trucks require a great deal of customization of the vehicles they purchase, either to satisfy the engineering requirements of the task they will perform, or to make new trucks conform to the design of the existing trucks in their fleet, so that maintenance is simplified. Due to customization, the design of truck components may vary greatly between orders. Hence, it may not be possible to maintain an inventory of all possible requirements. Additionally, truck designs are frequently updated, hence existing inventory may be rendered obsolete. Given the high cost of most components, this risk is unacceptable to suppliers.

In Chapter 2, we study lot streaming in the presence of learning in processing and setup times in a two-stage flow shop when sublot-attached setup times are present (see Figure 1.3.1). In our problem, we minimize the makespan, and, to that end, we obtain optimal sublot sizes and optimal number of sublots. Note that unlike most lot streaming problems, increasing the number of sublots may not necessarily result in a lower makespan when sublot-attached setup times are present. We extend our solution method to more general problems in Chapter 3 to address learning in general lot streaming problems where the effect of learning is observed in processing times. We introduce a transformation that allows the use of solution methods for constant-processing-time problems when learning is present. In addition, we provide details of the scope of problems to which it can be applied, and present a method to solve them.
Then, in Chapter 4, we study lot streaming in the presence of stochastic processing times. We consider the case when material is supplied from one supplier at the first stage to a single manufacturer at the second stage. As discussed earlier, this constitutes a two-stage flow shop. The deterministic version of this problem has been studied by Trietsch (1987) and Potts and Baker (1989a) who show that optimal sublot sizes to minimize the makespan (which is linear in production lead time in this problem) are geometric in nature. However, when processing times are stochastic, we must consider the risk of a stockout at a manufacturer’s facility between the exhaustion of the first sublot and the arrival of the second sublot. Reducing this risk by allowing the second sublot to arrive early increases the makespan (lead time) and average inventory. We provide closed-form expressions to evaluate these factors. We consider an alternative of dual sourcing in which two different suppliers at the first stage supply material, and, allow each supplier to produce one sublot. Then, we compare the performance of such a system to the case when a single supplier provides material using the same sublot sizes. Using two suppliers is referred to as dual sourcing, while using a single supplier, but with two sublots, can be termed single sourcing with lot streaming. We study single- and dual-sourcing for the cases when the suppliers’ processing times are stochastic and when both the supplier and manufacturer have stochastic processing times. Figure 1.3.2 depicts the production environment considered in this chapter.
Finally, in Chapter 5, we study the use of lot streaming in assembly systems with $s$ distinct suppliers that produce sub-assemblies at the first stage, and a second stage, consisting of a single assembly line, where the sub-assemblies are assembled into a final product. We study this two-stage assembly problem for the case when $l$ lots are produced by $s$ suppliers, and suppliers may use lot streaming to reduce their lead time. Using lot streaming may result in a reduction of the makespan resulting from the production of all lots. However, it would also result in an increase in material handling cost. Hence, a weighted sum of the makespan and material handling costs is minimized. We refer to this problem as the Assembly Lot Streaming Problem (ALSP). We assume that the material handling cost increases with the number of sublots used, and it is given. Also, we assume that the maximum number of sublots, denoted by $n_{iv}$, $i \in 1 \cdots l$, $v \in 1 \cdots s$, that any lot may use, is provided. In order to obtain an optimal schedule, (i) we must obtain the optimal sequence in which the lots are processed, (ii) the optimal number of sublots used by each lot from each supplier, and, (iii) the optimal sublot sizes. We refer to this problem as the Assembly Lot Streaming Problem (ALSP). Note that the size of the input data is polynomial in $lsN$, where $N$ is the largest value of $n_{iv}$. An example of a schedule for the ALSP is shown in Figure 1.3.3.

Scheduling multiple lots in an assembly system was first studied by Lee et al. (1993) for the objective of minimizing makespan for the case of number of suppliers $s = 2$. Potts et al. (1995) considered the problem for an arbitrary $s$ and proved the problem to be NP-hard in the strong sense, even for $s = 2$. They showed that there exists an optimal permutation schedule, and an arbitrary sequence has a worst-case ratio bound of 2. They presented a heuristic with a worst-case bound of $2 - 1/s$. Hariri and Potts (1997) also study this problem and develop a branch-and-bound algorithm as well as obtain a lower bound and several dominance properties to improve its performance. Haouari and Daouas (1999) also propose a branch-and-bound algorithm for $m = 2$. Powerful heuristics for this problem have been proposed.
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by Sun et al. (2003). Allahverdi and Al-Anzi (2006a) obtained a dominance relationship for the case when setup times are considered separately from processing times. They also propose evolutionary heuristics to solve this problem. Some other objective functions that have been studied for this system are maximum lateness (Allahverdi and Al-Anzi, 2006b), maximum lateness with setup times (Al-Anzi and Allahverdi, 2007), a bi-criteria of maximum lateness and makespan (Al-Anzi and Allahverdi, 2009), total completion time (Al-Anzi and Allahverdi, 2006), total weighted flow-time time (Tozkapan et al., 2003), a bi-criteria of makespan and mean completion time (Allahverdi and Al-Anzi, 2008) and total completion time with setup times (Allahverdi and Al-Anzi, 2009). Recently, Sarin et al. (2011) have studied the use of lot streaming when a single lot of identical items is produced in a two-stage assembly system and a setup time is incurred at the beginning of production on any machine. Sarin and Yao (2011) have addressed the same problem for the case of multiple lots. Given the number of sublots, they develop an algorithm to obtain optimal integer-sized sublot sizes. An instance of this problem occurs in commercial truck manufacturing where trucks are ordered in small batches by customers and components are made to order by manufacturers. Other examples of two stage assembly systems can be found in personal computer manufacturing (Potts et al. 1995), fire engine assembly (Lee et al. 1993) and scheduling queries in distributed database systems (Allahverdi and Al-Anzi, 2006a).

There exists a close relationship between the ALSP and makespan minimization problems for single lot, two-machine, flow shops, where the machine at the first stage represents a supplier and the machine at the second stage represents the assembly operation. We refer to this problem as the Single Lot Flow Shop Lot Streaming Problem (SLFS-LSP) In Chapter 5, we show that in any optimal schedule, there exists at least one lot for which the sublot sizes used by a supplier at the first stage are identical to the sublot sizes in an optimal schedule for the corresponding SLFS-LSP. We refer to this lot as the ”bottleneck lot”. For other suppliers, sublot sizes corresponding to an optimal schedule for the SLFS-LSP are optimal, but, due to the presence of slack, not necessarily unique. Since the bottleneck lot cannot be identified a-priori, the first step required to solve the ALSP is to solve the SLFS-LSP for each lot $i = 1, \cdots, l$, corresponding to each supplier $v = 1, \cdots, s$, for all values of $n = 1, \cdots, n_{iv}$.

Note that, this step requires polynomial-time, provided the minimum makespan and optimal sublot sizes for each SLFS-LSP can be obtained in $O(N^\alpha)$ time, where $\alpha$ is finite. The algorithm used to solve this problem is dependent on the production environment considered, for example, on the presence of factors like setup times, transportation times, the effect of learning etc., which impact the solution method used. As we show, the ALSP can be solved in polynomial-time if the production sequence is known, and it is NP-hard if an optimal sequence must be obtained. The methodology used to solve this second step is independent of the production environment, provided the total time required by the supplier or the assembly stage to process a lot is independent of the number of shipments used to transfer that lot from the supplier to the manufacturer. It requires the minimum makespan values of the SLFS-LSP problems obtained at the first step. Consequently, the solution method for the second step developed here is applicable to a wide variety of problems, provided the problems at the first are solvable.
Figure 1.3.3: Lot streaming in a two-stage assembly shop.
Chapter 2

Lot Streaming in Two-stage Flow Shops in the Presence of Learning and Sublot-attached Setup Times

2.1 Introduction

In this chapter, we address the problem of lot streaming in a single lot flow shop in the presence of learning and sublot-attached setup times. For brevity, this problem is referred to as Lot streaming with Sublot Attached Setups (L-SAS). In addition, we study the same problem when the effect of learning is observed in processing times (referred to as L-SAS with Learning in Processing times, or, L-SASLP) and the case when learning is observed in sublot-attached setup times (referred to as L-SAS with Learning in sublot-attached Setup time, or, L-SASLS). We also study the case when learning is observed in both processing- and setup-times. Since only a single lot is considered in this chapter, we simplify the notation used by denoting the number of sublots used by $n$ and the upper bound on $n$ by $N$. Usually, the minimum makespan decreases with an increase in $n$. However, this is not true when sublot-attached setup times are present. It is possible that the minimum makespan value reaches a minimum for some value of $n$, say $n_{opt}$, and then increases. In such cases, all values of $n = n_{opt} + 1, \ldots, N$ could be ignored, since they have a higher makespan as well as a higher material handling cost than that obtained for $n_{opt}$. In this chapter, we address the problem of determining both the maximum number of sublots $n_{opt}$ that is economically viable, i.e., the value of $n$ after which the makespan increases, and optimal sublot sizes for processing a single lot in a two-machine flow shop for the criterion of minimizing the makespan. A setup time is encountered every time a sublot is processed on a machine, and it is incurred only after the arrival of the sublot on that machine. We designate it as sublot-attached setup. This is in contrast to a sublot-detached setup that may be performed ahead of the arrival of the sublot on that machine. Also, we address the case when there exists a learning effect in processing
times and sublot-attached setup times. We provide closed-form expressions to determine optimal sublot sizes when sublot sizes are permitted to be continuous and propose simple search procedures to obtain optimal number of sublots, $n_{opt}$, for the makespan criterion. Also, we propose a method to determine integer sublot sizes.

The two new features in the context of the two-machine, flow-shop, lot streaming problem that we consider are: sublot-attached setups and the effect of learning on the processing and setup times. An instance of sublot-attached setup arises in semiconductor manufacturing where a processing tool, like a photolithography workstation, requires qualification whenever a new batch of jobs is to be processed on it, in order to keep the process in control. Kalir and Sarin (Kalir and Sarin, 2001a and Kalir and Sarin, 2003) have considered sublot-attached setup times for an $m$-machine flow-shop lot streaming problem involving a single lot and multiple lots, respectively, but for the case of equal-sized sublots. The problem addressed by Bukchin et al. (2002a) is similar to the problem we consider in this paper except for the objective function, which in their case is minimization of average flow time as against the minimization of makespan for our problem. Baker and Trietsch (2009) and Alfieri et al. (2012) have presented a method to obtain optimal discrete sublot sizes in the presence of sublot-attached setup times, and they have also proposed a heuristic that is based on continuous sublot sizes.

Our motivation for including the second feature is to study the impact of learning in the lot streaming environment, i.e., to determine how the optimal number of sublots and optimal sublot sizes vary as the processing and setup times change due to experience gained with every additional unit produced. The learning-effect becomes important whenever the setup and processing of a job are performed manually. An example of such a scenario arises in a small-scale wafer fabrication facility that mainly caters to military demand. Such a facility is operated manually because of relatively small-sized orders of products, which keep evolving with military needs.

Closed-form solutions have been developed for some lot streaming problems involving two, three and $m$-machine flow shop problems (Potts and Baker, 1989a; Glass et al., 1994b; Kalir and Sarin, 2001a). Most of the literature on finding closed-form solutions assumes a continuously divisible lot. Moreover, it has been shown that continuous sublot sizes provide a good approximation when the production lot consists of discrete parts (Bukchin et al., 2002a; Shallcross, 1992). In this paper as well, we assume a continuously divisible lot to develop closed-form solutions for optimal sublot sizes. However, we also present a method to determine integer sublot sizes.

A learning effect is observed when a worker’s ability increases with experience. The mathematical form of a learning curve was introduced by Wright-Patterson (1936) who observed the cycle time to reduce by a constant percentage every time the quantity produced was doubled. Yelle (1979) has reviewed various modifications of Wright-Patterson’s learning curve. The log-linear form of the learning curve remains popular, and it has been supported empirically in the literature (Dar-EI, 2000). If we represent the time required to execute the
first cycle by $\tau^1$ and that required by a subsequent cycle $i$ by $\tau^i$, $i = 2, 3, \ldots$, then Wright-Patterson’s learning curve can be expressed as a function of the number of cycles $i$ and a constant $d$ as follows: $\tau^i = \tau^1i^{-d}$, $i = 2, 3, \ldots$, where $d (> 0)$ is called the learning constant, and it captures a worker’s ability to learn. A larger value of $d$ represents faster learning, and hence, a quicker reduction in cycle time. The value of $d$ is less than one in practice (Baloff, 1971). Dar-El (2000) and Dar-El et al. (1995a,b) have related the standard processing time, denoted by STD, to the first execution time by the expression: $STD = \tau^1/(57-602^{-d})$. A variety of scheduling problems in the presence of learning have been studied in the literature. The impact of learning in job processing times in the context of a single machine scheduling problem has been studied by Biskup (1999a) for the joint objective of minimizing the sum of flow times and deviation from a common due date. Mosheiov (2001) has shown that this problem can be solved in polynomial time for the objective of minimizing the makespan. The problem of minimizing the total completion time for a two-machine flow shop has been addressed by Lee and Wu (2004), who proposed a heuristic to solve this problem, and also, developed some dominance rules to enhance the effectiveness of a branch-and-bound method for this problem. Biskup (2008a) has provided a review of scheduling in the presence of learning. However, the study of lot streaming in the presence of learning is new, and it has not been addressed in the literature.

In what follows, we present the notation, assumptions and some preliminary results in Section 2.2. The problem of determining optimal sublot sizes and number of sublots for constant job processing and sublot-attached setup times for a continuously divisible lot is discussed in Section 2.3 while the same problem in the presence of learning in processing and setup times is analyzed in Section 2.4. A method to determine integer sublot sizes is then presented in Section 2.5. Finally, some concluding remarks are made in Section 2.6.

### 2.2 Notation, Assumptions and Some Preliminaries

Consider the following notation:

**Subscripts:**

$a =$ Machine 1.

$b =$ Machine 2.

**Parameters:**

$p_a =$ Unit processing time on machine 1.

$p_b =$ Unit processing time on machine 2.

$U =$ lot size.

$N =$ Maximum possible number of sublots. Note that all sublot sizes do not necessarily take positive
values and some can be zero.

\( \tau_a = \) Sublot-attached setup time on machine 1 that is encountered only if sublot size is positive.

\( \tau_b = \) Sublot-attached setup time on machine 2 that is encountered only if sublot size is positive.

**Decision Variables**

\( n = \) Number of sublots with positive sizes.

\( s_k = \) Size of the \( k^{\text{th}} \) sublot, \( k = 1, 2, \ldots, n; \) it can take continuous values

(\text{the case of discrete sublot sizes is discussed in Section 2.5}).

Furthermore, we define the ratio of the processing time of a job on machine 2 to that on machine 1 by

\[
q = \frac{p_b}{p_a}. \quad (2.1)
\]

and,

\[
T = \frac{(\tau_b - \tau_a)}{p_a}. \quad (2.2)
\]

When \( q = 1 \), we have \( p_b = p_a \), and we denote both \( p_a \) and \( p_b \) by \( p \) in that case. Note that, when \( \tau_a \neq \tau_b \), \( T \) can take a positive or negative value. Unless mentioned otherwise, we use \( M \) to denote the makespan of a schedule. We assume that the material is processed on machine 2 in the order in which it arrives. Sublot sizes are said to be consistent if they remain the same on both the machines. In the absence of any setup, Potts and Baker (1989a) have shown that there exists an optimal schedule with consistent sublot sizes for the two-machine flow shop, makespan minimization, lot streaming problem. It is easy to show that this result holds true when sublot-attached setups are present as well.

**Property 2.1:** There exists an optimal schedule with consistent sublot sizes for the L-SAS problem.

**Proof.** We prove this result by transforming an optimal schedule for which the sublot sizes are not consistent to a schedule with consistent sublots without increasing the makespan.

Let the given optimal schedule consist of \( n \) sublots on machine 1 and \( n' \) sublots on machine 2. Sublot \( i \) on machine 1 can supply material to more than one sublot on machine 2. We denote the first sublot on machine 2 that receives material from sublot \( i \) by \( j^{\text{min}}(i) \) and the last sublot that receives material from sublot \( i \) by \( j^{\text{max}}(i) \), i.e., sublot \( i \) supplies material to sublots \( j^{\text{min}}(i), j^{\text{min}}(i) + 1, \ldots, j^{\text{max}}(i) \) of machine 2. Similarly, a sublot on machine 2 may receive material from more than one sublot on machine 1. Since, by assumption, the material is processed on machine 2 in the order in which it arrives from machine 1, the earliest sublot on machine 2 that can receive material from sublot \( i + 1 \) (of machine 1) is
Therefore, \( j_{\text{max}}(i) \leq j_{\text{min}}(i + 1) \). If \( j_{\text{max}}(i) = j_{\text{min}}(i + 1) \), there must exist some material that is processed in sublot \( i \) (on machine 1) and then transferred to sublot \( j_{\text{max}}(i) \) (on machine 2). We can transfer this material from sublot \( i \) (on machine 1) to sublot \( i + 1 \) (on machine 1). Clearly, this step does not increase the makespan since sublot \( j_{\text{max}}(i) \) (on machine 2) does not begin processing until all the necessary material from sublot \( i + 1 \) (on machine 1) has arrived. Repeating this step would produce a schedule in which each sublot on machine 1 supplies material to exactly one sublot on machine 2. Now, if more than one sublot on machine 1 supplies material to a sublot \( j \) on machine 2, then these sublots can be merged. Clearly, this would also not alter the completion time of the last sublot to transfer material to sublot \( j \) (on machine 2), and hence would not impact the makespan. Repeating this step would produce a schedule in which where each sublot on machine 2 receives material from exactly one sublot on machine 1. Hence, by repeating the above steps, we obtain a schedule with consistent sublot sizes without increasing the makespan.

The reversibility property in the context of scheduling is said to hold if the makespan obtained by scheduling the jobs in the forward sequence from machine 1 to machine 2 is the same as that obtained by scheduling them backward from machine 2 to machine 1. The reversibility property holds true for the two-machine flow shop, makespan minimization, lot streaming problem (Potts and Baker (1989a)). This property holds true in the presence of sublot-attached setup times as well because the critical path remains the same in the forward and backward directions, and it is stated as follows:

**Property 2.2:** The L-SAS problem is reversible.

**Proof.** The length of a critical path determines the makespan for a flow-shop. For the problem on hand, the length of a critical path is given by the following expression,

\[
M = \max_{i = 1, \ldots, n} \left( \sum_{k=1}^{i} (\tau_a + p_a s_k) + \sum_{k=i}^{n} (\tau_b + p_b s_k) \right).
\]  

(2.3)

For the reverse problem, the order of the sublots is reversed, i.e., if we denote the sublot sizes for the reverse problem by \( s_k' \), we have \( s_k' = s_{n+1-k} \), \( k = 1, \ldots, n \). So, the critical path is obtained by the following expression,

\[
M = \max_{i = 1, \ldots, n} \left( \sum_{k=1}^{i} (\tau_b + p_b s_k') + \sum_{k=i}^{n} (\tau_a + p_a s_k') \right).
\]

By substituting \( s_k' \) with \( s_{n+1-k} \) we have,

\[
M = \max_{i = 1, \ldots, n} \left( \sum_{k=1}^{i} (\tau_b + p_b s_{n+1-k}) + \sum_{k=i}^{n} (\tau_a + p_a s_{n+1-k}) \right).
\]
After rearranging the indices,

\[
M = \max_{i = 1, \ldots, n} \left( \sum_{k=n-i+1}^{n} (\tau_b + p_bs_k) + \sum_{k=1}^{n-i+1} (\tau_a + p_as_k) \right),
\]

which is the same as,

\[
M = \max_{i = 1, \ldots, n} \left( \sum_{k=i}^{n} (\tau_b + p_bs_k) + \sum_{k=1}^{i} (\tau_a + p_as_k) \right). \tag{2.4}
\]

Since (2.3) and (2.4) are identical, both the problems have the same makespan for a given set of sublots, provided the sequence is reversed. Hence, the optimal solution for the forward problem yields an optimal solution for the reversed problem as well.

As a result of Property 2.2, we can assume, without loss of generality, the machine with the larger sublot-attached setup time to be machine 2, and hence, \( T \geq 0 \). Since the case of \( \tau_a = \tau_b = 0 \) has been studied by Potts and Baker (1989a), here, we consider the case when at least one of \( \tau_a \) and \( \tau_b (\geq \tau_a) \) is positive, which implies that at least one of \( \tau_a \) and \( T \) is positive. In addition, we assume that \( p_a, p_b > 0 \), and that, there exists an infinite buffer space between the machines. The first sublot is assumed to be processed on machine 1 at time zero. By definition, a sublot-attached setup time exists only for a positive sublot size, and it is completed immediately before the start of the processing of a sublot. Furthermore, we assume that a sublot on machine 2 can begin processing as soon as the sublot on machine 1 containing the items constituting that sublot on machine 2 has finished processing.

We also use the notion of a compact schedule. A schedule is designated as compact if there exists no idle times between the processing of the sublots, and if the completion time of the \( k^{th} \) sublot on the first machine is equal to the completion time of the \( k – 1^{th} \) sublot on the second machine, where \( k = 2, 3, \ldots, n \) and \( s_k > 0 \) for \( k = 1, 2, 3, \ldots, n \).

For the case when learning is present, we assume identical learning constants over the machines albeit different for processing and setup times, (see Dar-El and Rabinovitch (1988) and Dar-El (2000)).

### 2.3 Optimal Solution for the L-SAS Problem When the Lot is Continuously Divisible

We begin in Section 2.3.1 by showing that there exists an optimal schedule for this problem that is a compact schedule. Then, in Section 2.3.2 we obtain optimal sublot sizes and the minimum makespan value for a compact schedule, when the number of sublots, \( n \), is given.
2.3.1 Properties of the optimal solution

A method to determine the number of sublots that minimize the makespan is presented in Section 2.3.3. To that end, we determine a bound value, \( n_{\text{infeasible}} \), for the number of sublots for which a compact schedule is infeasible if \( n \geq n_{\text{infeasible}} \). We also show that there exists a unique minimum makespan value for compact schedules, and it is achieved either at some unique \( n_{\text{opt}} < n_{\text{infeasible}} \) or at both \( n_{\text{opt}} \) and \( n_{\text{opt}} + 1 \).

### 2.3.1 Properties of the optimal solution

A feasible schedule for our problem consists of \( n \in \{1, 2, \ldots, N\} \) sublots with their sublot sizes given by \( s_k, k = 1, \ldots, n \), such that \( s_1 = U \) if \( n = 1 \) and \( U > s_k > 0 \) with \( \sum_{k=1}^{n} s_k = U \) for \( n \geq 2 \). Clearly, postponing the processing of any sublot on machine 1 cannot improve the makespan; hence, we assume that there does not exist an idle time between the processing of sublots on machine 1. We denote the makespan obtained for such a schedule by \( M(n, s_1, \ldots, s_n) \) and the completion time of sublot \( k \) on machine 2 by \( C_k \).

We have, 
\[
C_2 = (\tau_b + p_b s_2) + \max(\sum_{k=1}^{2}(\tau_a + p_a s_k), (\tau_a + p_a s_1) + (\tau_b + p_b s_1)),
\]
and 
\[
C_j = (\tau_b + p_b s_j) + \max(\sum_{k=1}^{j}(\tau_a + p_a s_k), C_{j-1}) \quad \forall j = 3, \ldots, n.
\]
In particular, 
\[
M(n, s_1, \ldots, s_n) = p_b s_n + \max(\sum_{k=1}^{n}(p_a s_k + \tau_a), C_{n-1}). \tag{2.5}
\]

**Remark 2.1.** The makespan function given by (2.5) is continuous in \( (s_1, \ldots, s_n) \) since the maximum and summation functions are continuous, and the composite of a finite number of continuous functions is also continuous. The set of possible sublot sizes for a given number of sublots \( n \geq 2 \) is open and bounded. For \( n = 1 \), there exists a single feasible schedule, and hence, it is optimal.

First, we show the following result.

**Proposition 2.1.** There exists an optimal compact schedule with \( n_{\text{opt}} \in \{1, \ldots, N\} \) sublots.

**Proof.** Note that 
\[
\inf_{n,s_1,\ldots,s_n} M(n, s_1, \ldots, s_n) = \inf_n \left( \inf_{s_1,\ldots,s_n} M(n, s_1, \ldots, s_n) \right).
\]
We prove the result by showing that, for a given \( n \), \( \min_{s_1,\ldots,s_n} M(n, s_1, \ldots, s_n) \) exists only if \( \inf_{s_1,\ldots,s_n} M(n, s_1, \ldots, s_n) \) is achieved for a compact schedule with \( n \) sublots; otherwise, 
\[
\inf_{s_1,\ldots,s_n} M(n, s_1, \ldots, s_n) \geq \inf_{s_1,\ldots,s_{n'}} M(n', s_1, \ldots, s_{n'}) \quad \text{for some } n' < n.
\]
We show this in two steps: (i) if there exists an optimal schedule for a given \( n \) with \( s_k > 0 \), \( \forall k = 1, \ldots, n \), then it must be a compact schedule, and (ii) if there does not exist an optimal schedule for a given \( n \) with \( s_k > 0 \), \( \forall k = 1, \ldots, n \), then \( s_k \to 0 \) for at least one \( k \in \{1, \ldots, n\} \) as \( M(n, s_1, \ldots, s_n) \to \inf_{s_1,\ldots,s_n} M(n, s_1, \ldots, s_n) \).

We prove step (i) by contradiction. Suppose there exists an optimal schedule having idle times between the processing of the sublots on machine 2. By assumption, \( s_i > 0 \), for \( i = 1, 2, \ldots, n \). Machine 1 is the bottleneck until some sublot \( k \leq n \), machine 2 is the bottleneck.
thereafter, and there exists an idle time on machine 2 after the completion of sublot $r$, where $r < k$. The makespan, $M$, for this scenario can be expressed as:

$$M = [k\tau_a + p_a \sum_{i=1}^{k} s_i] + [(n - k + 1)\tau_b + p_b \sum_{i=k}^{n} s_i].$$

(2.6)

Consider the following new sublot sizes obtained by replacing $s_r$ and $s_i$ with $s'_r$ and $s'_i$ respectively, using $\Delta, \theta > 0$ such that $\sum_{i=1}^{n} \theta q^{i-1} = \Delta$ and $\Delta$ sufficiently small to maintain feasibility.

We have,

$$s'_r = s_r + \Delta - \theta q^{r-1}, \quad \text{and}$$

(2.7)

$$s'_i = s_i - \theta q^{i-1} \quad \forall i \neq r, i = 1, 2, \ldots, n,$$

(2.8)

Since $\Delta$, and therefore $\theta$, can be made arbitrarily small, the new sublot sizes $s'_r$ and $s'_i$, $i \neq r, i = 1, 2, \ldots, n$ are non-negative.

For these sublot sizes, we obtain the makespan,

$$M' = [k\tau_a + p_a \sum_{i=1}^{k} (s_i - \theta q^{i-1})] + [(n - k + 1)\tau_b + p_b \sum_{i=k}^{n} (s_i - \theta q^{i-1})] + p_a \Delta,$$

(2.9)

and

$$M' - M = p_a \Delta - p_a \sum_{i=1}^{k} \theta q^{i-1} - p_b \sum_{i=k}^{n} \theta q^{i-1}.$$  

(2.10)

By replacing $p_b$ with $p_a q$, we get

$$M' - M = p_a \Delta - p_a \sum_{i=1}^{k} \theta q^{i-1} - p_a \sum_{i=k+1}^{n+1} \theta q^{i-1}.$$  

Since $\sum_{i=1}^{n} q^{i-1} \theta = \Delta$, we have

$$M' - M = -p_a \theta q^n,$$

which contradicts the fact that the given solution is optimal.
Now, consider step (ii). By Remark 2.1, $M(n, s_1, \cdots, s_n)$ is continuous in $(s_1, \cdots, s_n)$, $n \geq 2$, and the set of feasible sublot sizes is open and bounded. Let $\tilde{M}(n, s_1, \cdots, s_n)$ be the continuous extension of $M(n, s_1, \cdots, s_n)$ to the closure of the set of feasible solutions. Since the closure of the set of feasible sublot sizes is closed and bounded, $\tilde{M}(n, s_1, \cdots, s_n)$ attains a minimum at some point $(s_1^*, \cdots, s_n^*)$ by Weierstrass’s theorem. By continuity, and the fact that a minimum is not obtained in the interior of the set, $\tilde{M}(n, s_1^*, \cdots, s_n^*) = \inf_{s_1, \cdots, s_n} M(n, s_1, \cdots, s_n)$. Since the infimum is not achieved at any interior point, $(s_1^*, \cdots, s_n^*)$ must be a boundary point. But, any point on the boundary of the feasible region has at least one $s_k' = 0$, $k' \in \{1, \cdots, n\}$. Thus, $\tilde{M}(n, s_1^*, \cdots, s_n^*)$ corresponds to the makespan of a schedule with $n$ sublot-attached setup times and $n' < n$ positive sublot sizes. Since the setup times associated with the sublots of zero size are redundant, they can be deleted to yield a feasible schedule with $n' < n$ sublots and sublot sizes $s_k > 0$, $\forall k = 1, \cdots, n'$, whose makespan value is no larger than $\inf_{s_1, \cdots, s_n} M(n, s_1, \cdots, s_n)$. If an optimal schedule exists for $n'$, then by step (i) it is a compact schedule and, since it is optimal, it’s makespan value is no larger than that of any other feasible schedule and $\inf_{s_1, \cdots, s_n'} M(n', s_1, \cdots, s_n') \leq \inf_{s_1, \cdots, s_n} M(n, s_1, \cdots, s_n)$. Otherwise, if an optimal schedule does not exist for $n'$ sublots, the above process can be repeated. Since there exists an optimal solution for $n = 1$, there must exist an $1 \leq n'' < n$ for which an optimal schedule exists, which is a compact schedule. Therefore, $\inf_n \left( \inf_{s_1, \cdots, s_n} M(n, s_1, \cdots, s_n) \right)$ is achieved for a compact schedule and for some $n_{opt}$ sublots. 

2.3.2 Determination of sublot sizes and makespan

Next, we find sublot sizes, $s_i$, $i = 1, \cdots, n$, for a compact schedule. We consider the cases for $q=1$ and $q \neq 1$ separately.

By the definition of a compact schedule, we have:

$$p_0 s_k + \tau_a = p_b s_{k-1} + \tau_b, \quad k = 2, \cdots, n \quad (2.11)$$

By (2.11), (2.2) and (2.1), we obtain the size of sublot $k$,

$$s_k = q s_{k-1} + T, \quad k = 2, \cdots, n, \quad (2.12)$$

or

$$s_k = \begin{cases} 
q^{k-1} s_1 + T \left( \frac{1 - q^{k-1}}{1-q} \right), & k = 2, \cdots, n, \ q \neq 1 \\
q s_1 + (k-1) T, & k = 2, \cdots, n, \ q = 1 
\end{cases} \quad (2.13)$$

Note that
\[
\sum_{i=1}^{n} s_i = U. \tag{2.14}
\]

By substituting the values of \(s_k, k = 2, \ldots, n\), from (2.13) in (2.14) and solving for \(s_1\), we have
\[
s_1 = \begin{cases} 
\left[ \frac{U - \frac{aT}{1-q} + \frac{T}{1-q} \left( \frac{1-q^n}{1-q} \right)}{\left( \frac{1-q}{1-q} \right)} \right], & q \neq 1 \\
\left[ \frac{U}{n} - (n-1)T \right], & q = 1 
\end{cases}, \tag{2.15}
\]

Furthermore, the makespan can be expressed as follows,
\[
M = n\tau_a + p_a U + \tau_b + p_b s_n = n\tau_b + p_b U + \tau_a + p_a s_1. \tag{2.16}
\]

**Remark 2.2.** Note that, if \(T\) and \(s_1\) are positive, then all the \(s_k, k = 2, \ldots, n\) are positive. Recall that \(T \geq 0\), by assumption. Therefore, we need to show \(s_1 \geq 0\) to ensure that all the sublot sizes are non-negative.

In the absence of sublot-attached setup times, \(T=0\), and consequently, sublot sizes \(s_k, k = 1, \ldots, n\), (given by (2.15) and (2.13)), reduce to geometric sublot sizes, the result shown by Potts and Baker (1989a) for the case when sublot-attached setup times are not present. In this respect, the above expressions generalize their result.

Consider the following property of \(s_1\), which essentially follows from its definition given in Expression (2.15).

**Proposition 2.2.** The value of \(s_1\) is monotone decreasing in \(n\), and there exists an \(n\), designated \(n_{\text{infeasible}}\), such that \(s_1 < 0\) for \(n \geq n_{\text{infeasible}}\).

**Proof.** Consider \(s_1(n) - s_1(n+1)\) for \(q \neq 1\).

Since,
\[
s_1(n) = \left[ \frac{U - \frac{aT}{1-q} + \frac{T}{1-q} \left( \frac{1-q^n}{1-q} \right)}{\left( \frac{1-q}{1-q} \right)} \right], \text{ and}
\]
\[
s_1(n+1) = \left[ \frac{U - \frac{(a+1)T}{1-q} + \frac{T}{1-q} \left( \frac{1-q^{n+1}}{1-q} \right)}{\left( \frac{1-q}{1-q} \right)} \right], \text{ by (2.15)}
\]
we have
\[
s_1(n) - s_1(n+1) = U \left( \frac{1}{1-q} - \frac{1}{1-q^{n+1}} \right) + T \left( \frac{1+n}{1-q^{n+1}} - \frac{n}{1-q^n} \right).
\]

Note that \(\left( \frac{1}{1-q} - \frac{1}{1-q^{n+1}} \right) > 0\) for \(q \neq 1\). By rearranging the second term, we obtain:
By substituting the value of \( s \), we can compute the values of \( s \). Hence, in any case, the value of \( T \) becomes negative as \( n \) increases with \( n \).

Next consider the case when \( s \) is negative when \( 1 \). Therefore, the value of \( s \) is negative when \( 1 \).

Using L’Hopital’s rule, \( \frac{\frac{T}{1-q}}{1-q^2} = 1 \) since \( \frac{\frac{T}{1-q}}{1-q^2} \rightarrow \infty \), for \( q > 1 \).

Using L’Hopital’s rule, \( \frac{T}{1-q} - \lim_{n \to \infty} \frac{\frac{T}{1-q}}{1-q^2} = 1 \) since \( \frac{T}{1-q} \rightarrow \infty \), for \( q > 1 \).

Therefore, \( s_1(n) > s_1(n+1) \), which implies that \( s_1 \) is monotone decreasing in \( n \). Hence, if \( s_1(n) < 0 \), then \( s_1(n+1) < 0 \).

To prove the second part, consider the expression of \( s_1 \) given in (2.15). Note that

\[
\lim_{n \to \infty} \left[ \frac{U - nT + \frac{T}{1-q} \left( \frac{1-q^n}{1-q} \right)}{\frac{1-q^n}{1-q}} \right] = (U(1-q) + \frac{T}{1-q} - \infty) < 0, \quad \text{for } q < 1.
\]

and

\[
\lim_{n \to \infty} \left( \frac{nT}{1-q^n} \right), \quad \text{for } q > 1,
\]

since \( \frac{1-q^n}{1-q} \rightarrow \infty \), for \( q > 1 \).

Next consider the case when \( q = 1 \). We have \( s_1 = \frac{U}{n} - (n-1)\frac{T}{2} \) by (2.15). Clearly, the positive term \( \frac{U}{n} \) decreases with \( n \) and the absolute value, \( (n-1)\frac{T}{2} \), of the negative term increases with \( n \). Therefore, the value of \( s_1 \) is monotone decreasing. Moreover, the value of \( s_1 \) is negative when \( n(n-1)T \) exceeds \( U \).

Hence, in any case, the value of \( s_1 \) converges to a negative number or diverges to -\( \infty \) as \( n \to \infty \), thereby implying that there exists a value of \( n \), designated \( n_{infeasible} \), such that \( s_1 < 0 \) for all \( n \geq n_{infeasible} \) and \( s_1 \geq 0 \) if \( n < n_{infeasible} \).

We can compute the values of \( s_k, \ k = 2, \ldots, n \), by substituting for \( s_1 \) from (2.15) in (2.13). By substituting the value of \( s_n \), computed from (2.13), in (2.16), we have,

\[
M = \begin{cases} 
    n\tau_a + p_aU + \tau_b + p_bT \left( \frac{1-q^{n-1}}{1-q} \right) + p_bTq^{n-1} \frac{1-q^{n-1}}{1-q} + p_aUq^{n-1} - p_bUq^n - p_bq^{n-1}nT \frac{1-q^n}{1-q} & \text{for } q \neq 1 \\
    n\tau_a + pU + \tau_b + \frac{pU}{n} + \frac{pU}{n} + \frac{pU}{n} & \text{for } q = 1
\end{cases}
\] (2.17)
2.3.3 The number of sublots for which the makespan is minimized

By Proposition 2.1, there exists an optimal schedule that is a compact schedule. In addition, by Remark 2.2 and Proposition 2.2, there exists an infeasible such that compact schedules are feasible if and only if \( n < n_{\text{infeasible}} \). We also have \( n \leq N \). Therefore, we can restrict our attention to compact schedules with the number of sublots \( n \leq \min(N, n_{\text{infeasible}} - 1) \).

Consider the makespan Expression (2.17), now written as a function of \( n \):

\[
M(n) = n\tau_a + p_a U + \tau_b + p_b T \left( \frac{1-q^{n-1}}{1-q} \right) + \frac{p_b U q^{n-1} - p_b U q^n - p_b q^{n-1} n T}{1-q^n}, \quad \text{for } q \neq 1,
\]

and, by substituting \( T = \left( \tau_b - \tau_a \right)/p \) in (2.17) for \( q = 1 \), and simplifying,

\[
M(n) = n\frac{\tau_b + \tau_a}{2} + \frac{p U}{n} + \frac{\tau_b + \tau_a}{2} + p U, \quad \text{for } q = 1.
\]

First, we relax the integrality restriction on \( n \) and allow it to be a continuous variable whose range is \([1, N]\). With this relaxation, we show that \( M(n) \) is a strongly quasi-convex function of \( n \) for \( q \neq 1 \) and a strictly convex function of \( n \) for \( q = 1 \). These properties of \( M(n) \) aid in determining optimal, integer number of sublots effectively.

**Case q=1**

*Remark 2.3.* \( M(n) \) is a strictly convex function of \( n \) when \( q = 1 \).

Recall that both \( p_a \) and \( p_b \) are denoted by \( p \) in this case, and clearly, the second derivative of Expression (2.19) with respect to \( n \), \( \frac{2 p U}{n^3} > 0 \). Therefore, \( M(n) \) is a strictly convex function.

Now, by setting the first derivative of \( M(n) \) to zero, the minimum value is obtained for

\[
n^* = \sqrt{\frac{2 p U}{\tau_b + \tau_a}}.
\]

Next, we show that \( s_1 > 0 \) when \( \lfloor n^* \rfloor \) sublots are used.

**Proposition 2.3.** The number of sublots, \( n = \lfloor n^* \rfloor \), affords a feasible compact schedule when \( q = 1 \).

**Proof.** Consider
\[
\frac{\partial M(n)}{\partial n} = \frac{\tau_b + \tau_a}{2} - \frac{pU}{n^2} = \tau_a + \frac{\tau_b - \tau_a}{2} - \frac{pU}{n^2}.
\]

Substituting \( T = (\tau_b - \tau_a)/p \) and \( U_n = s_1 + (n-1)\frac{T}{2} \) for \( q = 1 \) from (2.15), we obtain,

\[
\frac{\partial M(n)}{\partial n} = \tau_a + \frac{pT}{2n} - \frac{p(n-1)T}{2} \left( s_1 + (n-1)\frac{T}{2} \right) = \tau_a + \frac{p}{n} \left( \frac{T}{2} - s_1 \right).
\]

Clearly, if \( s_1 < 0 \), then \( \frac{\partial M(n)}{\partial n} > 0 \) since \( p > 0 \) and at least one of \( \tau_a \) and \( T \) is positive by assumption. However, we have shown above that \( M(n) \) is strictly convex, and \( n^* < n^* \). Therefore, \( \frac{\partial M(n^*)}{\partial n} < 0 \), which implies that \( s_1 > 0 \) for \( n = \lfloor n^* \rfloor \).

Since \( M(n) \) is a strictly convex function, it’s integer minimum solution is obtained either for \( n = \lfloor n^* \rfloor \) or \( n = \lceil n^* \rceil \), provided \( \lfloor n^* \rfloor < n_{infeasible} \). So, the minimum feasible value of \( M(n) \), for integer \( n \), is given by \( \min(M(\lfloor n^* \rfloor), M(\lceil n^* \rceil)) \) if \( s_1 > 0 \) for \( n = \lfloor n^* \rfloor \), or else, it is given by \( M(\lfloor n^* \rfloor) \). The value of \( s_1 \) can be calculated using (2.15) for \( q=1 \). Let the value of \( n \) so obtained be denoted by \( n^{**} \). By Proposition 2.1 and the strict convexity of \( M(n) \) for \( q = 1 \), the optimal number of sublots is given by \( n_{opt} = \min(N, n^{**}) \).

**Case \( q \neq 1 \)**

We show the desired result that \( M(n) \) is a strongly quasi-convex function of \( n \) in Proposition 2.6. We prove this result by showing the following two facts: (i) there exists at most two values of \( n \) for which \( \frac{\partial M(n)}{\partial n} = 0 \), which we show in Proposition 2.4 and (ii) once \( \frac{\partial M(n)}{\partial n} \) turns positive for some \( n' \), it stays positive for all \( n > n' \), which we show in Proposition 2.5.

First differentiate (2.18) with respect to \( n \). We have

\[
\frac{\partial M(n)}{\partial n} = \tau_a + \left[ \frac{(1/q^n - 1) (-p_{nT}/q) + (p_{nU}/q - p_{nU} - p_{nU}/q) \ln(q)}{(1/q^n - 1)^2} \right].
\]

(2.21)

By setting Expression (2.21) to zero and rearranging, we have:

\[
n = \frac{q}{p_{nT}} \left[ \frac{\tau_a (1 - q^n)^2}{q^n} - \frac{1}{q^n} \frac{p_{nT}}{q} \right] \frac{1}{\ln q} - \frac{q}{T} \left( U - \frac{U}{q} \right).
\]

(2.22)

The following result follows immediately from this expression.
Proposition 2.4. There exists at most two values of \( n \) for which \( \frac{\partial M(n)}{\partial n} = 0 \).

Proof. Consider the second derivative with respect to \( n \) of the right side of (2.22), given by:\[ \frac{\partial}{\partial n} \left( \frac{\tau_a n^{p+1} \ln q}{p T} \left( \frac{\tau_a}{q^n} + \frac{1}{q^n} \right) \right). \] Note that, it has the same sign as that of \( \ln(q) \) for all \( n \). Therefore, the right side of (2.22) is either a strictly convex or a strictly concave function. Since a strictly convex/concave function can intersect a straight line (given by the left side of (2.22)) at no more than two points, the result follows.

Next, we study the characteristics of \( \left( \frac{\partial M(n)}{\partial n} \right) \) (Expression (2.21) ), which help in determining the value of \( n \) for which the makespan is minimized.

By rearranging the Expression for \( \left( \frac{\partial M(n)}{\partial n} \right) \) and expressing it in terms of \( s_1 \), we have:
\[
\left. \frac{\partial M(n)}{\partial n} = \tau_a + \frac{p b \ln(q)}{q^{n+1}(1-q^n)^2} \left( \frac{T(\ln(q) + 1 - q)}{(1-q) \ln(q)} - s_1 \right) \right. .
\]

Remark 2.4. (i) The term \( \frac{p b \ln(q) (q^n - 1)}{q^{n+1}(1-q^n)^2} \) is monotone decreasing and is always positive for \( q \neq 1 \).

This follows by the fact that, for \( q \neq 1 \), \( \frac{\partial}{\partial n} \left( \frac{p b \ln(q) (q^n - 1)}{q^{n+1}(1-q^n)^2} \right) = \frac{-p b (\ln(q))^2}{q^{n+1}(1-q^n)^2} \), which is always negative. Also, \( \ln(q) \) and \( (q^n - 1) \) are of the same sign, and therefore, \( \frac{p b \ln(q) (q^n - 1)}{q^{n+1}(1-q^n)^2} \) is always positive.

(ii) The terms \( (\ln(q) + 1 - q) \) and \( (1-q) \ln(q) \) are negative for all values of \( q \neq 1 \).

Remark 2.5. In view of Proposition 2.2, since \( s_1 \) becomes negative for large values of \( n \), \( \frac{\partial M(n)}{\partial n} > 0 \) as \( n \to \infty \).

Proposition 2.5. If there exists a value of \( n = n' \) for which \( \frac{\partial M(n')}{\partial n} > 0 \), then \( \frac{\partial M(n)}{\partial n} > 0 \) for all \( n > n' \).

Proof. This can be shown by using Remark 2.4 and Proposition 2.2 and considering the cases \( \left( \frac{T(\ln(q)+1-q)}{(1-q) \ln(q)} - s_1(n) \right) < 0 \) and \( \left( \frac{T(\ln(q)+1-q)}{(1-q) \ln(q)} - s_1(n) \right) \geq 0 \).

By assumption, \( \frac{\partial M(n)}{\partial n} > 0 \) for \( n = n' \). Then, for any \( n > n' \), we have
\[
\left( \frac{p b \ln(q) (q^n - 1)}{q^{n+1}(1-q^n)^2} \right) < \left( \frac{p b \ln(q) (q^{n'} - 1)}{q^{n'+1}(1-q^{n'})^2} \right) \quad \text{(by Remark 2.4(i))}.
\]
Also, \( s_1(n) < s_1(n') \) by Proposition 2.2. Therefore,
\[
\left( \frac{T(\ln(q)+1-q)}{(1-q)\ln(q)} - s_1(n) \right) > \left( \frac{T(\ln(q)+1-q)}{(1-q)\ln(q)} - s_1(n') \right).
\]

Now, if \( \left( \frac{T(\ln(q)+1-q)}{(1-q)\ln(q)} - s_1(n) \right) \geq 0 \), then \( \frac{\partial M}{\partial n}(n) \) cannot be negative since
\[
\left( \frac{p_b \ln(q) (q^n-1)}{q^{n+1}(1-\frac{1}{q^n})^2} \right) > 0 \text{ from above and } \tau_a > 0. \text{ Therefore, the result holds true. On the other hand,}
\]
if \( \left( \frac{T(\ln(q)+1-q)}{(1-q)\ln(q)} - s_1(n) \right) < 0 \), then
\[
\left( \frac{T(\ln(q)+1-q)}{(1-q)\ln(q)} - s_1(n') \right) < \left( \frac{T(\ln(q)+1-q)}{(1-q)\ln(q)} - s_1(n) \right) < 0 \text{ since } s_1(n') < s_1(n).
\]
Therefore,
\[
\text{abs} \left( \frac{T(\ln(q)+1-q)}{(1-q)\ln(q)} - s_1(n) \right) < \text{abs} \left( \frac{T(\ln(q)+1-q)}{(1-q)\ln(q)} - s_1(n') \right) \tag{2.24}
\]

Also, \( 0 < \left( \frac{p_b \ln(q) (q^n-1)}{q^{n+1}(1-\frac{1}{q^n})^2} \right) < \left( \frac{p_b \ln(q) (q^n-1)}{q^{n+1}(1-\frac{1}{q^n})^2} \right). \)

For this case, we can rewrite (2.23) as follows:
\[
\frac{\partial M(n')}{\partial n} = \tau_a - \frac{p_b \ln(q) (q^n-1)}{q^{n+1}(1-\frac{1}{q^n})^2} \text{abs} \left( \frac{T(\ln(q)+1-q)}{(1-q)\ln(q)} - s_1 \right) \tag{2.25}
\]

By (2.25), and the fact that \( \left( \frac{p_b \ln(q) (q^n-1)}{q^{n+1}(1-\frac{1}{q^n})^2} \right) \) is monotone decreasing in \( n \) and positive (from above), the result holds true for this case as well.

We are now ready to show the following result.

**Proposition 2.6.** The makespan \( M(n) \) is a strongly quasi-convex function of \( n \) when \( q \neq 1 \).

**Proof.** Let \( n_1 < n' < n_2 \). We have
\[
M(n_2) = M(n_1) + \int_{n_1}^{n_2} \frac{\partial M(n)}{\partial n} dn.
\]
Consider the following three possible cases:
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(i) \( \frac{\partial M(n)}{\partial n} > 0 \). Then, \( \frac{\partial M(n)}{\partial n} > 0 \), \( \forall n > n_1 \) (by Proposition 2.5). Hence, \( \int_{n_1}^{n^*} \frac{\partial M(n)}{\partial n} \, dn > \int_{n_1}^{n'} \frac{\partial M(n)}{\partial n} \, dn \). Therefore, \( M(n') < M(n_2) \leq \max( M(n_2), M(n_1)) \).

(ii) \( \frac{\partial M(n_2)}{\partial n} < 0 \). Then \( \frac{\partial M(n_1)}{\partial n} \leq 0 \) (by Proposition 2.5). By Proposition 2.4 and Remark 2.5, \( \frac{\partial M(n)}{\partial n} = 0 \) at most at one point in the interval \([n_1, n_2]\) i.e., \( \frac{\partial M(n)}{\partial n} < 0 \) almost everywhere in the interval \([n_1, n_2]\). Therefore, \( \int_{n_1}^{n_2} \frac{\partial M(n)}{\partial n} \, dn < \int_{n_1}^{n'} \frac{\partial M(n)}{\partial n} \, dn < 0 \). Hence, \( M(n') < M(n_1) \leq \max( M(n_1), M(n_2)) \).

(iii) \( \frac{\partial M(n_2)}{\partial n} > 0 \) and \( \frac{\partial M(n_1)}{\partial n} < 0 \). By Proposition 2.5 there exists one point \( n_{\text{opt}} \) such that \( \frac{\partial M(n)}{\partial n} < 0 \) for \( n \in [n_1, n_{\text{opt}}] \), almost everywhere, and \( \frac{\partial M(n)}{\partial n} > 0 \) for \( n \in [n_{\text{opt}}, n_2] \). If \( n' \leq n_{\text{opt}} \), then \( \int_{n_1}^{n'} \frac{\partial M(n)}{\partial n} \, dn < 0 \). Hence, \( M(n_1) > M(n_1) + \int_{n_1}^{n'} \frac{\partial M(n)}{\partial n} \, dn = M(n') \). If \( n' > n_{\text{opt}} \), then \( \int_{n_1}^{n_2} \frac{\partial M(n)}{\partial n} \, dn > 0 \). Therefore, \( M(n_2) > M(n_2) - \int_{n_1}^{n_2} \frac{\partial M(n)}{\partial n} \, dn = M(n') \). Hence, \( M(n') < \max( M(n_1), M(n_2)) \).

Since \( M(n') < \max( M(n_1), M(n_2)) \) is true for all possible cases, the makespan function is strongly quasi-convex and has a unique minimum.

It follows that if \( \frac{\partial M}{\partial n} > 0 \) at \( n = 1 \), then lot splitting is not a viable option; otherwise, \( M(n) \) has a unique minima, which is obtained at \( n^* \). It may also have an inflexion point before this minima. It remains to be shown that \( |n^*| < n_{\text{infeasible}} \). We do this next.

**Proposition 2.7.** The number of sublots \( n = |n^*| \) gives a feasible compact schedule when \( q \neq 1 \).

**Proof.** By Remark (2.2), the values of \( s_1, k = 2, \cdots, n \), are positive if \( s_1 \) is positive. Therefore, it is sufficient to prove that \( \frac{\partial M(n)}{\partial n} \) cannot be zero when \( s_1 \) is negative in order to ensure that the solution obtained from (2.22) and the method described above, is feasible.

Consider Expression (2.23). In view of Remark (2.3) (ii), and the fact that at least one of \( \tau_a \) and \( T \) is positive by assumption, \( \frac{\partial M}{\partial n} \) takes on a positive value when \( s_1 \) is negative. However, \( M(n) \) is strongly quasi-convex and \( |n^*| < n^* \). Therefore, \( \frac{\partial M(|n^*|)}{\partial n} \leq 0 \), which, by Expression (2.23) and Remark 2.4 implies that \( s_1 > 0 \) for \( n = |n^*| \). Hence, the solution generated is feasible.

We have the following solution procedure to obtain an optimal schedule:

**Step 1** If \( \frac{\partial M}{\partial n} > 0 \) for \( n = 1 \), set \( n_{\text{opt}} = 1 \) and go to Step 3. Otherwise, obtain min \( (|n^*|, N) \) by evaluating \( M(n) \) for \( n = 1, \cdots, N \).

**Step 2** If \( |n^*| < N \), evaluate \( s_1 \) for \( |n^*| + 1 \). If \( s_1 > 0 \) and \( M(|n^*| + 1) < M(|n^*|) \), set \( n_{\text{opt}} = |n^*| + 1 \), otherwise set \( n_{\text{opt}} = |n^*| \). If \( |n^*| \not\in N \) set \( n_{\text{opt}} = N \).

**Step 3** Determine subplot sizes for the compact schedule consisting of \( n_{\text{opt}} \) sublots using Expression (2.15) and (2.12).
In order to analyze the complexity of the algorithm, consider step 1. In case \( \frac{\partial M}{\partial n} > 0 \) for \( n = 1 \), it takes a fixed amount of time. Otherwise, for the case of \( q = 1 \), the value of \( n^* \) is given by Expression 2.20, and step 1 can again be computed in fixed time. If \( q \neq 1 \), we have, \( \frac{\partial M([n^*])}{\partial n} \leq 0 \) and \( \frac{\partial M([n^*]+1)}{\partial n} = \frac{\partial M([n^*])}{\partial n} > 0 \), since \( M(n) \) is quasi-convex. Therefore, \( \min([n^*], N) \) can be found by using a binary search over 1, \( \ldots \), \( N \) in \( O(\log N) \) time. Step 2 requires a fixed number of computations. Step 3 involves \( n_{opt} \) evaluations of closed-form expressions. Since \( n_{opt} \leq N \), this step can be completed in at most \( O(N) \) time. Therefore, the complexity of the solution procedure is \( O(N) \). Note that this is equal to the complexity of the solution procedure presented by Potts and Baker (1989) for the case without sublot-attached setup times, since their algorithm consists of evaluating step 3, with \( n_{opt} = N \) and \( \tau_a = \tau_b = 0 \). As mentioned in Trietsch and Baker (1993), this constitutes a polynomial-time algorithm.

We illustrate the above procedure by using an example problem.

**Example 2.1.** Consider the following data: \( p_a = 3.1, p_b = 3.1, \tau_a = 1, \tau_b = 4, \) and \( U = 10 \). We assume \( N = 10 \). Note that \( p_b = p_a \), and therefore, \( q = 1 \). By (2.20), \( n^* = 3.52 \). By (2.15), we have \( s_1 = 1.05 > 0 \) for \( [n^*] = 4 \), which implies that a compact schedule is feasible when \( [n^*] = 4 \) sublots are used. Computing the makespan values for \( [n^*] = 4 \) and \( [n^*] = 3 \) using (2.19), we have, \( M(3) = 51.33 \) and \( M(4) = 51.25 \). Therefore, the number of sublots that yields the minimum makespan, \( n_{opt} = 4 \). The optimal sublot sizes along with their start times and completion times are provided in Table 2.1. We also considered the values of \( \tau_b \) equal to 8 and 16. The corresponding solutions are also presented in Table 2.1. Note that, as the value of \( \tau_b \) increases, the optimal number of sublots decreases.

### 2.4 Impact of Learning

When the processing times and setup times are influenced by learning, they decrease with experience. As mentioned earlier, learning curves have been described by the mathematical function, \( Y = KX^{-d} \), where \( Y \) is the production time per unit, \( K \) is the time required to produce the first unit, \( X \) is the cumulative number of units produced, and \( d \) is a constant, with value less than one, and it determines the learning rate (Baloff, 1971, Yelle, 1979). Since the production lot is assumed to be continuous, we use the continuous relaxation of this function and use \( S \), the cumulative completed work content, in place of \( X \). Thus, the unit processing time after having completed total work content \( S \) on a machine is given by:

\[
    p = p_0S^{-d},
\]

where \( p_0 \) is the initial processing time. Similarly, for the impact of learning on the setup time, if \( \tau_0 \) denotes the initial setup time, and \( d'( < 1) \) represents its learning constant, then the setup time after \( n \) setups is given by:
Table 2.1: Optimal schedules for Example 2.1

<table>
<thead>
<tr>
<th>Values of $\tau_b, n_{opt}$</th>
<th>Sublot number</th>
<th>Sublot size</th>
<th>Machine 1</th>
<th>Machine 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Start time</td>
<td>Completion time</td>
<td>Start time</td>
<td>Completion time</td>
</tr>
<tr>
<td>$\tau_b = 4$, $n_{opt} = 4$</td>
<td>1</td>
<td>1.05</td>
<td>0</td>
<td>4.25</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.02</td>
<td>4.25</td>
<td>11.5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.98</td>
<td>11.5</td>
<td>21.75</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3.95</td>
<td>21.75</td>
<td>35</td>
</tr>
<tr>
<td>$\tau_b = 8$, $n_{opt} = 3$</td>
<td>1</td>
<td>1.08</td>
<td>0</td>
<td>4.33</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3.33</td>
<td>4.33</td>
<td>15.67</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5.59</td>
<td>15.67</td>
<td>34</td>
</tr>
<tr>
<td>$\tau_b = 16$, $n_{opt} = 2$</td>
<td>1</td>
<td>2.58</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.42</td>
<td>9</td>
<td>33</td>
</tr>
</tbody>
</table>

$\tau = \tau_0 n^{-d'}.$ \hspace{1cm} (2.27)

### 2.4.1 Learning in processing time

First, we examine the case of learning in processing times. Let $S(U, \tau_a, \tau_b, p_a, p_b, N)$ and $S'(U, \tau_a, \tau_b, p_a, p_b, N, d)$ represent the set of feasible schedules for the case without learning and with learning in processing times, respectively. We show that for each schedule $s' \in S'(U, \tau_a, \tau_b, p_a, p_b, N, d)$, there exists a schedule $s \in S(U_1-d', \tau_a, \tau_b, p_a, p_b, N)$ with an equal makespan, and vice versa. Therefore, this problem can be transformed to an equivalent problem involving constant processing times, and thus, can be solved by using the method outlined in Section 2.3. The setup times and the upper bound on the number of sublots, $N$, are the same for both the original and the transformed problems. Recall that, by the reversibility property (Property 2.2.2), for the case $\tau_b < \tau_a$, it is possible to search for the number of sublots at which the makespan is minimized for the L-SAS problem in $S(U_1-d', \tau_a, \tau_b, p_a, p_b, N)$ instead, and then transform the resulting optimal solution to a schedule in $S(U_1-d', \tau_a, \tau_b, p_a, p_b, N)$ (this simply requires reversing the order in which the sublots are numbered). We consider the simultaneous impact of learning on processing and setup times in Section 2.4.3.

Let the sublot sizes for the case with learning in processing times be represented by $u_1, u_2, \cdots, u_n$. Then, the time taken to process the $i^{th}$ sublot is given by:
\[ \int_{u_1+u_2+\ldots+u_i}^{u_1+u_2+\ldots+u_{i-1}} p_0 S^{-d} dS = p_0 \frac{U_i^{1-d} - U_{i-1}^{1-d}}{1 - d}, \]  

(2.28)

where

\[ \sum_{k=1}^{i} u_k = U_i \quad \text{and} \quad U_0 = 0. \]

Now, we find a schedule in \( S \left( \frac{U_1^{1-d}}{1-d}, \tau_a, \tau_b, p_a, p_b, N \right) \) that has an equal makespan. Consider a schedule in \( S \left( \frac{U_1^{1-d}}{1-d}, \tau_a, \tau_b, p_a, p_b, N \right) \) with the same number of sublots, \( n \), and sublot sizes given by \( s_k \), such that:

\[ s_1 = \frac{U_1^{1-d}}{1-d}, \]

and

\[ s_k = \frac{U_k^{1-d} - U_{k-1}^{1-d}}{1 - d}, \quad k = 2, 3, \ldots n. \]  

(2.29)

Since the schedules in \( S \left( \frac{U_1^{1-d}}{1-d}, \tau_a, \tau_b, p_a, p_b, N \right) \) are not influenced by learning, the processing time of sublot \( k \) is \( p_0s_k \), \( k = 1, \ldots, n \).

In the presence of learning, the processing time on either machine for sublot \( u_i \) is given by:

\[ \int_{U_{i-1}}^{U_i} p_0 S^{-d} dS = p_0 \frac{U_i^{1-d} - U_{i-1}^{1-d}}{1 - d}. \]

Furthermore,

\[ \frac{p_0}{1 - d} \left( U_i^{1-d} - U_{i-1}^{1-d} \right) = p_0 \frac{\left( \left( (1 - d) \sum_{k=1}^{i} s_k \right)^{1/d} \right)^{1-d} - \left( \left( (1 - d) \sum_{k=1}^{i-1} s_k \right)^{1/d} \right)^{1-d}}{1 - d} \]

\[ = p_0 \left( \frac{\left( (1 - d) \sum_{k=1}^{i} s_k \right) - \left( (1 - d) \sum_{k=1}^{i-1} s_k \right)}{1 - d} \right) \]

\[ = p_0 \left( \frac{\sum_{k=1}^{i} s_k - \sum_{k=1}^{i-1} s_k}{1 - d} \right) \]

\[ = p_0 \sum_{k=1}^{i} s_k - p_0s_i. \]
Therefore, the processing time of the $i^{th}$ sublot, $u_i$, for the case with learning is equal to the processing time of the $i^{th}$ sublot, of size $s_i$, for the case without learning. Since sublot attached setup times are also equal for both cases, the makespan for both the schedules are equal. Also note that $\sum_{i=1}^{n} s_i = \frac{U_1^{1-d}}{1-d} + \sum_{i=1}^{n} \frac{U_1^{1-d} - U_i^{1-d}}{1-d} = \frac{U_1^{1-d}}{1-d}$. Therefore, for each schedule $s \in S'(U,\tau_a,\tau_b,p_a,p_b,N,d)$, there exists a schedule $s' \in S'(U_1^{1-d},\tau_a,\tau_b,p_a,p_b,N)$ with an equal makespan. The converse holds true since the mapping of $u_1, u_2, \cdots, u_n$ to $s_1, s_2, \cdots, s_n$ (2.29) is clearly bijective. Therefore, the problem of finding an optimal schedule for the case when there exists learning in processing times can be solved by first finding an optimal schedule for the case without learning using the lot size of $\frac{U_1^{1-d}}{1-d}$, and then, transforming the optimal solution so obtained back to the case with learning. We next show how such a transformation of the optimal solution is performed. Suppose this problem yields $n$ sublots of sizes $s_1, s_2, \cdots, s_n$. Then, the cumulative lot sizes for the original problem can be given by:

$$U_i = \left( (1 - d) \sum_{k=1}^{i} s_k \right)^{\frac{1}{1-d}}, \ i = 1, \cdots, n. \quad (2.30)$$

and the actual sublot sizes by

$$u_1 = U_1, \text{ and}$$

$$u_i = U_i - U_{i-1}, \ i = 2, \cdots, n. \quad (2.31)$$

Remark 2.6. Note that, in the absence of learning in processing times, $d = 0$. Therefore, $\frac{U_1^{1-d}}{1-d}$ reduces to $U$. Moreover, by (2.30) and (2.31), $u_k = s_k, \ k = 1, \cdots, n$, as expected.

We illustrate the above procedure by the following example.

Example 2.2. Consider the following data: $p_a = 3, p_b = 6, \tau_a = 4, \tau_b = 19, d = 0.312$ and $U = 80$. We assume $N = 80$.

The transformed lot size for the equivalent problem without learning is given by:

$$U' = \frac{U^{1-d}}{1-d} = 29.63.$$
We can, now, obtain cumulative sublot sizes for the original problem as follows: $U_1 = \frac{(1 - d)s_1}{1 - d} = 0.923$; $U_2 = \frac{(1 - d)(s_1 + s_2)}{1 - d} = 14.45$; and $U_3 = \frac{(1 - d)(s_1 + s_2 + s_3)}{1 - d} = 80$. Consequently, the individual sublot sizes are given by: $u_1 = U_1 = 0.923$; $u_2 = U_2 - U_1 = 13.524$; and $u_3 = U_3 - U_2 = 65.553$ with the makespan value the same as that obtained for the transformed problem.

Note that schedules are no longer reversible in the presence of learning. For illustration, consider Example 3.2 with the direction of material flow reversed. This results in the swapping of the values of $\tau_a$ and $\tau_b$ and the values of $p_a$ and $p_b$, i.e. $p_a = 6$, $p_b = 3$, $\tau_a = 19$ and $\tau_b = 4$ with all other values unchanged. The optimal solution for the corresponding problem without learning is given by $s_1 = 20.5$, $s_2 = 7.75$, $s_3 = 1.38$ (this is simply the reverse ordering of the sublots from the previous solution). Transforming to a schedule in $S(U, \tau_a, \tau_b, p_a, p_b, N, d)$, we have, $U_1 = \frac{(1 - d)s_1}{1 - d} = 46.83$; $U_2 = \frac{(1 - d)(s_1 + s_2)}{1 - d} = 74.64$; and $U_3 = \frac{(1 - d)(s_1 + s_2 + s_3)}{1 - d} = 80$. Therefore, the optimal solution to the problem with learning is $u_1 = U_1 = 46.83$; $u_2 = U_2 - U_1 = 27.81$; and $u_3 = U_3 - U_2 = 5.36$. These sublot sizes are not the same as those obtained in the previous example; however, the optimal makespan value is the same for both cases.

The complexity of this algorithm is identical to that for the problem without learning since the transformation into a problem in $S_u(U, \tau_a, \tau_b, p_a, p_b, N, d)$ requires a fixed computation, and the reverse transformation to the original problem requires a sequential evaluation of Expressions (2.30) and (2.31), each requiring $O(N)$ time.

### 2.4.2 Learning in setup times

Next, we consider the case of learning in setup times. Let $\tau_a^i$ and $\tau_b^i$ be the sublot-attached setup times for the $i^{th}$ sublot on machines 1 and 2, respectively. For the learning constant of $d'$, we have,

$$\tau_a^i = \tau_a i^{-d'}, \text{ and}$$ (2.32)

$$\tau_b^i = \tau_b i^{-d'}.$$ (2.33)

First, we show that there exists an optimal schedule that is a compact schedule. Then, we obtain sublot sizes for compact schedules and show that they are feasible (non-negative) if and only if the number of sublots is less than a value, $n_{\text{infeasible}}$. This is followed by presentation of a method to obtain the value of $n$ at which the makespan is minimized.
Properties of an optimal solution

Similar to the case without learning, any feasible schedule consists of \( n \in \{1, 2, \cdots, N\} \) sublots with sublot sizes given by \( s_k, k = 1, \cdots, n \) such that \( s_1 = U \) if \( n = 1 \), and \( U > s_k > 0 \) such that \( \sum_{k=1}^{n} s_k = U \) if \( n \geq 2 \). Clearly, postponing the processing of any sublot on machine 1 cannot improve the makespan, hence, we assume that there exists no idle time between the processing of the sublots on machine 1. As before, we denote the makespan obtained for such a schedule by \( M(n, s_1, \cdots, s_n) \), and the completion time of sublot \( j \) on machine 2 by \( C_j \). We have,

\[
C_j = \left( \tau_i^b + p_b s_{j-1} \right) + \max \left( \sum_{i=1}^{j-1} \tau_i^a + p_a s_j, C_{j-1} \right) \quad \forall j = 3, \cdots, n.
\]

Therefore, the makespan \( M(n, s_1, \cdots, s_n) \) is given by the following expression:

\[
M(n, s_1, \cdots, s_n) = \tau_n^a + p_a s_n + \max \left( \sum_{k=1}^{n} \left( p_a s_k + \tau_k^a \right), C_{n-1} \right). \tag{2.34}
\]

Clearly, Remark 2.1 applies for (2.34) as well.

**Proposition 2.8.** There exists an optimal compact schedule with \( n_{opt} \in \{1, \cdots, N\} \) sublots for the L-SASLS problem.

**Proof.** The proof of this proposition follows along the arguments used in the proof of Proposition 2.1 except that the setup time terms in the makespan expressions are now \( \sum_{i=1}^{n} \tau_i^a \) instead of \( k\tau_a \) for machine 1 and \( \sum_{i=k}^{n} \tau_i^b \) instead of \( (n-k+1)\tau_b \) for machine 2.

\[ \square \]

**Determination of sublot sizes**

For a compact schedule with \( n \) sublots, the makespan \( M \) is given by the following expression:

\[
M(n) = \left[ \tau_1^a + p_a s_1 \right] + \left[ \sum_{i=1}^{n} \tau_i^b + p_b U \right], \tag{2.35}
\]

where \( s_i \) is the size of sublot \( i \). We also use variable \( s_i(n) \) to denote the size of sublot \( i \) given \( n \) sublots in a compact schedule. In the presence of learning in setup times, a compact schedule is obtained if

\[
\tau_i^a + p_a s_i = \tau_{i-1}^a + p_a s_{i-1}, \quad i = 2, \cdots, n.
\]

If we define \( T_i \) as

\[
T_i = \frac{\tau_{i-1}^a - \tau_i^a}{p_a}, \quad i = 2, \cdots, n, \tag{2.36}
\]
then we have

\[ s_i = qs_{i-1} + T_i, \quad i = 2, 3, \cdots, n. \]  

(2.37)

**Remark 2.7.** If \( T_i < 0 \), then \( T_j < 0 \) \( \forall \ j > i \).

**Proof.** This follows by the fact that the learning constant is the same for both the machines.

By (2.36), (2.32) and (2.33), we can express \( T_i \) as

\[ T_i = \tau_a(i - 1) - d \left( \frac{\tau_b}{\tau_a} \left( 1 - \frac{1}{i} \right)^d \right) i = 2, 3, \cdots, n. \]  

(2.38)

Note that, \( \frac{\tau_a(i - 1)^{-d}}{p_a} \) is always positive. For \( i = 2, 3, \ldots, n \), the function \( (1 - \frac{1}{i})^d \) is monotone increasing. Therefore, if \( T_i < 0 \), then \( (1 - \frac{1}{i})^d > \frac{\tau_a}{\tau_b} \) \( \forall i' > i \), and the result follows.

To determine sublot sizes, we proceed as follows. First, we determine \( s_1 \). By (2.37), we have

\[
\begin{align*}
  s_1 &= s_1 \\
  s_2 &= qs_1 + T_2 \\
  s_3 &= q^2s_1 + qT_2 + T_3 \\
  &\vdots \\
  s_n &= q^{n-1}s_1 + q^{n-2}T_2 + q^{n-3}T_3 + \cdots
\end{align*}
\]

(2.39)

Adding all rows in (2.39) and using (2.14), we have,

\[
s_1 = \begin{cases} 
\frac{1-q}{1-q^k} \left( U - \sum_{i=2}^{n} \frac{1-q^{i-1}}{1-q} T_i \right), & q \neq 1 \\
\frac{1}{k} \left( U - \sum_{i=2}^{n} (n-i+1) T_i \right), & q = 1
\end{cases}.
\]

(2.40)

Consequently, \( s_k k = 2, \cdots, n \), can be calculated by (2.37).

**Remark 2.8.** Expressions (2.40) and (2.37) reduce to Expressions (2.15) and (2.12), respectively, if \( T \) is constant, and are therefore, further generalizations of those expressions.

However, we need to add conditions for the feasibility of the solution given by (2.40) and (2.37). Consider the following result.

**Proposition 2.9.** If \( s_1 > 0 \) and \( s_n > 0 \), then \( s_k > 0 \), \( \forall k = 1, \cdots, n \).

**Proof.** We prove this result by contradiction. Suppose there exists a sublot \( s_i \) such that \( s_i < 0 \) and \( s_{i-1} > 0 \).
Since
\[ s_i = qs_{i-1} + T_i , \]
we must have,
\[ T_i < 0 . \]
Now, because \( s_n > 0 \), there must exist a \( j, i < j \leq n \), such that \( s_j > 0 \) when \( s_{j-1} < 0 \).
Since
\[ s_j = qs_{j-1} + T_j , \]
it implies that
\[ T_j > 0. \]
But, this is not possible because of \( j > i, T_i < 0 \), and Remark 2.7.

Next, we show the optimality of a compact schedule for the case of learning in setup times.

**Proposition 2.10.** If a compact schedule is not feasible for \( n_{\text{infeasible}} \) sublots, then all compact schedules containing \( n \geq n_{\text{infeasible}} \) sublots will also be infeasible.

**Proof.** For a compact schedule to be infeasible, the size of either the first sublot \( s_1 \) or the last sublot \( s_n \) must be negative, by Proposition 2.9. We use this fact to prove the result.

First, consider the case of \( s_n \) being negative when \( n \) sublots are used. To prove the result, it is enough to show that if \( s_n < 0 \), then \( s_{n+1} < 0 \). By (2.37), we have
\[
\begin{align*}
  s_n &= s_n \\
  s_{n-1} &= \frac{1}{q} s_n - \frac{1}{q} T_n \\
  s_{n-2} &= \frac{1}{q^2} s_n - \frac{1}{q^2} T_n - \frac{1}{q} T_{n-1} \\
  &\vdots \\
  s_1 &= \frac{1}{q^{n-1}} s_n - \frac{1}{q^n} T_n - \frac{1}{q^{n-2}} T_{n-1} - \frac{1}{q} T_2 \\
\end{align*}
\]
Adding all the rows in Expression (2.41) and using (2.14), we have after rearranging,
\[
\begin{align*}
  s_n \left( 1 + \frac{1}{q} + \frac{1}{q^2} + \cdots + \frac{1}{q^{n-1}} \right) &= U + T_2 \left( \frac{1}{q} + \frac{1}{q^2} \right) + \cdots + T_n \left( \frac{1}{q} + \frac{1}{q^2} + \cdots + \frac{1}{q^{n-1}} \right) \\
\end{align*}
\]
If \( s_n(n) \) is negative, then the right side of the above equation is also negative. Therefore, at least a \( T_i \), \( 2 \leq i \leq n \), must be negative. By Remark 2.7 this implies that \( T_{n'} < 0 \) for all \( n' > i \).

For \( n + 1 \) sublots, the size of the last sublot can be expressed as:

\[
s_{n+1}(n+1) \left( 1 + \frac{1}{q} + \frac{1}{q^2} + \cdots + \frac{1}{q^n} \right) = U + T_2 \frac{1}{q} + \cdots + T_{n+1} \left( \frac{1}{q} + \frac{1}{q^2} + \cdots + \frac{1}{q^{n-1}} + \frac{1}{q^n} \right),
\]

Substituting \( s_n(n) \) in the above equation and simplifying,

\[
s_{n+1}(n+1) \frac{\left(1 + \frac{1}{q} + \frac{1}{q^2} + \cdots + \frac{1}{q^n} \right)}{\left(1 + \frac{1}{q} + \frac{1}{q^2} + \cdots + \frac{1}{q^{n-1}} + \frac{1}{q^n} \right)} = s_n(n) + \frac{T_{n+1}}{q},
\]

If \( s_n(n) \) is negative, then \( T_{n+1} \) is also negative (from above), and therefore, \( s_{n+1}(n+1) \) is negative. Hence, the schedule is infeasible for \( n + 1 \) sublots.

Next, consider the case when \( s_1 \) is negative. Rewriting (2.41) for compact schedules with \( n \) and \( n + 1 \) sublots, we get,

\[
U = (1 + q + \cdots + q^{n-1})s_1(n) + (1 + q + \cdots + q^{n-2})T_1 + \cdots + T_n, \text{ and}
\]

\[
U = (1 + q + \cdots + q^{n-1} + q^n)s_1(n+1) + (1 + q + \cdots + q^{n-2} + q^{n-1})T_1 + \cdots + (1 + q)T_n + T_{n+1}
\]

Subtracting (2.44) from (2.45) and rearranging, we have,

\[
(1 + q + \cdots + q^{n-1})(s_1(n+1) - s_1(n)) = -(q^n s_1(n+1) + q^{n-1}T_1 + \cdots + T_{n+1})
\]

Using \( n + 1 \) instead of \( n \) in (2.39), and evaluating \( s_{n+1}(n+1) \) we get,

\[
s_{n+1}(n+1) = q^n s_1(n+1) + q^{n-1}T_1 + \cdots + T_{n+1}
\]

Substituting (2.47) in (2.46) and rearranging, we can find the change in the size of the first sublot, \( s_1 \), when an additional sublot is used, given by:

\[
s_1(n+1) - s_1(n) = \left\{ \begin{array}{ll}
-q^n \frac{T_{n+1}}{q} & q \neq 1 \\
-T_{n+1} & q = 1
\end{array} \right. \]

If \( s_1(n+1) < 0 \), then the schedule remains infeasible. On the other hand, if the value of \( s_1(n) \) is negative and the value of \( s_1(n+1) \) is positive, the left side of the above Expression (2.48) is positive. Therefore, \( s_{n+1}(n+1) < 0 \), which implies (from above) that \( s_{n'}(n') < 0 \ \forall n' \geq n + 1 \). So, compact schedules remain infeasible even if the value of the first sublot \( s_1 \) becomes positive.
Solution procedure

In this section, we find the number of sublots, $n_{opt}$ that minimizes makespan. By Proposition [2.8] we need to search over only compact schedules. An upper bound on $n_{opt}$ is $N$.

Clearly, a feasible compact schedule exists for $n = 1$. Hence, in view of Proposition [2.10] to determine $n_{opt}$, we evaluate the makespan $M(n)$ for compact schedules and search over $n$ in increments of 1, starting from $n = 1$, until the first value of $n$ (call it $n_{infeasible}$) is obtained for which the compact schedule is infeasible. If no such value is reached, we stop at $n = N$. Therefore, the optimal value of $n_{opt} \in \{1, \ldots, \min(N, n_{infeasible} - 1)\}$. We have the following solution procedure to determine $n_{opt}$ and optimal sublot sizes:

**Step 1** Set the number of sublots $n = 1$, $s_1(n) = U$, $s_n(n) = U$, and evaluate the makespan, $M(n)$, using Expression (2.35).

**Step 2** Increment the number of sublots. Evaluate the last sublot $s_n(n)$ using (2.43). If it is negative, go to Step 6; otherwise, go to Step 3.

**Step 3** Evaluate the size of the first sublot $s_1(n)$ using (2.48). If this is negative, go to Step 6; otherwise, go to Step 4.

**Step 4** Find the makespan using Expression (2.35).

**Step 5** If the number of sublots $n < N$, go to Step 2; otherwise, go to Step 6.

**Step 6** Find the optimal number of sublots $n_{opt}$, which gives the minimum makespan value.

**Step 7** Determine sublot sizes for the corresponding compact schedule consisting of $n_{opt}$ sublots using Expression (2.37).

Note that, the evaluation of an expression is required in each of the Steps 2, 3 and 4, and these steps are executed at most $N$ times. Moreover, Step 6 requires at most $N$ comparisons, and Step 7 needs evaluation of at most $N - 2$ sublots. Therefore, the complexity of the algorithm is $O(N)$, which is the same as the complexity for the problem without learning. As an illustration of the solution procedure, consider the following example.

**Example 2.3.** Let the lot size, $U = 20$; learning constant, $d' = 0.322$; unit processing times on machines 1 and 2, $p_a = 1, p_b = 1.1$; an upper bound on the number of sublots, $N = 20$; and setup times of the first setups on machines 1 and 2, $\tau_a = 3, \tau_b = 1$.

The makespan value for different number of sublots, $n$, is shown in Table 2.2. Note that a local minima is obtained when $n = 4$. However, the search is continued since the sublot sizes are still feasible. The makespan increases with increment in number of sublots. The last feasible solution is obtained when $n = 7$. Compact schedules are infeasible for $n > 7$. Therefore, the number of sublots at which the minimum makespan is obtained is 4.
Table 2.2: Variation of makespan with number of sublots for Example 2.3

<table>
<thead>
<tr>
<th>No. of sublots</th>
<th>Makespan</th>
<th>Size of first sublot</th>
<th>Size of last sublot</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>46</td>
<td>20</td>
<td>20</td>
<td>Increasing the number of sublots decreases the makespan.</td>
</tr>
<tr>
<td>2</td>
<td>37</td>
<td>10.19</td>
<td>9.81</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>34.83</td>
<td>7.32</td>
<td>6.02</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td><strong>34.30</strong></td>
<td>6.16</td>
<td>3.85</td>
<td>A minimum makespan is reached.</td>
</tr>
<tr>
<td>5</td>
<td>34.39</td>
<td>5.65</td>
<td>2.35</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>34.76</td>
<td>5.46</td>
<td>1.18</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>35.27</td>
<td>5.43</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>35.85</td>
<td>5.50</td>
<td><strong>-0.64</strong></td>
<td>A compact schedule is infeasible, and the search is terminated.</td>
</tr>
</tbody>
</table>

We conducted numerical experimentation to investigate the performance of the above procedure and to determine the impact of learning on the solution obtained. We generated the input data as follows. The processing times were varied from 1 to 9 in steps of 1, and the sublot-attached setup times were varied between 1 and 100 in steps of 6 to obtain $9 \times 9 \times 17 \times 17 = 23,409$ different instances of data. We used three lot sizes, namely, $U = 1, 5$ and 10 and an upper bound on the number of sublots $N = 1, 5$ and 10, respectively. The results are shown in Table 2.3. The average CPU time required to solve an instance is 0.00006 seconds. The time required to solve all of these instances decreased slightly with increment in the value of the learning constant, $d'$, but increased with increment in the size of a lot, $U$. For larger lot sizes, the maximum feasible number of sublots is often much larger than the $n_{opt}$. An upper bound on $n_{opt}$ is given by $\hat{N} = \min \{N, n_{infeasible} - 1\}$. Some sample solutions to various instances of data are provided in Table 2.4 for $d' = 0.322$, $U = 10$ and $N = 10$. The value of $\hat{N}$ is shown in the last column.

Table 2.3: Total CPU times (in secs) required for 23,409 test cases when $d'$ and $U$ are varied (for Example 2.3).

<table>
<thead>
<tr>
<th>Learning Constant $d'$</th>
<th>Lot Size $U = 1$</th>
<th>Lot Size $U = 5$</th>
<th>Lot Size $U = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.134</td>
<td>1.409</td>
<td>1.61</td>
</tr>
<tr>
<td>0.322</td>
<td>1.133</td>
<td>1.26</td>
<td>1.492</td>
</tr>
<tr>
<td>0.7</td>
<td>1.123</td>
<td>1.211</td>
<td>1.461</td>
</tr>
</tbody>
</table>
Niloy J. Mukherjee Chapter 2. Lot Streaming in SLFS in the Presence of Learning and Setups 63

Table 2.4: Optimal solutions for $d' = 0.322$, $U = 10$, and different values of $p_a, p_b, \tau_a$ and $\tau_b$.

<table>
<thead>
<tr>
<th>$p_a$</th>
<th>$p_b$</th>
<th>$\tau_a$</th>
<th>$\tau_b$</th>
<th>$n_{opt}$</th>
<th>$s_1(n)$</th>
<th>$s_n(n)$</th>
<th>$M(n)$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2.29</td>
<td>2.65</td>
<td>16.43</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>1.14</td>
<td>1.3</td>
<td>39.76</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>19</td>
<td>7</td>
<td>2</td>
<td>6.52</td>
<td>3.48</td>
<td>127.22</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>85</td>
<td>85</td>
<td>1</td>
<td>10</td>
<td>10</td>
<td>280</td>
<td>10</td>
</tr>
</tbody>
</table>

2.4.3 Simultaneous consideration of the effects of learning in processing times and setup times

When the learning effect simultaneously exists both in the setup and processing times, the problem can be reduced to the case of learning in setup times only by using the transformation defined in (2.29) and the transformed lot size, $U' = \frac{U^{1-d}}{1-d}$. An upper bound on the number of sublots is $N$. The solution procedure outlined in Section 2.4.2 is then applied to the transformed problem with lot size $U'$ in place of $U$. An example is provided below to illustrate the solution procedure.

Example 2.4. Consider the following problem data: $p_a = 4$; $p_b = 8$; $\tau_a = 7$; $\tau_b = 1$; learning constant for processing times, $d = 0.5$; learning constant for setup times $d' = 0.322$; $U = 10$, and $N = 10$.

The lot size ($U = 10$) is transformed to that for the equivalent problem (without learning in processing times),

$$U' = \frac{U^{1-d}}{1-d} = \frac{10^{1-0.5}}{1-0.5} = 6.32.$$  

The minimum makespan value (65.65) is obtained for this data when $n = 4$. The sublot sizes obtained are: $s_1 = 1.23$, $s_2 = 1.3$, $s_3 = 1.58$, and $s_4 = 2.21$.

The sublot sizes for the original problem are obtained using (2.30) and (2.31). We have: $s_1 = 0.38$, $s_2 = 1.23$, $s_3 = 2.62$ and $s_4 = 5.78$.

To study the impact of learning, this problem was solved for different values of $d$ and $d'$. The minimum makespan values for each of these cases is shown in Table 2.5. If a learning effect is present but is not considered when modeling a system, the sublot sizes and number of sublots so obtained will not be optimal; the resultant makespan will be larger than that for the true optimal solution. For the example on hand, these suboptimal makespan values are shown in Table 2.6. For instance, if $d = 0.6$ and $d' = 0.6$, the makespan value obtained by using a
constant model based on the initial processing and setup times is 72.41. This is in contrast to the makespan of 63.78, which would be obtained if learning effects were considered. Thus, inclusion of the effects of learning in analysis would result in a reduction of 13.5% in the makespan value, in this case. A similar effect is observed if we use standard times instead of initial times considered in Table 2.6. Standard processing and setup times can be obtained by multiplying initial unit processing and setup times by a correction factor of \( \frac{1}{(57-602^{-d})} \) and \( \frac{1}{(57-602^{-d'})} \), respectively (Dar-El (2000) and Dar-El et al. (1995a,b)). The results are shown in Table 2.7. When calculating standard processing and setup times, we assume the value of the correction factor to be 1 if \( d = 0 \), (or \( d' = 0 \)). Note that, the use of both initial processing and setup times (Table 2.6) and standard processing and setup times (Table 2.7) result in significantly higher makespan values than the optimal makespan values (Table 2.5).

Note that the computational complexity of the procedure described above is \( O(N) \), since the complexity of optimizing the transformed problem is \( O(N) \) and transformation of the problem to the case without learning requires \( O(N) \) time, as shown in Section 2.4.1.

Table 2.5: Optimal makespan values (for different values of \( d \) and \( d' \) for Example 2.4).

<table>
<thead>
<tr>
<th>Learning constants</th>
<th>Makespan value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( d=0 )</td>
</tr>
<tr>
<td>( d'=0 )</td>
<td>98.07</td>
</tr>
<tr>
<td>( d'=0.15 )</td>
<td>96.96</td>
</tr>
<tr>
<td>( d'=0.322 )</td>
<td>95.66</td>
</tr>
<tr>
<td>( d'=0.6 )</td>
<td>93.87</td>
</tr>
</tbody>
</table>

Table 2.6: Makespan values when the optimal solution of a constant model is used in the presence of learning (for Example 2.4).

<table>
<thead>
<tr>
<th>Learning constants</th>
<th>Makespan value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( d=0 )</td>
</tr>
<tr>
<td>( d=0 )</td>
<td>98.07</td>
</tr>
<tr>
<td>( d'=0.15 )</td>
<td>97.63</td>
</tr>
<tr>
<td>( d'=0.322 )</td>
<td>97.21</td>
</tr>
<tr>
<td>( d'=0.6 )</td>
<td>96.68</td>
</tr>
</tbody>
</table>
Table 2.7: Makespan values when the optimal solution of a constant model with standard setup and processing times is used in the presence of learning (for Example 2.4).

<table>
<thead>
<tr>
<th>Learning constants</th>
<th>d=0</th>
<th>d=0.15</th>
<th>d=0.322</th>
<th>d=0.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>d'=0</td>
<td>98.07</td>
<td>96.37</td>
<td>92.32</td>
<td>83.36</td>
</tr>
<tr>
<td>d'=0.15</td>
<td>128</td>
<td>84.82</td>
<td>81.24</td>
<td>80.03</td>
</tr>
<tr>
<td>d'=0.322</td>
<td>114.07</td>
<td>87.94</td>
<td>75.04</td>
<td>75.44</td>
</tr>
<tr>
<td>d'=0.6</td>
<td>107.33</td>
<td>85.20</td>
<td>72</td>
<td>72.41</td>
</tr>
</tbody>
</table>

2.5 Determination of Integer Sublot Sizes

We adapt the method proposed by Trietsch and Baker (1993a) to determine integer sublot sizes for our problem by accommodating features of sublot-attached setup times and effect of learning. We present this method for the most general case when the effect of learning is present in both unit processing and setup times.

Given a schedule with \( n \) sublots, we denote the cumulative sublot size of \( k \) sublots by \( S_k \), i.e., \( S_k = s_1 + \ldots + s_k \). Clearly, \( 0 \leq S_k \leq U \). The time required to process sublots \( 1, 2, \ldots, k \) on machine 1 is given by \( \sum_{i=1}^{k} \tau_a^i + p_a \left( \frac{S_1^{1-d}}{1-d} \right) \). The time required to process sublots \( k, k+1, \ldots, n \) on machine 2 is given by \( \sum_{i=k}^{n} \tau_b^i + p_b \left( \frac{U - S_k^{1-d}}{1-d} \right) \). For a makespan value of \( M \) to be feasible, we must have, \( M - \sum_{i=k}^{n} \tau_b^i - p_b \left( \frac{U - S_k^{1-d}}{1-d} \right) \geq \sum_{i=1}^{k} \tau_a^i + p_a \left( \frac{S_1^{1-d}}{1-d} \right) \).

Therefore, if a feasible schedule exists for a given value of \( M \) and \( S_k \), we have

\[
p_a \left( \frac{S_k^{1-d}}{1-d} \right) \leq M - \sum_{i=k}^{n} \tau_b^i - p_b \left( \frac{U - S_k^{1-d}}{1-d} \right) - \sum_{i=1}^{k} \tau_a^i, \tag{2.49}\]

and an upper bound on the value of \( S_k \) given by

\[
\min \left( U, \left( M - \sum_{i=k}^{n} \tau_b^i + p_b \left( \frac{U - S_k^{1-d}}{1-d} \right) - \sum_{i=1}^{k} \tau_a^i \right) \frac{1}{p_a} \left( \frac{1-d}{1-d} \right)^{\frac{1}{1-a}} \right). \tag{2.50}\]

Note that the expression on the right side of (2.49) can take a negative value, which would imply that a feasible schedule does not exist for the values of \( M \) and \( S_{k-1} \) considered.

We set \( S_0 = 0 \), and use the upper bound (2.50) iteratively. If the right side of (2.49) becomes negative, we increase the value of \( M \). Our method to obtain integer-sized sublots is as follows.
Step 1: Set $M$ equal to the minimum makespan value obtained for the continuous version of the problem, and $S_0 = 0$.

Step 2: Set $k = 1$. If the right side of (2.49) is positive, assign $S_k$ the largest integer value smaller than the upper bound obtained from (2.50); otherwise, set $S_k = S_{k-1}$ and increase the value of $M$ by $\sum_{i=k}^{n} \tau_i^a + p_b \left( \frac{U^1 - d - S_i^k - d}{1 - d} \right) + \sum_{i=1}^{k} \tau_i^b - M$. If $S_k = U$, go to Step 5. Otherwise, check if $k < N$; if so, set $k = k + 1$ and repeat, otherwise go to Step 3.

Step 3: Set $G = U - S_n$.

Step 4: Set $i = 1$. If $S_i - S_{i-1} = 0$ and $G > 0$, increase $S_j$ by 1 for all $j = i, \cdots, n$ and decrease $G$ by 1. If $G > 0$ and $i < n$, increase $i$ by 1 and repeat.

Step 5: Delete all sublots which have zero size in the resulting schedule, and re-number the sublots. Let $n'$ be the last subplot. If $S_{n'} = U$, stop.

Step 6: Select subplot $k$, $k \in \{1, \cdots, n\}$ such that incrementing $s_k$ by 1 results in the smallest increase in the makespan value. Decrease $G$ by 1. If $G > 0$ repeat; otherwise, stop.

Note that subplot sizes are always assigned integer values and, after Step 5, no subplot has size zero. Therefore, the above steps result in positive integer subplot sizes. The minimum makespan for the continuous subplot sizes serves as a lower bound for the optimal makespan of integer subplot sizes. If $M^c$ and $M^I$ denote the makespan values obtained for continuous and integer subplot sizes, respectively, then we define an upper bound on the optimality gap, OG, as follows: $OG = \frac{M^I - M^c}{M^c} \times 100$. We conducted a numerical experimentation to study the performance of the above heuristic using the following data: $U$ was set to 100, the values of $\tau_a, \tau_b, p_a, p_b$ were varied from 1 to 10 in steps of 1, and $d, d' \in \{0, 0.15, 0.322, 0.6\}$. The average optimality gap was determined over 10,000 observations for each case under different values of $d$ and $d'$. These values are shown in Table 2.8. Note that the integer subplot sizes are almost optimal. The worst average optimality gap obtained is 3.83%.

Table 2.8: Average optimality gap (OG) for the proposed heuristic method.
2.6 Concluding Remarks

In this Chapter, we have addressed the SLFS-LSP when a sublot-attached setup time is incurred every time a sublot is processed on the machines. In addition, we have considered the presence of learning in the processing and setup times. These constitute two new features that have not been simultaneously considered in the literature for the two-machine flowshop, unequal-sublot size, lot streaming problem. Our work has generalized some known results in view of these features. We have shown that the optimal schedule is a compact schedule, and have provided closed-form expressions to obtain optimal sublot sizes in the presence of both of these features when the sublot sizes are assumed to be continuous. We have developed simple search procedures to obtain the number of sublots that minimizes makespan. Also, we have presented a method to determine integer sublot sizes.
Chapter 3

Lot Streaming in the Presence of Learning

3.1 Introduction

In the previous chapter, we developed a transformation of a single-lot, two-stage flow shop lot streaming problem, where the production rates are affected by learning, to a corresponding problem with constant processing times. In this chapter, we generalize this transformation to other lot streaming problems. Since production lots usually consist of a large number of jobs, they are frequently assumed to be continuously divisible for analytical tractability. Such an assumption results in a good approximation for the discrete case (Bukchin et al., 2002a; Shallcross, 1992). We will assume continuously divisible sublot sizes for the problems considered here. As mentioned in Chapter 1, in the lot streaming problems studied in the literature, processing times have typically been assumed to remain constant over time. However, when manual labor is used to perform tasks, or during the ramp-up stage of a manufacturing process, a worker’s productivity increases with experience. This phenomenon is referred to as the influence of learning. The impact of learning is gaining importance in today’s dynamic manufacturing environment because of the frequent introduction of new products and/or processes (see Biskup (2008b)).

The mathematical form of a learning curve was introduced by Wright-Patterson (1936) and a review of various modifications of Wright-Patterson’s learning curve has been presented by Yelle (1979). Several different learning curves have been studied in the literature. More recently, Badiru (May) has described ten different learning curve models (including the Wright-Patterson’s model) that have been used in the literature to model learning. Janiak and Rudek (2009) also point out that learning often occurs in three phases: incipient, rapid-learning, and, maturity, which results in an S-shaped learning curve Carr (1946). Despite the various alternatives proposed, the log-linear form of the Wright-Patterson’s learning curve
remains popular, and it has been supported empirically in the literature (Dar-El, 2000). If we represent the initial unit processing time by $p_{\text{initial}}$, and that required after the completion of amount of work $X$ by $p_X$, where $X \geq 0$, then the Wright-Patterson’s learning curve can be expressed as a function of $X$ and a constant $d$ as follows: $p_X = p_{\text{initial}}X^{-d}$, where $d (> 0)$ is called the learning constant (or learning index), and it captures a worker’s ability to learn. A larger value of $d$ represents faster learning, and hence, a quicker reduction in cycle time. The value of $d$ is less than one in practice (Baloff, 1971). Smunt (1999) has noted that learning is a continuous process, and $X$ can be considered a continuous variable even when discrete jobs are processed. This results in more accurate predictions. Dar-El (2000) and Dar-El et al. (1995a,b) have related the standard processing time, denoted as STD, to the first execution time by the expression: $\text{STD} = p_{\text{initial}}/(57 - 60^{2^{-d}})$. More generally, the learning curve can be expressed as a function $f(X)$, and therefore, the processing time required for each job by $p_X = p_{\text{initial}}f(X)$, where $f(0) = 1$, and $f(X)$ is non-increasing in $X$.

The impact of learning on production scheduling problems was first studied by Biskup (1999b). He addressed the problem of scheduling multiple lots on a single machine when the processing time of a lot depends on its position in the production sequence. If the initial time to process a job, $i$, is $p_i$, then the time required to process it at the $v$th position in the sequence, is given by $p_{iv} = p_i v^{-d}$. This is referred to as position-based learning. Another form of learning that has been considered in the literature is the sum-of-processing-time-based learning. The interested reader is referred to a survey of learning in scheduling by Biskup (2008b).

Lee and Wu (2009) present a general learning model that incorporates both position-learning and processing-time-based learning in a multi-machine case. In their model, the processing time for the $j$th job, when processed in the $v$th position on machine $i$, is given by:

$$p_{i[v]} = p_{ij} \left\{ \alpha(v) + \sum_{k=1}^{v-1} \beta[k]p_i[k] \right\}^{-d},$$

where $\alpha(v)$ represents the impact of position on learning ($\alpha(v) = v$ for the Wright-Patterson learning curve), and the remaining term $\sum_{k=1}^{v-1} \beta[k]p_i[k]$ represents the weighted sum of the processing times of the previous jobs.

While the impact of learning on single-job scheduling problems has been studied in the literature (Biskup, 2008a), the influence of learning on lot streaming problems has not yet been addressed. In this chapter, we consider a general learning curve that continuously decreases the processing time of a production lot (consisting of several identical items), which is broken into sublots, for transferring to downstream machines as they are processed, even if the entire lot has not completed processing on a machine. As shown in Chapter 1, there exists a large amount of literature on lot streaming that determines optimal number and sizes of sublots, but under the assumption of constant processing times. Our aim is to transform (under certain restrictions) such a lot streaming problem in the presence of learning in processing times (defined by an arbitrary learning curve), into its equivalent
counterpart consisting of constant processing times (with some change in input data), so that the existing solution techniques can be used for its solution. We seek a transform with the following two properties: (a) it preserves the nature of the production scenario; for example, a two-machine flow shop problem with learning in processing time is transformed to a two-machine flow shop problem with constant processing times, and (b) it can be used for all regular measures of performance, i.e., the same transform can be used for any objective function that is non-decreasing in completion times of the lots, and their sublots on each machine. The transform that we present, in addition to having the above properties, transforms parameter values independently; for example, a change in processing time values for machine, $i$, in the original problem alters only the processing time of machine $i$ in the transformed problem, and similarly, a change in the size of lot $j$ alters only the size of that lot in the transformed problem. We also identify the necessary and sufficient conditions for its implementation.

In what follows, we introduce, in Section 2, the notation and the assumptions that we make. The proposed transform and the necessary and sufficient conditions for its implementation are presented in Section 3.3. In this section, we also illustrate the use of this transform on some lot streaming problems encountered in different multistage scheduling environments. The case of its use for single-stage processing encountered in parallel machine environments is presented in Section 4. Finally, some concluding remarks are made in Section 3.5.

### 3.2 Assumptions and Notation

As mentioned earlier, production lots are frequently assumed to be continuously divisible in the literature related to lot streaming (see for example (Potts and Baker, 1989a; Cetinkaya and Gupta, 1994; Vickson and Alfredsson, 1992; Glass and Potts, 1998; Glass et al., 1994a)) since this assumption makes problems more tractable, while still yielding good quality solutions (Bukchin et al., 2002a; Shallcross, 1992). In addition, the process of learning can also be considered to be continuous (Smunt, 1999). In this chapter, we restrict our attention to such continuous sublot sizes and learning functions. Also, note that, lot streaming problems are multi-stage problems by definition.
Consider the following notation:

**Input Data:**

- **m** Number of machines (workers).
- **w** Number of lots that need to be processed.
- **\( \bar{U}_j \)** Size of lot \( j, j = 1, \ldots, w \) (lots are assumed to be continuously divisible).
- **\( p_{ij} \)** Initial unit processing time for lot \( j \) on machine \( i, i = 1, \ldots, m \) and \( j = 1, \ldots, w \).
- **\( f_j(x) \)** Learning function that captures the influence of learning after having processed \( x \) items of lot \( j, j = 1, \ldots, w \).
- **\( F_j(x) \)** The integral of the learning function \( \left( = \int_0^x f_j(x) \, dx \right) \).

The unit processing time for lot \( j \) on machine \( i \) after having processed \( X(\leq \bar{U}_j) \) items of the lot is given by \( p_{ij} f_j(X) \). We also have \( f_j(0) = 1 \). For the Wright-Patterson’s learning curve, we have \( f(X) = X^{-d} \), where \( d \) is the learning constant, and \( F(X) = \frac{X^{1-d}}{1-d} \).

In this chapter, we consider a general lot streaming scheduling problem having the following properties:

(a) The objective function is a regular measure, i.e., purely a function of the completion times of the lots and sublots, and/or the number of sublots.

(b) All the jobs of a lot follow the same machine sequence.

(c) The influence of learning on the unit processing time of a machine (worker) is independent for different lots, and, for different operations performed on a given lot.

(d) The sublot sizes are consistent, i.e., the same sublot sizes of a lot are used on all the machines.

(e) The effects of learning are homogeneous, i.e., the learning function for lot \( j, f_j(x) \), is the same on every machine. Note that this still permits different learning functions for different lots.

We denote the set of lot streaming problems that satisfy the above properties by \( \mathcal{L} \), and the counterpart of these problems, the set that involves no learning, but is otherwise identical to the problems in \( \mathcal{L} \) with regard to machine environment, etc., by \( \mathcal{C} \). We use \( L(\mathbf{P}, \mathbf{u}, f) \) and \( C(\mathbf{P}, \mathbf{u}) \) to denote individual problem instances in \( \mathcal{L} \) and \( \mathcal{C} \), respectively, where \( \mathbf{P} \) represents an \( m \times w \) matrix of initial processing times, \( \mathbf{u} \) a vector of lot sizes, and, \( f \) a learning function. We develop a transformation for any problem \( L(\mathbf{P}, \mathbf{u}, f) \in \mathcal{L} \) to a problem \( C(\mathbf{P}, \mathbf{u}') \in \mathcal{C} \), so that problem in \( \mathcal{L} \) can be solved if a solution of its counterpart in \( \mathcal{C} \) exists.
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Our objective is to obtain an optimal number of sublots, their sizes, and, the optimal sequence of processing the lots. The number of sublots of lot $j$ is denoted by $n_j$, and the size of its sublot $k$ by $u_{jk}$. We also use $U_{jk}$ for cumulative sublot sizes, where $U_{jk} = \sum_{\alpha=1}^{k} u_{j\alpha}$. For clarity, we will use $s_{jk}$ to represent the size of sublot $k$ of lot $j$ when the processing times are constant.

### 3.3 Transformation of Problems in $L$ to problems in $C$

Next, we present our main result that affords the transformation of a problem in $L$ to a problem in $C$ involving constant processing times.

**Proposition 3.1.** If we let $L(P, u, f)$ be a scheduling problem influenced by learning, and $C(P, u')$ be the corresponding problem with constant processing times, where $U'_{jk} = F_j(U_j) \forall j = 1, \cdots, w$, then, a lot streaming schedule, $S_C$, for $C(P, u')$ that consists of $n_j$ sublots for lot $j = 1, \cdots, w$, with sublot sizes that are consistent and given by $s_{j1}, \cdots, s_{jn}$, is optimal if and only if there exists an optimal schedule, $S_L$, for $L(P, u, f)$ that also consists of $n_j$ sublots, for lot $j = 1, \cdots, w$, with cumulative sublot sizes given by

$$U_{jk} = F_{j}^{-1} \left( \sum_{\alpha=1}^{k} s_{j\alpha} \right), \quad k = 1, \cdots, n_j, \quad (3.1)$$

and individual sublot sizes given by

$$u_{jk} = U_{jk} - U_{jk-1}, \quad k = 1, \cdots, n_j, \quad (3.2)$$

where $U_{j0} = 0$, with an identical sequence for lot processing.

**Proof.** First, note that the time required to process sublot $k$ of lot $j$, on any machine $i$, in schedule $S_L$ for $L(P, u, f)$, is given by,

$$\int_{u_{j1}+u_{j2}+\cdots+u_{jk-1}}^{u_{j1}+u_{j2}+\cdots+u_{jk}} p_{ij} f_j(x) dx = p_{ij} (F_j(U_{jk}) - F_j(U_{jk-1})). \quad (3.3)$$

Next, substituting (3.1), we have,

$$p_{ij} (F_j(U_{k}) - F_j(U_{k-1})) = p_{ij} \left( \sum_{\alpha=1}^{k} s_{j\alpha} - \sum_{\alpha=1}^{k-1} s_{j\alpha} \right) = p_{ij} s_{jk},$$

which is the processing time for sublot $k$ in schedule $S_C$ for $C(P, u')$. Since the production sequence is the same in both schedules, the completion times of the lot and sublots are
identical for both cases. Hence, both schedules would have the same objective function value. Now, by contradiction, suppose there exists a schedule $S_C$ for $C(P, u')$ that results in a strictly better objective function value than the optimal value for $L(P, u, f)$. Then, by (3.1) and (3.2), we can obtain a schedule for $L(P, u, f)$ with an objective function value equal to that for $S_C$, which contradicts optimality. The converse, as well as the uniqueness of corresponding optimal solutions, follows from the existence of a one-to-one relationship between schedules $S_C$ and $S_L$ because $F_j(X)$ (and hence $F^{-1}_j(X)$ and (3.1)) is bijective as $f(x)$ is a positive valued function on the interval $[0, U_j]$. This fact also guarantees the existence of the inverse of $F(X)$.

Next, we consider the scope of the problems to which the transformation presented in Proposition 3.1 can be applied. By definition, we can apply this transformation if the properties presented in Section 3.2 hold. Therefore, those properties (conditions) are sufficient. Next, we consider the necessity of these conditions. Recall that, the variables in a lot streaming scheduling problem are the number and sizes of sublots that are used, and their completion times. In case the objective function cannot be expressed as a function of the number of sublots, and/or the completion times of the lots and sublots, then it must be a function of sublot sizes. Proposition 3.1 cannot hold in that case since the transformed problem would have different sublot sizes, and hence, would have a different objective function value. Therefore, Condition (a) is also necessary. Note that, for some problems, the objective function can be expressed either in terms of sublot sizes, or, their completion times. The transformation of Proposition 3.1 would hold in this case provided the objective is expressed as a function of completion times. However, Condition (b) is not necessary. Consider the following example involving an open shop problem where each lot follows an independent route, in violation of Condition (b).

Example 3.1. The single lot, m-machine, open shop problem.

The single-lot, m-machine, open shop, makespan minimization, problem has been addressed by Glass et al. (1994b), for the case when the maximum permissible number of sublots, $n \geq m$. They show that the optimal solution consists of sublot sizes, $s_i = \frac{U_j}{m}$, $1 \leq i \leq m$, and $s_i = 0$ for all other sublots. The proof of optimality rests on the fact that there exists at least one machine that is never idle, and hence, the lower bound on the makespan is achieved in such a schedule. For the learning case, we need to obtain a schedule in which each machine processes $m$ sublots, and each sublot requires the same time for processing. This can be achieved by solving the constant-processing-time problem with $F(U_j)$ units. The optimal sublot sizes for this problem are $\frac{F(U_j)}{m}$. We then use (3.1) and (3.2) to obtain sublot sizes for the original problem, which have equal sublot processing times.

Condition (c) is also a necessary condition, since, otherwise, the total processing time of a lot in the transformed problem would depend on its position in the production sequence. This is not true for any constant-processing-time scheduling problem. Note that the transformation
of Proposition 3.1 reduces a problem to its constant-processing-time counterpart in polynomial time. Therefore, the necessity of this condition is to be expected, since the scheduling problems for which the learning gains for different lots are not independent, are much harder to solve. For example, the multiple-lot two-machine flow shop, makespan minimization problem with lot streaming, can be solved in polynomial time by using a modification of Johnson’s rule (see Vickson and Alfredsson [1992]), and hence, this problem with independent learning effects can also be solved in polynomial time by using Proposition 3.1. On the other hand, this problem is NP-Hard, even without lot streaming, when job processing times are a step function of the position of the job Rudek (2011). By assumption, the last Condition (d) is also necessary for the use of Proposition 3.1 since Expressions (3.1) and (3.2) use the same sublot size on all the machines.

Next, we show that Condition (e) is necessary for the transformation to hold. In fact, we present a stronger result that this condition is necessary for any similar transformation. Note that our transformation converts a scheduling problem in which the processing time of a lot is affected by learning, to an equivalent, constant-processing-time problem with the same initial processing times and machine configuration, but altered lot sizes. It also preserves the nature of the objective function. The transformed problem is closely related to the original problem since each feasible schedule for the original problem has a corresponding schedule in the transformed problem with identical completion times of the lots and sublots, as well as the same number of sublots for each lot. Hence, for any objective function satisfying Condition (e), both give the same objective value. Such a transformation to an equivalent constant-processing-time problem is not possible if the learning function is not homogeneous, i.e., if the learning function is different on different machines. Next, we present this formally.

**Proposition 3.2.** For the case when the learning function is different for two or more machines, there does not exist a corresponding constant-processing-time scheduling problem with identical completion times of the lots and sublots (the number of which is also identical), and therefore, identical optimal objective function value.

**Proof.** By contradiction, suppose such a transform exists when learning function is different for two or more machines. Let i and j be two machines with different learning functions (denoted by \( f_i(X) \) and \( f_j(X) \)) for lot \( k \) over \( 0 < X < U_k \), where \( U_k \) is the size of lot \( k \).

For the problem with learning, the ratio of the time required to process the first sublot, of size \( u_{k1} \), on machine \( i \), relative to the time required to process the entire lot on machine \( i \), is given by \( \frac{p_i F_i(u_{k1})}{p_i F_i(U_k)} = \frac{F_i(u_{k1})}{F_i(U_k)} \), and similarly, it is \( \frac{F_j(u_{k1})}{F_j(U_k)} \), for machine \( j \). Note that these ratios are not identical for both the machines for all values of \( u_{k1} \). But, this is not true for any constant-processing-time problem, which is a contradiction.

As an example of this result, consider a single lot, two-machine, flow shop with no lot streaming, where one machine is influenced by learning and the other has constant processing times. Changing the size of the first sublot impacts the ratio of the times required to
process it (relative to the total processing time of the lot) differently on the two machines. There does not exist any two-machine flow shop with constant processing times where this occurs. Consequently, there does not exist a transformation of the original problem to a constant-processing-time two-machine problem such that the lots and sublots have identical completion times in both cases.

Next, we present some classes of problems where the transformation of Proposition 3.1 can be applied.

**Corollary 3.1.** In the presence of homogeneous and independent learning effects, the scheduling problems with a regular objective functions, and/or a function of the number of sublots, and the following machine environments are in $\mathcal{L}$, and they can be solved using the transformation of Proposition 3.1 if the sublot sizes are consistent:

- Multiple lot, flow shop problems.
- Multiple lot, hybrid (flexible) flow shop problems where all the jobs of a lot are processed on the same machine at each stage.
- Job shop problems.
- Assembly shop problems.

**Proof.** Since learning effects are homogeneous and independent, conditions (e) and (c) are satisfied, respectively. Conditions (d) and (a) are satisfied by assumption. We consider condition (b) for each case. By definition, all the lots follow the same machine sequence in a flow shop. In a hybrid flow shop, parallel machines exist at each stage. Different lots may be processed on different machines at each stage. However, if all the jobs of a lot are processed on the same machine at each stage, condition (b) will hold. Each lot may follow a different machine sequence in a job shop; however, since learning is independent for different lots, and all the jobs of a lot follow the same sequence, (b) holds true. Multiple lots combine to form a single lot in assembly shops. All the jobs of a lot, however, follow the same machine sequence, thereby satisfying condition (b).

### 3.3.1 Illustration of the use of the transformation of Proposition 3.1

We illustrate the use of Proposition 3.1 by the following examples.

**Example 3.2.** Two-machine flowshop, single-lot problem, with sublot-attached setup times.

Consider the two-machine, single-lot, makespan minimization problem in the presence of sublot-attached setup times. Since this is a single lot problem, we do not use the subscript $j$.
to identify lot number. The lot is assumed to be continuously divisible and sublots are not restricted to be equal. For the case with constant processing times, this problem has been addressed by Baker and Trietsch (2009) (see research notes for Chapter 12) and Alfieri et al. (2012), and optimal sublot sizes are ”geometric” (see (Potts and Baker, 1989a; Trietsch, 1987)) in nature. We use $\tau_i$ to denote the sublot-attached setup time on machine $i$, and Wright-Patterson’s learning curve.

Consider the following data: $p_1 = 3$, $p_2 = 6$, $\tau_1 = 4$, $\tau_2 = 19$, $d = 0.312$ and $U = 80$. The maximum number of sublots permitted is given by $N = 80$.

The transformed lot size for the equivalent problem without learning is given by:

$$U' = \frac{U^{1-d}}{1-d} = 29.63.$$  

The unit processing times and setup times for the transformed problem are the same as their initial values in the original problem. For the transformed problem, we obtain the optimal makespan to be 242.91, and the optimal number of sublots, $n = 3$. The optimal sublot sizes are: $s_1 = 1.38$, $s_2 = 7.75$ and $s_3 = 20.5$.

For the Wright-Patterson’s learning curve, we have $F^{-1}(X) = ((1 - d)X)^{\frac{1}{1-d}}$. We can, now, obtain cumulative sublot sizes for the original problem as follows: $U_1 = ((1 - d)s_1)^{\frac{1}{1-d}} = 0.923$; $U_2 = ((1 - d)(s_1 + s_2))^{\frac{1}{1-d}} = 14.45$; and $U_3 = ((1 - d)(s_1 + s_2 + s_3))^{\frac{1}{1-d}} = 80$. Consequently, the individual sublot sizes are given by: $u_1 = U_1 = 0.923$; $u_2 = U_2 - U_1 = 13.524$; and $u_3 = U_3 - U_2 = 65.553$ with the makespan value the same as that obtained for the transformed problem.

The importance of incorporating the influence of learning in processing times for scheduling models can be gauged by the improvement achieved in the quality of the schedules. If the phenomenon of learning is ignored when solving Example 3.2, an optimal schedule for the constant processing time model would be: $n = 4$, $s_1 = 1.67$, $s_2 = 8.33$, $s_3 = 21.67$, $s_4 = 48.33$, and optimal makespan value = 565. However, because of learning, the actual makespan resulting from the use of these sublot sizes would be 264. Such a large difference between the planned and actual makespan values of a schedule would lead to implementation difficulties. Also, the makespan value of 264 is larger than the optimal makespan value of 242.9 obtained for the learning case. For illustration, Table 3.1 depicts the suboptimal makespan values ($M_{suboptimal}$) achieved when the optimal sublot values for the constant-processing-time model are implemented in the presence of learning, the optimal makespan values obtained when learning effects are incorporated a priori ($M^*_learn$), and the percentage improvement in makespan value, $PI = \frac{M^*_learn - M_{suboptimal}}{M^*_learn} \times 100$, obtained with increment in $d$ for the scenario of Example 2. As may be expected, the importance of including the impact of learning a-priori increases with increment in the value of $d$. 

Example 3.3. Three-stage, single lot, job shop problem.

Consider the three-stage job shop problem for a single lot studied by Glass et al. (1994a) for the case when there exist two machines and the lot must be processed on the first machine, followed by the second machine, and then again, on the first machine. Let the influence of learning be independent for each operation, and be defined by an S-shaped curve with

\[ f(X) = \begin{cases} 
1 & 0 \leq X \leq 10 \\
1.1 - 0.01X & 10 < X \leq 90 \\
0.2 & 90 < X.
\end{cases} \]

Note that we have constant processing times for the first 10 jobs and for all jobs after 90. Again, we drop the subscript for job number.

Let \( p_1 = 3 \), \( p_2 = 5 \), \( p_3 = 10 \), \( n = 2 \) and \( U = 100 \).

First, we obtain

\[ F(X) = \begin{cases} 
X & 0 \leq X \leq 10 \\
1.1X - 0.005X^2 - 0.5 & 10 < X \leq 90 \\
40 + 0.2X & 90 < X.
\end{cases} \]

Therefore, \( F(U = 100) = 60 \). Next, we use the method outlined by Glass et al. (1994a) to obtain the optimal sublot sizes when the lot size is 60. We have the case \( 25 = p_2^2 \leq p_1 p_3 = 30 \), and hence, \( q = \frac{p_2 + p_3}{p_2 + p_1} = \frac{15}{8} \), and \( s_2 = qs_1 \). The optimal sublot sizes are given by: \( s_1 = 20.87 \), and \( s_2 = 39.13 \). To obtain optimal sublot sizes for the original problem, first we find \( U_1 = F^{-1}(20.87) \). We have \( 1.1U_1 - 0.005U_1^2 - 0.5 = 20.87 \), which gives, \( U_1 = 21.53 \). Also, \( U_2 = 78.47 \). The optimal makespan value remains unchanged.

3.4 Parallel Machine Environments

While lot streaming problems are inherently multi-stage in nature, lot splitting problems for parallel machine environments involving single stage processing are similar. Note that Proposition 3.1 does not apply to parallel machine environments, particularly when different
jobs of a lot may be processed on different machines, which violates condition (D). This is due to the fact that the limits of integration in (3.3) are no longer necessarily identical for all the machines. As a result, the total time required to process a lot, i.e., the sum of the times spent on the sublots of the lot on each machine varies with changes in the size of the sublots. This is not true for any constant-processing-time problem. However, the structure of the solution to the corresponding constant-processing-time case can still be utilized to obtain solutions for the case of learning effects. Consider the following example.

**Example 3.4. Unrelated parallel machines.**

A single lot, of size $U$, needs to be processed on $m$ parallel unrelated machines such that a minimum makespan is achieved. Let the initial processing time and learning functions for machine $i$ be given by $p_i$ and $f_i(X)$, respectively, $i = 1, \cdots, m$. Note that for the constant-processing-time case, this problem has a simple solution of dividing the work in the inverse ratio of $p_i$, so that the total time for which any pair of machines are busy is equal. It is easy to see that this criteria is also true for an optimal solution even when learning is present. Hence, we must have $p_i f_i(u_i) = p_i f_i(u_i)$ for all $i = 2, \cdots, m$. We must also have $\sum_{k=1}^{m} u_k = U$. Solving these $m$ equations yields an optimal division of the lot.

We also investigate this problem further, to obtain an optimal division of work among workers who have different levels of experience, but are otherwise identical, when the learning effect follows the Wright-Patterson curve. The time required by a worker $i$ with $\Delta_i$ experience and $U_i$ work load, is given by $F_i(U_i + \Delta_i) - F_i(\Delta_i)$ (note the modification of $U_i$ from the cumulative sublot size to the share of work performed by worker $i$, and permission of different learning functions on different machines). Using this result, for any two workers $i$ and $j$, we have, $p_i (U_i + \Delta_i)(1-d) - (\Delta_i)(1-d) = p_i (U_j + \Delta_j)(1-d) - (\Delta_j)(1-d)$, where $U_i$ is the amount of work assigned to worker $i$, and, $\Delta_i$ is the amount of experience the worker had prior to the beginning of work assignment. Sublot sizes can then be obtained by solving these expressions, along with the constraint, $\sum_{i=1}^{m} U_i = U$.

For the case when $\Delta_i \gg U \forall i$, we have

$$(U_i + \Delta_i)^{1-d} - (\Delta_i)^{1-d} = (U_j + \Delta_j)^{1-d} - (\Delta_j)^{1-d}.$$ 

Using Taylor’s expansion, and ignoring higher order terms in $\frac{U_i}{\Delta_i}$, for $i = 1, \cdots, m$, we have

$$\frac{U_i}{U_j} = \left(\frac{\Delta_i}{\Delta_j}\right)^{\frac{d}{1-d}}.$$ 

This is an approximate method of apportioning work to workers with different levels of experience. If work needs to be distributed between a new worker, $i$, and an experienced worker, $j$, i.e., $\Delta_i = 0$ for some $i$, and $\frac{\Delta_j}{U} \ll 1$, we have, $U_i^{1-d} = (1-d)\Delta_j^{1-d}U_j$. Note that if $U$ is large, the above expressions can still be used by splitting $U$ into appropriately small parts, and then, repeatedly evaluating each workers’ workload. Since, we ignore higher order terms, these values are approximate; however, the simplicity of the expressions make such a solution attractive.
3.5 Concluding Remarks

In this chapter, we have demonstrated use of a transformation to convert a general lot streaming problem, in which the processing times are influenced by a general learning curve, to a problem where the processing times are constant. This permits use of the solution methods available in the existing literature to solve scheduling problems related to learning, with the addition of a few simple pre- and post-processing steps. We have presented sufficient conditions under which this transformation can be applied, and we also discuss the necessity of these conditions. Both of these aspects highlight the scope of the problems to which the transformation can be applied. We have illustrated the use of this transformation to diverse scheduling environments. Also, we have solved a new problem of assigning work to workers with different experience levels. In particular, the transformation presented here is applicable to single lot, two-machine flow shop problems, and hence, enables the solution of the sub-problems associated with the ALSP when the effect of learning is consistent (see Chapter 5).
Chapter 4

Lot Streaming vs Dual Sourcing When Processing Times are Stochastic

Dual sourcing is a strategy of ordering the material required to process a lot (order) from two suppliers, instead of a single supplier. This strategy has been well-studied in the literature and has been shown to reduce lead time. However, the additional ordering cost incurred by dual sourcing makes this strategy unattractive. In this chapter, we compare it to an alternative strategy of sourcing the material required for processing a lot from a single supplier, but by permitting its delivery in two partial shipments (referred to here as single-sourcing with lot streaming). We consider the case when the lead time of suppliers consists of the time required to process a lot. We assume that the processing times of the supplier and the manufacturer are stochastic, and that, the density functions of their distributions are dependent on the size of the lot; in particular, the expected time to process a lot is assumed to be proportional to the lot size. We show that, besides offering a lower ordering cost, single-sourcing (with lot streaming) incurs lower inventory and affords a better stockout risk behavior over dual-sourcing. We also relate our work to similar problems studied in the deterministic scheduling area pertaining to economic lot sizing and lot streaming.

4.1 Introduction

The use of an appropriate sourcing strategy plays an important role in improving the performance of a supply chain. When a single supplier supplies an inventory item to a manufacturer, it is referred to as single-sourcing. Instead, if two or more suppliers supply an item, the sourcing strategy is referred to as dual-sourcing or multiple-sourcing, respectively. While dual-sourcing protects a manufacturer from large losses in revenue if a supplier is unable to
supply parts for an extended period of time (possibly, because of catastrophic failure, see for example Latour (2001)), in this chapter, we explore the merits of this sourcing strategy when no such extended delay is encountered. A large body of literature has studied the use of dual-sourcing because of its apparent advantage in reducing the effective lead time when the lead time of individual suppliers is stochastic. Most of the existing literature assumes that the lead time of a supplier is independent of the quantity ordered. The majority of this literature either studies an optimal dual-sourcing strategy or compares the performance of dual-sourcing with that of single-sourcing. Sculli and Wu (1981) have shown that the first order statistic of two random variables is smaller than the mean of either, and therefore, ordering from two suppliers simultaneously would lead to a shortening of the lead time. This reduces the safety stock requirements or improves service levels for a given safety stock (see Sculli and Wu, 1981; Sculli and Shum, 1990; Kelle and Silver, 1990; Kelle and Miller, 2001; Pan et al., 1991). Ramasesh et al. (1991) showed that dual-sourcing decreases the total expected cost when the ordering cost is sufficiently low. Lau and Lau (1994) have shown that, in addition to reducing safety stock, dual sourcing also reduces the total cycle inventory when the expected lead time for each supplier is different. Inventory costs may be further lowered if the order from the second supplier arrives just when the order from the first supplier is exhausted. In order to delay the arrival from the second supplier suitably, one may choose non-identical suppliers or offset the order times (Lau and Lau, 1994; Lau and Zhao, 1993; Hon-Shiang and Zhao, 1994).

Another sourcing strategy that has been studied in the literature is that of single sourcing with order splitting. In such a strategy, material is sourced from a single supplier, but each order is delivered in two or more shipments. In case the lead times are independent of the size of the shipment, the performance of such a strategy can be expected to be similar to that of dual sourcing with identical suppliers, when orders are not placed simultaneously, i.e., when the expected arrival time of the order from each supplier is different. Chiang and Chiang (1996) have shown that such a strategy decreases cycle inventory, in comparison to single sourcing with no order splitting, for the case when the demand follows a normal distribution and the lead times are deterministic. Hill (1996) also showed such a reduction in cycle stock when both lead times and demand are stochastic, and a single supplier supplies an order in multiple, equal, parts. More recently, Mishra and Tadikamalla (2005) compared single sourcing with order splitting with dual sourcing and showed that most of the benefits of dual-sourcing are because of lot splitting, and that, single-sourcing with order splitting can result in better performance than dual-sourcing. To the best of our knowledge, all studies related to dual sourcing and single sourcing with order splitting assume that the mean and variance of lead times are independent of the quantity ordered from the supplier. In this chapter, we relax this assumption. Instead, we assume that the lead time is due to the processing time incurred by the supplier. The deterministic version of this problem is a SLFS-LSP with two sublots, with a cost-base objective function. Lot streaming has been studied for the objective of minimizing inventory and ordering costs in a two-stage system when there exists a continuous demand at the second stage. This literature extends the models related to Economic-Order-Quantity (EOQ) by allowing replenishment of inventory
in several sublots.

The problem of minimizing the joint costs of the supplier and buyer for shipping a supplier’s production lot in several sublots, when lead times, demand rates and production rates are deterministic is referred to as the joint economic lot sizing problem (JELS). Note that the objective of this problem is different from the objective for sourcing problems, where any cost incurred by suppliers is ignored. Another difference between these problems is that, in JELS, the time required by a supplier to produce a sublot is proportional to the size of the sublot (sometimes transportation times are also considered), while in problems related to sourcing strategy, the time required by a supplier to produce an item is ignored. The JELS problem was first studied by Goyal (1977) under the assumption of an infinite production rate for the supplier and without lot splitting. Banerjee (1986) extended this problem to the case when the production rates are finite. Then, Goyal (1988) introduced the idea of splitting the supplier’s production lot into equal-sized sublots and permitting the transfer of a sublot to the buyer while the subsequent sublots are still being processed on the current machine. Goyal (1995) solved the problem for unequal sublot sizes, with the restriction that the sublot sizes form a geometric sequence whose common ratio is the production rate divided by the demand rate. The problem was solved for a general common ratio by Hill (1997). Finally, Hill (1999) obtained an optimal schedule when no assumptions regarding sublot sizes are made. Sajadieh et al. (2009) solved the JELS problem for the case of equal sublot sizes, when the supplier’s lead time is the sum of a deterministic component, as used in Goyal (1988), and a stochastic component that follows an exponential distribution. The parameter for this distribution is independent of the sublot sizes used. Since they assume a deterministic demand, adding a deterministic value to the lead time merely changes the re-order point by a fixed value and does not affect the optimization model. Ben-Daya and Hariga (2004) consider stochastic demand, equal sublots, and assume that the deterministic lead time increases linearly with order size (with an additional constant delay). A large amount of other research in the area of JELS exists that is not relevant to our discussion here. The reader is referred to Ben-Daya et al. (2008) for a review of literature in this field.

As noted above, the stochastic element considered in the literature has been limited to the situations where the lead time is assumed to be independent of the size of the sublot processed. Such a situation may arise when suppliers carry large inventories, from which orders are satisfied, and lead times exist only because of transportation times. In contrast, in this chapter, we consider the case when the lead time of the supplier consists solely of the time required to process (manufacture) a sublot. We assume that the processing time of the supplier and the manufacturer are stochastic, and that the parameters of their density functions are dependent on the sublot size used. Such a size-dependent lead time would exist when the time required for transportation is negligible compared to the time required for manufacturing. Considering the case when transportation times are negligible enables us to draw a clearer contrast between the two cases of lead time being independent or dependent of sublot size. Also, the literature related to dual-sourcing and JELS addresses the case when the demand for a product at the second stage is continuous and indefinite, i.e., each lot is
followed (and preceded) by another identical lot. In contrast, we consider the case when a fixed number of units are produced in a lot in response to a customer order. Hence, orders are never satisfied from inventory.

When an order is delivered in two separate shipments, there exists a risk of stockout before the arrival of the second shipment. In this chapter, we study the relationship of this stockout risk with order splitting decisions. We also compare the stockout risk, lead time and inventory cost resulting from the use of single-sourcing (with lot streaming) with those obtained when dual-sourcing is used. While we mathematically analyse differences between these sourcing strategies, we also use numerical results whenever the analytical approach is too complex to provide any insight. Such a use of numerical results to explore the consequences of employing a sourcing strategy is frequently used in the literature (see for example [Ramasesh et al. 1991, 1993; Lau and Lau 1994; Mishra and Tadikamalla 2005]).

We perform this analysis in two steps. In the first step, we consider the case when the manufacturer’s processing rate is constant. For this case, first, we analytically show that single-sourcing (with lot streaming) is better than dual sourcing when both result in similar probabilities of stockout risk. Then, we consider the case when the manufacturer’s processing rate is also stochastic and use numerical experimentation to show that single-sourcing results in large improvements for this case as well.

As noted earlier, the problem of single sourcing with order splitting has been studied in the literature related to the JELS problem for deterministic environments and continuous (incessant) demand. We use the results of Hill (1999) to find optimal sublot sizes for a deterministic equivalent system (with deterministic processing times equivalent to the expected values of processing times) where the lot size is given. We examine the probability of stockout when such a solution is implemented in a stochastic environment. Note that, in case processing times are constant, it is possible to split an order (of some predetermined size) into two unequal parts such that no stockout occurs. The deterministic version of the problem of minimizing the lead time, under the constraint that stockouts do not occur, is identical to a makespan minimization SLFS-LSP.

In the remainder of the chapter, we proceed as follows. In Section 2, we present an overview of the problem studied, describe the production environment considered, and also introduce the notation used. In Section 3, we compare single sourcing (with lot streaming) and dual sourcing when the manufacturer’s processing time is constant, while the suppliers experience stochastic processing times. We continue with this comparison in Section 4 where stochastic processing times are encountered by both the suppliers and the manufacturer. In Section 5, we use numerical experimentation to compare single- and dual-sourcing strategies. The processing times are assumed to be uniformly distributed. We also consider the case of gamma distributed processing times. In Section 6, we investigate the effect of using solutions to some related deterministic (constant processing time) problems in the stochastic environment studied here. Finally, we make concluding remarks and discuss avenues of future research in Section 7.
4.2 Problem Description, Assumptions, and Notation

In this chapter, we compare the performances of single-sourcing (with lot streaming) and dual-sourcing used to acquire material from suppliers when the processing times of both the supplier and manufacturer are stochastic. We mathematically express the lead time and stockout probability for each case when an order consists of $U$ identical items, which are processed in two stages, first by one or more suppliers at stage 1 followed by a manufacturer at stage 2. For the single-supplier case, material is transferred in two sublots of sizes denoted by $s_1$ and $s_2$ ($= U - s_1$). In the two-supplier case, we assume that the suppliers are identical and that the first supplier supplies a sublot of size $s_1$ while the second supplier supplies a sublot of sizes $s_2$. For this case, we allow the manufacturer to place an order with the second supplier $\delta$ time units after ordering from the first supplier. The single supplier always manufactures an order as a single lot, but may transfer a sublot of finished goods to the manufacturer before completing the entire lot.

Similar to Ramasesh et al. (1991), we define the expected effective lead time, denoted by $L$, to be the expected time required by the first sublot of raw material to be received by the manufacturer (for the sake of brevity, we refer to the “expected value of lead time” simply as “lead time”). The stockout probability considered in this chapter is the probability that the manufacturer exhausts the first sublot before the second sublot arrives. We evaluate it by assuming that the first sublot is processed immediately upon arrival.

Consider the following notation:

**Parameters:**

- $\delta :=$ Time interval between the placing of orders with two suppliers.
- $p_a :=$ Mean unit processing time for the supplier (it is the same for all the suppliers for both single-supplier and two-supplier cases).
- $p_b :=$ Mean unit processing time for the manufacturer.
- $U :=$ Lot size

**Random Variables:**

- $X_1, X_2 :=$ Processing times of the first and second sublots for the single-supplier system.
- $Y_1 :=$ Processing time for the sublot, of size $s_1$, processed by the first supplier when dual-sourcing is used.
- $Y_2 :=$ Processing time for the second sublot, of size $s_2$, processed by the second supplier when dual-sourcing is used. Note that the completion time for the second supplier is $\delta + Y_2$.
- $Z_1, Z_2 :=$ Processing times of the first and second sublots for the manufacturer.

**Dependent Random Variables:**
Effective lead time, which represents the time until the arrival of the first sublot from a supplier.

In the general case studied in Section 4.4, the processing times $X_1, X_2, Y_1, Y_2, Z_1$ and $Z_2$ are all assumed to be random. However, we begin our analysis with the case when $Z_1$ and $Z_2$ are deterministic. We assume that the probability density functions of these random processing times depend solely on the size, $s$, of the sublot being produced and the mean unit processing time, $p$, of the stage. The probability density function (pdf) and cumulative distribution function (cdf) are denoted by $f(x; s, p)$ and $F(x; s, p)$, respectively, where $x$ represents a value of the variable being considered. For brevity, we write $f(x; s, p)$ as $f_X$ when the parameters of the distribution of the random variable $X$ are apparent in the context that they are used.

We consider both uniformly distributed and gamma distributed processing times. The mean and variance of the processing time for both distributions are assumed to be $ps$ and $ps^2$ respectively, where $p \in \{p_a, p_b\}$. This implies that, for the case of uniformly distributed processing times, the support of the random variables extends over $[ps - p\sqrt{3}s, ps + p\sqrt{3}s]$, and for the gamma distribution, its shape factor is given by $s$, and the scale factor by $p$. In order to have feasible limits for the uniform distribution, we assume $s \geq 3$ and $U \geq 6$. We also assume that transportation times are negligible.

### 4.3 Constant Manufacturer Processing Time

In this section, we consider the case when the manufacturer's processing time is a deterministic constant, i.e., $Z_1$ and $Z_2$ are deterministic, and compare the relative costs of single sourcing (with lot streaming) and dual sourcing. In both cases, the material is transferred from the first stage to the second in two sublots of sizes $s_1$ and $s_2$. The expected lead time of the first sublot, $L = p_a s_1$ and the expected arrival time of the second sublot is $p_a (s_1 + s_2) = p_a U$ when single sourcing (with lot streaming) is used, while for dual sourcing, it is $\delta + p_a s_2$. In order to have a fair comparison of the two strategies, we consider the case when the sublot sizes and the expected lead times of the second sublot are the same in both cases. To that end, we set $\delta = p_a s_1$. Note that, for dual sourcing, it is possible that the support of $Y_1$ and $Y_2$ intersect. In such cases, the orders may cross, i.e., the second sublot of size $s_2$ arrives first. However, since the value of $\delta$ is large enough to be comparable to the lead time of a sublot, the probability of order-crossing can be expected to be negligibly small (Pan et al., 1991). So, we ignore order-crossing for the analysis presented in this section (however, we consider it in the next section). We also assume the reorder level $R$ to be the same in both cases.

Next, we compare the expected values of the cost incurred for both sourcing strategies. Note that, by assumption, the first sublot (of size $s_1$) arrives first, and, the distribution of its arrival time, $L$, is identical for both cases; hence, we can compare the two strategies
conditioned on $L$. Also, for the same realization of $L$, the inventory level immediately after the arrival of the first sublot will also be the same in both cases; and as in Ramasesh et al. (1991), we denote it by $H$.

In order to obtain $E(cost|L)$, we need to consider the following two possible cases: Case 1. The second sublot arrives before the first sublot is exhausted; and, Case 2. The second sublot does not arrive before the first sublot is exhausted, and a backordering cost is incurred.

Figure 4.3.1 depicts the manufacturer’s inventory level for these two cases. For either case, the cost can be expressed as a function of the time interval, designated by $T$, between the arrival of the sublots. In the case of single sourcing (with lot streaming), the length of this interval is simply the time required by the supplier to manufacture the second sublot, i.e., $T_{SS} = X_2$. When dual sourcing is used, the lead time for the second sublot is independent of the first sublot, and is given by $\delta + Y_2$, and consequently, $T_{DS} = \delta + Y_2 - Y_1$,

where $\delta = p_a s_1$ as chosen earlier. Note that $E[T_{SS}] = E[T_{DS}]$ since we have set $\delta = p_a s_1$, and $E[X_1] = E[Y_1] = p_a s_1$ and $E[X_2] = E[Y_2] = p_a s_2$.

For Case 1, the manufacturer’s inventory level immediately after the arrival of the first sublot is given by $H$. The second sublot arrives after time $T$, and immediately prior to the arrival of the second sublot, the inventory level is $H - \frac{T}{p_b}$. Since the length of the time interval between these periods is $T$, the inventory cost incurred during this interval is $\tilde{h} \frac{(H + H - \frac{T}{p_b}) T}{2}$, where $\tilde{h}$ is the unit inventory cost per time period. The inventory level immediately after the arrival of the second sublot is $H - \frac{T}{p_b} + s_2$, which is reduced to the reorder level $R$ in time interval $p_b (H - \frac{T}{p_b} + s_2 - R)$. Therefore, the inventory holding cost incurred after the arrival of the second sublot is given by $\frac{\tilde{h} p_b}{2} \left( H - \frac{T}{p_b} + s_2 + R \right) \left( H - \frac{T}{p_b} + s_2 - R \right)$. Hence, the total inventory cost incurred is obtained by adding these costs, and after simplification, it reduces to

$$\tilde{h} p_b \frac{(H + s_2)^2 - R^2}{2} - s_2 \tilde{h} T. \quad (4.1)$$

Similarly, for Case 2, the inventory is completely exhausted prior to the arrival of the second sublot, and the inventory cost is given by $\frac{\tilde{h} H^2 p_b}{2}$, while the cost after its arrival is again given by $\frac{\tilde{h} p_b}{2} \left( H - \frac{T}{p_b} + s_2 + R \right) \left( H - \frac{T}{p_b} + s_2 - R \right)$; note that $\left( H - \frac{T}{p_b} \right)$ is negative because of backordering. The time interval over which backordering occurs is $T - p_b H$, during which the number of units backordered is $\frac{T - p_b H}{p_b}$, resulting in a backordering cost of $\frac{\tilde{b} (T - p_b H)^2}{2p_b^2}$, where $\tilde{b}$ is the unit backordering cost per unit time period. After simplification, we have the
Figure 4.3.1: Manufacturer’s inventory for deterministic processing times for (a) Case 1: Second sublot arrives before the first sublot is exhausted, and for (b) Case 2: Second sublot does not arrive before the first sublot is exhausted.
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total inventory and backordering cost for Case 2 given by

\[
\left(\bar{h} + \bar{b}\right) \frac{T^2}{2p_b} - \bar{h}(H + s_2)T - \bar{b}HT + \frac{\bar{b}p_bH^2}{2} + \bar{h}p_b\left(H + s_2\right)^2 + \frac{H^2 - R^2}{2}. \tag{4.2}
\]

Next, we show that

\[
E[T^2_{SS}] < E[T^2_{DS}]. \tag{4.3}
\]

Recall that \(T_{DS} = \delta + Y_2 - Y_1\). As \(Y_1\) and \(Y_2\) are independent, \(Var(T_{DS}) = Var(Y_2) + Var(Y_1)\). Also, \(Y_2\) is identical to \(T_{SS}\) in distribution. Therefore, \(Var(T_{DS}) - Var(T_{SS}) = Var(Y_1)\). Noting that \(Var(T_{DS}) - Var(T_{SS}) = E[T^2_{DS}] - E[T^2_{SS}]\) (since \(E[T_{DS}] = E[T_{SS}]\)) = \(Var(Y_1) > 0\), we have the desired result.

Note that the expected cost for Case 1, given by (4.1), is a function of \(E[T]\), and since \(E[T_{DS}] = E[T_{SS}]\), Case 1 results in an identical expected cost for both sourcing strategies. Also, from (4.1), the variance of inventory cost for Case 1 is given by \(\left(s_2\bar{h}\right)^2 Var(T)\), which is higher for dual sourcing. Hence, for Case 1, single sourcing (with lot streaming) gives a more predictable performance, and hence, is better.

For Case 2, the expected total inventory and backordering cost for single sourcing and dual sourcing are different. By (4.2), the difference between their expected costs is given by \(\left(\bar{h} + \bar{b}\right) \frac{E[T^2_{SS}] - E[T^2_{DS}]}{2p_b}\) (all other terms are either constants or functions of \(E[T]\), and hence, cancel out).

The overall expected cost for either sourcing strategy, however, depends on the probability of the occurrence of either Case 1 or Case 2, and is given by

\[
P(Case 1|L)E[cost|Case 1, L] + P(Case 2|L)E[cost|Case 2, L].
\]

The probability with which Case 1 or Case 2 occurs depends on the sourcing strategy used as well as the values of the parameters, \(R, s_1, s_2, p_a,\) and \(p_b\) as follows.

Note that we only consider the case when the orders do not cross. Therefore, \(P(Case 1|L) = 1 - P(Case 2|L)\). For single sourcing (with lot streaming), Case 1 occurs when the second sublot completes processing at the first stage before the inventory that is available immediately after arrival of the first sublot (given by \(H + s_1\)) is exhausted. Since the second stage is assumed to use inventory at a constant rate of \(\frac{1}{p_b}\), we have \(P(Case 1|L) = P(X_2 \leq p_b(H + s_1))\), and similarly for dual sourcing, \(P(Case 1|L) = P(Y_2 \leq L + p_b(H + s_1) - \delta)\). Note that these are dependent on the distribution of the processing time and the values of the parameters.

Although single sourcing (with lot streaming) is at least as good as dual sourcing for both cases, the overall expected cost of single sourcing may be worse if one of the cases has a significantly higher cost, and that case occurs more frequently when single sourcing is used.
However, single sourcing results in a better co-ordination between the arrival of the sublots, since any delay in the arrival of the first sublot delays the second sublot as well. In order to better understand the behavior of each sourcing strategy, we next study the fully stochastic case for which the manufacturer’s processing times are also stochastic.

### 4.4 Stochastic Manufacturer and supplier Processing Times

We now consider the case when $Z_1$ and $Z_2$ are also stochastic. First, we consider the case when a single supplier supplies all material in the form of two sublots of sizes $s_1$ and $s_2 (= U - s_1)$. Since the transportation times are assumed to be negligible, the expected effective lead time is simply the expectation of the time required by the supplier to process the first sublot. Therefore,

$$E[L] = E[X_1] = \int_0^\infty x_1 f(x_1; s_1, p_a) dx_1.$$  \hfill (4.4)

The manufacturer begins processing the first sublot immediately upon it’s arrival, and at the same time, the supplier begins processing the second sublot. A stock-out occurs when the manufacturer completes processing the first sublot before the supplier delivers the second sublot, i.e., when $X_2 > Z_1$. Therefore, the stock-out risk is given by

$$P(X_2 > Z_1) = \int_0^\infty \int_0^{x_2} f(z_1; s_1, p_b) f(x_2; s_2, p_a) dz_1 dx_2,$$

$$= \int_0^\infty F(x_2; s_1, p_b) f(x_2; s_2, p_a) dx_2.$$  \hfill (4.5)

Next, consider the case when dual-sourcing is used and an interval of $\delta$ time units exists between the times at which the orders are placed with the two suppliers. In this case, either of the two suppliers may deliver the first sublot. Therefore, the expected effective lead time
is given by, \( E[\min(Y_1, \delta + Y_2)] \). We have,

\[
E[L] = \int_{0}^{\delta} \int_{0}^{\infty} y_1 f_{Y_2} f_{Y_1} \, dy_2 \, dy_1 \\
+ \int_{\delta}^{\infty} \int_{y_1 - \delta}^{\infty} y_1 f_{Y_2} f_{Y_1} \, dy_2 \, dy_1 \\
+ \int_{0}^{\infty} \int_{y_2 + \delta}^{\infty} (y_2 + \delta) f_{Y_1} f_{Y_2} \, dy_1 \, dy_2 \\
= \int_{0}^{\delta} y_1 f_{Y_1} \, dy_1 \\
+ \int_{\delta}^{\infty} y_1 f_{Y_1} (1 - F(y_1 - \delta; s_2, p_a)) \, dy_1 \\
+ \int_{0}^{\infty} (y_2 + \delta) (1 - F(y_2 + \delta; s_1, p_a)) f_{Y_2} \, dy_2.
\]

(4.6)

If the first supplier supplies a sublot before it is delivered by the second supplier, i.e. \( Y_1 \leq \delta + Y_2 \), the manufacturer experiences a stock-out when \( Y_1 + Z_1 < \delta + Y_2 \). In case the second supplier supplies raw material first, i.e. \( Y_1 > \delta + Y_2 \), a stock-out occurs when \( \delta + Y_2 + Z_1 < Y_1 \). Note that \( Y_1 + Z_1 < \delta + Y_2 \Rightarrow Y_1 \leq \delta + Y_2 \) and \( \delta + Y_2 + Z_1 < Y_1 \Rightarrow Y_1 > \delta + Y_2 \) since \( Z_1 \geq 0 \). Also, \( \max(\delta + Y_2 - Y_1 - Z_1, 0) \) and \( \max(Y_1 - \delta - Y_2 - Z_1, 0) \) cannot take positive values simultaneously. So, the probability of a stock-out is given by \( P(\delta + Y_2 - Y_1 - Z_1 > 0) + P(Y_1 - \delta - Y_2 - Z_1 > 0) \). Using \( \omega = \max(y_2 + \delta - z_1, 0) \), we have,

\[
P(\delta + Y_2 - Y_1 - Z_1 > 0) \\
= \int_{z_1=0}^{\infty} \int_{y_2=0}^{\infty} \int_{y_1=0}^{\omega} f_{Y_1} f_{Y_2} f(z_1; s_1, p_b) \, dy_1 \, dy_2 \, dz_1 \\
= \int_{z_1=0}^{\infty} \int_{y_2=0}^{\infty} F(\omega; s_1, p_b) f_{Y_2} f(z_1; s_1, p_b) \, dy_2 \, dz_1
\]

(4.7)

and

\[
P(Y_1 - \delta - Y_2 - Z_1 > 0) \\
= \int_{z_1=0}^{\infty} \int_{y_2=0}^{\infty} \int_{y_1=\delta + y_2 + z_1}^{\infty} f_{Y_1} f_{Y_2} f(z_1; s_2, p_b) \, dy_1 \, dy_2 \, dz_1 \\
= \int_{z_1=0}^{\infty} \int_{y_2=0}^{\infty} (1 - F(\delta + y_2 + z_1; s_1, p_a)) f_{Y_2} f(z_1; s_2, p_b) \, dy_2 \, dz_1.
\]

(4.8)

Next, we illustrate the use of these general expressions to obtain closed-form expressions for the respective measures using uniformly distributed processing times.
4.5 Analysis for Specific Distributions

Consider the case when a single supplier delivers material in two shipments. The processing times are uniformly distributed with,

\[ X_1 \sim U(p_a s_1 - p_a \sqrt{3s_1}, p_a s_1 + p_a \sqrt{3s_1}) \]
\[ X_2 \sim U(p_a s_2 - p_a \sqrt{3s_2}, p_a s_2 + p_a \sqrt{3s_2}) \]
\[ Z_1 \sim U(p_b s_1 - p_b \sqrt{3s_1}, p_b s_1 + p_b \sqrt{3s_1}) \]
\[ Z_2 \sim U(p_b s_2 - p_b \sqrt{3s_2}, p_b s_2 + p_b \sqrt{3s_2}) \]

For simplicity of expressions, we shall denote the lower limit and upper limit of a uniformly distributed random number \( X \) by \( l_X \) and \( u_X \), respectively. The length of the support will be denoted by \( \Delta_X \). For example, \( l_{Z_1} = p_b s_1 - p_b \sqrt{3s_1} \) and \( \Delta_{Z_1} = 2p_b \sqrt{3s_1} \).

Evaluating Expression (4.4), we get

\[ E[L] = E[X_1] = p_a s_1 \]

Clearly, this implies a smaller lead time for small values of \( s_1 \). In particular, the lead time is smaller than that for the case when the production lot is not split into two parts, since \( s_1 < U \), by assumption. Using Expression (4.5) and the pdf and cdf of a uniform distribution, we obtain the stock-out probability,

\[ P(X_2 > Z_1) = \begin{cases} 
1 & \text{for } l_{X_2} > u_{Z_1} \\
0 & \text{for } u_{X_1} < l_{Z_1} \\
\frac{(w_2 - l_{Z_1})^2 - (w_1 - l_{Z_1})^2}{2\Delta_{Z_1} \Delta_{X_2}} & \text{for } l_{X_2} \leq u_{Z_1} < u_{X_1} \\
\frac{u_{X_1} - w_2}{\Delta_{X_2}} & \text{otherwise,}
\end{cases} \]  

(4.9)

where \( w_1 = \max(l_{X_2}, l_{Z_1}) \), \( w_2 = \min(u_{X_2}, u_{Z_1}) \).

Next, consider the case when two identical suppliers supply material, but the order to the second supplier is placed \( \delta \) time units after placing an order to the first supplier. Evaluating Expression (4.6) for expected lead time, we have

\[ E[L] = \delta + p_a s_2 \text{ if } l_{Y_1} - \delta > u_{Y_2}, \]
\[ E[L] = p_a s_1 \text{ if } u_{Y_1} - \delta < l_{Y_2}. \]
Otherwise,

\[ E[L] = \frac{y_1^2}{2\Delta y_1} \left| \min(\delta, u_{Y_1}) \right|_{\min(\delta, l_{Y_1})} + \frac{y_1^2}{2\Delta y_1} \left| \max(\delta, w_1) \right|_{\max(\delta, l_{Y_1})} 
+ \left( \frac{y_1^2}{2\Delta y_1} + \frac{(\delta + y_2)^2 y_1^2}{2\Delta Y_1} - \frac{y_1^3}{3\Delta Y_2\Delta Y_1} \right) \left| \max(\delta, w_2) \right|_{\max(\delta, l_{Y_1})} 
+ \frac{(y_2 + 2\delta y_2)}{2\Delta Y_2} \left| \max(l_{Y_1} - \delta, l_{Y_2}) \right|_{l_{Y_2}} 
+ \left( \frac{(y_2 + \delta)^2}{2\Delta Y_2} + \frac{l_{Y_1}(y_2 + \delta)^2}{2\Delta Y_2\Delta Y_1} 
- \frac{(y_2 + \delta)^3}{3\Delta Y_2\Delta Y_1} \right) \left| \min(u_{Y_1} - \delta, u_{Y_2}) \right|_{\max(l_{Y_1} - \delta, l_{Y_2})}, \tag{4.10} \]

where \( w_1 = \max(\delta + l_{Y_2}, l_{Y_1}) \) and \( w_2 = \min(\delta + u_{Y_2}, u_{Y_1}) \).

Next, we evaluate stockout risk. It is given by the sum of Expressions (4.7) and (4.8). We illustrate computation of Expression (4.8) next. A similar development can be used to evaluate Expression (4.7). Recall that \( P(Y_1 - \delta - Y_2 - Z_1 > 0) > 0 \) implies that \( Y_2 < Y_1 \). Therefore, the size of the first sublot processed by the manufacturer is \( s_2 \) and \( Z_1 \sim U(p_b \left( s_2 - \sqrt{3}s_2 \right), p_b \left( s_2 + \sqrt{3}s_2 \right)) \). Using Expression (4.8), we have \( P(Y_1 - \delta - Y_2 - Z_1 > 0) = 1 \) when \( z < l_{Y_1} - \delta - u_{Y_2} \) and \( P(Y_1 - \delta - Y_2 - Z_1 > 0) = 0 \) when \( z > u_{Y_1} - \delta - l_{Y_2} \). Otherwise, we have

\[ P(Y_1 - \delta - Y_2 - Z_1 > 0) = \max(l_{Y_1} - \delta - u_{Y_2} - l_{Z_1}, 0) + \int_{l_{Y_1} - \delta - u_{Y_2}}^{u_{Y_1} - \delta - l_{Y_2}} \left( \frac{w'_1 - l_{Y_2}}{\Delta Y_2} + \frac{w'_2 - w'_1}{2\Delta Y_2\Delta Y_1} \right) f(z_1; s_1, p_b) \, dz_1 \tag{4.11} \]

where \( w'_1 = \max(l_{Y_2}, l_{Y_1} - \delta - z_1) \) and \( w'_2 = \min(u_{Y_2}, u_{Y_1} - \delta - z_1) \).

Expression (4.11) can be evaluated separately for the cases \( s_1 \leq s_2 \) and \( s_1 > s_2 \). For \( s_1 \leq s_2 \), the interval over which \( z \) is integrated can be divided into three smaller intervals over which \( w'_1 \) and \( w'_2 \) remain constant. The first such interval is given by \([l_{Y_1} - \delta - u_{Y_2}, u_{Y_1} - \delta - u_{Y_2}]\), and in this part, we have \( w'_1 = l_{Y_1} - \delta - z \) and \( w'_2 = u_{Y_2} \). Using these values and substituting in the first two terms of the integral, we have \( \left( \frac{w'_1 - l_{Y_2}}{\Delta Y_2} + \frac{w'_2 - w'_1}{2\Delta Y_2\Delta Y_1} \right) f(z_1; s_1, p_b) = \frac{w'_2 - l_{Y_2}}{\Delta Y_2} f(z_1; s_1, p_b) = \frac{1}{\Delta Z_1} \), since \( w'_2 = u_{Y_2} \) and \( \Delta Y_2 = u_{Y_2} - l_{Y_2} \). Consider the next term, \( -\frac{w'_2 - w'_1}{\Delta Y_2} \left( \frac{z_1 - l_{Y_1}}{\Delta Y_1} \right) f(z_1; s_1, p_b) \). Substituting \( w'_1, w'_2 \) and \( f(z_1; s_1, p_b) \), we obtain
dual-sourcing, when lead time, given by Expression (4.4), increases linearly with \( s \). For the case of uniformly distributed processing times, the variation of lead time with 4.5.1 Variation of lead time with \( w \) and \( U = 100 \); and maximum permissible stockout risk mentioned. The parameter values are set to take the following default values: \( w \) and \( l \) are integer valued in this analysis, unless otherwise.

Next, we employ the above expressions to empirically investigate the performances of dual-sourcing and single-sourcing (with lot streaming) when the processing times are uniformly distributed. Later, we also present the results of our analysis for gamma distributed processing times. We restrict sublot sizes to be integer valued in this analysis, unless otherwise mentioned. The parameter values are set to take the following default values: \( p_a = 1, p_b = 1, U = 100 \); and maximum permissible stockout risk \( p_{max} = 0.001 \).

4.5.1 Variation of lead time with \( s_1 \)

For the case of uniformly distributed processing times, the variation of lead time with \( s_1 \) is shown in Figure 4.5.1. Note that when single-sourcing (with lot streaming) is used, the lead time, given by Expression (4.4), increases linearly with \( s_1 \) as shown. However, for dual-sourcing, when \( s_1 \) is small, the first supplier is likely to deliver the first sublot to the
Figure 4.5.1: Expected lead time as a function of $s_1$.

manufacturer, thereby causing the lead time to be close to the lead time for the single supplier case, i.e., $p_a s_1$. For sufficiently small $\delta$ and $s_1 \gg s_2$, the second supplier is likely to supply the first sublot to the manufacturer, and the lead time approaches $p_a s_2 = p_a (U - s_1)$. As $\delta$ increases, the first supplier is likely to supply the first sublot (until larger values of $s_1$), thereby causing the lead time to be close to $p_a s_1$.

### 4.5.2 Variation of stockout risk with $s_1$

The probability of stockout for the single-sourcing (with lot streaming) case is given by Expression (4.5) and for the dual-sourcing case by the sum of Expressions (4.7) and (4.8). As can be seen in Figure 4.5.2, the stockout risk is close to 1 for small $s_1$ when single-sourcing (with lot streaming) is used. But, it decreases quickly over a small interval of $s_1$ values, and then, remains close to 0. As may be expected, the stock-out risk is high when $E[X_1 + Z_1] < E[X_2]$, i.e., $p_a s_1 + p_b s_1 < p_a s_2$. On the other hand, when dual-sourcing is used, the stock-out risk also decreases from 1 to 0 over a small interval of $s_1$, remains close to 0 for a short range, but then, increases again to 1. This behavior of stockout risk for dual-sourcing is very different from that for single-sourcing (with lot streaming) and is prone to taking higher values for a greater number of values of $s_1$. In this sense, the stockout behavior of single-sourcing (with lot streaming) is better than that for dual-sourcing. Note that, the stockout risk is high when $p_a s_1 + p_b s_1 < \delta + p_b s_2$ or $\delta + p_a s_2 + p_b s_2 < p_a s_1$. The interval over which the stockout risk is close to 0 begins at larger values of $s_1$ as $\delta$ increases.
Figure 4.5.2: Stockout risk as a function of $s_1$.

Figure 4.5.3: Minimum lead time possible with variation in $p_{max}$. 
Table 4.1: Optimal $s_1$ values vs $\delta$ for dual-sourcing when $p_{\text{max}} = 0.001$, and optimal $s_1$ for single-sourcing (with lot streaming).

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$s_1$ for dual-sourcing</th>
<th>$s_1$ for single-sourcing (with lot streaming)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>44</td>
<td>62</td>
</tr>
<tr>
<td>10</td>
<td>48</td>
<td>65</td>
</tr>
<tr>
<td>20</td>
<td>51</td>
<td>66</td>
</tr>
<tr>
<td>30</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>62</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>65</td>
<td></td>
</tr>
</tbody>
</table>

### 4.5.3 Minimum lead time for a given stockout risk

We consider values of $s_1$ that result in a stockout risk that is less than or equal to a given value, $p_{\text{max}}$. Figure 4.5.3 shows the smallest lead times possible for $p_{\text{max}} \in [0.001, 0.01]$ under single-sourcing (with lot streaming) and under dual-sourcing with $\delta = 0, 25, 50, $ and 60. As can be expected, the minimum feasible lead time decreases with increase in $p_{\text{max}}$ for all these cases. As $\delta$ increases, the minimum lead time for dual-sourcing approaches the minimum lead time value for single-sourcing. As a result, the performance of dual-sourcing approaches that of single-sourcing as $\delta$ increases. In fact, for sufficiently large $\delta$, the performance of dual-sourcing becomes worse than that for single-sourcing (with lot streaming). The value of $s_1$ that yields the minimum feasible lead time for dual-sourcing also approaches, and then, exceeds the optimal $s_1$ for single-sourcing. Table 4.1 shows optimal $s_1$ values for dual-sourcing when $p_{\text{max}} = 0.001$ and $\delta$ is increased. The optimal value for single-sourcing is $s_1 = 62$, with an expected lead time of 62.

### 4.5.4 Impact of $p_b/p_a$ and $\delta$

Next, we investigate the effects of relative production speeds of the supplier(s) and manufacturer. To that end, the minimum lead time possible with $p_{\text{max}} = 0.001$ was evaluated for different values of processing time ratios. Table 4.2 shows lead times for single-sourcing (with lot streaming) and dual-sourcing for different values of $\delta$. The magnitude of possible lead time improvement achieved by using dual-sourcing over single-sourcing decreases as $p_b/p_a$ increases. The lead time of dual-sourcing increases with increment in $\delta$, and, for sufficiently large values, single-sourcing performs better than dual-sourcing. We denote the value of $\delta$ (in time units) at which the lead time for dual-sourcing is equal to that for single-sourcing by $\delta_{\text{equal}}$, and the value of $\delta$ for which the first supplier delivers the first sublot to the manu-
Table 4.2: Lead time values for single-sourcing (with lot streaming) and dual-sourcing for different values of $p_b/p_a$, ($p_a = 1$, $p_{max} = 0.001$).

<table>
<thead>
<tr>
<th>$p_b/p_a$</th>
<th>L:single-sourcing</th>
<th>L:dual-sourcing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta = 0$</td>
<td>$\delta = 25$</td>
</tr>
<tr>
<td>1</td>
<td>62</td>
<td>44</td>
</tr>
<tr>
<td>1.5</td>
<td>52</td>
<td>39</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>35</td>
</tr>
</tbody>
</table>

Figure 4.5.4: Variation of $\delta_{equal}$, $\delta_{first}$ and $p_{a,s1,single}$ vs $p_b/p_a$.

facturer with probability 1 by $\delta_{first}$. Here, $\delta_{first}$ is determined by finding the smallest values of $\delta$ for which $u_{X_1} < l_{X_2} + \delta$.

The values of $\delta_{equal}$ and max($\delta_{first}$, 0) for different $p_b/p_a$ values are shown in Figure 4.5.4. We also evaluated the optimal size of the first subplot, $s_1$, and have plotted the value of $p_a s_1$ as $p_b/p_a$ is varied. Note that $\delta_{equal}$ decreases with increase in $p_b/p_a$. Therefore, the range of $\delta$ over which the lead time performance of dual-sourcing is better than that of single-sourcing (with lot streaming) decreases with increase in $p_b/p_a$.

A larger value of $\delta$ tends to decrease the manufacturer’s inventory level since it prevents the second subplot from arriving too soon, i.e., when the first subplot has barely been consumed. In view of Table 4.2 for a larger value of $\delta$, the lead time for dual-sourcing can also exceed that for single-sourcing (with lot streaming). We further discuss the impact of both dual-sourcing and single-sourcing (with lot streaming) on inventory levels in the next section. Also, a supplier often has much higher processing speed (smaller $p_a$) than the manufacturer (i.e., $p_b/p_a \gg 1$), which suggests that single-sourcing is a viable alternative to dual-sourcing even when lead time performance is important and stockouts are not acceptable.
4.5.5 Amount of inventory held

Consider the inventory levels of the manufacturer for the single-sourcing (with lot streaming) and dual-sourcing systems for the case when the expected lead time performances of the two systems are identical. The minimum single-sourcing lead times possible for given values of \( p_a \) and \( p_b \), and a given maximum stockout risk, \( p_{\text{max}} = 0.001 \), are shown in Table 4.3. We also show the value of \( \delta_{\text{equal}} \), \( \delta_{\text{first}} \), and the optimal size of the first sublot for single-sourcing (with lot streaming), denoted by \( s_{1,\text{single}} \), and dual-sourcing, denoted by \( s_{1,\text{dual}} \), for \( p_{\text{max}} = 0.001 \). Note that \( \delta_{\text{equal}} > \delta_{\text{first}} \) for the range of values of \( m/p_a \) considered in Table 4.3 which implies that, when dual-sourcing is used, the first supplier delivers the first sublot to the manufacturer. Also note that, for the parameters considered in Table 4.3, optimal sizes of the first sublot, \( s_1 \), for both cases are equal. This may be expected since we are considering the cases when the two systems have equal lead times and the expected lead time of dual-sourcing is exactly equal to \( p_a s_{1,\text{dual}} \) when the first sublot arrives first at the second stage. Since the optimal sizes of the first sublot are equal for dual-sourcing and single-sourcing, the sizes of the second sublot \( s_2 = U - s_1 \) must also be equal. Now, consider the expected time at which the second sublot arrives at the second stage. For single- and dual-sourcing, these are given by \( p_a s_1 + p_a s_2 \) and \( \delta_{\text{equal}} + p_a s_2 \), respectively. Figure 4.5.4 shows that

\[
\delta_{\text{equal}} < p_a s_{1,\text{single}} \tag{4.12}
\]

for the range of parameters considered. Therefore, when dual-sourcing is used, the second sublot arrives at the second stage earlier than when single-sourcing is used. Since the sizes of the second sublot are equal in both the cases, dual-sourcing results in a higher amount of inventory, given the same lead time performance and stockout risk \( p_{\text{max}} \).

Next, we study the variation of \( \delta_{\text{equal}} \) and the optimal value of \( p_a s_{1,\text{single}} \) for the stochastic single-sourcing (with lot streaming) over different values of \( p_{\text{max}} \). The results are presented in Table 4.4. Notice that \( \delta_{\text{equal}} \) stays nearly constant over different values of \( p_{\text{max}} \) while \( p_a s_{1,\text{single}} \) decreases. This suggests that Expression (4.12) holds true as long as \( p_{\text{max}} \leq 0.50 \). This further implies that dual-sourcing results in higher amounts of inventory for \( p_{\text{max}} \leq 0.50 \).
Table 4.3: Values of lead times, $\delta_{\text{equal}}$, $\delta_{\text{first}}$, $s_{1,\text{single}}$, and $s_{1,\text{dual}}$ for single-sourcing (with lot streaming).

<table>
<thead>
<tr>
<th>$p_b/p_a$</th>
<th>$L$</th>
<th>$\delta_{\text{equal}}$</th>
<th>$\delta_{\text{first}}$</th>
<th>$s_{1,\text{single}}$</th>
<th>$s_{1,\text{dual}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>62</td>
<td>50</td>
<td>48</td>
<td>62</td>
<td>62</td>
</tr>
<tr>
<td>1.5</td>
<td>52</td>
<td>41</td>
<td>28</td>
<td>52</td>
<td>52</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>35</td>
<td>14</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>2.5</td>
<td>40</td>
<td>30</td>
<td>4</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>36</td>
<td>26</td>
<td>0</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>3.5</td>
<td>33</td>
<td>24</td>
<td>0</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>4</td>
<td>31</td>
<td>25</td>
<td>0</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>4.5</td>
<td>28</td>
<td>18</td>
<td>0</td>
<td>28</td>
<td>28</td>
</tr>
</tbody>
</table>

4.5.6 Impact of processing time distribution

All the analysis performed until now assumes a uniform processing time distribution. Next, we consider the case when processing times follow a gamma distribution. The shape factor of this distribution is given by sublot size, $s$, and size factor by the processing time of the stage. The lead time and expected stockout risk were evaluated using numerical quadrature. The expected lead times obtained are depicted in Figure 4.5.5, stockout risk in Figure 4.5.6 and minimum lead time for a given stockout risk in Figure 4.5.7. Note that the results are nearly identical to those for the uniform distribution. The optimal value of $s_1 = 65$ when single-sourcing is used. Table 4.1 shows that the optimal sublot size for dual-sourcing approaches and exceeds that for single-sourcing for both the distributions. The influence of parameters $\delta$ and $p_b/p_a$ on minimum lead time for $p_{\text{max}} = 0.001$ is shown in Table 4.5. Since the results for the uniform distribution and gamma distribution are very similar, our conclusion that the lead time performance of single-sourcing is competitive with dual-sourcing is not unique to a particular processing time distribution.
Figure 4.5.5: Expected lead time as a function of $s_1$ when processing times follow gamma distribution.

![Graph showing lead time as a function of $s_1$ for single sourcing and dual sourcing with different values of $\delta$.]

Figure 4.5.6: Stockout risk as a function of $s_1$ when processing times follow gamma distribution.

![Graph showing stockout risk as a function of $s_1$ for single sourcing and dual sourcing with different values of $\delta$.]
Figure 4.5.7: Minimum lead time possible with variation in $p_{\text{max}}$ when processing times follow gamma distribution.

Table 4.4: Variation of $p_{a}s_{1}$ and $\delta_{\text{equal}}$ with $p_{\text{max}}$.

<table>
<thead>
<tr>
<th>$p_{\text{max}}$</th>
<th>$\delta_{\text{equal}}$</th>
<th>$p_{a}s_{1,\text{single}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>50</td>
<td>62</td>
</tr>
<tr>
<td>0.1</td>
<td>52</td>
<td>57</td>
</tr>
<tr>
<td>0.2</td>
<td>52</td>
<td>55</td>
</tr>
<tr>
<td>0.3</td>
<td>50</td>
<td>53</td>
</tr>
<tr>
<td>0.4</td>
<td>50</td>
<td>52</td>
</tr>
<tr>
<td>0.5</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>0.6</td>
<td>50</td>
<td>49</td>
</tr>
</tbody>
</table>

Table 4.5: Lead times for single- and dual-sourcing under different values of $p_{b}/p_{a}$, ($p_{a} = 1$, $p_{\text{max}} = 0.001$) when processing times follow gamma distribution.

<table>
<thead>
<tr>
<th>$p_{b}/p_{a}$</th>
<th>L: single-sourcing</th>
<th>L: dual-sourcing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta = 0$</td>
<td>$\delta = 25$</td>
</tr>
<tr>
<td>1</td>
<td>65</td>
<td>45</td>
</tr>
<tr>
<td>1.5</td>
<td>55</td>
<td>41</td>
</tr>
<tr>
<td>2</td>
<td>49</td>
<td>37</td>
</tr>
</tbody>
</table>
4.6 Comparison of Stochastic and Deterministic Solutions

In this section, we consider two problems that have been studied in the literature for deterministic environments. We investigate the stockout risk that results from using the optimal solutions for the deterministic case in a stochastic environment (when processing times are stochastic). First, we consider the problem of splitting an order into two, not necessarily equal-sized, shipments such that the lead time is minimized, but stockout does not occur. As mentioned earlier, when single sourcing is used, this problem is identical to the problem of minimizing the makespan in a two-machine flow shop with lot streaming. Hence, we obtain optimal shipment sizes for the deterministic case by using geometric shipment sizes (see Potts and Baker (1989b)) for the case of single-sourcing. These are given by, $s_1 = \frac{U}{1+p_a/p_b}$ and $s_2 = U - s_1$. There does not exist such a closed-form expression for optimal sublot sizes for the case of dual sourcing, and we obtain these next. When dual-sourcing is used, we have two possibilities: either the first or the second supplier may deliver the first sublot sizes for the case of dual sourcing, and we obtain these next. When dual-sourcing is used, we have two possibilities: either the first or the second supplier may deliver the first sublot to the manufacturer. In case, the first supplier delivers the first sublot, then the lead time is given by $p_a s_1$, and it decreases with decrease in $s_1$. In order to prevent a stockout, we must have $p_a s_1 + p_b s_1 \geq \delta + p_a s_2 = \delta + p_a (U - s_1)$, or, $s_1 \geq \frac{\delta + p_a U}{2p_a + p_b}$. Since $s_1$ should be as small as possible to reduce lead time, the optimal value of $s_1 = \frac{\delta + p_a U}{2p_a + p_b}$, and the minimum lead time $L = \frac{p_a \delta + p_a^2 U}{2p_a + p_b}$. Similarly, when the second supplier supplies the first sublot, the optimal value of $s_2 = \frac{p_a U - \delta}{2p_a + p_b}$ and the minimum lead time $L' = \frac{p_a^2 U - p_a \delta}{2p_a + p_b} + \delta$. We have, $L' - L = \frac{\delta p_b}{p_b(2p_a + p_b)} > 0$. Therefore the minimum lead time is obtained when the first supplier supplies the first sublot, and the optimal sublot size is given by $s_1 = \frac{\delta + p_a U}{2p_a + p_b}$.

Next, we evaluate the stockout probability that results from using single-sourcing (with lot streaming) and $s_1 = \frac{U}{1+p_a/p_b}$ (and $s_2 = U - \frac{U}{1+p_a/p_b} = \frac{U p_b/p_a}{1+p_a/p_b}$), when processing times follow a uniform distribution. Note that $E[X_2] = p_a s_2 = \frac{p_a U}{2p_a + p_b} = p_b s_1 = E[Z_1]$ for this value of $s_1$. We can rewrite Expression (4.5) as $P(X_2 > Z_1) = \int_0^{E[X_2]} [F(x_2; s_1, p_b) f(x_2; s_2, p_a) dx_2 - \int_{E[X_2]}^{\infty} (1 - F(x_2; s_1, p_b)) f(x_2; s_2, p_a) dx_2 + \int_{E[X_2]}^{\infty} f(x_2; s_2, p_a) dx_2]$. If the processing time distribution has zero skewness, we have $\int_{E[X_2]}^{\infty} (1 - F(x_2; s_1, p_b)) f(x_2; s_2, p_a) dx_2 = \int_0^{E[X_2]} F(x_2; s_1, p_b) f(x_2; s_2, p_a) dx_2$. Therefore,

$P(X_2 > Z) = \int_{E[X_2]}^{\infty} f(x_2; s_2, p_a) dx_2 = 0.50$, \hspace{1cm} (4.13)

since the mean and median are equal when the skewness is zero, as is true for the uniform distribution.

We also find the stockout probability when dual-sourcing is used with $s_1 = \frac{\delta + p_a U}{2p_a + p_b}$ for this stochastic system. Table 4.6 shows the stockout risks and lead time values when the solution to the deterministic, single-sourcing (with lot streaming) model is used in a stochastic
Table 4.6: Stockout risks (P) and lead times (L) when the optimal solution of the deterministic single-sourcing (with lot streaming) model, $s_{1,\text{deter}}$, is used in a stochastic system ($p_a = 1$).

<table>
<thead>
<tr>
<th>$p_b/p_a$</th>
<th>$s_{1,\text{deter}}$</th>
<th>$P$</th>
<th>$L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>0.50</td>
<td>50</td>
</tr>
<tr>
<td>1.5</td>
<td>40</td>
<td>0.50</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>33</td>
<td>0.50</td>
<td>33</td>
</tr>
</tbody>
</table>

Table 4.7: Stockout risks (P) and lead times (L) when the optimal solution of the deterministic dual-sourcing model, $s_{1,\text{deter}}$, is used in a stochastic system ($p_a = 1, \delta = 0$).

<table>
<thead>
<tr>
<th>$p_b/p_a$</th>
<th>$s_{1,\text{deter}}$</th>
<th>$P$</th>
<th>$L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33</td>
<td>0.53</td>
<td>33</td>
</tr>
<tr>
<td>1.5</td>
<td>29</td>
<td>0.46</td>
<td>29</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>0.5</td>
<td>25</td>
</tr>
</tbody>
</table>

system. The optimal solution for the deterministic case is denoted by $s_{1,\text{deter}}$ in the table. $L$ gives the expected lead time when $s_{1,\text{deter}}$ is used in a stochastic system and $P$ is the resulting stockout risk. Table 4.7 shows the corresponding values for the optimal solution to the deterministic, dual-sourcing problem when $\delta = 0$. Referring to the third column in both the tables, note that the deterministic solution results in a rather large stockout risk value for both single-sourcing (with lot streaming) and dual-sourcing solutions. Note that, in view of Figure 4.5.2, a high stockout risk can be avoided by choosing an appropriately larger $s_1$ value.

Next, we investigate the performance of the optimal solution for the JELS problem in a stochastic environment when the lot size is given. In particular, we consider the solution obtained by Hill (1999) using a deterministic production rate of $P = \frac{1}{p_a}$, and demand rate $D = \frac{1}{p_b}$. In addition to the production and demand rate, Hill (1999) also assumes stock holding costs at the first and second stages denoted by $h_1$ and $h_2$, respectively, with $h_2 > h_1$. Let $c = \frac{h_1}{h_2-h_1}$. The optimal solution is given by $s_1 = \frac{U}{2} \left( 1 - c \frac{p_a}{p_b} \right)$ when $c \leq \frac{p_a}{p_b} + \frac{2(p_b/p_a)}{1 + p_b/p_a}$, and $s_1 = \frac{U}{1 + p_b/p_a}$, otherwise. Note that the optimal subplot sizes for the case $c > \frac{p_a}{p_b} + \frac{2(p_b/p_a)}{1 + p_b/p_a}$ are the same as the optimal subplot sizes obtained for the makespan minimization SLFS-LSP, i.e., they are geometric (Potts and Baker (1989)).

Consider the case when $c = 3 > \frac{p_a}{p_b} + \frac{2(p_b/p_a)}{1 + p_b/p_a}$, with $h_1 = 1$. The optimal subplot size, $s_1 = 50$. However, the resulting stockout risk for this solution is 0.5, which is quite high. An increment of $s_1$ to 62 decreases the stockout risk below $P_{\text{max}} = 0.001$. Similarly, if we consider the case when $c = 0.5 \leq \frac{p_a}{p_b} + \frac{2(p_b/p_a)}{1 + p_b/p_a}$, we have $s_1 = 25$, with a stockout risk close to 1, again quite high. Therefore, using solutions to a deterministic model when processing times are stochastic can result in a high stockout risk. Hence, it is important to incorporate
the influence of stochasticity when analyzing a problem.

4.7 Concluding remarks and future research

In this chapter, we have studied two strategies for ordering material for a manufacturer: dual sourcing and single sourcing (with lot streaming). In dual sourcing, the material is supplied by two suppliers in shipments (sublots) that are δ-time units apart, while in single sourcing (with lot streaming), the material is supplied by one supplier in two shipments (sublots). We assume that the lead time of suppliers is composed solely of the time required by the supplier to produce the sublot. The sublot supplied by the supplier is then processed by the manufacturer. We consider the case when the processing time of the supplier and the manufacturer are stochastic, and the parameters of their density functions are dependent on the sublot size processed. In this aspect, our work is different from that presented on a similar problem in the literature. There is a risk of stockout between the arrival of two sublots when dual sourcing, or single-sourcing (with lot streaming) is used. In this chapter, we have studied the occurrence of stockout risks as well as the lead time and inventory cost incurred for both of these strategies. We have conducted this analysis in two steps. In the first step, we assume the manufacturer’s processing rate to be a deterministic constant, and analytically show that single sourcing (with lot streaming) is better than dual sourcing when both result in a similar probability of stockout risk. Then, we consider the manufacturer’s processing time to be stochastic as well and show the superiority of single-sourcing (with lot streaming) over dual sourcing. The deterministic equivalent version of our problem has been addressed in the literature, and it is known as lot streaming. We have thus extended the lot streaming concept to a stochastic environment. We have also shown that implementing the solution to deterministic problems in a stochastic environment, results in high stockout risks. In view of a lower ordering cost, lower inventory levels, competitive lead time performance, and a better stockout risk behavior, our investigation has shown that single-sourcing (with lot streaming) is an attractive alternative. Furthermore, the use of single-sourcing (with lot streaming) in stochastic supply chain environments is a promising area for future research.
Chapter 5

Lot Streaming in Assembly Systems

5.1 Introduction

In recent years, manufacturing strategies have focused on responding quickly to customer orders and providing customized products, while keeping the production costs low. The production of customized products makes it particularly difficult to respond quickly to customer orders since different orders may require very different components, which does not make it economically viable to maintain sufficient inventory of all possible components that may be required. As a result, the components are made-to-order by suppliers. In other cases, component inventory may not be maintained because frequent changes in design specifications render old components obsolete, or, simply, to minimize the amount of inventory held in the system. When an order consists of many identical items, the supplier may produce all items in a single production lot, but finished components may be transferred to the assembly stage in smaller sublots (transfer lots). Such a strategy of transferring finished goods to a downstream machine before the entire lot has completed processing at the current machine is called lot streaming. It results in an increase in the velocity of material flow through the system, and hence, improves time-based objectives. However, frequent transfers of small sublots results in an increment in the handling of items supplied by the suppliers. Therefore, it is essential to consider this increment in the handling of the items, and the resultant increment in material handling cost, while improving time-based system performance. Moreover, it is necessary to coordinate the parallel flow of material from different suppliers since assembly operations cannot be started until all the components have arrived.
The flow of material from several parallel suppliers at the first stage to a single assembly facility at the second stage, has the structure of an assembly flow shop. A gantt chart representation of such a shop is provided in Figure 5.1.1. It depicts processing of two lots. The first lot is split into two sublots while the second lot is processed as is. In this chapter, we study the use of lot streaming in a two-stage assembly system where multiple lots (batches) are manufactured. Each lot consists of many identical items. Our problem involves determination of optimal number of sublots and sublot sizes for each lot, given the maximum number of sublot sizes for each lot that a supplier can use, and, an optimal sequence in which to process the lots. The objective is to minimize the weighted sum of the material handling cost and makespan cost. The makespan of a set of lots is the length of time interval between the start of production (by any supplier) and the completion time of the last sublot at the assembly stage. It represents machine utilization, and also, can be used as a substitute for maximum production lead time for a set of lots. Unit makespan cost can thus represent the opportunity cost for requiring an additional unit of time for finishing production, or incurring additional resource utilization per unit time. The two-stage assembly system considered here consists of a first stage with \( m \) distinct suppliers that produce components and a second stage, consisting of a single assembly line, where the components received from the suppliers are assembled into a final product. A supplier begins manufacturing the required components after receiving an order from the assembler, and the second-stage assembly process can begin only after all the components required for a product have been prepared and transported from the first stage. In our problem, several lots (batches) of different products are assembled at the second stage, and each lot consists of identical products.

Two-stage assembly systems are frequently encountered in industry. Such a system for multiple-lots arises in the commercial truck manufacturing industry where customers place orders for trucks in small batches, and customer orders may differ widely from each other. Customers often already have a fleet of trucks and want uniformity in the design of their
trucks in order to make it easier to maintain spare parts inventory and perform maintenance checks or repairs. Therefore, even core elements of a truck’s design may have to be adapted to customer requests, and it may not be economically viable to maintain an inventory of all possible components. Consequently, orders are placed with suppliers only after receiving a customer order. Frequently, the truck manufacturer has long-term material purchasing agreements with suppliers, which specify prices of components. Material handling costs, on the other hand, are charged based on actual order sizes and delivery schedules. The number of deliveries plays an important role in determining handling costs, but it is not the only factor. A higher number of transfers, with possibly different sublot sizes for each transfer, increases the complexity of material handling activity for a supplier, and may increase the labor cost incurred, or may even require them to invest in more sophisticated material tracking systems. These additional costs are passed on to the manufacturer. Since truck manufacturers have to quote short lead times in order to remain competitive, an increment in the number of sublots from a supplier may be economically justifiable despite the increase in cost since it improves production lead time. Other examples of two-stage assembly systems can be found in personal computer manufacturing (Potts et al., 1993), fire engine assembly (Lee et al., 1993) and scheduling queries in distributed database systems (Allahverdi and Al-Anzi, 2006a).

Scheduling multiple lots in an assembly system was first studied by Lee et al. (1993) for the objective of minimizing makespan for the case of $m = 2$. Potts et al. (1995) considered the problem for an arbitrary $m$ and showed that the problem is NP-hard in the strong sense, even for $m = 2$. They showed that there exists an optimal permutation schedule, and an arbitrary sequence has a worst-case ratio bound of 2. They presented a heuristic with a worst-case bound of $2 - 1/m$. Hariri and Potts (1997) have also studied this problem. They developed a branch-and-bound-based algorithm for its solution and used a lower bound and several dominance properties to improve its performance. Haouari and Daouas (1999) also propose a branch-and-bound-based algorithm for the case of $m = 2$. Powerful heuristics for this problem (with $m = 2$) have been proposed by Sun et al. (2003). Allahverdi and Al-Anzi (2006a) obtained a dominance relationship for the case when setup times are considered separately from processing times. They also propose evolutionary heuristics to solve this problem. Some other objective functions that have been studied for this system are maximum lateness (Allahverdi and Al-Anzi, 2006d), maximum lateness with setup times (Al-Anzi and Allahverdi, 2007), a bi-criteria of maximum lateness and makespan (Al-Anzi and Allahverdi, 2009), total completion time (Al-Anzi and Allahverdi, 2006), total weighted flow-time (Tozkapan et al., 2003), a bi-criteria of makespan and mean completion time (Allahverdi and Al-Anzi, 2008), and total completion time with setup times (Allahverdi and Al-Anzi, 2009). Recently, Sarin et al. (2011) have studied the use of lot streaming when a single lot of identical items is produced in a two-stage assembly system for the objective of minimizing makespan. The number of sublots is determined a-priori in their problem, and optimal integer sublot sizes are obtained for the case when a setup time is incurred at the beginning of production on any machine. They consider the case when sublot sizes are equal across machines, i.e., the first sublot on the first machine is the same size as the first
sublot on any other machine. The multiple-lot case is addressed by Sarin and Yao (2011) in which the authors develop dominance properties and propose a branch-and-bound-based algorithm.

Our solution method for the problem on hand relies on obtaining optimal sublot sizes for the single-lot, two-machine flow shop, makespan minimization, lot streaming problems when the number of sublots is given. This problem for makespan minimization has been well-studied in the literature. Closed-form solutions or polynomial-time algorithms (in number of sublots) are available for various problems. Potts and Baker (1989a) have studied this problem when sublot sizes are continuously divisible, while Trietsch and Baker (1993b) have extended this to several other cases, including the restriction of limited transporter capacity and integer sublot sizes. Sriskandarajah and Wagneur (1999) have considered this problem in the presence of lot-detached setup times while the presence of sublot-attached setup times has been studied by Baker and Trietsch (2009), Alfieri et al. (2012), as well as, Mukherjee and Sarin (2014).

In this chapter, we study the use of lot streaming in an assembly system and explicitly consider the minimization of handling cost along with minimization of makespan. In Section 2, we introduce our notation and assumptions, and present some preliminary results. In Section 3, we present a polynomial-time algorithm for the case when a processing sequence for lots is given. In Section 4, we investigate three alternative solution methods for solving the problem when a processing sequence for lots is not given. We compare performances of methods based on two alternative integer programming formulations. Finally, concluding remarks are made in Section 5.

5.2 Notation, Assumptions and Some Preliminaries

In this section, we present the notation that we use, state our assumptions, and also, present some preliminary results. Henceforth, we refer to our problem as the Assembly Lot Streaming Problem (ALSP).

Consider the following notation:
Input Data:

\[ s := \text{number of suppliers at stage 1}, \]
\[ l := \text{number of lots}, \]
\[ p_{iv} := \text{total processing and setup time for lot } i, \ i = 1, \cdots, l \text{ at supplier } v, \ v = 1, \cdots, s, \]
\[ p_i := \text{total processing and setup time for lot } i, \ i = 1, \cdots, l \text{ at the assembly stage}, \]
\[ n_{iv} := \text{maximum number of sublots that may be used by supplier } v, \ v = 1, \cdots, s, \text{ for lot } i, \ i = 1, \cdots, l \text{ (the supplier may use less than } n_{iv} \text{ sublots)}, \]

\[ s := \text{number of suppliers at stage 1}, \]
\[ l := \text{number of lots}, \]
\[ p_{iv} := \text{total processing and setup time for lot } i, \ i = 1, \cdots, l \text{ at supplier } v, \ v = 1, \cdots, s, \]
\[ p_i := \text{total processing and setup time for lot } i, \ i = 1, \cdots, l \text{ at the assembly stage}, \]
\[ n_{iv} := \text{maximum number of sublots that may be used by supplier } v, \ v = 1, \cdots, s, \text{ for lot } i, \ i = 1, \cdots, l \text{ (the supplier may use less than } n_{iv} \text{ sublots)}, \]
\[ t_{v_{iq}} := \text{total (positive-valued) cost of transferring lot } i \text{ from supplier } v \text{ to the assembly stage when } q \text{ sublots are used, } v, \ v = 1, \cdots, s, \ i = 1, \cdots, l, \text{ and } q = 1, \cdots, n_{iv}, \]
\[ f_{v_{iq}} := \text{minimum time window during which supplier } v \text{ can supply lot } i \text{ to the assembly stage, and assembly can be completed at stage 2, when } q \text{ sublots are used, } v = 1, \cdots, s, \ i = 1, \cdots, l, \text{ and } q = 1, \cdots, n_{iv}. \]

Decision Variables:

\[ C_{\text{max}} := \text{Makespan value.} \]
\[ y_{ij} := \begin{cases} 1, & \text{if lot } i \text{ precedes lot } j (\text{not necessarily immediately}) \text{ in the production sequence;} \\ 0, & \text{otherwise, } \forall i, j = 1, 2, \cdots, l, i \neq j, \end{cases} \]
\[ x_{ij} := \begin{cases} 1, & \text{if lot } i \text{ is assigned to position } j \text{ in the production sequence;} \\ 0, & \text{otherwise, } \forall i, j = 1, 2, \cdots, l, \end{cases} \]
\[ \delta_{v_{iq}} := \begin{cases} 1, & \text{if } q \text{ sublots are used for lot } i \text{ by supplier } v; \\ 0, & \text{otherwise, } \forall i = 1, \cdots, l, v = 1, \cdots, s, q = 1, \cdots, n_{iv}, \end{cases} \]

Objective Function:

\[ \kappa C_{\text{max}} + \sum_{v=1}^{s} \sum_{i=1}^{l} \sum_{q=1}^{n_{iv}} t_{v_{iq}} \delta_{v_{iq}}. \]
where $C_{\text{max}}$ represents the makespan of the assembly schedule, and $\kappa$ is the unit makespan cost. Without loss of generality, we, henceforth, assume that $\kappa = 1$, since this is equivalent to dividing all handling costs by the constant $\kappa$ (or multiplying the processing times by $\kappa$). Such a modification scales the optimal objective function value, but does not affect optimal decision variable values.

Next, we further explain the parameters $t_{v_iq}$ and $f_{v_iq}$. We define $t_{v_iq}$ to be the total handling cost incurred when components for lot $i$ are transferred from supplier $v$ to the assembly stage in $q$ sublots. This includes the costs incurred by the supplier due to the added transportation and handling costs as well as the increased material handling costs at the assembly stage. Depending on the amount and complexity of the material handling activity added by increasing the number of sublots, the supplier may charge varying costs. Hence, the increase in handling cost $t_{v_iq+1} - t_{v_iq}$ is not necessarily constant. We assume that increasing the number of sublots increases handling cost, i.e.,

$$t_{v_iq} < t_{v_iq+1}. \quad (5.1)$$

This is a reasonable assumption since any additional transportation activity will be associated with an increase in handling cost.

Next, we discuss the parameter $f_{v_iq}$. Consider the length of time interval between the beginning of component production for a lot $i$ by a supplier $v$ and the time lot $i$ completes assembly at the second stage. The parameter $f_{v_iq}$ represents a lower bound on this value. Note that this lower bound is the minimum makespan for a two-machine flow shop, consisting of supplier $v$ at the first stage and the assembly machine at the second stage, when lot $i$ is processed alone and $q$ sublots are used. For example, in case a single sublot is used and transfer times are negligible, we have $f_{v_i1} = p_i + p_i$. Note that, while we do not explicitly mention lot-attached/detached setup and transportation times in our parameter set, they are implicitly considered in the parameter $f_{v_iq}$. As another example, consider the case when a supplier $v$ provides a lot $i$ of 120 components. Let supplier $v$ experience a setup time of 0.5 days before beginning to process lot $i$, and a processing time of 0.05 days per component. Let the assembly stage require no setup time, and processing time of 0.01 days per item. Also, let each transfer of material (that is, transfer of each sublot) require 1 day of transportation time. When all the material is transferred using a single transfer, the minimum makespan would be 8.7 days. Hence, $f_{v_i1} = 8.7$ days. The schedule resulting from the use of one sublot is shown in Figure 5.2.1(a). In case two sublots are used, the optimal sublot sizes would be $u_1 = 100$ for the first sublot, and $u_2 = 20$ for the second sublot, resulting in a minimum makespan, $f_{v_i2} = 7.7$ days. The schedule resulting from the use of two sublots is shown in Figure 5.2.1(b). The value of $f_{v_iq}$ must be obtained by analyzing the two-machine flow shop, single-lot, makespan minimization problem associated with each lot $i$ processed by each supplier $v$ in $q$ sublots. As noted earlier, these problems have been well-studied in the literature and closed-form solutions or simple methods are available to quickly determine this parameter for a wide variety of production environments. The optimal sublot sizes for a given number of sublots, $q$, is obtained in time polynomial in $n_i^v$ (which is polynomial in
the length of the input \( s + l + \max_{i,v} n^v_i \) for our original assembly problem).

Figure 5.2.1: A schedule representing a two-stage single-lot flow shop problem associated with a lot for (a) one sublot (b) two sublots.

In most cases, the value of \( f^v_{iq} \) may be expected to be a monotone decreasing function of \( q \). However, it is possible that certain values of \( q \) in \( 1, \cdots, n^v_i \) are infeasible due to operational reasons, or, multiple shipment methods are available for the same number of sublots, each of which results in a different makespan and handling cost, or, for some \( q, f^v_{iq} > f^v_{iq-1} \). By (5.1), we also have \( t^v_{iq} > t^v_{iq-1} \) since \( q > q - 1 \). So, clearly, the use of \( q \) sublots is never optimal, and we can ignore such a solution. Therefore, we interpret \( q \) to index the alternative lot streaming strategies that are in decreasing order of \( f^v_{iq} \) (and are in increasing order of number of sublots, but not necessarily increasing by one sublot at-a-time). They continue to be in increasing order of handling cost. Since values of \( q \) that are clearly never optimal, i.e., when the handling cost and associated \( f^v_{iq} \) values are both higher than some other alternative \( q' \), are excluded, we have \( f^v_{iq+1} \leq f^v_{iq} \) \( \forall v = 1, \cdots, s, \) and \( i = 1, \cdots, l \), i.e., the minimum makespan does not increase with an increase in the number of sublots. We also assume that the total production time for a supplier or for the assembly stage is independent of the number of sublots used. This prevents us from considering cases where sublot-attached setup or removal times are present, but does not preclude the cases where sublot transfer times or lot-attached/detached setup or removal times are present. The method discussed here also allows consideration of restrictions such as equal sublot sizes, having an upper bound on the size of sublots, and the like. to be considered. More importantly, each lot, from each vendor, is allowed to have different production constraints (for example, one lot from vendor \( v \) may require lot-attached setup times, while another from vendor \( u \) may not). This permits the modeling of real-life suppliers who are often very different from each other. The value of \( f^v_{iq} \) is affected by the presence of these factors.

Similar to Lee et al. (1993) and Potts et al. (1995), we assume that a product can begin
assembly only after all its components are available, i.e., we do not consider the case when some components arrive during the assembly process. This is reasonable since the time required for assembling a single unit is usually much smaller than the time required to source components. We consider the case when intermingling of sublots from different lots is not permitted. An infinite buffer is assumed to exist between the suppliers and the manufacturer.

We first note that there exists an optimal schedule that is a permutation schedule for the problem without lot streaming, as shown by Potts et al. (1995). Their argument holds true as well for the case when lot streaming is used. Therefore, we restrict our attention to permutation schedules.

In order to develop an optimal schedule, optimal sublot sizes must be evaluated. We next show that there exists an optimal solution for the ALSP where the sublot sizes of each lot corresponds to optimal sublot sizes for a corresponding two-machine flow shop problem. Consider a two-machine flow shop, consisting of a supplier \( v^* \) at the first stage and the assembly machine at the second stage, and a single lot \( i^* \) is produced and transferred in \( q^* \) sublots. For the two-machine problem, \( q^* \) is fixed (note that there may be some other value of \( q^* \) for which the joint objective function is minimized for the two-machine problem, but that value is not relevant to any results presented in this chapter). Let sublot sizes \( u_1, u_2, \ldots, u_{q^*} \) minimize the makespan for the two machine problem. Then if, in an optimal schedule for the ALSP, supplier \( v^* \) uses \( q^* \) sublots to transfer lot \( i^* \), sublot sizes \( u_1, u_2, \ldots, u_{q^*} \) are optimal for that lot. We present it formally below.

**Proposition 5.1.** If in an optimal solution for the ALSP \( \delta_{i^*v^*}^q = 1 \), then, sublot sizes \( u_1, u_2, \ldots, u_{q^*} \) for lot \( i^* \) from supplier \( v^* \) are optimal, where \( u_1, u_2, \ldots, u_{q^*} \) are optimal sublot sizes for two-machine, flow shop, lot streaming problem corresponding to supplier \( v^* \) and the assembly machine, obtained using \( q^* \) sublots.

**Proof.** We prove the result by construction. Consider an optimal schedule for the ALSP in which supplier \( v^* \) uses \( q^* \) sublots of sizes \( u_1', u_2', \ldots, u_{q'}^* \). In order to simplify notation, assume, without loss of generality, that the optimal sequence in which the lots are processed is \( 1, \ldots, l \). The makespan for such a production sequence is given by,

\[
\max_{\{k, v\}} \left( \sum_{i=1}^{k-1} p_i^v + \sum_{q=1}^{n_k^v} f_{kq}^v \delta_{kq}^v + \sum_{i=k+1}^{l} p_i \right),
\]  

\hfill (5.2)

where \( f_{kq}^v \) is the makespan of the associated two-machine, single-lot flow shop problem when the sublot sizes \( u_1', u_2', \ldots, u_{q'}^* \) are used by the supplier for lot \( k \) and other terms in (5.2) are independent of the sublot sizes used. By definition \( f_{kq}^v \geq f_{kq} \) for all \( k = 1, \ldots, l \) and \( v = 1, \ldots, s \). Hence, replacing sublot sizes \( u_1', u_2', \ldots, u_{q'}^* \) for lot \( i^* \) from supplier \( v^* \) with \( u_1, u_2, \ldots, u_{q^*} \), and hence, replacing \( f_{i^*q^*}^v \) with \( f_{i^*q} \) does not increase the makespan. Also note that only the sublot sizes were altered, the number of sublots used remains unaltered as \( q^* \) in both the initial and the final schedules. So, the transportation cost is not
altered since it is a function of the number of sublots alone. Hence, the schedule remains optimal.

**Corollary 5.1.** There exists an optimal solution for the ALSP where the sublot sizes for each lot correspond to optimal sublot sizes for the associated two-machine, single-lot, problem with an identical number of sublots. The number of sublots used for each lot, from each supplier, may be different.

**Proof.** In any schedule we have $C_{\text{max}} - \sum_{i=1}^{k-1} p_i^v - \sum_{i=k+1}^{l} p_i \geq \sum_{q=1}^{n_k^v} f_{kq}^v \delta_{kq}^v$. By definition, $f_{kq}^v \geq f_{kq}$. So, $C_{\text{max}} - \sum_{i=1}^{k-1} p_i^v - \sum_{i=k+1}^{l} p_i \geq \sum_{q=1}^{n_k^v} f_{kq}^v \delta_{kq}^v$ and using optimal sublot sizes for the associated two-machine, single-lot, problem with an identical number of sublots is feasible. Also, the material handling cost remains unchanged since the number of sublots used is not altered.

As a consequence of the result presented above, we can solve the ALSP in two steps. In step one, we obtain the optimal sublot sizes, minimum makespan (for the associated two-machine flow shop problem) $f_{iq}^v$, and handling cost $t_{iq}^v$ for all $i = 1, \ldots, l$, $v = 1, \ldots, s$, and $q = 1, \ldots, n_i^v$. In the second step, we then use the $f_{iq}^v$ and $t_{iq}^v$ values determined in step 1 for all $i = 1, \ldots, l$, $v = 1, \ldots, s$, and $q = 1, \ldots, n_i^v$ to obtain optimal production sequence and number of sublots.

Such a decomposition into two steps is important since step 1 is closely linked to the production and transportation scenario considered. The algorithm used to solve the two-machine flow shop lot streaming problems in this step will be peculiar to the production scenario considered. Step 2, in contrast, is not related to the specifics of the production scenario and remains unchanged for all the ALSP instances. Given the large amount of existing literature that has addressed the problems included in step 1, in this chapter, we will assume that step 1 has been solved a-priori, and therefore, will focus on solving the problem belonging to step 2. Hence, our problem can be stated as:

**Assembly Lot Streaming Problem:** Given values of parameters $f_{iq}^v$ and $t_{iq}^v$ for $i = 1, \ldots, l$, $v = 1, \ldots, s$, and $q = 1, \ldots, n_i^v$, for two-machine flow shop problems, find the optimal sequence for processing the lots and the optimal number of sublots used for each lot in order to minimize the sum of the makespan cost (MC), $\kappa C_{\text{max}}$, and material handling cost (MHC), where the MC is a scalar multiple of the makespan

$$C_{\text{max}} = \max \left\{ k, v \right\} \left\{ \sum_{i=1}^{l} p_i^v y_{ik} + \sum_{q=1}^{n_k^v} f_{kq}^v \delta_{kq}^v + \sum_{i=1, i \neq k}^{l} p_i^v y_{ki} \right\}, \quad (5.3)$$

and the MHC is given by
\[ MHC = \sum_{v=1}^{s} \sum_{i=1}^{l} \sum_{q=1}^{n_v} t_{kq}^v \delta_{kq}. \] (5.4)

Note that there exists an optimal schedule in which the lots are produced continuously, without intermittent idle time, by both the suppliers and at the assembly stage. This is always feasible since we assume an infinite buffer. Also, delaying production on the second machine does not increase transportation costs. Therefore, given a feasible schedule with a makespan of \( C_{\text{max}} \), production of each lot at the assembly stage can be postponed until all the lots and sublots are processed contiguously, with no intermittent idle times, without increasing the transportation cost or the makespan. Similarly, all suppliers can begin production at time zero and process all the lots without any intermittent idle time. This does not change the number of transfers, and clearly, earlier production at the first stage does not increase the makespan. Therefore, the search for optimal schedules can be restricted to those schedules in which the suppliers process material as soon as possible and assembly is completed as late as possible, with the final lot, \( l \), completed at time \( C_{\text{max}} \).

Also, we use the term \( C_{\text{max}}^{kqv} \) to denote the value of

\[ C_{\text{max}}^{kqv} = \sum_{i=1,i\neq k}^{l} p_i^v y_{ik} + f_{kq}^v + \sum_{i=1,i\neq k}^{l} p_i y_{ki}. \] (5.5)

This is the makespan that would result if lot \( k \) from supplier \( v \), transferred in \( q \) sublots, were the bottleneck lot.

### 5.3 A Polynomial-time Algorithm to Obtain Optimal Number of Sublots for a Given Production Sequence

In this section, we develop a polynomial-time algorithm to obtain optimal number of sublots used by all the suppliers for all the lots when the production sequence is given. Without loss of generality, we assume the production sequence to be \( 1, \cdots, l \). As a first step, we express the minimum MHC for a given production sequence as an upper semi-continuous step function of the makespan.

For a schedule with makespan \( C_{\text{max}} \) and production sequence be \( 1, \cdots, l \), the start time of lot \( k \) at supplier \( v \) in such a schedule is given by \( \sum_{i=1}^{k-1} p_i^v \) and completion time on the assembly machine by \( C_{\text{max}} - \sum_{i=k+1}^{l} p_i \). So, if we consider the schedule of lot \( k \) for supplier \( v \) and the assembly machine in isolation, we obtain a feasible schedule for a lot \( k \) processed as a single lot by supplier \( v \) and the manufacturer, i.e., for every feasible schedule of a lot
in the ALSP there exists a feasible schedule for a single-lot two-machine flow shop problem. The makespan for such a single-lot, two-machine flow shop is given by the time-window, 
\[
\left[ \sum_{i=1}^{k-1} p^v_i, C_{\text{max}} - \sum_{i=k+1}^{l} p_i \right],
\]
over which lot \( k \) is processed in the ALSP schedule. For clarity, the time window is shown in Figure 5.3.1 for vendor 2. (Note that the time-window represents the makespan of the lot in the corresponding two-machine problem.) Clearly, if the length of this window is smaller than \( p^v_i + p_i \), then lot streaming must be used, but, in order to keep transfer costs low, the number of transfers must be minimal in an optimal schedule. In general, the minimum number of transfers that supplier \( v \) needs to use for lot \( k \) is given by

\[
\min q : f_{kv}^q \leq C_{\text{max}} - \sum_{i=k+1}^{l} p_i - \sum_{i=1}^{k-1} p^v_i, \quad 1 \leq q \leq n^v_i. \tag{5.6}
\]

Hence, the MHC incurred by a lot \( k \) from supplier \( v \) is given by \( t_{kv}^q \), where \( q \) is obtained from (5.6). Note that, in any optimal solution, at least one of the lots \( k, k = 1, \cdots, l \), for some supplier \( v = 1, \cdots, s \) must satisfy (5.6) at equality, because otherwise, \( C_{\text{max}} \) could be reduced without increasing the total MHC. This would contradict optimality. The following result states this formally.

**Proposition 5.2.** Given a production sequence \( 1, \cdots, l \), there exists an optimal schedule for the ALSP such that \( C_{\text{max}} = \sum_{i=1}^{k^*-1} p^v_i + f_{k^*v^*q^*}^v + \sum_{i=k^*+1}^{l} p_i = C_{\text{max}}^* \), for some \( k^* \in \{1, \cdots, l\}, v^* \in \{1, \cdots, s\} \) and \( q^* \in \{1, \cdots, n^v_{i^*}\} \) and the number of sublots used by all other lots is given by: \( \min q : f_{iq}^v \leq C_{\text{max}} - \sum_{i=k+1}^{l} p_i - \sum_{i=1}^{k-1} p^v_i, \quad 1 \leq q \leq n^v_i. \)

**Proof.** Note that in an optimal schedule, there must exist at least one bottleneck lot \( i \) and one supplier \( v \) such that it is not possible to reduce the makespan any further, i.e., (5.6) holds.

![Figure 5.3.1: The time-window available to lot 2 (Start to Stop).](image)
at equality, since, if \( f_{tq}^v \) were strict inequality for all lots, it would be possible to reduce the makespan without increasing the transportation cost. All other lots use the minimum number of sublots that would minimize the handling cost, i.e., the smallest feasible value of \( q \). Also, using \( q \) sublots is feasible only if \( f_{tq}^v \leq C_{\text{max}} - \sum_{i=1}^{l} p_i - \sum_{i=1}^{k-1} p_i^v, \quad 1 \leq q \leq n_k^v \). □

Note that rearranging the expression in \( (5.6) \), we get
\[
\sum_{q} q \text{ number of sublots that would minimize the handling cost, i.e., the smallest feasible value of the makespan without increasing the transportation cost. All other lots use the minimum at equality, since, if (5.6) were strict inequality for all lots, it would be possible to reduce}
\]

Using \( (5.5) \), the left hand side can be replaced by \( C_{\text{max}}^k \) to obtain \( C_{\text{max}}^k \leq C_{\text{max}} \). Therefore, the MHC for lot \( k \) is given by
\[
\min_{q} t_{kv}^q : C_{\text{max}}^k \leq C_{\text{max}}. \quad (5.7)
\]

Also, \( t_{kv}^q \) is strictly increasing in \( q \) by assumption. There are \( N = \sum_{v=1}^{s} \sum_{k=1}^{n_k^v} \) possible values of \( C_{\text{max}}^k \), each associated with some value of \( k = 1, \ldots, l, \quad q = 1, \ldots, n_k, \quad v = 1, \ldots, s \). Let these values be sorted from the largest to the smallest value. We indicate the largest value by \( C_{\text{max}}^k \), which denotes that lot \( k \), from supplier \( v \) using \( q \) sublots results in the highest makespan value when it is the bottleneck, similarly let \( f_{kq}^v \) and \( t_{kq}^v \) denote the value of \( f_{kq}^v \) and \( t_{kq}^v \) associated with the \( k, q, v \) that result in the \( w \)th largest makespan. We next develop an algorithm, designated Algorithm 1, to determine the minimum cost for a given sequence in \( O(N \log N + NL) \) time.

**Algorithm 1** Optimal for a given sequence

**Step 0** Set \( C_{\text{max}}^k = 0, \forall k = 1, \ldots, l, v = 1, \ldots, s, q = 1, \ldots, n_k^v \), \( Cost_{\text{best}} = \infty \), \( C_{\text{max}} = 0 \) and \( Cost_{\text{temp}} = \sum_{k=1}^{l} \sum_{v=1}^{s} t_{kv}^v \).

**Step 1** For all \( k \in \{1, \ldots, l\}, v \in \{1, \ldots, s\}, q \in \{1, \ldots, n_k^v\} \), calculate the makespan \( C_{\text{max}}^k \) when sublot \( q \) of lot \( k \) from supplier \( v \) is the ‘bottleneck’ sublot, i.e., evaluate \( C_{\text{max}}^k \). \( \sum_{i=1}^{k-1} p_i^v + f_{kq}^v + \sum_{i=k+1}^{l} p_i \).

**Step 2** Sort \( C_{\text{max}}^k \) in descending order and index the values by \( w = 1, \ldots, N \). Set \( Cost_{\text{best}} = Cost_{\text{temp}} + C_{\text{max}}^k \).

**Step 3** For \( w = 1, \ldots, N \),

3.1 For the \( k, q, v \) values associated with the \( w \)th largest makespan, check if \( q = n_k^v \). If \( q < n_k^v \) it is possible to increment the number of sublots, so proceed to step 3.2. Otherwise, the minimum possible makespan has been reached, complete steps 3.2 and 3.3 and then exit the loop.

3.2 if \( w > 1 \), set \( Cost_{\text{temp}} = Cost_{\text{temp}} + (t_{kq+1}^v[w] - t_{kq}^v[w]) + (C_{\text{max}}^k[w] - C_{\text{max}}^k[w - 1]) \). \( C_{\text{max}}^k[w] \).

3.3 If \( Cost_{\text{temp}} < Cost_{\text{best}} \), set \( Cost_{\text{best}} = Cost_{\text{temp}} \).

**Step 4** Report \( C_{\text{best}} \) as the minimum cost possible for that sequence.
In step 0, we initialize the makespan values that would result if lot \( k \), from supplier \( v \), using \( q \) sublots were the bottleneck. \( \text{Cost}_{\text{temp}} \) and \( \text{Cost}_{\text{best}} \) are the objective function values for any schedule under consideration, and, for an optimal schedule, respectively. Since the minimum MHC is the cost of using one sublot for all lots, we initialize \( \text{Cost}_{\text{temp}} \) to that value. In step 1, we evaluate \( C_{\text{max}}^{kqv} \) for all values of \( k, q, \) and, \( v \). By Proposition (5.2), one of these \( C_{\text{max}}^{kqv} \) values is the makespan of an optimal schedule. We next need to obtain the MHC resulting from each possible value of \( C_{\text{max}}^{kqv} \). We do so by first ordering \( C_{\text{max}}^{kqv} \) in descending order in step 2. Let the \( w^{th} \) largest value of makespan be \( C_{\text{max}}^{kqv} \), followed by \( C_{\text{max}}^{kqv'} \), the next \( (w-1)^{th} \) largest makespan value. We have \( C_{\text{max}}^{kqv} > C_{\text{max}}^{kqv'} \). For now, assume that we have a starting schedule with \( C_{\text{max}}^{kmax} = C_{\text{max}}^{kqv} \) and know the number of sublots used by all lots. Then, reducing \( C_{\text{max}}^{kmax} \) from \( C_{\text{max}}^{kqv} \) to \( C_{\text{max}}^{kqv'} \) would require an increment in the number of sublots for lot \( k \) from supplier \( v \) alone since for all other lots, the inequality (5.7) continues to hold true. As a result of incrementing the number of sublots of lot \( k \) from \( v \), increases the MHC by \( (t_{kv}^w - t_{kv+1}^w) \) and the makespan reduces to \( C_{\text{max}}^{kqv'} \). So, the change in the objective function resulting from this increment in the number of sublots and decrement in makespan is given by \( (C_{\text{max}}^{kqv} - C_{\text{max}}^{kqv'}) + (t_{kv+1}^w - t_{kv}^w) \). Note that this may be positive or negative. Also, note that, the maximum makespan (for \( w = 1 \)) is achieved when the number of sublots used by all sublots is one, i.e., no lot uses lot streaming. So, we begin with a known schedule for \( w = 1 \) and update the number of sublots used by each lot as we increment \( w \). In step 3, the number of sublots used by the current bottleneck lot is incremented and the makespan is reduced until a new bottleneck is reached. The change in the objective function is recorded, so that the minimum value can be found. This value is reported in step 4. Note that ordering the lots in decreasing \( C_{\text{max}}^{kqv} \) values allows us to increment the number of sublots of exactly one lot at a time since the number of sublots used by a lot increases only at each of the \( kqv \) values. So, each increment can be done in constant time. We stop incrementing the number of sublots when the bottleneck lot is already using the maximum number of sublots permitted for that lot. The largest possible number of iterations that may be required to reach this condition is \( N - ls + 1 \) (since each of the \( ls \) lots has a last sublot). The computational complexity of the above steps is as follows: step 0, \( O(ls) \); step 1, \( O(Nl) \); step 2, \( O(N \log N) \); step 3, \( O(N) \). Clearly, the overall complexity is determined by step 1 or step 2, depending upon the relative size of \( l \) and \( \log N \). Hence, the algorithm has a time complexity of \( N \log N + Nl \). It is possible that consecutive makespan values are equal. For example, say two consecutive values \( C_{\text{max}}^{kqv} \) and \( C_{\text{max}}^{jru} \) are equal. Let \( C_{\text{max}}^{jru} \) be lower in the sequence. In order to obtain an optimal solution we require that all makespan values smaller than \( C_{\text{max}}^{kqv} \) have a MHC higher than that for \( C_{\text{max}}^{kqv} \) (and hence \( C_{\text{max}}^{jru} \)) by \( (t_{kv}^w - t_{kv+1}^w) + (t_{jru}^w - t_{jru+1}^w) \), and, at least one of \( C_{\text{max}}^{kqv} \) and \( C_{\text{max}}^{jru} \) has the correct MHC value associated with this makespan and the other has a higher value. Both these conditions are satisfied by the algorithm.

Next, we solve the same problem using an LP. Consider a general production sequence defined by order indicators \( y_{ij} \). Note that we must have

\[
y_{ij} + y_{ji} = 1 \forall i \neq j, i, j = 1, \ldots, l.
\]
We now have $C^i_{\text{max}} = \sum_{k=1}^{l} p_k y_{ki} + f_{i}^q + \sum_{k=1}^{l} p_k y_{ik}$. Using (5.2), we get $C^i_{\text{max}} = \sum_{k=1}^{l} p_k y_{ki} + f_{i}^q + \sum_{k=1}^{l} p_k y_{ik}$, rearranging, we get

$$C^i_{\text{max}} = \sum_{k=1}^{l} (p_k - p_k) y_{ki} + f_{i}^q - p_i + \sum_{k=1}^{l} p_k.$$ (5.9)

The term $-p_i$ on the right side is due to the fact that $y_{ii} = 0$. The total objective function for the ALSP is obtained by adding the material handling cost to the makespan. Let $C^\text{iqv}_{\text{max}}$ be the makespan of a schedule, then we can determine the MHC incurred by a lot $j$ from vendor $u$ using (5.7), with $C^\text{max} = C^\text{iqv}_{\text{max}}$ and $C^{ijru}_{\text{max}}$ in place of $C^\text{iqv}_{\text{max}}$ to indicate makespan values associated with all $j = 1, \ldots, l$, $r = 1, \ldots, s$, $u = 1, \ldots, n^u_j$, and obtain $r$ as $\min_{r} t^u_{jr} : C^{ijru}_{\text{max}} \leq C^\text{iqv}_{\text{max}}$. Let $z_{jruiqv} = 1$ indicate that $C^\text{iqv}_{\text{max}} \leq C^{ijru}_{\text{max}}$. Then, we may write the MHC of lot $j$ from vendor $u$ as $t^u_{jr} + \sum_{r=1}^{n^u_j} (t^u_{jrq} + 1) z_{jruiqv}$ (we allow $t^u_{jrq} + 1$ to take an arbitrary value). Since $z_{jn^u_j+1uiqv} = 1$ is not feasible, in the proposed LP-Formulation, we use a constraint to prevent the use of this value). As a result, the total objective function when lot $i$ from vendor $v$, transferred in $q$ sublots, is the bottleneck, is given by $C^\text{iqv}_{\text{max}} + \sum_{j=1}^{l} \sum_{u=1}^{s} \sum_{r=1}^{n^u_j} (t^u_{jrq} + 1) z_{jruiqv}$. Here the MHC of all lots has been added. Expanding $C^\text{iqv}_{\text{max}}$ using (5.9), we get the total objective function value when $iqv$ is the critical sublot as:

$$\sum_{k=1}^{l} (p_k - p_k) y_{ki} + f_{i}^q - p_i + \sum_{k=1}^{l} p_k + \sum_{j=1}^{l} \sum_{u=1}^{s} t^u_{j1} + \sum_{j=1}^{l} \sum_{a=1}^{s} \sum_{r=1}^{n^u_j} (t^u_{jq} + 1) z_{jruiqv}$$ (5.10)

Since the term $\sum_{k=1}^{l} p_k + \sum_{j=1}^{l} \sum_{u=1}^{s} t^u_{j1}$ is a constant that is added irrespective of which sublot acts as a bottleneck, it can be ignored in (5.10) for the purpose of obtaining an optimal schedule. Let $\lambda_{iqv} = 1$ indicate that $C^\text{max} = C^\text{iqv}_{\text{max}}$, i.e., lot $i$ from vendor $v$ is shipped in $q$ sublots and is the bottleneck sublot. In addition to these terms, we also use the product of these terms. Such as $z\lambda_{jruiqv} = \lambda_{iqv} \times z_{jruiqv}$. Other product terms are defined similarly. As input data, this formulation uses the production sequence, presented by a set of $y_{ij}$ values. Then multiplying (5.10) with $\lambda_{iqv}$ and adding over all possible value of $i, q, v$ results in the objective function for the LP shown below.

LP-Formulation 5.3

\[
\text{minimize:} \quad \sum_{i=1}^{l} \sum_{v=1}^{s} \sum_{q=1}^{n^v_i} (f_{iq}^v - p_i) \lambda_{iqv} + \sum_{i=1}^{l} \sum_{v=1}^{s} \sum_{q=1}^{n^v_i} \sum_{k=1, k\neq i}^{l} (p_k^v - p_k) y \lambda_{kqv}
\]
\[
\sum_{i=1}^{l} \sum_{v=1}^{s} \sum_{q=1}^{n_i^v} (t_{v+1}^{u} - t_{v}^{u}) z_{\lambda_{vri}q} \\
\sum_{i=1}^{l} \sum_{v=1}^{s} \sum_{q=1}^{n_i^v} \lambda_{vriq} = 1 \tag{5.11}
\]

subject to:

\[
\sum_{k=1, k \neq j}^{l} (p_k^u - p_k) y_{z_{vrij}qri} - \sum_{k=1, k \neq j}^{l} (p_k^u - p_k) y_{ki} - \sum_{k=1, k \neq i}^{l} (p_k^u - p_k) y_{z_{vrij}qri} \geq \sum_{k=1, k \neq i}^{l} (p_k^u - p_k) y_{ki} \tag{5.12}
\]

\[
\sum_{k=1, k \neq j}^{l} (p_k^u - p_k) y_{z_{vrij}qri} - \sum_{k=1, k \neq i}^{l} (p_k^u - p_k) y_{z_{vrij}qri} \geq 0 \tag{5.13}
\]

\[
+ (f_j^u - p_j + f_{iq}^v - p_i) z_{vrij} \forall i, j = 1, \ldots, l, u, v = 1, \ldots, s, \nonumber
\]

\[
q = 1, \ldots, n_i^q, r = 1, \ldots, n_j^u
\]

\[
z_{vrij} \lambda_{vrij} \leq z_{vrij}
\]

\[
z_{vrij} \lambda_{vrij} \leq \lambda_{vrij}
\]

\[
z_{vrij} \lambda_{vrij} \geq z_{vrij} + \lambda_{vrij} - 1 \tag{5.14}
\]

\[
0 \geq z_{vrij}^u + \lambda_{vrij} - 1 \tag{5.15}
\]

\[
y_{vrij} \lambda_{vrij} \leq y_{ki}
\]

\[
y_{vrij} \lambda_{vrij} \leq \lambda_{vrij}
\]

\[
y_{vrij} \lambda_{vrij} \geq y_{ki} + \lambda_{vrij} - 1 \tag{5.16}
\]
Proof. Given a transitivity matrix $Y$ with each of its elements $y_{ij} = 1$, if $i$ precedes $j$, and 0 otherwise, an optimal solution for the LP Formulation (5.3) yields an optimal solution for the ALSP for that sequence.

Proposition 5.3. A transitivity matrix $Y$ with each of its elements $y_{ij} = 1$, if $i$ precedes $j$, and 0 otherwise, an optimal solution for the LP Formulation (5.3) yields an optimal solution for the ALSP for that sequence.

Proof. Note that, by inequalities (5.16), $y_{ki} = 0 \implies y_{kq} = 0$, and, $y_{ki} = 1 \implies y_{kq} = 1$. Similarly, $z_{jriuq} = 1$ when $y_{kq} = 0$. Using these facts, we can rewrite (5.12) as

$$\sum_{k=1, k \neq j}^{l} (p_{k} - p_{j}) y_{kq} z_{jriuq} - \sum_{k=1, k \neq i}^{l} (p_{k} - p_{i}) y_{kq} z_{jriuq} \geq 0.$$ 

Constraint (5.11) restricts the number of critical sublots to one, while constraints (5.12) and (5.13) force the $z_{jriuq}$ variables to take the correct 0/1 values when $y_{kq} \in \{0, 1\}$. The constraints (5.14), (5.16), (5.17), (5.18), (5.19) and (5.20) linearize the product terms. For example, consider $y_{kjruiqv}$. Constraint (5.17) forces $y_{kjruiqv} = 0$ when $y_{kj} = 0$, and, constraints (5.18) and (5.19) force $y_{kjruiqv} = z_{jriuqv}$ when $y_{kj} = 1$. Hence, $y_{kjruiqv} = y_{kj}z_{jriuqv}$.

$\lambda_{iqv}, z_{jriuqv}, y_{kq}, y_{kjruiqv}, y_{kjruiqv}$ are continuous and lie in the interval $[0,1]$ for $i, j, k = 1, \ldots, l, r, q = 1, \ldots, n_{i}, u, v = 1, \ldots, s$.

The optimal solution for the ALSP for that sequence.

$$\begin{align*}
y_{z_{kjruiqv}} &\leq y_{kj} \\
y_{z_{kjruiqv}} &\leq z_{jriuqv} \\
y_{z_{kjruiqv}} &\geq z_{jriuqv} + y_{kj} - 1 \\
y_{z_{kjruiqv}} &\leq y_{ki} \\
y_{z_{kjruiqv}} &\leq z_{jriuqv} \\
y_{z_{kjruiqv}} &\geq z_{jriuqv} + y_{ki} - 1
\end{align*}$$

(5.17) (5.18) (5.19) (5.20)
5.4 Simultaneously Obtaining an Optimal Sequence and Sublot Sizes

The two-stage assembly scheduling problem, without lot streaming, was shown to be NP-hard by Potts et al. (1995). Note that any such problem is a special case of the ALSP with \( n_i^v = 1 \forall i = 1, \cdots, l \) and \( v = 1, \cdots, s \). Therefore, the ALSP is also an NP-hard problem. In order to solve this problem, we first present an integer programming formulation that uses a Linear Ordering of lots (LO-formulation). Such a formulation is frequently used in scheduling. Then, we present a second formulation that is tighter than the LO-formulation, and it uses an assignment of lots to positions in the sequence. We refer to it as the Assignment-based Formulation (A-formulation). The use of assignment variables, instead of linear ordering, results in non-linear terms, which are linearized in the A-formulation. The resulting formulation is tighter than the LO-formulation. In addition, the sequence is defined by an assignment matrix. Therefore, a linear programming (LP) relaxation of this formulation contains a doubly stochastic assignment matrix. Using Birkhoff-Neuman (Birkhoff, 1946) decomposition, it is possible to obtain candidate permutations from such a matrix. We develop a method to use this fact to obtain valid inequalities for the A-formulation based on its LP relaxation. Then, we compare the performances of these two formulations.

5.4.1 Linear ordering formulation

Recall that we use \( y_{ij} = 1 \) if lot \( i \) precedes \( j \) (not necessarily immediately). Rearranging (5.3), and using \( y_{ij} \) to define a sequence (instead of using the sequence \( 1, \cdots, l \)), the makespan is given by \( \max_{\{k,v: p_{vk}^v > 0\}} \left( \sum_{i=1}^{l} (p_i^v - p^v_{ik}) y_{ik} + \sum_{q=1}^{l} f_{kvq} \delta_{kvq}^v - p^v_k \right) + \sum_{i=1}^{l} p_i \). Note that we can ignore the constant term \( \sum_{i=1}^{l} p_i \) when finding the optimal values of \( y_{ik} \) and \( \delta_{kvq}^v \) since it is common to all possible bottleneck \( iqv \) values. Consider the following formulation to solve the ALSP:

\[
\text{minimize} \quad C_{max} + \sum_{v=1}^{s} \sum_{i=1}^{l} \sum_{q=1}^{l} t_{iq}^v x_{iq}^v 
\]  

(5.21)
This is a valid formulation for the ALSP. Constraint (5.23) establishes that each pair of lots have a relative order in the production sequence, while (5.24) enforces a transitive relationship between them. Therefore, the $y_{ij}$ ($i, j = 1, \ldots, l, i \neq j$) produce a linear ordering of the lots. Variable $\delta_{ij}^v$ selects the number of sublots used by suppliers for each lot. Constraints (5.25) ensure that exactly one number between 1, $\ldots$, $n_i^v$ is selected as the number of sublots by each supplier for each lot. The makespan is constrained to be larger than the length of the path through each lot, and, as a result, it is equal to the length of the critical path for the given sequence.

Note that the following additional constraints are also valid. In an optimal solution, if $\delta_{iq}^v = 1$ for any $q \geq 2$, then using $\delta_{iq}^v - 1 = 1$ would result in a higher makespan. Therefore, if we set $f_{i0}^v = f_{i1}^v + \epsilon$, the following constraint is valid for all optimal solutions.

In fact, if all processing times are integers, we can make the inequality strict by using $\epsilon = 1$ and can state it as

\[
\sum_{i=1}^{l} (p_i^v - p_i) y_{ik} + \sum_{q=1}^{n_k^v} f_{kq}^v \delta_{kq}^v - C_{\text{max}} \geq 1 \quad \forall \{k, v : p_k^v > 0 \ k = 1, \ldots, l, v = 1, \ldots, s\}. \tag{5.27}
\]

5.4.2 Assignment-based formulation

Next, we present a tightened formulation that can be solved as an LP-relaxation, and then, a feasible schedule can be extracted from it using the Birkhoff-Neumann decomposition of a doubly stochastic matrix. Consider a formulation based on the assignment of lots to positions
in the sequence. Let \( \pi_{ij} = 1 \) if lot \( i \) is assigned to position \( j \), and \( \pi_{ij} = 0 \) otherwise. Using this variable, we have the following formulation.

\[
\text{minimize} \quad C_{\text{max}} + \sum_{v=1}^{s} \sum_{i=1}^{l} \sum_{j=1}^{n_v} t_{ij} \delta_{ij}^v 
\]

\[
\sum_{j=1}^{l} \sum_{r=1}^{l} (p_r^v - p_r) \pi_{rj} + \sum_{r=1}^{l} \left( \sum_{q=1}^{n_v} f_{rq}^v \delta_{rq}^v \right) \pi_{rk} - C_{\text{max}} \leq 0
\]

\[
\forall k, v: \quad k = 1, \ldots, l, \quad v = 1, \ldots, s
\]

\[
\sum_{i=1}^{l} \pi_{ij} = 1 \quad \forall j = 1, \ldots, l
\]

\[
\sum_{j=1}^{l} \pi_{ij} = 1 \quad \forall i = 1, \ldots, l
\]

\[
\sum_{q=1}^{n_v} \delta_{rq}^v = 1 \quad \forall i = 1, \ldots, l, \quad v = 1, \ldots, s
\]

\[
\delta_{ij}^v, \pi_{ij} \in \{0, 1\} \quad \forall i, j = 1, \ldots, l, \quad v = 1, \ldots, s.
\]

Constraints (5.30) and (5.31) assign one and only one lot to each position in the production sequence. Constraint (5.32) is identical to (5.25) and serves the same purpose. Constraint (5.29) restricts the makespan to be larger than the length of a path through the lot assigned to position \( k \) in the production sequence, where \( k = 1, \ldots, l \). Note that, the term \( \sum_{r=1}^{l} \left( \sum_{q=1}^{n_v} f_{rq}^v \delta_{rq}^v \right) \pi_{rk} \) is non-linear. In order to linearize it, we introduce the continuous variable \( \zeta_{rkq}^v \in [0, 1] \) to replace \( \delta_{rq}^v \pi_{rk} \). Thus, constraint (5.29) is replaced with the following constraint:

\[
\sum_{j=1}^{l} \sum_{r=1}^{l} \left( p_r^v - p_r \right) \pi_{rj} + \sum_{r=1}^{l} \sum_{q=1}^{n_v} f_{rn}^v \zeta_{rkq}^v - C_{\text{max}} \leq 0
\]

We must have \( \zeta_{rkq}^v = 1 \) when lot \( r \) is assigned to position \( k \) in the production sequence, and supplier \( v \) uses \( q \) sublots to deliver it to the assembly stage; otherwise, \( \zeta_{rkq}^v = 0 \) for binary values of \( \delta_{rq}^v \) and \( \pi_{rk} \). To that end, we add the following linearization constraints:

\[
\zeta_{rkq}^v \leq \delta_{rq}^v
\]

\[
\zeta_{rkq}^v \leq \pi_{rk}
\]

\[
\zeta_{rkq}^v \geq \pi_{rk} + \delta_{rq}^v - 1
\]

Note that the inclusion of the variable \( \zeta_{rkq}^v \) allows us to remove \( \delta_{rn}^v \). The A-formulation presented above is sufficient to obtain optimal solutions for the ALSP. We next present a method to obtain valid inequalities for the problem based on an LP-relaxation.

Next, we develop a method to generate valid inequalities for the A-formulation in polynomial-time. In order to generate valid cuts, we begin with a solution to the continuous relaxation
of the A-formulation. If all $\pi_{ij}$ values are binary, then we have an optimal solution and no cuts are generated, otherwise, we consider the square matrix $\Pi$ with $l$ rows and columns and values of the $i^{th}$ row and $j^{th}$ column given by $\pi_{ij}$, $i, j = 1, \cdots, l$. Since we begin with a feasible solution for the A-formulation, constraints (5.30) and (5.31) are satisfied by $\pi_{ij}$, and so, $\Pi$ is a doubly stochastic matrix. Birkhoff (1946) provided an algorithm that obtains permutation matrices $\Pi_k$, $k = 1, \cdots, n$ such that $\Pi = \sum_k a_k \Pi_k$, $\sum_k a_k = 1$, and, $n \leq l^2$, i.e., $\Pi$ is expressed as a convex combination of discrete permutation matrices. We obtain such a decomposition of $\Pi$. Note that each $\Pi_k$ represents an assignment of lots to positions in the production sequence, and so, they define a complete production sequence. We obtain an optimal number of sublots for each of these $\Pi_k$ using Algorithm 1 in polynomial time. Now, for each $k = 1, \cdots, n$ we have a production sequence as well as the optimal number of sublots for that sequence. Therefore, we have $n$ feasible solutions (schedules) for the A-formulation, apart from generating cuts, these can also be used for generating upper bounds. Recall that, for each of these feasible schedules, the value of $C_{\text{max}}^{kqv}$ can be obtained using Algorithm 1. Also, one of the values is equal to the makespan. Next consider the LP-Formulation that was presented earlier to obtain optimal number of sublots for a given production sequence. We have a cut

$$C_{\text{max}} + \sum_{v=1}^{s} \sum_{i=1}^{l} \sum_{j=1}^{n_i^v} t_{ij}^v \delta_{ij}^v \geq \sum_{i,j=1}^{l} \sum_{i,j=1}^{l} \gamma_{ij} y_{ij} + c$$

where we replace the term $y_{ij}$ with $2 - \pi_{jk} - \pi_{ik'}$, $1 \leq k < k' \leq l$ when $\gamma_{ij} < 0$ since $2 - \pi_{jk} - \pi_{ik'} \geq y_{ij}$, when $1 \leq k < k' \leq l$ and similarly $\pi_{ik} + \pi_{jk'} - 1$, $1 \leq k < k' \leq l$ when $\gamma_{ij} > 0$.

5.4.3 Computational Results

The LO-formulation, A-formulation and A-formulation with added cuts (referred to as $A^+$-Formulation) were implemented for several problem sizes. The results for number of lots, $l = 10, 20, 30, 40$, are presented in Tables 5.1 - 5.4. For each combination of $l, m$ we considered four values of upper bound on maximum number of sublots (each $n_i^v$ value is generated randomly with this as the upper bound). The values used were 3, 6, 9, 12. The computer used for this experiment was a Dell Precision
Algorithm 2 Solution method using the A-formulation and inequalities.

Step 1 Solve the LP relaxation of the A-formulation.

Step 2 Use Birkhoff-Neuman decomposition to obtain \( \Pi_1, \Pi_2, \cdots, \Pi_k \), \( k \leq l^2 \) permutation matrices such that the fractional solution \( \Pi \) from the LP relaxation is a convex combination of them.

Step 3 Generate valid inequalities using each \( \Pi_1, \Pi_2, \cdots, \Pi_k \), Algorithm 1 and 5.3.

Step 4 Add the valid inequalities generated in Step 3 to the A-formulation and solve the IP.

T7600 workstation with two Intel Xeon E5-2687W (3.1GHz) CPUs and 32GB RAM. The best time values are highlighted in bold. Failure to solve a problem within 1800s of clock time (this is different from CPU-time) or 1400 MB of memory usage is denoted by “-”. The LO-formulation performs significantly better when \( l = 10 \), where it gives the lowest CPU times for all instances. However, its performance deteriorates for \( l = 20 \), where it is unable to generate a solution the specified time limit for 10 out of 16 instances. Also, its performance is worse for the 10 instances for which it generated an optimal solution. For instances with \( l \geq 30 \) it fails to generate an optimal solution. Note that adding cuts to the A-formulation is useful in reducing CPU-time in several cases (between 18% to 43% for different values of \( l \)), but in the majority of cases it requires greater CPU times. Both A-formulations are better than LO-based formulations for medium to large problem sizes. Both A-Formulation and \( A^+ \)-Formulation were unable to obtain optimal solutions for the largest instances within the specified time limit.

5.5 Concluding Remarks

In this chapter we have presented solution methods for the problem of minimizing the sum of material handling and makespan costs in an assembly system. Our solution methodology is applicable to a wide range of production scenarios and we make very limited assumptions regarding the handling cost parameters. The complete ALSP problem is NP-hard, however we show that for a given sequence the problem can be solved in polynomial-time. We propose two integer programming formulations to solve the complete problem, one based on the standard transitive relations used in scheduling (called the linear-ordering formulation) and a new formulation based on assigning lots to positions in the sequence (called the assignment-based formulation). The latter is shown to have superior computational performance. We also present a fast method to obtain valid inequalities for the Assignment-based Formulation. The computational performance of the formulations based on transitive relations, assignment of lot to positions in the production sequence, and, the assignment-based for-
Table 5.1: CPU times required by $A^+$-Formulation, A-Formulation, and LO-Formulation for $l = 10$

<table>
<thead>
<tr>
<th>Number of lots</th>
<th>Number of vendors</th>
<th>max (max number of sublots)</th>
<th>$A^+$-Formulation</th>
<th>A-Formulation</th>
<th>LO-Formulation</th>
<th>Optimal Objective Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
<td>3</td>
<td>1.52881</td>
<td>1.38841</td>
<td>0.343202</td>
<td>484</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>6</td>
<td>8.20565</td>
<td>18.4861</td>
<td>0.733205</td>
<td>353</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>9</td>
<td>1.01401</td>
<td>1.65361</td>
<td>0.218401</td>
<td>279</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>12</td>
<td>0.904806</td>
<td>1.96561</td>
<td>0.452403</td>
<td>230</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>3</td>
<td>0.842405</td>
<td>1.24801</td>
<td>0.920406</td>
<td>807</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>6</td>
<td>1.77841</td>
<td>1.74721</td>
<td>0.514803</td>
<td>529</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>9</td>
<td>10.9981</td>
<td>4.43043</td>
<td>0.639604</td>
<td>415</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>12</td>
<td>7.51925</td>
<td>8.37725</td>
<td>1.01401</td>
<td>335</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>3</td>
<td>2.48042</td>
<td>3.01082</td>
<td>0.686404</td>
<td>1199</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>6</td>
<td>10.0465</td>
<td>3.99363</td>
<td>3.05762</td>
<td>729</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>9</td>
<td>7.30085</td>
<td>5.92804</td>
<td>0.280802</td>
<td>620</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>12</td>
<td>22.2769</td>
<td>12.1213</td>
<td>3.86882</td>
<td>435</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>3</td>
<td>4.35243</td>
<td>7.25405</td>
<td>1.07641</td>
<td>1626</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>6</td>
<td>11.4661</td>
<td>7.67525</td>
<td>0.374402</td>
<td>957</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>9</td>
<td>24.4298</td>
<td>15.0541</td>
<td>1.04521</td>
<td>743</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>12</td>
<td>45.0843</td>
<td>34.4294</td>
<td>0.936006</td>
<td>541</td>
</tr>
</tbody>
</table>
Table 5.2: CPU times required by $A^+$-Formulation, A-Formulation, and LO-Formulation for $l=20$

<table>
<thead>
<tr>
<th>Number of lots</th>
<th>Number of vendors</th>
<th>max (max number of sublots)</th>
<th>$A^+$-Formulation</th>
<th>A-Formulation</th>
<th>LO-Formulation</th>
<th>Optimal Objective Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>10</td>
<td>3</td>
<td>3.26042</td>
<td>4.04043</td>
<td>-</td>
<td>906</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>6</td>
<td>10.6081</td>
<td>29.0162</td>
<td>822.734</td>
<td>699</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>9</td>
<td>22.5421</td>
<td>16.0993</td>
<td>-</td>
<td>551</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>12</td>
<td>69.1552</td>
<td>42.3231</td>
<td>1504.22</td>
<td>439</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>3</td>
<td>23.8838</td>
<td>25.553</td>
<td>426.304</td>
<td>1576</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>6</td>
<td>52.7907</td>
<td>36.5198</td>
<td>-</td>
<td>1084</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>9</td>
<td>125.019</td>
<td>71.6513</td>
<td>-</td>
<td>860</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>12</td>
<td>210.835</td>
<td>97.0794</td>
<td>-</td>
<td>660</td>
</tr>
<tr>
<td>20</td>
<td>30</td>
<td>3</td>
<td>46.8003</td>
<td>43.4931</td>
<td>-</td>
<td>2304</td>
</tr>
<tr>
<td>20</td>
<td>30</td>
<td>6</td>
<td>131.275</td>
<td>99.9498</td>
<td>-</td>
<td>1518</td>
</tr>
<tr>
<td>20</td>
<td>30</td>
<td>9</td>
<td>343.639</td>
<td>194.939</td>
<td>-</td>
<td>1194</td>
</tr>
<tr>
<td>20</td>
<td>30</td>
<td>12</td>
<td>3055.2</td>
<td>2552.02</td>
<td>-</td>
<td>863</td>
</tr>
<tr>
<td>20</td>
<td>40</td>
<td>3</td>
<td>101.572</td>
<td>145.19</td>
<td>112.368</td>
<td>3114</td>
</tr>
<tr>
<td>20</td>
<td>40</td>
<td>6</td>
<td>312.548</td>
<td>300.208</td>
<td>108.405</td>
<td>1857</td>
</tr>
<tr>
<td>20</td>
<td>40</td>
<td>9</td>
<td>700.398</td>
<td>540.481</td>
<td>824.153</td>
<td>1466</td>
</tr>
<tr>
<td>20</td>
<td>40</td>
<td>12</td>
<td>7562.34</td>
<td>10818.3</td>
<td>-</td>
<td>1066</td>
</tr>
</tbody>
</table>
Table 5.3: CPU times required by $A^+$-Formulation, A-Formulation, and LO-Formulation for $l=30$

<table>
<thead>
<tr>
<th>Number of lots</th>
<th>Number of vendors</th>
<th>max (max number of sublots)</th>
<th>$A^+$-Formulation</th>
<th>A-Formulation</th>
<th>Optimal Objective Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>10</td>
<td>3</td>
<td>23.6498</td>
<td>23.0725</td>
<td>1387</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>6</td>
<td>57.6424</td>
<td>37.643</td>
<td>950</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>9</td>
<td>122.476</td>
<td>79.2485</td>
<td>824</td>
</tr>
<tr>
<td>30</td>
<td>10</td>
<td>12</td>
<td>120.183</td>
<td>120.339</td>
<td>664</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>3</td>
<td>111.619</td>
<td>107.032</td>
<td>2507</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>6</td>
<td><strong>352.874</strong></td>
<td>1433.54</td>
<td>1548</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>9</td>
<td>657.045</td>
<td>448.815</td>
<td>1288</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>12</td>
<td>1174.38</td>
<td><strong>664.876</strong></td>
<td>954</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>3</td>
<td>301.612</td>
<td><strong>293.75</strong></td>
<td>3560</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>6</td>
<td>834.995</td>
<td><strong>738.946</strong></td>
<td>2098</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>9</td>
<td>1756.27</td>
<td><strong>1216.01</strong></td>
<td>1732</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>12</td>
<td>4536.81</td>
<td><strong>1966.86</strong></td>
<td>1259</td>
</tr>
<tr>
<td>30</td>
<td>40</td>
<td>3</td>
<td>569.076</td>
<td><strong>558.359</strong></td>
<td>4637</td>
</tr>
<tr>
<td>30</td>
<td>40</td>
<td>6</td>
<td>1656.98</td>
<td><strong>1402.62</strong></td>
<td>2763</td>
</tr>
<tr>
<td>30</td>
<td>40</td>
<td>9</td>
<td>3152.53</td>
<td><strong>2236.34</strong></td>
<td>2200</td>
</tr>
<tr>
<td>30</td>
<td>40</td>
<td>12</td>
<td><strong>10192.5</strong></td>
<td>13167</td>
<td>1571</td>
</tr>
</tbody>
</table>
Table 5.4: CPU times required by $A^+$-Formulation, A-Formulation, and LO-Formulation for $l=40$

<table>
<thead>
<tr>
<th>Number of lots</th>
<th>Number of vendors</th>
<th>max (max number of sublots)</th>
<th>$A^+$-Formulation</th>
<th>A-Formulation</th>
<th>Optimal Objective Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>10</td>
<td>3</td>
<td>77.7041</td>
<td>73.2113</td>
<td>1901</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>6</td>
<td>195.5</td>
<td>158.591</td>
<td>1305</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>9</td>
<td>439.392</td>
<td>305.544</td>
<td>1064</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>12</td>
<td>710.741</td>
<td>439.47</td>
<td>888</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
<td>3</td>
<td>367.242</td>
<td>394.963</td>
<td>3287</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
<td>6</td>
<td>1027.58</td>
<td>882.529</td>
<td>2094</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
<td>9</td>
<td>1951.87</td>
<td>1474.1</td>
<td>1678</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
<td>12</td>
<td>3367</td>
<td>2084.17</td>
<td>1279</td>
</tr>
<tr>
<td>40</td>
<td>30</td>
<td>3</td>
<td>931.217</td>
<td>948.236</td>
<td>4643</td>
</tr>
<tr>
<td>40</td>
<td>30</td>
<td>6</td>
<td>2398.72</td>
<td>2036.36</td>
<td>2914</td>
</tr>
<tr>
<td>40</td>
<td>30</td>
<td>9</td>
<td>5059.36</td>
<td>3691.58</td>
<td>2330</td>
</tr>
<tr>
<td>40</td>
<td>30</td>
<td>12</td>
<td>9726.48</td>
<td>6448.63</td>
<td>1700</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>3</td>
<td>1794.57</td>
<td>1833.29</td>
<td>6165</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>6</td>
<td>4605.98</td>
<td>3840.14</td>
<td>3721</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>9</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>12</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
mulation with some valid inequalities, are tested experimentally. We also show that adding valid inequalities frequently improves performance, but, in the majority of cases, it is inferior to the assignment-based formulation.
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