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Hang Zhang 

Abstract 

Cell phenotypic transitions, or cell fate decision making processes, are regulated by complex 

regulatory networks composed of genes, RNAs, proteins and metabolites. The regulation can take place at 

the epigenetic, transcriptional, translational, and post-translational levels to name a few.  

Epigenetic histone modification plays an important role in cell phenotype maintenance and 

transitions. However, the underlying mechanism relating dynamical histone modifications to stable 

epigenetic cell memory remains elusive. Incorporating key pieces of molecular level experimental 

information, we built a statistical mechanics model for the inheritance of epigenetic histone modifications. 

The model reveals that enzyme selectivity of different histone substrates and cooperativity between 

neighboring nucleosomes are essential to generate bistability of the epigenetic memory. We then applied 

the epigenetic modeling framework to the differentiation process of olfactory sensory neurons (OSNs), 

where the observed ‘one-neuron-one-allele’ phenomenon has remained as a long-standing puzzle. Our 

model successfully explains this singular behavior in terms of epigenetic competition and enhancer 

cooperativity during the differentiation process. Epigenetic level events and transcriptional level events 

cooperate synergistically in the OSN differentiation process. The model also makes a list of testable 

experimental predictions. In general, the epigenetic modeling framework can be used to study phenotypic 

transitions when histone modification is a major regulatory element in the system. 

Post-transcriptional level regulation plays important roles in cell phenotype maintenance. Our 

integrated experimental and computational studies revealed such a motif regulating the differentiation of 

definitive endoderm. We identified two RNA binding proteins, hnRNPA1 and KSRP, which repress each 

other through microRNAs miR-375 and miR-135a. The motif can generate switch behavior and serve as a



 

 

noise filter in the stem cell differentiation process. Manipulating the motif could enhance the differentiation 

efficiency toward a specific lineage one desires.  

Last we performed mathematical modeling on an epithelial-to-mesenchymal transition (EMT) 

process, which could be used by tumor cells for their migration. Our model predicts that the IL-6 induced 

EMT is a stepwise process with multiple intermediate states.  

In summary, our theoretical and computational analyses about cell phenotypic transitions provide 

novel insights on the underlying mechanism of cell fate decision. The modeling studies revealed general 

physical principles underlying complex regulatory networks.  

  

 

 

 

 

 

 

 

 

 

 

 



 

 

Theoretical and Computational Studies on the Dynamics and 

Regulation of Cell Phenotypic Transitions 

Hang Zhang 

General Audience Abstract 

The human body is composed of more than 200 different types of cells, characteristic of muscles, 

skin, brain, etc. Although different types of cells exhibit many differences in morphology and other 

properties, they all originate from a single fertilized egg. When a cell divides, the new cell has the potential 

either to maintain its own cell type or become another type of cell. For example, an unspecialized stem cell 

can produce another stem cell or develop into other types of cell with specialized functions. The transition 

between different cell types is called cell phenotypic transition. Cell phenotypic transitions are commonly 

observed in living organisms. For example, olfactory stem cells can transform to olfactory sensory neuron 

(OSN) cells. As a result, each olfactory sensory neuron (OSN) is specialized to expresses one and only one 

type of olfactory receptor (OR) protein on the cell surface, and by this mechanism, the human nose can 

sense trillions of different odors. As a second example, epithelial cells can convert to mesenchymal cells in 

human development, cancer development and wound healing. Epithelial cells are tightly connected to each 

other and to the basement, thus hardly have the ability to move. On the other hand, mesenchymal cells are 

less connected and more easily to migrate. Epithelial cancers are the most prevalent type of cancer. During 

cancer metastasis, epithelial cells transform into mesenchymal cells and gain the ability to move to a distant 

positions. Epithelial to mesenchymal transition (EMT) is not only utilized by cancer cells; normal cell will 

also utilize this process to move. In human development and wound healing, epithelial cells will transform 

to mesenchymal cells to migrate to the desired locations. Despite intensive studies, the underlying 

regulatory mechanisms of cell phenotypic transitions remain largely elusive. 

In this dissertation, I present a theoretical framework to elucidate some underlying mechanisms of 

cell-type maintenance and transitions. Based on experimentally observed physical interactions, we built a 



 

 

statistical mechanics model which successfully explained the mechanism of cell type maintenance. As an 

application, I used this model to study the differentiation process of OSNs. Each OSN cell randomly 

expresses one and only one OR gene from thousands of candidates with equal probability, however, the 

mechanism remains one of the biggest puzzles in neuroscience. Our model not only recapitulated singular 

OR expression, but also elucidated how the olfactory system maximizes and maintains the diversity of OR 

expression. 

In addition to the differentiation of OSNs, I also studied the differentiation of embryonic stem cell 

in human development. Previous studies mainly focused on protein signaling networks regulating this 

process, our studies revealed a novel regulatory mechanism with microRNA (an important type of 

regulatory RNA) playing a crucial role. Manipulating the network could enhance the efficiency of 

differentiation toward a specific lineage that one might desire. Lastly, I examined a mathematical model of 

the EMT process. The model revealed potential relationships between inflammation and tumor metastasis 

regarding molecule IL-6 induced EMT. Here, our model predicted that IL-6 induced EMT is a stepwise 

process with multiple intermediate states and helped us to fully characterize the tumor progression process. 

Overall, the broad goal of this research is to advance our understanding of the underlying 

mechanisms of cell phenotypic transitions. It also sheds light on the processes of tissue regeneration and 

cancer development.  
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Chapter 1. Introduction 

A living cell is a complicated and delicately regulated biochemical machine. Complicated interaction 

networks composed of genes, RNAs and proteins known as gene regulatory networks orchestrate all cellular 

processes in a biological system. Cellular differentiation is a complex cellular process through which 

generic stem cells become specialized mature cells. The process of cellular differentiation is a direct result 

of differential gene expression. During differentiation, cells change drastically in their phenotypes. A 

fertilized egg can develop into over 200 different cell types in the human body, which present drastic 

variability in the phenotypes while all these cells share the same genetic information. Moreover, under 

certain circumstances, a differentiated cell may undergo a phenotypic transition in response to an 

environmental signal.  

In 1942, Waddington coined the term “epigenetics” to denote the relationship between genotype and 

phenotype and events that could not be explained by genetic principles1,2. Epigenetics, in a narrow sense, 

denotes any potential heritable change in gene expression without changes in the underlying DNA 

sequences, which could be reflected in histone epigenetic memory.  Histone epigenetic memory denotes 

the fact that the same genes in cells of a specific phenotype tend to have roughly the same histone epigenetic 

pattern. Therefore, histone epigenetic memory plays a key role in maintaining cell phenotype. However, 

one lasting question in the field is how to correlate the molecular level histone dynamics with the collective 

ensemble histone epigenetic memory. In this dissertation, we present a mathematical model to bridge the 

gap between molecular and cellular level experimental observations. By using quasi-equilibrium 

approximation and implementing the Boltzmann distribution, we constructed a Potts-type model based on 

experimentally observed lateral interactions of nearest-neighbor enzymes and enzyme recruitment biased 

by nucleosome covalent modification state. The model leads to effective nonlocal interactions among 

nucleosomes. Moreover, the simulation demonstrates that epigenetic memory is robustly inheritable against 

stochastic cellular processes. The model and simulation results are presented in Chapter 2.  
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Epigenetic histone dynamics greatly affects the differentiation of olfactory sensory neuron (OSNs). 

OSNs are highly unique and interesting in that they carry hundreds of genes encoding olfactory receptors 

(ORs) but each cell expresses one and only one gene. A fundamental issue in neuron biology is how the 

biological system design guarantees mono-allelic activation, which is important for correct function of the 

olfaction system. One interesting phenomena of the differentiation process is that before differentiation, all 

OR genes are occupied by repressive histone marks, and after differentiation, one and only one OR gene 

gains active histone mark. By applying the framework we developed previously, we built a model that 

captures key biological features of the differentiation process. Our model successfully explains the singular 

OR expression behavior in terms of epigenetic competition and enhancer cooperativity during the 

differentiation process and further makes testable predictions. The corresponding analysis and results are 

described in Chapter 3. 

Furthermore, in Chapter 4, we studied the human embryonic stem cell differentiation process and cell 

reprogramming and transdifferentation process. Numerous master regulators control human embryonic 

stem cell differentiation process. In this study, we are interested in definitive endoderm differentiation 

process. The aim of this work is to reveal a novel regulatory motif acting at the post-transcriptional level 

and regulating the cell fate decision process. Using high-throughput proteomics studies, we identified two 

differentially expressed RNA binding proteins, hnRNPA1 and KSRP. Furthermore microRNA array data 

determines microRNA miR-15 and miR-27 as their targets. Our analysis reveals a classical double negative 

feedback motif that can generate bistable switch behavior. Further experimental studies confirmed the 

regulating roles of the motif.  

Besides cell phenotypic transition processes in development and cell reprogramming, some cell 

phenotypic transitions take place during pathological conditions. The epithelial-to-mesenchymal transition 

(EMT) is one example. EMT occurs in normal developmental and physiological processes, but it also 

contributes to cancer progression and metastasis. In order to understand the underlying control mechanism 

of EMT, we built a kinetic rate equation-based mathematical model of TGF-β induced EMT. The model 

demonstrates that EMT is a stepwise activation process of a cascade of two bistable switches regulated by 
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two double-negative feedback loops: one between the transcription factor SNAIL1 and the miR-34 family 

and another between the transcription factor ZEB1 and the miR-200 family. The model is further been 

experimentally verified by us from single cell and population level dynamics of key mRNAs, microRNAs 

and proteins 3. Besides TGF-beta, EMT can be induced by many other signals and IL-6 is one example. 

Tumor progression is modulated by the tumor’s microenvironment, which (as is well known) is typically 

enriched with inflammatory cytokines. In cytokine IL-6 induced EMT process, two additional double 

negative feedback loops of miR34a/IL-6R and let-7/IL6 are observed. Together with the core mutual 

inhibition of Snail/miR34a and Zeb1/miR200, they regulate the IL-6 induced EMT process. We construct 

a mathematical model of these multiple positive feedback loops, and the model suggests that the signaling 

network proceeds through two intermediate states between the initial epithelial state and the final 

mesenchymal state. Furthermore, IL-6 and TGF-beta signaling work synergistically during the EMT 

process. Therefore our model analysis demonstrates that for developing more efficacious cancer therapies, 

it could be of great clinical importance to fully characterize the dynamic regulation of the composite TGF-

β/IL6 axis. 
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Chapter 2. Statistical Mechanics Model for the Dynamics of Collective 

Epigenetic Histone Modification 

This Chapter is based on a published paper: Physical review letters 112.6 (2014): 068101. 
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1
, Xiao-Jun Tian

1
, Abhishek Mukhopadhyay

2
, K. S. Kim

3
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2.1. Abstract 

Epigenetic histone modifications play an important role in the maintenance of different cell phenotypes. 

The exact molecular mechanism for inheritance of the modification patterns over cell generations remains 

elusive. We construct a Potts-type model based on experimentally observed nearest-neighbor enzyme 

lateral interactions and nucleosome covalent modification state biased enzyme recruitment. The model can 

lead to effective nonlocal interactions among nucleosomes suggested in previous theoretical studies, and 

epigenetic memory is robustly inheritable against stochastic cellular processes. 

2.2. Introduction 

Epigenetics, in a narrow sense, denotes any potential heritable change in gene expression without 

changes in the underlying DNA sequences; for example, DNA methylation, histone variants incorporation 

and histone post-translational modifications are different ways of epigenetics modifications. Clearly, 

epigenetic dynamics affects gene expression patterns. Epigenetics is important due to different layers of 

regulation it could participate and regulate, also due to its special characteristics and crosstalk with other 

regulators. Histone modification could cross talk with other layer of regulation mechanisms, e.g. 
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transcription level (transcription factor), post-transcription level (e.g. microRNAs), DNA methylation level 

etc. In this chapter, I will mainly focus on the histone modification memory and dynamics.  

Nucleosome is the basic unit of chromatin. It is composed of ~200bp DNA wrapping around eight 

proteins -- which is called histone octamer as shown in Figure 2.1. Each histone octamer consists of two 

copies of the four core histone proteins, H2A, H2B, H3 and H4. As time goes by, people discovered various 

covalent marks modified in the histone tail in the nucleosome. Methylation, acetylation, phosphorylation 

and sumolyation can take place on a number of side residues of the histone proteins1. Moreover, researchers 

found that different histone modification pattern may correspond to different gene expression state, e.g. 

acetylation and H3K4me3 would always imply an active state while methylation on histone lysine 9 

(H3K9me3) or 27 (H3K27me3) would always indicate a repressive state2. The so-called ‘histone code’ 

proposal, analogy to the DNA codon, although still under debate, has drawn extensive attention from the 

field3. Furthermore, in the past few years, several groups discovered multiple enzymes regulating the 

histone modification dynamics4,5. 

 

Figure 2.1  Illustration of nucleosome structure and his tone covalent modification. Chromatin in 

nucleus is zoomed into chromatin fiber and further zoomed into DNA sequence and nucleosome (left 

panel). Right panel shows the crystal structure of a nucleosome. Different covalent modification 

can take place on the histone tail. Two well -studied covalent modifications (H3K9me3 and H3k4me3) 

which correlate with active or repressive gene activity are listed. H3k9me3 denotes tri -methylation 
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on histone H3 lysine 9. H3K4me3 denotes tri -methlyation on histone H3 lysine 4.  Picture modified 

from Broad Communications.  

Epigenetics plays a crucial role in development and cell fate decision. In the 2012 Noble prize winning 

study of cell reprogramming from Yamanaka’s group6, fibroblast cells crossed the barrier between different 

cell types and reprogrammed into stem cells. In this reprogramming process, researchers find that cells 

undergo global epigenetic remodeling7. Also researchers suggest that epigenetic regulation is a key step 

and main barrier of the reprogramming process. Due to the fact that all genes or DNA sequences are 

subjected to the same set of epigenetic regulating enzymes, epigenetics perturbation (e.g. the enzyme 

concentration perturbation) could lead to widespread gene expression changes, thus globally regulate the 

behavior of all the genes and facilitate the fibroblast cell to stem cell phenotypic transition process. Indeed, 

numerous studies state the importance of these epigenetic regulating enzymes in the phenotypic transition 

process8-10. Moreover, people discovered that many phenomena could be explained by histone modification 

dynamics, e.g., ‘vernalization’, the phenomena that flowering in certain plants need to remember the 

previous winter (cold days) in order to safely give birth to the next generation11. The prolonged cold 

exposure process enables the plants undergo an epigenetic change that ensures the plants could flower in 

the spring, which comes after winter. In the olfactory sensory neuron cell differentiation, the olfactory 

epithelium cells need to correctly select only one gene among thousands of candidates, which is known as 

‘one neuron-one allele’ of olfactory receptors. This brought another advantage of epigenetic regulation -- 

it could affect the gene expression profile in a highly wide-range. Recent findings prove that epigenetics 

play crucial roles in establishing and maintaining the singularity12-14. There are more phenomena recently 

found that could fall into the epigenetic regulation area, e.g. genetic imprinting, random mono-allelic 

expression, etc.15-17  

All these experimental studies demonstrated the importance of histone modification patterns on the cell 

memory and development process. Experiments suggest that at least some of the histone covalent patterns 

can be transmitted over a number of generations18. Although the actual mechanism for this epigenetic 
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memory is unclear, a simple rule-based model by Dodd et al.19 shows that robust bistability requires 

cooperative effects beyond neighboring nucleosomes, which they suggest is due to compact chromatin 

structures. Subsequent theoretical studies on yeast chromatin silencing20, mouse stem cell differentiation21, 

and plant flowering regulation22 also conclude that this nonlocal cooperativity is necessary for generating 

stable epigenetic memory.  

In recent years molecular details on nucleosome covalent modification dynamics have been extensively 

studied. Numerous evidences have changed biologists’ view of epigenetics memory. Instead of static 

memory, epigenetics regulation is in highly dynamic fashion23. Measurements show that the typical 

residence time of a modification on chromatin is within sub-seconds to seconds23. Experimental 

observations also suggest that a modified nucleosome may have higher binding affinity for the 

corresponding enzymes2,24. Another interesting observation is that a nucleosome bound modification 

enzyme complex laterally interacts with another bound to neighboring nucleosomes24,25. Although the 

functional consequences of these interactions on epigenetic dynamics are unclear, recent work suggests that 

increased enzyme lateral interactions lead to sustained repression or activation of genes, and cancer cells 

show mutations linked with such lateral interactions26,27. 

2.3. Model and Method 

We construct a theoretical model aiming to bridge the gap between detailed molecular events occurring 

at the subsecond time scale, and the long-time scale epigenetic change dynamics that is typically in days or 

longer. To be specific, we focus on lysine 4 (active) and lysine 9 (repressive) methylation on histone H3, 

although we expect the mechanism discussed here can be general.  
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Figure 2.2: Illustration of histone epigenetic regulation. ε denotes the enzyme binding energy and 

J denotes the enzyme lateral interaction energy.  

Consider a gene with N nucleosomes, as shown in Figure 2.2. Each nucleosome can be in one of the 

three covalent states: repressively modified (s = −1), unmodified (0), and actively modified (1). Here, for 

simplicity, we only consider one covalent modification site on each histone octamer, and do not distinguish 

multiple modification (e.g., mono-, di-, and trimethylation) states. Our model is flexible enough to admit 

straightforward extensions with increasing complexity. Each nucleosome can be in one of the enzyme 

binding states with corresponding binding energies: empty (σ = 1, ε = ε1s = 0), repressive modification 

enzyme bound (σ = 2, ε = ε2s), repressive modification removal enzyme bound (σ = 3, ε = ε3s), active 

modification enzyme bound (σ = 4, ε = ε4s), active modification removal enzyme bound (σ = 5, ε = ε5s). 

To account for the s dependence of binding affinity, we assume that the binding energies for the adding or 

removing enzymes to a nucleosome bearing the corresponding (or antagonizing) mark are Δϵ lower (or 

higher) than those binding to an unmodified nucleosome. Furthermore, if two neighboring [i-th and (i+1)-

th] nucleosomes are both bound, the binding enzymes interact laterally with energy
1ii

J  , 

otherwise 01,,1 11
   iiii

JJ  . The above background enzyme-nucleosome binding has no DNA 

sequence specificity, and the corresponding binding energies estimated from experimental data are weak. 



 

10 

 

It is suggested that transcription factors and other molecules recruit the enzymes to bind on specific 

nucleosomes with significantly stronger binding affinity28. DNA sequence elements, e.g., CpG islands, have 

also been shown to have higher but less sequence-specific enzyme binding affinity29-33. Therefore, we 

denote a special nucleation region of nucleosomes [for H3K4me3 and H3K9me3 centered around the 

transcription start site (TSS)] with lower binding energies. We will index the middle nucleosome within 

this region as 0, those on its left negative, and those on its right positive. Specifically, there is a nucleosome-

free region near the TSS34, and some DNA distortion may be needed.  

As shown in Figure 2.2, considering a gene with N nucleosome, each could reside in one of the three 

covalent state: s = 0 (unmodified), s = 1 (activated), and s = -1 (repressed). There are 5 enzyme binding 

state of each nucleosome, which means there will be 15 (3x5) states for each nucleosome. This will lead to 

high number of calculations: 15N.   

The system appears very complicated in the first look, but there is one clear time-scale separation, 

which allows us to greatly simplify the problem. The enzyme binding time scale is in sub-seconds to 

seconds level, where the epigenetic memory is in weeks. We borrow the quasi-equilibrium approximation 

assumption from the michaelis-menten equation we learned before, 
1

1

k v

k
E S ES P E



   . 

Here the enzyme E binds to substrate S with much faster speed compared to the enzymatic reactions. 

Following the similar approximation, we could use the Boltzman distribution to calculate the possibility of 

histone modification enzyme binding.  

Here is the algorithm to calculate the possibility: The interactions between covalent modification 

enzymes and a collection of nucleosomes at given s states can be described by the following Hamiltonian: 

 








N

i

N

i

ss iii
JH

1

1

1
1                                                     (1) 

 Throughout this work, energy is given in units of kBT, where kB is the Boltzmann constant, and T is 

the temperature. The partition function is  
 

 Nss TTTrHZ  1exp


, where the transfer 
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matrix Ti has elements ))(
2

1
exp()(

1   JT
ii ssi 


for i=1,…, N−1, and 

1

1
( ) exp( ( ))

2 NN s sT       . For notational simplicity, we omit the s dependence of the transfer 

matrices. Then, the probability of finding site i in state σi is 

     sNii ZTTGTTTrsP
ii

/121                                       (2) 

where    
sii iii

TTG  ,,1 )( except      ,1, 111
)(TTG N .  

After we get the possibility of histone modification enzyme binding, we treat the enzyme 

binding/unbinding processes by the above quasi-equilibrium approximation, the following events can take 

place: 

1) An enzymatic reaction at site i with rate 𝑘𝑖 = 𝛿𝑠𝑖,0(𝑣0→−1
′ 𝑝̅2 + 𝑣0→1

′ 𝑝̅4) + 𝛿𝑠𝑖,−1𝑣−1→0
′ 𝑝̅3 +

𝛿𝑠𝑖,1𝑣1→0
′ 𝑝̅5 

. Here δij is the Kronecker delta function, which assumes a value 1 when i = j, and 0 when i ≠ 

j. Notice here we take into account the fact that for an enzymatic reaction to take place, the corresponding 

enzyme has to bind to the nucleosome.  

2) Histone replacement due to stochastic turnover ( ) with rate d. 

3) Every time when cell divides, each histone has 50% probability to be partitioned into one of the 

daughter cells. 

Therefore the overall simulation procedure is as follows: 

For each step with covalent state, 

1) Calculate 𝑝̅𝜎𝑖
 and . 

2) Define the transition rate array . Then at a given simulation step, the total 

reaction rate is given by
0

1

N

i

i

Nd k


  , and an accumulative reaction rate array is given by 

 1 1 2 0, ,...,k k k   . 

  

si®0

{ki}

  

k = [k1,k2,...,kN ,d,...,d]
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3) Generate two random numbers r1 and r2 from a uniform distribution within [0,1]. The next time that 

an event will take place is given by 𝑑𝑡 =  
1

𝛼0
𝑙𝑛 (

1

𝑟1
) , so t  t + dt, and the reaction channel taking place 

is the smallest integer m satisfying αm  ≥  r2. In our case if m ≤ N, and , generate another random 

number r3 from uniform distribution within [0,1], repressive modification on site m if 𝑟3 ≤

(𝑣0→1
′ 𝑝̅1)/(𝑣0→1

′ 𝑝̅1 + 𝑣0→−1
′ 𝑝̅3), otherwise active modification. Update histone state si ( ) 

according to the selected reaction channel. 

4) Repeat. 

5) When time t reaches the cell division time, for each nucleosome i generate a random number r4 

from a uniform distribution within [0,1]. If r4 ≤ 0.5 then si = 0, meaning that the histone is replaced by a 

nascent unmarked one; otherwise keep the original value of si, meaning the original histone is partitioned 

to this daughter cell being monitored. Here for simplicity we assume that the cell cycle time is fixed, which 

can be easily modified if variation of cell cycle time needs to be considered. 

Detailed description of the parameter and the parameter value are listed in Table 2.1. Parameter 

estimation procedure will be discussed in next section.  

Table 2.1: Model parameters  

 

Methylation enzyme free energy of binding within nucleation region εσ0, σ = 2, 4 -1 

Demethylation enzyme free energy of binding within nucleation region εσ0, σ = 3, 5 1 

Methylation enzyme free energy of binding outside nucleation region εσ0, σ = 2, 4 3 

Demethylation enzyme free energy of binding outside nucleation region εσ0, σ = 3, 5 3 

s state related free energy of binding ∆ε 2 

Lateral interaction between two identical enzyme molecules Jαα 3 

Lateral interaction between two identical enzyme molecules Jαβ, α≠β -2 

Enzymatic reaction rate constant vα→β 1.5/hour 

Histone exchange rate d 0.6/hour 

Cell cycle time 20 hours 

 

  

sm = 0

  

i = mod(m,N)
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2.4. Parameter estimation  

Some parameter can be determined easily. If one assumes that some insulating elements constrain the 

histone modification patterns34, one can estimate the number N from the DNA length within the constraints. 

For a gene length ~10k bp including the promoter regions, the nucleosome length N = 40. Without 

insulating elements, the model studies of Hodges and Crabtree show that an inherently bound histone 

pattern domain can be formed when the mark addition and removal enzymes have comparable catalytic 

activities35. In that case the length of the domain is determined by the relative ratio between the addition 

and removal enzyme activities. 

2.4.1. Nonspecific background free energy of binding of enzymes 

Several experimental techniques, such as fluorescence recovery after photobleaching (FRAP) and 

fluorescence correlation spectroscopy (FCS), can provide quantitative information about protein-chromatin 

binding23. In the literature what is usually reported is the fraction of enzymes bound to the histones. Below 

we discuss how to roughly estimate the free energy of binding from the data. Since these measurements are 

genome wide, therefore they reflect nonspecific protein-chromatin bindings instead of specific bindings 

facilitated by DNA-sequence specific elements. 

Experimental data reveals that nonspecific protein-chromatin bindings are weak. Therefore we assume 

that the probability of having two neighboring nucleosomes occupied (from nonspecific background 

binding) at the same time is negligible. That is, for parameter estimation purpose we can neglect possible 

effects of the lateral interaction J, and treat each nucleosome as independent. Each histone can have two 

states: empty or occupied.  Then respect to an arbitrary reference state with binding energy ε0 and free 

enzyme concentration c0, the binding energy with free enzyme concentration cfree is:  

 0 0ln /B freek T c c                                                           (3)                                                                                              
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From the Boltzmann distribution, the probability to observe a histone in the bound state is                   

  
)/exp(1

)/exp(

Tk

Tk
p

B

B
H








                                                    (4) 

then  

freeH

H
B

H

H
B

cp

cp
Tk

p

p
Tk

)1(
ln

1
ln

0
0











                                        (5) 

We could roughly estimate probability of histone in a bound state to be the percentage of nucleosome 

observed in a bound state. From data collected in literatures, we estimate the enzyme binding energy in the 

~4 kBT scale. 

Table 2.2: Summarizes our estimations based on available experimental data.  

 H3K9me3 H3K27me3 Refs 

Enzyme HP1α Polycomb group (PcG) proteins 23,36,37 

Cell source Mouse L cells Drosophila Neuroblasts / Embryo 23,36,37 

Nuclear volume (M3) 435 200 23 

Estimated nucleosome 

number 

21,120,000 (L 

cells) 
960,000 (Embryo (cycle 14)) 23 

Nucleosome 

concentration 

80.6 mM (L 

cells) 
7.97 µM (Embryo (cycle 14)) 23 

Measured enzyme 

bound fraction 

65% (Mouse 

NIH  

3T3/iMEFs) 

18.93%(Drosophila Neuroblasts 

cells) 
36,37 

Total enzyme 

concentration 
1M 

380 nM (Drosophila Neuroblasts 

cells) 
36,37 

Number of bound 

enzymes 
149477 10350 Derived 

PH 0.004 0.0045 
Derived based on eq. 

(2) 

cfree 0.35M 0.308M Derived 

ε 4.5 kBT 4.2 kBT 
Derived based on eq. 

(3) 

 

The above table of values is based on very rough estimations. For example, we do not consider 

competition of binding from different types of enzymes. The total number of nucleosomes is expected to 
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be overestimated since there are nucleosome-free regions. Including these corrections reduce the number 

of free nucleosomes, and leads to a lower free energy of binding.  

The key information we can infer from experimental data is that nonspecific binding of enzymes on 

DNA is very weak. Mechanistically this weak binding is reasonable. From the above table, the total number 

of nucleosomes is far more than that of the enzymes. Strong nonspecific binding would not allow a binding 

enzyme to move and interact with other nucleosomes, and seriously deplete the pool of free enzymes. 

2.4.2. Free energy of binding of enzymes within the nucleation region 

There is no quantitative information on the enzyme free energy of binding. Below we examine model 

behaviors within a range of binding affinities.   

2.4.3. Enzyme lateral interactions: 

Currently there is no quantitative information regarding the lateral interaction strength between two 

identical methylation enzymes available. Since the lateral interaction can be experimentally observed, it is 

reasonable to assume that it is larger than 1 kBT. The values of Jαα is chosen to reproduce the bell-like shaped 

histone methylation pattern centered around the nucleation in Figure 2.3.  

There is no evidence of interactions between demethylation enzymes and between enzymes of different 

types. Below we will show results with different choices of these interactions. 

 

2.4.4. Enzyme rate constants: 

There is no information on the enzyme rate constants. Therefore for simplicity we use the same rate 

constants for all four enzymes, and choose the value which reproduces the experimental observation that it 

takes about 5 cell cycles to switch Oct4 on or off38.  

We want to point out that the enzyme rate constant and the free energy of binding can compensate each 

other. As described in the main text, an enzyme reaction rate depends on the product of the enzyme rate 

constant and the enzyme binding probability.  
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2.4.5. Histone exchange: 

The reported value of the histone exchange rate varies over a broad range and show cell-type 

dependence. In reality one may also expect dependence of histone exchange rate on the covalent marks. 

Active transcriptions can lead to higher histone exchange rate31,39, and thus different histone exchange rates 

may exist for euchromatins and heterochromatins. For simplicity though, Angel et al. uses a single value 

estimated from measurements on Drosophila cells22. In this work, we will adopt this value as well. The rate 

may be different for cells from other organisms and may vary among cell types. Below we will show how 

different values of the histone exchange rate may affect the model behavior. 

Another assumption we made is that after a histone is detached from the DNA, the rebinding histone is 

an unmodified one. While this assumption is typically assumed in the current literature22,40, validation of 

this assumption depends on how fast the rebinding process takes place after a histone is detached, that is, if 

there is sufficient time for this histone to diffuse away (or be demarked) and others to diffuse in. In other 

words, the exchange rate used in this work should be treated as an effective exchange rate, which excludes 

contributions from events with the same histone detaching and reattaching to the same nucleosome. We 

want to point out that in our model a detached histone replaced by an unmarked one is a perturbation to the 

epigenetic state. It is reasonable to assume that the local concentration of free histones bearing the same 

mark as those on the nucleosomes might be higher.  This would lead to a more stable epigenetic state than 

what we examine in this work.  

The effective histone exchange rate also contains contribution from another possible effect we do not 

consider explicitly here: active transcriptions can lead to higher histone exchange rate31,39, since histones 

need to be released to let the RNA polymerase pass then rebind. 

In this work we do not consider the dependence of histone exchange rate on the covalent marks due to 

lack of experimental information.  
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2.5. Results 

 

Figure 2.3: Simulation results using model parameters corresponding to Oct4.  (a): Heat map 

representation of a typical trajectory. (b): Zoom -in of the heat map in (a) showing epigenetic state 

transition. (c): Probability of observing repressive marks at different nucleosome sites. The 

nucleation region is at nucleosomes -1, 0, and 1.  

Figure 2.3(a) shows a typical simulated trajectory using parameters roughly representing the gene Oct4. 

Clearly the s state of each nucleosome changes randomly and frequently. However, the system can maintain 

one collective epigenetic state, dominated by either repressive or active marks, for many cell cycles before 

stochastically switch to another state. A zoom-in of the trajectory (Figure 2.3(b)) shows that a transition 

usually starts at one place, often within the nucleation region, and then propagates outwards. Statistically 

the system still spends most of the time around either the repressive or active mark dominated states. That 

is, if one plots the fraction of time the system have n nucleosomes bearing repressive marks out of the N 

nucleosomes, one obtains a histogram with a bimodal distribution. In other words, the system exists as a 

bistable system as shown in Figure 2.4. 

Figure 2.4 shows that with enzyme lateral interaction J = 0, the percentage of nucleosomes with 

repressive marks fluctuates but shows a uni-modal distribution. A cell with this dynamical property cannot 

maintain a memory of its epigenetic state over generations. With J = 2.5, however, we could see a clear 
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two-state separation form the trajectory shows that the gene of the cell begin to have memory; the right 

panel also shows bi-modal distribution indicate the cell is in the bistable region. As J further increased to 

3.5, the memory further increased and the cell could stay in one state for many generations. 

 

Figure 2.4:  Typical trajectories of the fraction of nucleosomes with repressive marks (left) and 

the corresponding probability distribution of observing given number of nucleosomes with 

repressive marks (right).  All simulations are performed with J = 2, but different J values, (a):  J = 

0, (b): J= 2.5, (c): J = 3.5. Other parameters values are from Table 2.1. The dwelling time 

distribution is obtained by averaging over 100 trajectories, each started with a randomly selected 

initial histone modification configuration, simulated for 10 3 Gillespie steps, then followed by 

another 2x103  Gillespie steps for sampling.  

Close examination of the trajectory in Figure 2.4(c) reveals that a major contribution to nucleosome 

mark fluctuations is due to random replacements during every cell cycle. After each cell division, the 

fraction of repressive marks relaxes quickly to a steady state value before the next cell division. Figure 2.11 

shows that the relaxation time is about 6 hours, which is also consistent with experimental measurement on 

HeLa cells41. It is natural to conjecture that this fast relaxation (less than one cell cycle) is necessary for 

maintaining a stable epigenetic state against cell division perturbation. We also define an average dwelling 
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time at an epigenetic state as the average time the system stays in the epigenetic state with one mark 

dominating before it switches to the state with another mark dominating; this is calculated using the 

algorithm adapted from Ref.42. Figure 2.10 shows that it increases with the cell cycle time. That is, a shorter 

cell cycle makes the epigenetic state less stable. This is consistent with experimental findings that increasing 

cell division rate accelerates the epigenetic reprogramming from differentiated cells to induced pluripotent 

stem cells 43. 

To further analyze the memory (bistability) dependence on the parameter, we explored the bistable 

region in the ∆ε-J plane. Figure 2.5(a) shows that a finite value of J is necessary for generating bimodal 

distributions of the fraction of histones with repressive marks. Below a critical value ∼2, the system only 

shows unimodal distribution even with very large Δε values. The required value of J also increases sharply 

upon decreasing Δε. With Δε = 0, the system can not generate a bimodal distribution with an arbitrarily 

large value of J. While one should be cautious of results with large (possibly unphysical) values 

of J and Δε since the time-scale separation argument then becomes questionable, the results in Figure 2.5(a) 

suggest that both J and Δε are necessary to generate bimodal distributions.   

Previous results shows that the local neighbor interaction J is enough to generate the inheritable 

memory that could resist the histone exchange and cell division perturbation. Furthermore, the trajectory 

heatmap in Figure 2.2 also suggests that the histone mark could propagate and occupy the whole gene. 

However, Dodd et al.’s study states that the non-local correlation is required to achieve the bistability. To 

gain mechanistic understand and test our current model is contradicted with the results of Dodd et al., we 

present a statistical analysis on possible correlations between different nucleosomes.  

We define the correlations for the σ states of two nucleosomes i and j with a given set of s configurations, 

i.e., the correlation between nucleosome i in state σi = α and nucleosome j in σj = β as 

                    (6) 
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Averaging over Ns consecutive samples of Gillespie simulations with the waiting time at each step τl, 

and the total simulation time t, we obtain the correlation functions averaged over the s states 

                                    (7) 

And s-state correlation: 

                              (8) 

 

Here                                 

                                               (9) 

As shown in Figure 2.5, the nucleosome enzyme binding states show correlations from the smallest 

length scale, nearest neighbors for small J values, to the larger length scales spanning the whole region for 

sufficiently large J values.  

The nucleosome enzyme binding states show correlations from the smallest length scale, nearest 

neighbors for small J values, to the larger length scales spanning the whole region for sufficiently 

large J values [Figure 2.5 (b)]. It is not surprising for a Potts-type model with nearest-neighbor interactions 

to give rise to beyond-nearest-neighbor correlations of σ states. Because the σ and s state dynamics are 

coupled, the s states of nucleosomes also show similar correlations. These nonlocal nucleosome-

nucleosome s state correlations are mediated through enzyme binding. 
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Figure 2.5: Mechanism of bistability.  (a): Phase diagram on the ∆ε-J plane. All other parameters 

take values in Table 2.1. (b): Correlation functions of enzyme bou nd state σ and nucleosome 

states.  

Overall, the above results demonstrate that the inheritable memory could be achieved with the energy 

difference of enzyme ∆ε on different marks and enzyme lateral interactions J. This corresponds to a simple 

story, the ∆ε term represents the enzyme preference, which would facilitate the enzyme recognize its 

corresponding histone mark, and the J term could help the enzyme correctly be recruited to the desired 

nucleosome position and make corresponding modification. In short, ∆ε will help reading and J will help 

writing, form a simple ‘reader and writer’ scheme to establish the inheritable histone epigenetic memory. 

2.6. Robustness of the proposed physical mechanism over parameters 

2.6.1. Binding affinities and lateral interactions 

As described above, most of the model parameters are crudely estimated from experimental data. To 

show that the physical mechanism proposed in this work is not a result of fine-tuning the model parameters, 

we performed model studies within a range of parameters. In previous section, we have shown the phase 

diagram between Δε and Jαα. To further explore how the proposed physical mechanism is robust against 

parameters, we performed simulations using 4096 sets of parameters in the 6-dimensional parameter space, 

with each dimension divided into 4 equally distributed grid points within a physically reasonable range. 
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The 6 parameters are the binding affinities and lateral interactions. We also used a more stringent criterion 

for the bistable region compared to what was used to generate Figure 2.5: clear separation between the 

epigenetic states with high and low average number of nucleosomes with repressive marks (>4.5), 

significant epigenetic memory with the average dwelling time on each epigenetic state > 2 cell cycles. We 

obtain 1238 (30%) parameter sets satisfying the above requirement. This clearly indicates that the 

mechanism we propose here is robust against parameter choices.  

The heatmaps in Figure 2.6 reveal the correlations between 15 pairs of parameters. From the results 

one can see several trends, 

1) Jαα, the lateral interactions between two enzymes of the same type, have major contributions for 

stabilizing bound enzymes and thus epigenetic states. Jαβ, the lateral interactions between two 

enzymes of different types, can be positive (attraction) or negative (repulsion), but should be 

smaller than Jαα. Physically it is easy to understand since otherwise an enzyme has no preference 

to recruit an enzyme of the same type, a key ingredient in our model. A smaller Jαβ leads to more 

stable epigenetic states.  

2) A higher free energy of binding (high positive value) of methylation enzymes would require 

compensation from stronger lateral interactions Jαα so an enzyme can recruit another one of its kind 

for subsequent covalent modification. On the other hand, a higher free energy of binding of 

demethylation enzymes is preferred for a stable epigenetic state.  

3) Higher Δε means better distinction between the covalent states of a nucleosome and thus more 

stable epigenetic states. 
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Figure 2.6:  Bistable parameter sets distribution heatmaps of 4096 sets of parameters.  X label and 

y label of each heatmap are varying parameters. All the energy units are in k BT. In each heatmap, 

there are total 4096 simulated parameter sets. Each grid has 256(= 4096/16) parameter sets. The 

value in each grid describes the numbe r of parameter sets which meet the bistable requirement. The 

total number of parameter sets which satisfying the requirement is 1238. 
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Since no evidence on the lateral interactions between removal enzymes have been reported, we also 

examined the case with J33 = J55 = 0. Figure 2.7 shows that these two interaction terms are not essential 

for generating memory, but existence of these interactions do help stabilize the epigenetic states. 

 

Figure 2.7  Effect of lateral interactions between removal enzymes on generating bimodal 

nucleosome mark distribution.  (A-C)  Typical trajectories of the fraction of nucleosomes with 

repressive marks (left) and the corresponding probability distribution of observing given number 

of nucleosomes with repressive marks (right).   All simulations are performed with ∆ε = 2, but  

different Jαα values, A: Jαα = 2.5, B: Jαα =3.0, C: Jαα = 3.5. Here, the simulations are performed 

without these removal enzyme lateral interactions (J 33 = J55 =0), while other parameters values are 

taken in Table 2.1.  

2.6.2. Nucleation region length  

Since the exact length of the nucleation region is unknown, we examined how the average dwelling 

time of an epigenetic state depends on the nucleation region size. Not surprisingly, Figure 2.8 shows that 
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the dwelling time increases with the nucleation region size. This is because nucleosomes within the 

nucleation region have lower free energy of binding for the modification enzymes, and thus a faster rate to 

restore the epigenetic state after perturbations from cell division and histone exchange.   

 

Figure 2.8  Average state dwelling time as a function of the nucleation region size.   All simulations 

are performed with ∆ε = 2, but different nucleation size while other parameters values are taken in 

Table 2.1. The number of nucleosomes within nucleation region is c hosen as 1, 2 3, 4, 5, 6 centered 

around nucleosome 0. 

2.6.3. Histone exchange rate  

In this work, we used a histone exchange rate measured for Drosophila cells. The rate may be different 

for cells of other organisms and may vary among cell types. We performed simulations with different 

exchange rates. The results in Figure 2.9(a) show that the epigenetic state stability depends strongly on the 

histone exchange rate, indicating that histone exchange is one of the main perturbations to the epigenetic 

memory.  At an exchange rate d = 1.2 h-1, the epigenetic state average dwelling time has dropped to about 

1 cell cycle.  

There is no quantitative information on another parameter, the enzymatic reaction rate constant v, so 

we used a rough estimate. We hypothesize that if the “true” histone exchange rate is larger than that 



 

26 

 

estimated from Drosophila cells, the epigenetic state can still be stabilized with an increasing value of v. 

Indeed, even with a v value changed from 1.5 h-1 to 3 h-1, and a 2-fold increase of the exchange rate from 

0.6 h-1 used in the main text, the average dwelling time on an epigenetic state is still about 10 cell cycles 

(Figure 2.9(b)). That is, an increase of d can be compensated by an increase of v about the same fold. 

Therefore we suggest that accurate measurements of both the histone exchange rate and the enzyme rate 

constants are needed to evaluate epigenetic state stability. 

The simulation results showing increasing histone exchange rate decreases epigenetic state stability are 

consistent with existing experimental observations. For example, embryonic stem cells tend to have higher 

histone exchange rate44, and spontaneous transitions between different epigenetic states are observed45. We 

hypothesize that different cell types may have different requirements on maintaining epigenetic histone 

memory. It may not be necessary to maintain long epigenetic histone memory during the early embryo 

development stage since cells differentiate into different cell types quickly. 
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Figure 2.9 Dependence of average dwelling time on histone exchange rate.  (a) All other 

parameters are from Table 2.1. (b) Parameters similar to the upper panel are used, except with a 

higher enzyme rate constant v = 3.  

Our model predicts that a faster histone exchange rate can be counter-balanced by more active enzymes 

or higher enzyme concentrations. It remains to be tested whether, for example acetylation enzymes have 

higher activity or concentration than methylation enzymes, since in HeLa cells experiments show histones 

with acetylation marks have faster exchange rate than those with methylation marks. For embryonic stem 

cells, where histone exchange rates are high40,44, indeed the covalent modification enzyme concentrations 

are higher than those in differentiated cells46.  

Interestingly, Yang et al. reported auto-acetylation of the active site on a histone acetyltransferease 

(HAT) result in only slight modification (less than 1 fold) of the enzyme activity47. However, Yuan et al. 

showed this slight change of enzyme activity was fatal for yeast survival48. Our result in Figure 2.9 suggests 

that a small change of the histone modification enzyme activity may lead to dramatic change of epigenetic 

memory. Consequently, expression activities of many genes may be affected. This may explain the above 

mentioned sensitive dependence of yeast survival on HAT activity.  

2.6.4. Cell cycle time 

Different cell types may have different cell cycle time. Human embryonic stem cells have a cell cycle 

time of 10 hours or less49. As shown in Figure 2.10, the average dwelling time of an epigenetic state do 

increase with increasing cell cycle time. This is consistent with the observation that histone repartitioning 

during cell divisions is a strong perturbation to the epigenetic states. We also notice that even with a 

hypothetical cell cycle time of 5 hours, the average dwelling time is ~ 120 hours, indicating that the 

epigenetic memory can still be maintained over a number of cell generations.  
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Figure 2.10 Average state dwelling time as a function of the cell cycle.  In these calculations J αα 

= 3.0, and other parameters are the same as in Table 2.1 of the main text. The dwelling time on the 

repressive state is estimated as the time from first reaching the average nucleosome fraction (0.5) 

of the repressive state to the first reaching the avera ge fraction (0.1) of the active state. Each 

average is performed over three trajectories of 10000 cell cycles in length.  

 

2.7. Ideas for future experimental measurements 

In this work we only use parameters roughly estimated from the available experimental measurements, 

and do not thoroughly explore the model behaviors with different choices of model parameters. Our analysis 

suggests that enzyme lateral interactions of modest strengths are necessary for maintaining epigenetic 

memory. There are structural evidences for the interactions between H3K4me3 enzymes50, and between 

H3k9 enzymes25, either directly or possibly through some scaffold proteins. To the best of our knowledge, 

there are no existing report on the lateral interactions between demethylation enzymes. We performed a set 

of simulations without these removal enzyme lateral interactions J33 = J55 = 0, and find they are not necessary 

for generating the bistable behavior (see Figure 2.7). The exact size of the nucleation region is also currently 

not known. Figure 2.8 shows that a longer nucleation region requires a smaller J for generating bistability. 

 We suggest that more accurate measurements of the parameters in the model51, binding affinities and 

enzymatic reaction rates, are necessary to help determine the relevance of the discussed mechanism here. 
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Specifically, existing measurements on the enzyme binding fractions and residence times are all genome 

wide.  However, other experimental evidences suggest strong genome position dependence23. 

In this model a key ingredient is that a bound enzyme can recruit another enzyme of its type through 

lateral interactions. We suggest that one may repeat the experiments of Canzio et al.25 but with different 

linker lengths for the DNA and/or for different domains of the enzyme, and examine how the probability 

of observing oligomers bound to nucleosomes would be affected. Indeed Yuan et al. shows that H3K27 

methylation requires chromatins to form compact structure52. 

 

Figure 2.11 Relaxation dynamics of the total number of nucleosomes with repressive marks.  At 

time 0, DNA is duplicated and nucleosomes bearing repressive marks are randomly divided into two 

sister DNA sequences,  and the previous number of nucleosomes bearing repressive marks roughly 

decreased into half of the number before DNA duplication . In these calculations J αα = 3.0, and other 

parameters are the same as in Table 2.1 of the main text .  

2.8. Relation between the statistical mechanics model of Zhang et al. and the rule-based 

model of Dodd et al. 

We summarize the two approaches for modeling the mechanism for epigenetic memory, our statistical 

mechanics model and the rule-based model of Dodd et al19. Our model Hamiltonian describes local 
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interactions between covalent modification enzymes bound to neighboring nucleosomes and enzyme-

nucleosome binding. After integrating out the enzyme binding/unbinding processes as performed in the 

main text, each enzymatic reaction rate is given by ki = vps i
({s}). The term ps i

({s}) involves enzyme 

mediated effective nonlocal interactions among nucleosomes. In the rule-based model of Dodd et al19., the 

corresponding effective nonlocal interactions are given a priori. To further see relations between the two 

models, let’s examine a simplified model. 

Consider a collection of three nucleosomes bound by insulating elements. Here for simplicity and to 

compare with that of Dodd et al19., we neglect the nucleation region. We apply the same rule-based 

algorithm to the model used in Dodd et al19: 

Step 1—A random nucleosome n1 to be modified is selected among the N (= 3) nucleosomes. With 

probability α, a positive feedback (recruited) conversion of n1 is attempted (Step 2A), OR (with probability 

1 - α), a noisy change of n1 is attempted (Step 2B).  

Step 2A—Recruited conversion: A second random nucleosome n2 is selected from anywhere within 

the region, and if n2 is in either the R (repressed, s = -1, denoted M in Dodd et al19.) or the A (activated, s = 

1, also denoted A in Dodd et al19) state, n1 is changed one step toward the state of n2. That is, if n2 is R, then 

n1 is changed from A/U to U/M; if n2 is A, then n1 is changed from R/U to U/A, where U represents a 

unmarked state (s = 0). If n1 and n2 are in the same state, or if n2 is a U state, then no change is performed. 

Step 2B—Noisy conversion: Nucleosome n1 is changed one step toward either of the other types (i.e., 

no direct A and R inter-conversions) with a probability of one-third. 

Notice that in this model the time step is arbitrary and discrete. Following Dodd et al., we use the 

parameter values α = 1.4/2.4 (corresponds to F = α/(1- α) = 1.4), and we will specifically focus on the 

transition probabilities of nucleosome 3 from s = 0 to s = -1. 

For comparison, we also calculate the probabilities of s3 = 0  s3 = -1 using the present model. We use 

the parameters given in Table 2.1 of the main text. Following the procedure discussed in the main text, we 

can calculate p3, the probability of having repressive mark adding enzyme bound to nucleosome 3 that is at 
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covalent state s = 0. The corresponding enzymatic reaction rate for adding the repressive mark is k3 = p3 v. 

Suppose that in a Gillespie step nucleosome 3 has been chosen to change, we calculate the probability of 

adding a repressive mark (with rate k3) versus other two possibilities, adding an active mark (with rate k3’ 

= p1 v, where p1 is the probability of having active mark adding enzyme bound), and remaining unmarked 

(due to histone exchange with rate d), which is given by k3/( k3 + k3’ + d). 

Table 2.3 summarizes the transition probabilities from the two models.  Note that although it is not 

meaningful to compare the two quantitatively, one can compare the qualitative trend of the two models. 

Our statistical mechanics model and Dodd’s full rule-based model show that the transition dynamics of 

nucleosome 3 can be influenced by both of the other two nucleosomes, which differs from the next 

neighbor-limited model also analyzed by Dodd et al19. The latter is shown not to be a robust mechanism 

for epigenetic memory. In other words, if one integrates out the enzyme binding/unbinding process, one 

qualitatively recovers the rule-based model of Dodd et al19. The main difference is that in our statistical 

mechanics model, the beyond-nearest-neighbor influence (or effective nonlocal interaction) is not described 

by a set of rules set a priori, but derived from a fundamental Hamiltonian.  

Table 2.3 Comparison between the present model and that of Dodd et al 19.  

 

 

Since Dodd’s full model is based on a set of rules, while the statistical mechanics model explicitly take 

into account physical interactions, there are some major differences as well. The statistical mechanics model 

has dependence on the linear position of the nucleosomes, but Dodd’s full model has no spatial dependence, 

s1,s2,s3 
Probability of s3 = 0  s3 

= -1 from statistical 

mechanics model 

Probability of s3 = 0  s3 = -1 

from Dodd’s full model 

Probability of s3 = 0  s3 = -1 

from Dodd’s neighbor-limited 

model 

-1,-1,0 0.35 (1-α)/3+2α/2 0.72 (1-α)/3+ α/2 0.43 

0,-1,0 0.30 (1-α)/3+α/2 0.43 (1-α)/3+ α/2 0.43 

1,-1,0 0.23 (1-α)/3+α/2 0.43 (1-α)/3+ α/2 0.43 

-1,0,0 0.22 (1-α)/3+ α/2 0.43 (1-α)/3 0.14 

0,0,0 0.13 (1-α)/3 0.14 (1-α)/3 0.14 

1,0,0 0.07 (1-α)/3 0.14 (1-α)/3 0.14 

-1,1,0 0.06 (1-α)/3+ α/2 0.43 (1-α)/3 0.14 

0,1,0 0.03 (1-α)/3 0.14 (1-α)/3 0.14 

1,1,0 0.01 (1-α)/3 0.14 (1-α)/3 0.14 
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although it can be generalized to have such a dependence, as discussed in the original paper of Dodd et al19. 

For the statistical mechanics model, even if neither nucleosome 1 nor 2 is in state s = -1, nucleosome 3 still 

has a finite probability to recruit a repressive mark adding enzyme to change s3 to -1. However for Dodd’s 

model, s3 can switch to -1 only through noisy conversion. In other words, one cannot directly relate the 

recruited conversion and noisy conversion in Dodd’s model to the enzyme catalyzed mark adding/removal 

and histone exchange processes discussed here. 

2.9. Conclusion and Discussion 

In summary, our model analysis shows that the experimentally observed nearest-neighbor interaction 

and modification state biased enzyme recruitment of individual nucleosomes work synergistically and 

sufficiently to result in collective active and repressive epigenetic states. Unlike a simple 1D model with 

nearest neighbor interactions that shows no phase transition, the coupled two-layer model here gives rise to 

bistability due to positive feedback of the nucleosome mark state to enzyme recruitment. The model 

supports the proposal of Dodd et al19. that nonlocal “effective interactions” among nucleosomes affect the 

covalent modification rates (as evidenced by the dependence of Pσi on s states of all nucleosomes) and are 

necessary for generating robust bistable epigenetic states. In section 2.8, we compare the two models. Our 

analysis demonstrates a possible molecular mechanism of generating these effective interactions, and 

epigenetic memory, mediated through nearest-neighbor enzyme lateral interactions. Let us focus on a 

specific unmarked nucleosome. Without interactions from other nucleosomes, with a set of symmetrically 

chosen parameters, the nucleosome has equal probability of being actively or repressively modified. The 

term Δε determines what types of enzymes are likely to bind on other nucleosomes within the correlation 

region. The enzyme lateral interactions (J) result in the stabilization of enzyme binding on this tagged site 

by the binding events at other nucleosomes within the correlation region. This allows the nucleosome to 

“read” the majority epigenetic mark type of these nucleosomes, bias its recruitment of the corresponding 

enzyme, and “write” on itself accordingly. As shown in the previous section, this mechanism is robust with 

different choices of model parameter values, with the essential requirement that the time scale for mark 
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restoration must be faster than that of perturbations, mainly from mark removal reactions, cell division, and 

histone exchange, all of which may vary significantly among different cell types. 

Our analysis does not rule out other possible mechanisms for epigenetic memory, such as direct 

interactions among distant nucleosomes due to compact histone structure50.  Inclusion of these interactions 

extends the present one dimensional two-layer Potts model into higher dimensions and one expects even 

richer physics. Furthermore, epigenetic memory is maintained by a closed network coupling regulations at 

different levels including gene expression, epigenetic modification, chromatin remodeling, etc.53,54, and 

requires an integrated treatment in the future. 
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3.1. Abstract  

Each mammalian olfactory sensory neuron stochastically expresses only one out of thousands of 

olfactory receptor alleles and the molecular mechanism for this selection remains as one of the biggest 

puzzles in neurobiology. Through constructing and analyzing a mathematical model based on extensive 

experimental observations, we identified an evolutionarily optimized three-layer regulation mechanism that 

robustly generates single-allele expression. Zonal separation reduces the number of competing alleles. 

Bifunctional LSD1 and cooperative histone modification dynamics minimize multiple allele epigenetic 

activation and alleles trapped in incomplete epigenetic activation states. Subsequent allele competition for 

a limited number of enhancers through cooperative binding serves as final safeguard for single allele 

expression. The identified design principles demonstrate the importance of molecular cooperativity in 

selecting and maintaining monoallelic olfactory receptor expression.  

3.2. Introduction 

Olfaction, or the sense of smell, can be essential for the survival and reproduction of an organism. Thus, 

most species have evolved a highly sensitive olfactory system. A major functional unit of the olfactory 

system is the main olfactory epithelium where up to millions of olfactory sensory neurons (OSNs) reside. 

These OSNs sense odor molecules through transmembrane olfactory receptors (ORs), and transmit electric 

mailto:xing1@pitt.edu
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signals to the brain. OR genes are the largest gene superfamily in vertebrates. There are ~60 OR genes in 

Drosophila, 100-200 in fish, ∼ 1,300 (including ∼20% pseudogenes, i.e., dysfunctional genes that have 

lost protein-coding ability) in mouse and ∼ 900 (including ∼63% pseudogenes) in humans2-6.  

In their classical studies5,7-9, Axel, Buck and coworkers showed that in mammals an individual OSN 

only stochastically expresses one type of functional ORs, or more precisely one allele of the gene. This 

monoallelic expression of OR proteins with rare violations has also been shown in other organisms such as 

zebrafish, and is essential for specificity and sensitivity of olfactory sensing. Expression of more than one 

type of OR would lead to improper stimulation and wiring of the olfactory system and thus misinterpretation 

of chemical signals 10.  

The above observations raise one of the most intriguing puzzles in neurobiology that remains elusive 

after several decades of intensive investigations:  how is a single allele selected for activation from a large 

number of possible OR genes and maintained throughout the lifespan of the neuron? While accumulating 

evidences and several theoretical studies reveal that a selection is maintained through a feedback loop 

elicited by expression of the chosen functional OR gene to inhibit further activation of other OR genes11-18, 

proposals on the selection mechanism can be divided into two categories: individual-allele centered 

selection, and enhancer-regulated selection.  

The individual-allele centered proposal emphasizes that properties and dynamics within a single allele 

lead to the single-allele expression. Indeed, the epigenetic signature of an active OR allele in mice converts 

from H3K9me3, a covalent histone mark typically repressing gene transcription, to H3K4me3, a mark 

typically activating gene transcription, and this change is likely conserved in mammals 19. Similar 

epigenetic regulation was reported in zebrafish and Drosophila20,21. Furthermore, disruption of either 

histone methyltransferases or demethylases leads to violations of the rule of one-allele-activation15,21,22. 

Together with the observation that during OSN differentiation a histone demethylase LSD1 is transiently 

expressed, an individual-allele centered model suggests a competition among OR alleles for the H3K9me3-

to-H3K4me3 transition (see Figure 3.1A)15. 
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In comparison, the enhancer-regulated selection proposal is based on the observations that multiple 

regulatory genome sequences, i.e., enhancers, can associate with OR promoters23-25. Specifically, multiple 

enhancers bind to the active OR alleles, but not the silenced ones, and form a dense interaction network, 

possibly mediated by DNA and histone binding proteins such as transcription factor Bptf26. Therefore the 

enhancer-regulated selection model propose that these enhancers act as cis or trans elements during the OR 

selection process.  

Each of the two proposed mechanisms has experimental supports and complications. The individual-

allele epigenetic competition model reveals a natural feedback mechanism that expression of the winning 

allele causes endoplasmic reticulum stress and expression of Adcy3 enzyme, which then down-regulates 

LSD1, leading to an epigenetic trap that stabilizes the OR choice.15. Theoretical analyses demonstrate the 

feasibility of this model (an epigenetic race followed by a negative feedback) to generate single-allele 

expression16,17. The epigenetic competition model, however, also leaves unanswered questions. First, LSD1 

functions counter-intuitively as a bifunctional demethylase. Because it removes both the activating 

methylation mark from H3K4 and the repressive methylation mark from H3K9, it seems not an efficient 

way to activate ORs. This bifunctional LSD1 is not taken into account in previous model studies. 

Furthermore, the mechanism may cause accumulation of "semi-converted" OR genes. A typical OR gene 

including the regulatory region has ~ 40 nucleosomes as inferred from the transgene experiments 27, then 

the stepwise propagation of conversion in epigenetic marks through an OR gene likely takes longer time 

than other related processes including gene transcription and translation28.  Consequently by the time LSD1-

induced epigenetic conversion is frozen, one would expect a large number of OR genes in a hybrid state, 

i.e., with some nucleosomes bearing H3K9me3 and others bearing H3K4me3. Such hybrid state is not 

normally present in stable cell phenotypes, and extended period of existence in this hybrid state is likely 

detrimental for a cell since histone marks can affect higher-order chromatin structures and gene activities29. 

Thus the hybrid state must relax back to the H3K9me3 dominated state. This relaxation, however, places 

OSNs in a dilemma, since a sufficiently high level of LSD1 is necessary for removing the H3K4 methylation, 

but would destabilize the epigenetic state of the activated OR gene as well. On the other hand, for an 
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enhancer-based model the molecular mechanism for negative feedback is unclear. Furthermore, all OR 

genes share similar promoter sequence and regulatory elements, which suggests that specific binding to 

regulatory DNA sequence alone may not be sufficient to regulate OR selection30.  

The present work aims to reconcile the above two proposals and provides a mechanistic explanation on 

single-allele OR expression. Our analysis starts with the hypothesis that OSNs have evolved an optimal 

strategy for olfactory receptor activation as a multi-task design problem: before differentiation, all OR genes 

should remain transcriptionally silent; one allele is stochastically selected to become transcriptionally active 

within a biologically relevant period of time (5-10 days for mice) and the error rate of multiple-allele 

activation should be minimized; the diversity of activated OR genes should be maximized so each gene has 

approximately equal probability of being activated; if a pseudo gene is selected, it should be recognized 

and reselected until a functional allele is chosen; after differentiation the selected allele should be kept 

transcriptionally active while others remains inactive for the life time of an OSN, which is about 100 days 

for mice.  

Through mathematical and computational analysis, we demonstrate that OSNs achieve the above multi-

task problem through synergistic and sequential selection processes governed by the epigenetic competition 

and enhancer-regulated transcription, respectively. First, multiple alleles compete for the repressive-to-

active epigenetic state transition. Transient expression of the bifunctional LSD1 and cooperativity among 

nucleosomes lead to an effective two-state transition dynamics, which results in mostly one, occasionally 

two and rarely more alleles performing such transition, and others remaining predominantly in the 

repressive epigenetic state throughout the time of competition. Next, while this epigenetic activation is 

sufficient for OR selection in organisms such as zebrafish, for vertebrates with more sophisticated olfactory 

sensing, epigenetically active alleles still have to compete for a limited number of enhancers to be 

transcriptionally active. Cooperative interactions among the enhancers lead to nearly binary OR promoter 

transcription activity, with negligible probability of having two or more actively expressed alleles 

simultaneously. Finally the actively transcribed OR induces a negative feedback loop to lower LSD1 level 

and traps the epigenetic thus transcriptional states of OR alleles. 
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3.3. Results 

3.3.1. Mathematical formulation of OR activation  

OSNs expressing different subsets of ORs topologically segregate into circumscribed zones. For 

example, Zone 1 of the mouse main olfactory epithelium contains OSNs that express a subset of 150 OR 

alleles 3. Within each zone, the OR alleles in the corresponding subset are expressed with nearly equal 

probability8,32,33. Similar segregated distribution has been found in zebrafish34. Zonal segregation reduces 

the number of OR alleles competing for single allele expression from thousands to hundreds within a zone. 

We therefore modeled a cell with 100 alleles to recapitulate the selection process from within a single zone 

of olfactory epithelium. 

First we formulated the following mathematical model for the OR activation problem as illustrated in 

Figure 3.1. Throughout this paper for simplicity of presentation we treat the OR genes within a cell as a 

number of individual alleles. Each OR allele consists of a linear array of N = 41 nucleosomes, and each 

nucleosome can bear repressive H3K9 (R), no (E), or active H3K4 (A) methylations. Transition between 

these states is governed by enzyme concentration dependent rates. Specifically, demethylation RE and 

AE can take place either through stochastic exchange between nucleosome histones and the reservoir of 

unmarked histones with a turnover rate constant d, or through demethylation reactions with rates 

proportional to concentration of the catalyzing enzyme LSD1. We analyzed the real system that bifunctional 

LSD1 catalyzes both H3K4 and H3K9 demethylation, and a hypothetical system in which unifunctional 

LSD1 only catalyzes H3K9 demethylation for comparison. To maintain stable collective epigenetic state 

of an allele, previous studies reveal that the methylation state change on a nucleosome needs to be 

influenced by the methylation states of other nucleosomes beyond immediate neighbors 31,35. Therefore we 

set the methylation rate constants k1 and k2 as functions of methylation states of other nucleosomes: k1 (k2) 

is promoted by H3K4 (H3K9) methylation in other nucleosomes, and the influence decreases with the 

nucleosome spatial separation. Details of the model are given in the Method section. 
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Figure 3.1:  Mathematical model of the experimentally revealed regulatory system of olfactory 

receptor activation.  (A) Feedback regulated OR allele epigenetic activation. Each OSN contains N p 

(= 30) pseudo OR alleles and N f (= 70) functional OR alleles. Each allele is composed of a linear 

array of 41 nucleosomes. Each nucleosome bears active, no, or repressive mark, and a mark -bearing 

nucleosome facilitates an empty nucleosome to add the same mark in a distance dependent manner. 

Expression of an OR protein elicits a feedback to induce expression of enzyme Adcy3, which removes 

the demethylase LSD1. (B) The corresponding mathematical formu lation. A nucleosome changes its 

covalent modification state stochastically with the indicated rate constants.  The methylation rate 

constants k 1 and k2 are influenced by nearby nucleosomes . Protein level changes are simulated by 

ordinary differentia equations. H(x) is a Heaviside function which assumes value 0 for x <0, and 1 

otherwise. λ i is the fraction of active mark in allele i, while λ θ  is the cutoff fraction of nucleosomes 

with active marks so an allele is regarded as epigenetically activated .  

 

We propagated the nucleosome methylation states using stochastic Gillespie simulations, and 

simultaneously updated the levels of the expressed OR protein, Adcy3, and LSD1 by solving deterministic 
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rate equations shown in Figure 3.1B. We assumed that the gene is only transcriptionally active when the 

fraction of nucleosomes bearing active marks, λ, is larger than a threshold value λθ. 

3.3.2. Low Noise and lack of demethylases kinetically freeze allele epigenetic state before and 

after differentiation 

We first examined the model under conditions prior to and after OSN differentiation. As illustrated by 

the simulated trajectories in Figure 3.2A, cooperation among nucleosomes biases them to have the same 

histone marks. This cooperation leads to collective epigenetic state dominated by either repressive or active 

marks, which is consistent with previous studies31,35. Increasing LSD1 concentration (Figure 3.2A & B) or 

the level of system noise due to stochastic histone turnover (Figure 3.2 supplement 1 A-B) facilitates 

removal of existing methylation marks on a nucleosome and thus destabilizes the collective epigenetic 

states. Therefore, prior to and after differentiation, maintaining high levels of methyltransferases and low 

level of demethylases forces an allele to be kinetically trapped at one of the two possible epigenetic states 

throughout the life time of an OSN, analogous to a system trapped (or frozen) in a double-well shaped 

potential with a very high barrier (see Figure 3.2C). The above mechanism is confirmed with additional 

simulations through scanning 256 sets of parameters (Figure 3.2 supplement 1 C-D). In general maintaining 

stable epigenetic states require that the methylation rates much faster than the demethylation rates, and k1/k-

1 ~ k2/k-2, but the latter can be relaxed when either of the demethylation rates is reduced. 
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Figure 3.2: Low Noise and demythelation enzyme concentration kinetically freeze allele 

epigenetic state . (A) Typical single allele trajectories of the fraction of nucleosomes with active 

marks under various constant concentrations of LSD1. (B) The fraction of alleles that maintain 

epigenetic state longer than 100 days under various constant concentrations of LSD1. The result 

was sampled over 1000 allleles initially in the collective repressive mark dominated state. (C) 

Analogous double-well potential system with the barrier height inversely related to LSD1 

concentration.  
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Figure 3.2. supplemental I: Low histone turnover rate stabilizes the epigenetic state of an allele.  

(A) Typical trajectories of the epigenetic state of an allele with different values of the histone 

turnover rate. (B) The fraction of alleles that maintain epigenetic state within 100 days as a function 

of the histone turnover rate d. (C) Expanded model of histone modification reactions on a 

nucleosome to include methyltransferases and demethylases explicitly. (D) Fraction of alleles that 

maintain its epigenetic state within 100 days simulated with 256 different  sets of active/repressive 

methylation/demethylation rates. For each parameter set 1000 independent alleles were simulated.  

3.3.3. Elevation of bifunctional demethylase level leads to a barrier-crossing like dynamics 

Next we analyzed OSN differentiation with bifunctional LSD1. As shown in Figure 3.3A, after 

elevation of the LSD1 concentration at time 0, the OR alleles remain as repressive mark dominated, until 

one allele becomes active mark dominated, which leads to the corresponding OR expression and subsequent 

Adcy3 expression. Adcy3 down regulates LSD1, then the system maintains at a steady state with one OR 

allele active and the remaining ones inactive. Notice that the inactive alleles remain H3K9me3 dominated 

throughout the time. Due to stochasticity of the histone modification process, sampling over 1000 cells 
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gives a broad distribution of T1, the time of having the first allele epigenetically active, ranging from a few 

to 20 or more days and roughly centered around day 8 (Figure 3.3B). Throughout their lifespan most of the 

OSNs only have one allele epigenetically activated, while a small fraction has two and rarely 3 alleles 

epigenetically activated (Figure 3.3C), consistent with the functional requirements and experimental 

observations.    
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Figure 3.3: Bifunctional LSD1 leads to barrier-crossing-like dynamics and ensures mono-

alleletic epigenetic activation.  (A) Typical trajectories of the fraction of nucleosomes with active 

marks on one allele for 100 alleles (represented by different colors) within a cell. The temporal 

change of LSD1 level (blue curve, in relative unit) is also indicated.  (B) Distribution of T 1, the time 

observing the first epigenetically active allele (75% nucleosomes bearing active marks). Sampled 

over 1000 cells. (C) Fraction of cells with various numbers of epigenetically active alleles at day 

100. (D) The analogous potential system during activation.  (E) Dependence of the average of T1 on 

the elevated LSD1 level ([LSD1] 0) during differentiation. (F) Dependence of the fraction of cells 

with various numbers of epigenetically active alleles at day 100 on [LSD1] 0. In all simulations a 

cell has 100 OR alleles, and at time 0 the LSD1 lev el is elevated 10 folds from its basal value to 

simulate the onset of differentiation.   

Close examination of the simulated trajectories reveals a simple mechanistic explanation illustrated in 

Figure 3.3 supplement 1A. Starting with the repressive mark dominated state, transient increase of LSD1 

after initiation of OSN differentiation demethylates nucleosomes, and allows resetting of methylation states 

in the nucleosomes. As a consequence, small patches of H3K4me3 nucleosomes may form, but are flanked 

by extended regions of H3K9me3 nucleosomes. Such H3K4me3 patches are unlikely to expand because of 

the cooperativity of methylation between nucleosomes and the dominance of H3K9me3 marks at the current 

stage. Nevertheless, when an H3K4me3 patch reaches a critical size -- as a rare event, it is able to propagate 

spontaneously and generate an epigenetic conversion of the OR gene into the H3K4me3 dominated state. 

That is, LSD1 increase resembles lowering the transition barrier between the double-well shaped potential 

shown in the previous section, and allows rare transition to happen (Figure 3.3D). Once one allele converts 

to the H3K4me3 dominated state, and triggers the negative feedback loop to remove LSD1, the system is 

kinetically trapped again with high transition barrier. The converted allele is kept active with H3K4me3 

marks, while the remaining alleles bear repressive H3K9me3 marks. A prominent feature of this barrier-

crossing-like dynamics is that throughout the process the probability of having an allele with hybrid pattern 

of epigenetic marks is low, and most alleles only fluctuate around the H3K9me3 dominated state. 
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Based on the above analogy to a double-well potential, we reasoned that increasing the LSD1 

concentration facilitates epigenetic state transitions. Indeed simulation results show that upon increasing 

the LSD1 concentration, <T1>, the average of T1, decreases (Figure 3.3E), but the fraction of cells with 

multi-allele activation increases (Figure 3.3F). Lyons et al. also observed fewer mature OSNs in mice with 

reduced LSD115, as what predicted in Figure 3.3E. Therefore a given organism may have evolved an optimal 

LSD1 concentration to compromise the requirements of single-allele activation and efficient OSN 

differentiation. 

 

Figure 3.3 supplement 1. Additional results of bifunctional LSD1 elicited epigenetic conversion.  

(A) Schematic illustration of a conversion process elicited by bifunctional LSD1. Orange, green, 

and white balls represent nucleosomes bearing repressive, active, and no marks, respectively.  The 

widths of arrows represent the relative values of correspond ing rates. (B) The monoallelic ratio 

changes non-monotonically over the number of the allele. Except for the total number of alleles, 

the simulations are performed in the same way as those in Figure 3.3D. 

Next we asked how the number of permitted alleles affects the ratio of single allele activation (Figure 

3.3 supplement 1B).  The ratio first increases since a cell with more alleles has higher probability to have 

at least one allele epigenetically activated during the differentiation period. Then it decreases after a peak 

value since the probability of having more than one allele activated also increases with the number of alleles 
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per cell. While the exact position of the peak depends on model parameters, the model results predict that 

the number of OR genes within a zone is under selective pressure. 

The feedback regulates a bifunctional demethylase, LSD1. It seems both counter-intuitive and 

inefficient, since the enzyme moves both the repressive and active methylation marks, with the latter being 

what added to an active allele. Theoretically the feedback could act on any one or any combination of the 

four groups of enzymatic reactions (Figure 3.1B). Therefore we simulated all the 10 cases that the feedback 

regulates one or two of the reaction rates. All these cases have the same set of parameters for cells after 

activating the feedback, and they differ only on value(s) of one or two rates prior to feedback taking effect. 

By scanning each combination of parameter pairs over a 7 × 7 grid and performing 500 independent 

simulations for each parameter set, indeed the case of negative feedback on both of the two demethylation 

rate constants, i.e., a bifunctional LSD1, leads to the highest monoalleleic activation ratio (Figure 

Supplemental 2). A less robust scheme requires regulating the H3K9 demethylase and H3K4 

methyltransferase oppositely at the same time. Both of these schemes modulate the effective transition 

“barrier” without necessarily changing the relative stability of the two collective epigenetic states.  
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Figure 3.3 supplement 2. Comparative studies on all possible one-rate and two-rate feedback regulation schemes 

demonstrate that it is optimal to regulate both two demethylation reactions. For each data point, the fraction of cells 

with one epigenetically active allele at day 20 is calculated from 500 independent simulations.  

3.3.4. Elevation of unifunctional demethylase level leads to ratchet-like dynamics 

To further understand the critical role of the bifunctional LSD1, we examined one of the above 

hypothetical cases that unifunctional LSD1 only catalyzes H3K9 demethylation. The dynamics is 

completely different. As revealed by a typical simulated trajectory (Figure 3.4A), starting at time 0 all the 

OR alleles begin to remove repressive marks and gain active marks, while some are faster than the others. 

After one epigenetically active OR allele activates the feedback loop and lowers the LSD1 concentration, 
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some OR alleles return to the epigenetically repressive state, and a number of others propagate further to 

the epigenetically active state. A significant fraction of alleles are present in some hybrid epigenetic state 

during the activation process, and subsequently retard in the hybrid state due to slow demethylation (Figure 

3.4A & B). In contrast, when LSD1 bifunctions, the probability of catching an allele in an intermediate 

state is very low (Figure 3.4B) by the time LSD1 depletes, leading to efficient relaxation. Therefore, 

bifunctional LSD1 avoids hybrid state by maintaining one single large barrier between the repressive mark 

dominated and active mark dominated states. While making this comparison, we have chosen model 

parameters so the distribution of T1 with a unifunctional LSD1 also centers roughly around day 8 (Figure 

3.4C).  Then sampling over 1000 cells shows that ~ 87% of the cells have two or more alleles activated at 

the end of differentiation (Figure 3.4D). These simulation results demonstrate that the hypothetical 

unifunctional LSD1 scheme is not as robust as the bifunctional enzyme scheme on achieving single allele 

epigenetic activation. 
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Figure 3.4:  Unifunctional LSD1 leads to ratchet -like dynamics and cannot ensure mono-alleletic 

epiegnetic activation . (A) Typical trajectories of the fraction of nucleosomes with active marks on 

one allele for 100 alleles within a cell. The temporal change of LSD1 level is also indicated. (B) 

Distribution of the fraction of nucleosomes with active m arks on  day 8 with bifunctional and 

unifunctional LSD1. Sampled over 1000 cells.  (C) Distribution of T 1.  Sampled over 1000 cells. (D) 

Fraction of cells with various numbers of epigenetically active alleles at day 100. (E) The analogous 

potential system during activation.   

Again the above dynamics of allele selection has a simple mechanistic explanation (Figure 3.4 

supplement 1A). Let us start with an allele originally in the H3K9me3 dominated state. Increased LSD1 

level promotes empty nucleosomes. Following the same argument in the previous section, an empty 

nucleosome still has higher probability to add H3K9me3 compared to H3K4me3. However, once an 
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H3K4me3 is added, the removal rate is very low. Consequently, the dynamics is ratcheted36 towards 

increasing the number of nucleosomes with H3K4me3, as illustrated by Figure 3.4E. A prominent feature 

of this ratchet-like dynamics is that every allele has its total number of H3K4me3 nucleosomes increasing 

with time, with a leading allele followed by other alleles on the way of converting their nucleosome marks, 

thus intuitively it is difficult to ensure single allele epigenetic activation. 

3.3.5. Mathematically controlled comparison explains why bifunctional LSD1 improves the 

ratio of single allele activation. 

To understand why the effective two-state barrier-crossing dynamics is advantageous over the multi-

state ratchet-like dynamics on generating single allele activation, we performed further mathematical 

analysis based on the following reasoning. In the OR system a number of alleles convert their epigenetic 

state independently and stochastically under an elevated LSD1 concentration. Let us denote the activation 

time separation between the first two converted alleles as τ. Then from an engineering perspective, a better 

design to achieve single-allele activation is the one with a larger τ, which means that the two activation 

events are better separated temporally, and thus more time for the first allele to elicit the feedback loop and 

prevent activation of another allele.  

Therefore we performed mathematically controlled comparison among a set of simple models shown 

in Figure 3.4 supplement 1B. Consider two alleles transiting independently from the repressive mark 

dominated state to the active mark dominated state through various numbers of intermediate states, but with 

the same mean first arrival time. Figure 3.4 supplement 1C shows that the two-state model has an 

exponentially shaped first-arrival-time distribution f2, while those with (n - 2) intermediate states have 

peaked ones that at large t decrease faster with increasing n. One can randomly draw two points pt1 and pt2 

from a distribution, corresponding to the stochastic activation events of the two independent alleles. Clearly 

the temporal separation of the two points, τ, is likely to be larger if they are drawn from a broader f 
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corresponding to smaller n. Indeed Figure 3.4 supplement 1D shows that the distribution of τ has longer tail 

for smaller n. That is, a design with the two-state dynamics is better than that with the multi-state dynamics. 

 

Figure 3.4 supplement 1. Simple mathematical analysis reveals the mechanistic advantage of 

bidirectional over unidirectional demethylation enzyme.  (A) Schematics of a conversion process 

elicited by unifunctional LSD1. Same notations as in Figure 3.3 supplement 1A. (B) Minimal 

effective Markovian transition models for an OR allele changing from H3K9me3 dominate state to 

H3K4me3 dominate state with no  (n = 2, corresponding to the barrier -crossing dynamics with the 

bifunctional LSD1), and various number (n > 2, corresponding to the ratchet -like dynamics with 

the unifunctional LSD1) of intermediate states. Here we compare two independent alleles that 

undergo the transition. (C) The first -arrival time (t) distribution f n  of a single allele transiting from 

H3K9me3 dominate state to H3K4me3 dominate state as a function of the overall state number n. 

(D) The distribution (F n) of first-arrival time separation (τ) between two kinetically independent 

alleles as a function of the overall state number n. From engineering design perspective a larger τ 

is desirable since it gives the system more response time to elicit the feedback after the first allele 

becomes epigenetically active and prevents the second allele from making the transition.  
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3.3.6. Epigenetic competition model predicts zebrafish but not mouse experiments on 

inhibiting methyltransferases/demethylases  

In the illustrative double-well potential shown in Figure 3.3D, lifting the left well allows easier 

transition to the right well thus higher probability of multiple allele activation, while elevating the barrier 

height leads to an opposite effect.  Experimentally, shallowing of the left well can be realized by reducing 

the enzymatic activity of H3K9 methyltransferases, G9a and GLP. Similarly decreasing LSD1 

concentration corresponds to increasing the barrier height. The simulation results in Figure 3.5A show that 

reducing the LSD1 concentration (LSD1R) impedes OR activation, which can be partially restored by 

decreasing the enzymatic activities of H3K9 methyltransferases ( 𝐿𝑆𝐷1𝑅/𝐸𝐾9𝑀
𝑅 ), consistent with that 

observed in mice22. Furthermore, partially inhibiting the enzymatic activities of G9a/GLP (𝐸𝐾9𝑀
𝑅 ) leads to 

increased number of cells coexpressing multiple ORs, which is confirmed in zebrafish21.   
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Figure 3.5: Competition of cooperatively bound enhancers further reduces co -expression of 

multi-allele ORs.  (A) Predicted fractions of cells with various numbers of epigenetic active alleles 

under different conditions. WT: wide type. LSD1 R: LSD1 level reduced. 𝐸𝐾9𝑀
𝑅 /𝐸𝐾9𝑀

𝑅𝑅 : H3K9 

methyltransferase level reduced and further reduced.  (B) Model of alleles competing for M 

enhancers. (C) Simulated allele trajectories of one cell with two epigenetically active alleles. (D) 

Simulated dynamics of enhancers binding to two epigenetic active alleles corresponding to the cell 

in panel C with the same (left) or diffe rent (by Δε = ±0.5 k BT, middle and right) binding affinity.  



 

59 

 

Also shown are schematic free energy profiles. (E) Simulated distribution of 1000 cells with various 

numbers of epigenetically active alleles under 𝐸𝐾9𝑀
𝑅 , 𝐸𝐾9𝑀

𝑅𝑅  and WT on day 100. (F) Fractions of 

overall protein expression of each allele simulated with a population of 1000 cells under 𝐸𝐾9𝑀
𝑅  and 

𝐸𝐾9𝑀
𝑅𝑅  comparing to those with WT. (G) The number of transcriptionally upregulated alleles under 

𝐸𝐾9𝑀
𝑅 , 𝐸𝐾9𝑀

𝑅𝑅  and in WT. (H) Schematic illustration on the mechanism of reduced OR expression 

diversity with 𝐸𝐾9𝑀
𝑅  and 𝐸𝐾9𝑀

𝑅𝑅  compared to that in WT.  

When the left well in Figure 3.3D lifts further the system resembles more and more that in Figure 3.4E, 

and the epigenetic activation process evolves from a barrier-crossing-like dynamics to a ratchet-like 

dynamics. The simulated results in Figure 3.5 supplement 1A & B indeed predict that in contrast to that in 

wild type (WT), with further reduced level of H3K9 methyltransferases (𝐸𝐾9𝑀
𝑅𝑅 ) a majority of the OR alleles 

assume a hybrid methylation pattern during the differentiation process, and thus significant increase of 

multi-OR activation (Figure 3.5A). However, experimental studies using G9a/GLP double knockout (dKO) 

mice only observed elevated but still rare multi-OR coexpression compared to the WT control in mice22. 

Therefore the epigenetic conversion mechanism is insufficient to explain the experimental results. 

3.3.7. Competition of cooperatively bound enhancers further reduces coexpression of multi-

allele ORs.  

To explain the G9a/GLP dKO mouse experiment, we generalized the model based on recent studies22,26. 

We hypothesize that for terrestrial vertebrates such as humans and mice, active expression of an OR allele 

requires both the gene bearing active epigenetic marks (H3K4me3) and co-localization of a sufficient 

number of enhancers to the allele. In the following, we elaborate on how we model this process. 

Suppose M enhancers are available for an OR genomic cluster with L OR alleles (see Figure 3.5B). 

Each enhancer can bind to the epigenetically active l-th OR allele with a free energy of binding εl, and can 

interact with any other enhancer bound to the same allele with energy 𝜁. Enhancer binding to alleles with 

repressive marks is weak and can be neglected26. Notice that enhancer binding to active alleles is 
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cooperative: when two or more epigenetically active alleles compete for the enhancers, an enhancer prefers 

to binding to the one that already has more enhancers bound since it can form more enhancer-enhancer 

interactions. Consequently, enhancers collectively bind to and transcriptionally activate one allele at a given 

time, and switching from binding to one allele to another one is rare since it requires breaking many 

interactions. While the exact value of M is currently not known, the experimental observation that 

ectopically introduced multiple copies of a specific H enhancer increase the probability of multi-OR 

coexpression (Lomvardas et al., 2006) supports our assumption: alleles have to compete for an unsaturating 

number of enhancers in WT cells; due to cooperative binding the enhancers first saturate one allele and 

then extra enhancers bind to others.  

We then performed Gillespie simulations for the enhancer-allele binding/unbinding dynamics. Figure 

3.5C&D give an example of a cell with two alleles becoming epigenetically active (Figure 3.5C), but only 

one of them is transcriptionally active at a given time (Figure 3.5D). If the enhancers bind to the two alleles 

with equal strength, i.e., 𝜁 and εl assume the same values for different alleles and enhancers, the enhancers 

jump stochastically and collectively between the two alleles, showing a two-state dynamics alike a particle 

moving in a symmetric double-well potential (left panel of Figure 3.5D). The frequency of transitions 

depends on the actual binding strength and the number of enhancers. However, it is likely that the values 

of 𝜁 and εl are slightly allele-dependent. Then cooperative enhancer binding can amplify this difference by 

many folds. For example, suppose that there exists a free energy difference of enhancer-allele binding Δε = 

ε1 – ε2 between allele 1 and allele 2. Then the free energy difference between allele1 bound with M enhancers 

and allele 2 bound with M enhancers is MΔε, which can be significant due to the factor M. So the allele 

with stronger enhancer binding dominates transcriptionally alike a particle moving in an asymmetric 

double-well potential (middle and right panels of Figure 3.5D).  

The above model reaches a surprising prediction on the OR expression pattern when the level of H3K9 

methyltransferases is reduced. Compared to WT cells, the cells with 𝐸𝐾9𝑀
𝑅  tend to have more OR alleles 

being epigenetic active (Figure 3.5E), as expected. However, except for a small group of OR genes 

becoming transcriptionally upregulated, most of them instead show decreased expression compared to those 
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in the WT (Figure 3.5F). Further reduction of the enzyme level (𝐸𝐾9𝑀
𝑅𝑅 ) causes fewer OR alleles to be 

expressed, but each with higher expression level (Figure 3.5F & G). Seemingly counterintuitive, this 

prediction is what observed experimentally22.  

The reduced diversity in Figure 3.5F has a simple mechanistic explanation. For illustration purpose let 

us consider a toy system in which L (= 4) OR alleles exist in a zone, and these alleles have strong (allele 1), 

medium (allele 2), and weak (alleles 3 and 4) binding strength to the enhancers, respectively (Figure 3.5H). 

Existing experimental evidences suggest that the epigenetic activation step is stochastic and each allele has 

roughly equal probability 1/L to be chosen. For WT OSNs, most cells have only one epigenetically active 

allele, and the allele becomes transcriptionally active as well. Therefore the overall transcriptional 

probability of each allele in the zone is ~ ¼. On the other hand, with the H3K9 methyltransferase level 

reduced (𝐸𝐾9𝑀
𝑅  and 𝐸𝐾9𝑀

𝑅𝑅 , or G9a KO and G9a/GLP dKO experimentally), an OSN may have multiple 

epigenetically active OR alleles. For simplicity of argument let us assume that in a cell three alleles compete 

for enhancers. Since each allele has the same probability becoming epigenetically active, there are 4 

possible combinations with equal probability, (123), (124), (134) and (234). As an allele with stronger 

enhancer binding dominates transcription, one expects that the first 3 combinations mainly express allele 1, 

and the last one expresses allele 2. That is, the expression of allele 1 is upregulated while that of alleles 3/4 

are down regulated. Similarly, with more epigenetically active alleles coexisting in individual OSNs, more 

OSNs are likely to have the strongest alleles active and express them; fewer OSNs have the chance to 

express the weaker alleles. Consequently, the OR diversity in the OSN population becomes further reduced.  

In the above simulations we assumed that only the number of enhancers bound to an allele affects its 

transcription. It is possible that enhancers have certain OR gene specificity12,23,25. Therefore we considered 

the alternative possibility that only one of the binding enhancers, say enhancer 1, is necessary for activating 

a given OR gene. Compared to the case with only enhancer 1 (Figure 3.5 supplement 1C upper panel), with 

other enhancers being present enhancer 1 shows increased dwelling time of binding to allele 1 and this 

binding correlates with the overall collective binding state of enhancers (Figure 3.5 supplement 1C lower 
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panel).  That is, the presence of other enhancers stabilizes the binding of the enhancer who actually affects 

the allele transcription, and the above results discussed in this section still hold in this case.  

 

Figure 3.5 supplement 1. Enhancer competition assures transcriptional activation of single allele.  

(A) Typical single-allele trajectories of the fraction of nucleosomes with active marks for 100 allele 

within an 𝐸𝐾9𝑀 
𝑅 cell. (B) The distribution of the fraction of nucleosomes with active marks on day 8 

averaged over 1000 cells. (C) Auxiliary enhancers stabilize binding of a specific enhancer to an 

allele. For each result with M enhancers, the upper one shows the trajectory of enhancer 1, and the 

lower one shows the corresponding number of enhancers bound to allele 1. The time is given by the 

number of Gillespie simulation steps. In these simulations,  ε1 = ε2  = -1 kBT, ζ = -3 kBT. Similar 

results were obtained with broad range of parameter values (e.g.,  ε1  and ε2 assuming values from 

-2 to -0.5 kBT and ζ assuming values from -3 to -0.5 kBT), and more enhancers involved.   
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3.3.8. Model studies identify multiple schemes of OR transcription switching  

The trajectories in Figure 3.5D reveal that an OSN cell occasionally switches off an active OR allele 

and chooses another one. This switching phenomenon has been widely reported in the literature33, thus we 

examined these trajectories in detail.  

For WT OSNs, most switching takes place as a pseudo gene allele gets epigenetically and 

transcriptionally activated first, then a functional allele transcriptionally switches on after certain time 

(Figure 3.6A). This is because the products of a pseudo gene fail to elicit the Adcy3 mediated feedback 

loop to reduce the LSD1 level, and permit another allele to be epigenetically activated.  Figure 3.6B shows 

another type of switch also found in simulations with WT OSNs. A functional allele is activated first and 

then switches to a pseudogene, the cell reenters to the selection process until an alternative functional is 

activated. In both two schemes an allele remains epigenetically active even after switching off 

transcriptionally. 

 

Figure 3.6: Predicted OR expression switching schemes.  Typical switching examples: active 

pseudo gene switches to intact gene (A), active intact gene switches to pseudo gene and then 

switches to intact gene (B), and intact active gene switch off itself (C). (D) Simulated switching 
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frequency under WT and Adcy3 KO conditions. (E) Simulated fraction of cells expressing pseudo 

genes under WT and Adcy3 KO conditions.   

In Adcy3 KO mice the feedback loop is disrupted and the simulation results in Figure 3.6C reveal a 

new switching pattern. First a transcriptional switch takes place between two alleles. Then the newly 

activated allele switches off epigenetically and thus transcriptional, and the original allele switches back to 

be transcriptionally active. Mechanistically the sustained high level of LSD1 in Adcy3 KO cells leads to 

collective removal of H3K4 methylation from the activated allele. 

Not surprisingly, the switching frequency increases in Adcy3 KO OSNs compared to that in WT OSNs 

(Figure 3.6D) since more cells have multiple epigenetically active alleles. Furthermore, the fraction of cells 

expressing pseudo ORs increases while that expressing functional ORs decreases in Adcy3 KO simulations 

(Figure 3.6E), consistent with the experimental results15. Mechanistically in Adcy3 KO system transcription 

of a functional allele does not inhibit further epigenetic activation of pseudo gene alleles, and the latter then 

competes with the former for transcription.  

Therefore the simulations suggest two possible mechanisms for OR allele transcriptional switching. 

One is that an allele converts from the active H3K4me3 epigenetic state back to the repressive H3K9me3 

state. Experimental testing of this mechanism requires monitoring the histone modification state of one 

allele over time. Another is that the enhancers cooperatively change their binding from one allele to another 

one, with both being epigenetically active. The present model predicts that the genes showing upregulated 

expression in the G9a/GLP dKO mice, such as Olfr231, have slighter stronger interactions with the 

enhancers than the remaining genes do. Then an experimentally testable prediction is that in normal mice, 

OSNs that express one of these genes should have lower frequency of switching than those cells express 

other genes in the same zone do.      

3.4. Discussion   

Single allele activation in olfactory sensory neurons is a multi-decade-long puzzle in neurobiology. 

Recently several mathematical models have been formulated to examine various proposed mechanisms for 



 

65 

 

explaining the phenomenon16-18. Compared to these existing modeling studies, the present model is based 

on some key experimental observations available only recently. The model, while coarse-gained, has every 

of its components corresponding directly to an experimentally measurable quantity, which makes 

comparison to experimental results and prediction test transparent. More importantly, there are some 

essential differences between the present model and the existing ones both mechanistically and conceptually. 

3.4.1. A sequential three-layer regulation mechanism controls single allele activation. 

Through integrating a large body of existing experimental studies, our theoretical studies suggest that 

single allele activation is achieved through a series of selection processes functioning synergistically 

(Figure 3.7). A subset of the alleles is selected by the zonal segregation. Then they are randomly chosen to 

be epigenetically activated though transient elevation of bifunctional LSD1. Most of the cells only have 

one epigenetically active and thus transcriptional active allele. If more than one allele are epigenetically 

activated, they compete for the enhancers to be transcriptionally active, resulting in only one epigenetically 

and transcriptional active allele. If the activated allele is not a pseudo gene, it triggers the feedback to 

prevent further epigenetic state change. Therefore, this coordinated three-layer regulation mechanism 

faithfully assures that only one OR allele is expressed in one OSN. All other existing models consider only 

epigenetic switching or competition for certain regulatory elements. For example, the epigenetic switching 

model of Alsing et al.17 states that “singular gene selection does not require transient mechanisms, enhancer 

elements or transcription factors to separate choice from maintenance”. 
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Figure 3.7: The three-layer mechanism ensures mono-allele activation of OR genes.  

3.4.2. The OR selection process is optimized to satisfy hierarchical multi-task and even 

opposing requirements.  

All existing models recognize that OSNs needs to achieve monoallelic OR expression. Based on 

extensive experimental results, the present model further argues that the regulation system is optimized to 

achieve multi-task functional requirements. Some of these requirements, such as maximum OR diversity 

and minimal hybrid state, while not recognized in earlier studies, naturally reconcile many seemingly 

counter-intuitive and contradictive observations and ideas in the field.  

It might seem redundant to have both epigenetic activation and enhancer competition to achieve 

monoallelic expression. Epigenetic activation selects OR alleles with approximately equal probability, but 

leads to a small percentage of cells having multiple epigenetically active alleles. On the other hand, 
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enhancer competition is more effective on ensuring single allele activation, but it also introduces strong 

bias towards allele selection.   Therefore, to achieve single allele activation as the top priority and maximize 

the diversity of expressed ORs at the same time, the OR selection system has evolved a combined procedure. 

The epigenetic activation step is optimized with a bifunctional LSD1 to achieve maximal single allele 

activation. When multiple allele epigenetic activation does happen but with low probability, the enhancer 

competition in allele selection serves as the last “safeguard” without severely distorting the overall diversity 

of OR expression. Similarly our analysis reveals that other variables are also subject to the multi-task 

optimization. For example, the LSD1 concentration may be optimized as a result of compromise between 

maximum single-allele activation and fast allele activation. 

3.4.3. Counter-intuitive bifunctionality of the LSD1 maximizes single allele epigenetic 

activation. 

An intriguing feature of the OR selection system is that the selection is initialized then maintained 

through regulating the level of the bifunctional LSD1. While not discussed in previous studies, our analysis 

reveals that it is important to remove both repressive and active marks during the activation process. This 

bifunctionality leads to a barrier-crossing-like dynamics with high single allele epigenetic activation ratio 

and minimization of alleles trapped in hybrid epigenetic states. Theoretically, one might conceive many 

possible designs of modulating the methyltransferases to activate OR in the cell. For example, LSD1 might 

first remove H3K9 methylation to activate the alleles, subsequently remove H3K4 methylation on those 

“unsuccessful” alleles including pseudogenes. However, besides problems of the ratchet-like dynamics 

discussed above, it is also practically difficult to prevent the enzyme from destabilizing the activated allele 

by removing its H3K4 methylation marks as well.  

Therefore a central prediction of our model is that throughout the selection process a “tug-of-war” exists 

for adding and removing H3K9 and H3K4 methylations. This “tug-of-war” is analogous to that of 

ultrasensitive phosphorylation-dephosphorylation cycle observed in signal transduction networks 37, and 

work together with nucleosome crosstalks to generate the kinetic cooperativity during the epigenetic 
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activation process. Furthermore the enzymatic activities of methyltransferases are in excess over that of 

demethylase, i.e., LSD1. Lyons et al. indeed observed that G9a/GLP at excessive concentration coexist 

with LSD1 during OSN differentiation22. 

3.4.4. Seemingly subtle differences on the regulation schemes lead to qualitatively different 

mechanisms.  

Existence of a feedback loop has long been recognized to be necessary for maintaining the choice of 

OR selection. Not surprisingly all mathematical studies including ours contain a feedback loop. These 

models, however, differ on how the feedback loop is implemented. Figure 3.7 Supplement 1A-D 

summarizes the basic structures of the four existing mathematical models. Some of these models differ only 

in some subtle details, but suggest qualitatively different mechanisms. We have already discussed models 

with bifunctional and unifunctional LSD1. The two models differ only on whether H3K4 methylation is 

regulated by the negative feedback loop, but lead to barrier-crossing versus ratchet-like dynamics. Similarly, 

the model of Alsing et al. (Alsing and Sneppen 2013) emphasizes that “the only requirement is that the 

coupling feedback must favour the silent nucleosome state”. Figure 3.7 Supplement 1E gives a 

corresponding potential analogy, where activation of the feedback loop stabilizes the repressive mark 

dominated well, while slightly destabilizes the active mark dominated well. On the contrary, the feedback 

in the present model modulates the “barrier” without necessarily favoring any of the nucleosome states 

(Figure 3.3D). The two models respond differently to enzyme concentration fluctuations. In that of Alsing 

et al., fluctuations of any of the methyltransferanses or demethylases affect the relative stability of the two 

states, and these fluctuations are coupled. On the other hand, in the present model fluctuations of the two 

methyltransferases are largely decoupled provided that the LSD1 concentration is kept low compared to 

that of the methyltransferases. 



 

69 

 

 

Figure 3.7 supplement 1:  Comparison of existing mathematical models. (A) In the model of 

Kolterman et al.18, OR promoters compete for cooperative binding of a limited number of 

transcription factors, and OR expression elicits a feedback to degrade the transcription factors. 

While the mechanism is not consistent with known experimental information, the model suggests the  

importance of cooperative binding of trans -elements.  (B) The model of Tan et al. 16  assumes that the 

transcriptional activity of an OR allele is controlled by the epigenetic state of one nucleosome in 

the promoter region. A slow LSD1-dependent H3K9me2H3K4me3 transition is controlled by a 

fast feedback that removes LSD1. Notice that the transition is irreversible and LSD1 is considered 

unifunctional. (C) Alsing et al.17 considers that each allele is composed of a number of nucleosomes. 

Each nucleosome exists as H3K9me3 or H3K4me3, and the transition is a ffected by other 
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nucleosomes as positive feedbacks. A negative feedback elicited by the expressed OR decreases the 

H3K9me3H3K4me3 transition rate. (D) The present model also considers that each allele is 

composed of a number of nucleosomes. Treating each nucleosome dynamics as transitions among 

three states, the model is able to examine the role of bifunctional LSD1. The feedback affects both 

H3K9 and H3K4 demethylation. Furthermore an epigenetically active allele needs to bind enhancers 

to become transcriptionally active. A hypothetical unifuctional LSD1 model differs only in absence 

of the negative feedback on H3K4 demethylation (the green line and dependence of demethylation 

on LSD1), but generates qualitatively different dynamics. (E) Analogous potentia l system 

corresponding to the Alsing model. Initially the inactive well is shallower than the active well, 

reflecting the requirement that for mice OSN differentiation takes place in 5 -10 days, but the choice 

needs to be maintained for ~3 months. The feedb ack reduces the rate of H3K9me3H3K3me3 

transition, and thus stabilizes the inactive well while slightly destabilizes t he active well.  

3.4.5. The model makes multiple testable predictions and many have been confirmed. 

A prominent feature of the present modeling study is that it is not only based on extensive experimental 

information, but also makes a number of predictions and experimental suggestions. As summarized in Table 

3.1 and discussed above, our model predicts many seemingly “strange” dynamic features of the OR 

selection system, which have been experimentally observed but remained unexplained. Here we discuss a 

few of suggested new experiments in detail. 

To reach the diversity change prediction in Figure 3.5F & G, a key ingredient in the model is that the 

values of 𝜁 and/or εl are allele-dependent. The difference may come from DNA sequence, and it may be 

even less than the thermal energy kBT, the product of Boltzmann’s constant and temperature. However, this 

free energy difference can be significantly amplified by enhancer cooperative binding (Figure 3.5D). This 

amplification explains why strong OR expression bias occurs in G9a/GLP dKO ice while Lyon et al. could 

not identify any significant differences between the promoters of the most upregulated ORs and the 

remaining ones in predicting the transcription-factor-binding-motifs 22. Another possible source of different 

OR-enhancer binding strength lies in the different distances between enhancers and alleles. Different allele-

enhancer distances may require slight different DNA distortion to form the OR-enhancer binding complex, 
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as implied by the observation that moving the H enhancer closer to MOR28 dramatically up-regulates its 

expression while down regulates other neighboring ORs 12. To further test this mechanism, one can replace 

an upregulated OR gene and its promoter by a down-regulated one, and test whether the latter becomes 

upregulated in a G9a/GLP dKO main olfactory epithelium. Another suggested experiment is to introduce 

enhancers ectopically to G9a KO mice (Lomvardas et al., 2006), which should at least partially rescue the 

reduction of OR diversity if the model holds.  

Table 3.1 Model predictions and corresponding experimental confirmations and suggestions. 

Model predictions Experimental confirmation or suggestions 

OSNs need to maintain saturating levels of 

methyltransferases, but low levels of demethylases 

and stochastic histone exchange rate before and 

after differentiation (Figure 3.2 and 3.2 Supplement 

1) . 

Compare the enzyme levels and histone exchange 

rate (e.g., using isotope labeled histones) within 

OSNs and other types of cells. 

The number of OR alleles in a zone affects the 

single-allele ratio nonmonotonically (Figure 3.3B). 

 

Decreasing LSD1 concentration impedes OR 

activation (less OSN differentiation), which can be 

partially restored by inhibiting G9a/GLP. 

Confirmed in mice 22.  

Epigenetic switching assumes a barrier-crossing-

like dynamics for WT (Figure 3.3, Figure 3.4B), but 

a ratchet-like dynamics with G9a/GLP dKO (Figure 

3.5 Supplement1 A &B). 

Following Magklara et al. 19, sort GFTP+ cells 

from OMP-IRES-GFP mice, and perform CHIP-

qPCR for selected silent OR genes. Perform 

similar studies with OMP-IRES-GFP and 

G9a/GLP dKO mice. We predict that silent OR 

alleles from the former are dominated by 

H3K9me3, but those from the latter have mixed 

nucleosomes with H3K4 and H3K9 methylations. 

One can further measure the epigenetic pattern at 

different time points before and after 

differentiation to test the prediction that it takes 

long time for the alleles with mixed methylations 

to relax to one of the epigenetic states with one 

mark dominated.   

A cell may have more than one epigenetically active 

alleles (Figure 3.3F). 

Following Shykind et al.33, cross mice bearing 

MOR28-IRES-Cre allele with strains bearing the 

reporter Rosa-loxP-stop-loxP-CFP, sort CFP+Cre- 

cells and perform epigenetic histone modification 

analysis as in Magklara et al.19. 

Inhibition of H3K9 methyltransferases G9a/GLP 

leads to multiple allele activation (Figure 3.5A).  

Confirmed in Zebrafish 21 and mice 22.  
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With enhancer competition, Inhibition of H3K9 

methyltransferases G9a/GLP leads to 

transcriptional downregulation of most OR genes 

upregulation of a small number of genes, and thus 

lead to decrease of diversity of expressed OR genes 

(Figure 3.5E-G). 

Confirmed in mice 22. 

Multiple epigenetically active alleles compete for a 

finite number of enhancers, which contributes to the 

diversity reduction in G9a/GLP KO mice (Figure 

3.5). 

Introduce enhancers ectopically to G9a KO mice 

(Lomvardas et al., 2006), which should at least 

partially rescue the reduction of OR diversity if the 

model holds. 

The proximity difference of enhancers to a gene 

leads to different OR-enhancer binding strength. 

Replace an upregulated OR gene together with the 

promoter by a down-regulated one, and test 

whether the latter becomes upregulated in a 

G9a/GLP dKO MOE. 

The binding strength differences between an OR 

promoter and individual enhancers can be small 

thus experimentally hard to detect, but are amplified 

by cooperative enhancer binding (Figure 3.5D). 

Lyon et al. could not identify any significant 

differences between the promoters of the most 

upregulated ORs and the remaining ones in 

predicting the transcription-factor-binding-

motifs22 

The switching frequency increases in Adcy3 KO 

OSNs compared to that in WT OSNs (Figure 3.6D). 

Furthermore, the fraction of cells expressing pseudo 

ORs increases while that expressing functional ORs 

decreases in Adcy3 KO mice (Figure 3.6E). 

Confirmed15 

The genes showing upregulated expression in the 

G9a/GLP dKO mice, such as Olfr231, have slighter 

stronger interactions with the enhancers than the 

remaining genes do. Then in normal mice, OSNs 

that express one of these genes should have lower 

frequency of switching than those cells express 

other genes in the same zone do.   

Follow the study procedure of Shykind et al.33. It 

can reveal more information if one use techniques 

such as the CRISPR-Cas9 gene editing approach 

to fluorescently label genes like Olfr231, and 

perform time-lapse studies. 

 

To test the prediction given in Figure 3.5 supplement 1A&B, one may sort GFP+ cells from OMP-

IRES-GFP control mice and G9a/GLP dKO OMP-IRES-GFP mice19, respectively, then perform CHIP-

qPCR for selected silent OR genes. We expect that H3K9me3 dominates on silent OR alleles from the 

control mice, but H3K4 and H3K9 methylations mixed at various extent on silent OR alleles from the dKO 

mice (Figure 3.5 supplement 1B). One can further measure the epigenetic pattern at different time points 

before and after differentiation to test the prediction that it takes long time for the alleles with mixed 

methylations to relax to a steady state distribution. 
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3.4.6. Future studies may reveal fine-tuned regulation on OR and other allele-specific 

activation processes. 

This work aims at revealing the essential elements that regulate the OR selection process. Therefore we 

adopted a coarse-grained model without specifying many details. For example, the model requires kinetic 

cooperativity of epigenetic mark change among nucleosomes, and energetic cooperative binding of a 

limited number of enhancers. Molecular details of these cooperativities require clarification. For simplicity, 

we did not distinguish possible differences among enhancers and their OR specificity, and leave the 

effective enhancer number in a cell as an unspecific parameter. The molecular mechanism for zonal 

segregation is unclear. All these unresolved questions require further studies. 

Besides the mechanisms discussed in this work, living organisms have likely evolved additional 

mechanisms for fine-tuning OR expression. For example, chromatin structures in OSNs are highly dynamic 

to expose or sequester specific OR genes. Specific patterns of DNA methylation and other histone covalent 

modifications have been observed for OR promoters and enhancers. OR genes are not expressed with exact 

equal probability, and coordinated expression might exist38. Further studies are needed to reveal these subtle 

regulation mechanisms. 

Our model studies reveal some design principles to achieve robust single allele activation, which may 

apply to other single allele systems as well10. Stochastic monoallelic expression has been widely observed 

in diploid organisms, with an estimate of >20% of the autosomal genes, and OR expression is one prominent 

example39. Further studies can examine whether the regulatory mechanisms discussed here are adopted in 

other cell types. 

3.5. Method: 

Each OSN is modeled to have Np = 30 pseudo gene alleles and Nf = 70 functional OR alleles, with the 

only difference being that the product of the former does not elicit Adcy3 mediated feedback.  

Epigenetic dynamics: For simplicity we treated step-wise methylations/demethylations on a 

nucleosome as single steps, and treated participating enzymes other than LSD1 implicitly. Denote 
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methylation state of a nucleosome R, E, and A as s = −1, 0, 1, respectively. We set the methylation rate 

constants for an empty nucleosome i as  
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| | | |j j

i i
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j i j i

k k k k
j i i j
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where the sum is over all other nucleosomes, and δ is a Kroneck-delta function. That is, each of the other 

nucleosomes influences the nucleosome to add the same mark of the latter, and the influence decreases with 

the nucleosome spatial separation. An insulating boundary is assumed, and three nucleosomes in the middle 

form a nucleation region with higher enzymatic rate constants than other nucleosomes have. We modeled 

𝐸𝐾9𝑀
𝑅  and 𝐸𝐾9𝑀

𝑅𝑅  by reducing the value of 𝑘2
0  for the WT to 90% and 80%, respectively. A theoretical 

justification of the model from a more detailed physical model 31 is given below, and values of the model 

parameters can be found in Table 3.2.  

Table 3.2 Values of model parameters used in this work . 

Parameter Value 

Active mark methylation rate constant k1 

within nucleation region 0.125 h-1, 

outside nucleation region 0.025 h-1. 

Repressive mark methylation rate constant k2 

within nucleation region, 0.125 h-1 (WT), 

outside nucleation region, 0.025 h-1 (WT) 

Active mark demethylation rate constant k-1 0.125 h-1 

Repressive mark demethylation rate 

constant k-2 
0.125 h-1 

Nucleosome correlation length 𝜇 0.64 

Histone turnover rate d 0.002 h-1 

Cutoff fraction of nucleosomes with active marks so 

an allele is regarded as epigenetically activated 𝜆𝜃 
0.75 

Adcy3 synthesis rate kA 1 h-1 

Michaelis-Menten constant of OR induced Adcy3 

expression KA 
0.8 

LSD1 basal degradation rate constant 𝑑𝐿
0 0.5 h-1 

Adcy3 facilitated LSD1 degradation rate constant 

𝑑𝐿
1 

8 h-1 
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Prefactor for the enhancer switching rate constant v* 1 h-1 

Free energy of enhancer-enhancer interaction ς -0.5 kBT 

Free energy of enhancer-allele interaction ε ~ -1 kBT 

Total number of enhancers M 12 

* This parameter is only used in generating Figure 3.5D for illustration purpose, and its actual value 

can be better estimated if time-course of OR switching becomes available. 

Three nucleosomes located at the center of the nucleosome array form the nucleation region. Existence 

of this nucleation region reflects the observation that some DNA sequence specific molecular species, such 

as transcription factors and noncoding RNAs, help on recruiting histone modification enzymes. We also 

performed simulations with the nucleation region and the found no qualitative change of the mechanisms 

discussed in the present paper. 

Enhancer binding dynamics: For simplicity we assumed that there is no free enhancer. This 

assumption is not essential for the present discussions and can be easily removed at the expense of a few 

additional parameters. Also we treated the enhancers equally, although generalization is straightforward 

when additional experimental information becomes available. An enhancer can jump from allele i to j with 

rate, 𝑘𝑖→𝑗 = 𝑣 exp[0.5(𝜀𝑖 − 𝜀𝑗 + (𝑀𝑖 − 1 − 𝑀𝑗)𝜁)] to satisfy the detailed balance requirement, where Mi 

and Mj are the number of enhancers bound to allele i and j before the jump, respectively, and ∑ 𝑀𝑖 = 𝑀𝑖 . 

We chose the factor 0.5 to satisfy the detailed balance requirement, i.e., 𝑘𝑖→𝑗/𝑘𝑗→𝑖 equals to the Boltzmann 

factor corresponding to the system free energy after the transition divided by that prior to the transition. At 

each Gillespie simulation step, one of all possible enhancer binding changes is randomly selected. Since an 

allele with higher enhancer binding affinity dominates enhancer competition, for computational efficiency 

we only simulated enhancer dynamics explicitly for the results in Figure 3.5D and Figure 3.5 supplement 

1. For other simulations in Figure 3.5 and 6 we adopted a simplified procedure as schematically illustrated 

in Figure 3.5H. That is, we obtained the probabilities of having a cell with various numbers of epigenetically 

active alleles (Figure 3.5E), and stochastically ranked the enhancer binding affinities of the 100 alleles, 

Assuming that each allele has the same probability of being epigenetically active, we consider all the 
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possible combinations and the associated weights of having two or more alleles being epigenetically active, 

and for each case the allele with strongest enhancer binding affinity is chosen to be transcriptionally active. 

Gene expression dynamics: All gene expression is modeled by solving ordinary differential equations 

(Figure 3.1B). For simulations with enhancer binding dynamics in Figure 3.5, Figure 3.6, we multiplied to 

the first synthesis term of OR expression a Kroneck-delta function, which assumes 1 if the allele is 

epigenetically active and other alleles are epigenetically silent, or if its enhancer binding affinity is stronger 

than that of other epigenetically active alleles, and 0 otherwise. For Adcy3 KO simulations, kA is set to be 

0. All concentrations are dimensionless values. 

3.5.1. Mathematical analysis of simple models 

Here we show how to calculate the results in Figure 3.4 supplement. Consider the process (also shown 

in Figure 3.4 supplement B) 

1
k
→ 2

k
→ 3

k
→ …

k
→ n 

Denote pi the probability of an allele in state I, which is given by  

𝑑

𝑑𝑡
(

𝑝1

𝑝2…
𝑝𝑛

) = (

−𝑘 0 0 0 0
𝑘 −𝑘 0 0 0.
0

.
0

.
0

.
𝑘

.
0

) (

𝑝1

𝑝2…
𝑝𝑛

)  𝑤𝑖𝑡ℎ (

𝑝1

𝑝2…
𝑝𝑛

)

0

= (

1
0…
0

) 

The solution of the system is, 

𝑝1(𝑡) = ⅇ−𝑘𝑡, 

𝑝2(𝑡) = ⅇ−𝑘𝑡𝑘𝑡, 

𝑝3[𝑡] →
1

2
ⅇ−𝑘𝑡𝑘2𝑡2, 

… 

𝑝𝑛[𝑡] →
1

(𝑛 − 1)!
ⅇ−𝑘𝑡𝑘𝑛−1𝑡𝑛−1 

The first-arrival time distribution is fn(t) =
d

𝑑𝑡
𝑝𝑛(𝑡), and fn is normalized (∫ 𝑓𝑛 ∗ 𝑑𝑡

∞

0
= 1). Then 

f2[𝑡] → ⅇ−𝑘𝑡𝑘1, 
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f3[𝑡] → ⅇ−𝑘𝑡𝑘2t, 

… 

fn[𝑡] →
1

(𝑛 − 2)!
ⅇ−𝑘𝑡𝑘𝑛−1𝑡𝑛−2 

 

The mean first arrival time T is given by T = ∫ 𝑓𝑛 ∗ 𝑡 ∗ 𝑑𝑡
∞

0
. Require that the mean first arrival time T 

is the same for different n, one has k = (n − 1)/T. 

The formula below gives the distribution that the arrival time difference between two alleles is τ 

Fn = 2 ∫ 𝑓𝑛(𝑡) ∗ 𝑓𝑛(𝑡 + 𝜏) ∗ 𝑑𝑡
∞

0

 

Thus,  

Fn = 2 ∫
1

(𝑛 − 2)!
ⅇ−𝑘𝑡𝑘𝑛−1𝑡𝑛−2 ∗

1

(𝑛 − 2)!
ⅇ−𝑘(𝑡+𝜏)𝑘𝑛−1(𝑡 + 𝜏)𝑛−2 ∗ 𝑑𝑡

∞

0

= 2
1

(𝑛 − 2)! (𝑛 − 2)!
ⅇ−𝑘𝜏𝑘2∗𝑛−2 ∫ ⅇ−2𝑘𝑡𝑡𝑛−2(𝑡 + 𝜏)𝑛−2 ∗ 𝑑𝑡

∞

0

  

 

Choose the time unit so that T = 1, one has 

F2 = ⅇ−𝜏 

F3 = ⅇ−2𝜏(1 + 2𝜏) 

F4 =
9

8
ⅇ−3𝜏(1 + 3𝜏(1 + 𝜏)) 

F5 =
1

12
ⅇ−4𝜏(15 + 4𝜏(15 + 8𝜏(3 + 2𝜏))) 

F6 =
25

384
ⅇ−5𝜏(21 + 5𝜏(21 + 5𝜏(9 + 5𝜏(2 + 𝜏)))) 
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Supplemental rule-based model:  

Rule-based modeling: 

The working model is based on 

very general physics of a dynamic 

system: barrier-crossing dynamics 

versus ratchet-like dynamics. 

Therefore we anticipate that many 

model details are irrelevant. To test 

this irrelevance, instead of our 

physical interaction-based model we 

will repeat the above comparison with 

a much-simplified rule-based model 

generalized from the work of Dodd et al.. 

Here is the detailed description of how we set up the rule-based model. 

Since she LSD1 enzyme demethylate both repressive and active histone marks, we want to add the 

LSD1 influence to both the active and repressive remove rule.  

During the OR differentiation process, LSD1 concentration will be up-regulated first and then down-

regulated after one OR turns on and elicit the feedback. As illustrated in Figure S1, here is the detailed 

mathematical rule for this process: 

  Step 1: A random nucleosome n1 is selected to be modified among N nucleosomes. The selected 

nucleosome n1 has a probability of α to go to the feedback module, or with probability 1-α to go to the 

noise module. As Dodd et al. used, F= α/(1- α) denotes the signal to noise ratio. 

  Step 2A: Recruited conversion. Another random nucleosome n2 is selected from anywhere within the 

region. If n2 is R, if n1 is A, then n1 will change to U with probability LSD1; if n1 is U, then n1 will change 

 

Figure S1. Rule-based model for LSD1 controlled nucleosome 

modification.  
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to R. If n2 is A, if n1 is R, then n1 will change to U with probability LSD1; if n1 is U, then n1 will change 

to A. 

 Step 2B: Noise conversion. If n1 is A or R, change it to U with probability β. Else if n1 is A or R, change 

it to U with probability 2/3*LSD1. 

From the following figure S2, we can see that rule-based model also could achieve the one allele activation 

scenario.  

 

Figure S2. Simulation result with rule-based model of 10 alleles. 
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4.1. Abstract 

Systematic investigation of the developmental stage from human embryonic stem cells (hESCs) to 

definitive endoderm (DE), through which liver organogenesis occurs, may shed light on the underlying 

mechanisms of human liver development. Furthermore, these investigations may lead to more efficient and 

effective production of hepatocytes for cell therapies. Here, using two-dimensional difference gel 

electrophoresis in conjunction with mass spectrometry, we identified two significantly inversely altered 

splicing-related gene products during the differentiation process, heteronuclear ribonucleoprotein A1 

(hnRNP A1) and KH-type splicing regulatory protein (KSRP). Combined bioinformatics and microRNA-

Array data analysis suggests hnRNPA1 and KSRP antagonizing each other through miR-375 and miR-135a 

respectively. Further mathematical modeling analysis demonstrated that this motif could generate switch-

like responses to the differentiation signal, which can serve as a noise filter to control hESCs self-renewal 

and differentiation. Simulations predicted that elevated hnRNP A1 or miRNA-375 expression lead to rapid 

and efficient differentiation of hESCs into DE was further experimentally validated. Taken together, we 

revealed a novel mechanism which functions in post-transcriptional level to regulate stem cell 

differentiation. 

4.2. Introduction 

Human embryonic stem cells (hESCs) can self-renew and differentiate into any cell type found in the 

three embryonic germ layers1,2, making them an attractive source of cells for use in regenerative medicine. 

For example, hESCs are capable to generate definitive endoderm cells (DECs), the precursor cell type to 

the liver, pancreas, lungs, thyroid, and intestines3,4. Within these organs, chronic shortage of liver donors 

limits the transplantation of whole liver organs and isolated hepatocytes, also makes deriving endoderm 

with hepatic potential for therapeutic and pharmaceutical applications of great clinical importance5. A 

substantial effort has been made to develop protocols that promote hepatic differentiation6. However, in 

vitro differentiation of hESCs toward the hepatic lineage has been challenging. More efficient ways of 
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controlling the hESC differentiation to DECs are required. Thus, understanding the underlying mechanism 

of hESC differentiate into DECs is not only of fundamental importance, but also of great clinical importance 

Numerous studies have been performed about the stem cell fate decision process. It is well known that 

transcription factors Oct4, Sox2 and Nanog are the core regulators of pluripotency and could be regarded 

as the hallmark for ESCs7-9.  These trio of transcription factors, known as master regulators, cooperate and 

antagonize each other during ESC self-renew and lineage specification process. Similar to ESCs, different 

lineage specifiers, are identified in Pu.1 and Gata1 will determine the choice of erythroid and 

myelomonocytic fates in haematopoietic progenitor cells10,11; naïve CD4+ T cell use Foxp3 and RORγt as 

master regulators to determine the cell fate during differentiation12. For definitive endoderm differentiation, 

transcription factors Sox17 and FoxA2 have been reported to facilitate differentiation of hESCs into DECs 

and are considered as the hallmark for DECs13,14. Directing embryonic stem cell differentiation towards 

definitive endoderm has been achieved by manipulating the Nodal and Wnt signaling pathways. Activin A, 

which activates the Nodal pathway, directs DE formation from mesendoderm precursors in mouse and 

human ESCs15. In human ESCs, synergistic activation of Nodal and Wnt–β-catenin signaling promotes 

more efficient DE generation16. Besides the transcription factor master regulators, in recent year, 

microRNAs also emerge as important factors controlling the differentiation process and serve as hallmarks 

of different cell phenotype, e.g. miR-290 and miR-302 are hallmarks for ESCs17. Similar to transcription 

factors, microRNAs usually have plenty of downstream targets. Together with other regulators, they could 

form multiple negative feedback loops which will generate rich dynamics of different molecules involving 

in the cell fate decision process. While most previous studies in this area have been focused on identifying 

gene expression and signalling pathways, we want to investigate the key proteins and microRNAs 

associated with the differentiation process.  

Here, we report results of a comparative proteomic analysis on DE derived from hESCs in feeder layer-

free conditions, using two-dimensional difference gel electrophoresis (2D-DIGE) and mass spectrometry 

(MS). We identified two significantly inversely altered splicing-related gene products during the 

differentiation process, heteronuclear ribonucleoprotein A1 (hnRNP A1) and KH-type splicing regulatory 
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protein (KSRP). Combined bioinformatics and microRNA-Array data analysis suggests hnRNPA1 and 

KSRP antagonizing each other through miR-375 and miR-135a respectively. Based on these analyses, we 

revealed a potential regulatory motif in the post-transcriptional level to regulate the differentiation process. 

Furthermore, simulation results and experiments demonstrated that perturbing this motif could increase the 

differentiation efficiency of hESCs towards DE. 

4.3. Results 

4.3.1. Differentially expressed proteins hnRNP A1 and KSRP were identified from inversely 

altered proteins in DE derived from hESCs 

My collaborators identified two differentially expressed RNA binding proteins hnRNPA1 and KSRP. 

These two proteins act as splicing-associated factors and are responsible for the alternative splicing 

programs of genes. They have been found to interact with Drosha and Dicer to regulate the biogenesis of a 

subset of miRNAs, and may play a role in the gene regulatory network that controls the level of microRNA 

expression in response to intracellular or extracellular stimuli18. We report here, for the first time, that 

differential expression of hnRNP A1 and KSRP was identified by 2D-DIGE and mass spectrometry in the 

differentiation of hESCs into the DECs. In order to further verify DIGE results and investigate protein 

expression levels in the H1 and H9 cell lines, these protein spots were undergone western blotting and 

immunocytochemistry. Consistent with 2D-DIGE results, the up-regulated protein hnRNP A1 was found 

to be immunolocalized to nuclei (Figure 4.1A and B) and expressed in DECs (Figure 4.1E and F), but not 

in undifferentiated H1 and H9 hESCs. In contrast, KSRP was found to be expressed but down regulated in 

DECs, compared to that in undifferentiated hESCs. The decreased amount of KSRP in DECs was confirmed 

by immunocytochemistry (Figure 4.1C and D), and the results were consistent with findings from western 

blotting (Figure 4.1E and F).  

Interestingly, expression of hnRNP A1 and KSRP proteins was not changed in the embryonic body 

from hESCs, H9 (Figure 4.1G). Similar to hESCs cultured in monolayer, hESCs within embryonic bodies 

undergo spontaneous differentiation and cell specification along the three germ lineages (endoderm, 
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ectoderm, and mesoderm), which comprise all somatic cell types. The expression of hnRNP A1 and KSRP 

in definitive endoderm also implies that they may be involved in germ layer specification and initiation of 

endoderm formation.  

  The hnRNP A1 and KSRP are known to regulate microRNA expression19,20. In the case of hnRNP A1, 

promotion of microRNA expression is achieved by antagonizing Wnt signaling, whereas KSRP regulates 

cyclin-dependent kinases (CDK) to promote microRNA expression21,22. Therefore, we hypothesized that 

these proteins may also regulate the microRNAs of hESCs and DECs.  
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Figure 4.1: Validation of differentially expressed proteins by immunofluorescence and WB. (A,B) 

The expression of hnRNP A1 in the H9 (A) and H1 (B) hESCs as well as the definitive endoderm 

cells derived from them was showed by immunofluorescence  staining. Nuclei  were stained by DAPI 
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(Bars: 100µm). (C, D) The expression of KSRP in the H9 (C) and H1 (D) hESCs as well as the 

definitive endoderm cells derived from them was showed by immunofluorescence  staining. Nuclei 

were stained by DAPI (Bars: 100µm). (E, F) Western blotting was performed to analyze the protein 

expression of hnRNP A1 and KSRP in the H9 (E) and H1 (F) hESCs as well as  the definitive 

endoderm cells derived from them, using β -actin as an internal standard. (G) Western blotting was 

performed to analyze the protein expression of hnRNP A1 and KSRP in hESCs and embryonic body 

cells, using β-actin as an internal standard.  

4.3.2. Bioinformatics analysis predicted potential hnRNPA1 and KSRP target microRNAs 

To find out the potential microRNAs regulated by hnRNPA1 and KSRP during DE differentiation 

process, we adopted a strategy schematically illustrated in Figure 4.2A. In order to investigate the 

microRNA behaviors during the DE differentiation process, we carried out microRNA microarray 

experiments, and identified that miR-30a, miR-186 and miR-375 were significantly up-regulated while 

miR-584, miR-583 and miR-936 were down-regulated during the DE differentiation process. Figure 4.2B 

summarizes the microRNA expression profile and correlation with hnRNPA1 and KSRP.  

  Secondly, we collected potential microRNA targets of hnRNPA1 and KSRP18,20,23 and constructed a 

predicted microRNA targets set of hnRNPA1/KSRP by literature review and TargetScan analysis (Figure 

4.2C). Comparing the measured correlation microRNA dataset and predicted microRNA dataset, we 

identified the microRNAs, such as miR373, miR135a, miR29c, miR30a and miR37, potentially regulated 

by the two proteins as shown in Figure 4.2D.  

  Further pathway enrichment analysis of candidate target microRNAs showed that the target 

microRNAs were enriched in multiple signal transduction pathways, such as TGF-Beta, Wnt, FGF, MAPK 

and SMAD, which are important for hESCs self-renewal and DE differentiation (Figure 4.2E).  
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Figure 4.2 Identification of potential microRNAs regulates and regulated by hnRNPA1 and KSRP 

during hESCs differentiation to DE process. (A) Schematic representation of target microRNAs 
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identification process. From literature search, we get the potential microRNA targets of hnRNPA1 and 

KSRP. Prediction of potential hnRNPA1 and KSRP target microRNAs based on microRNA microarray data 

expression data during ESC to DE. Intersection of literature predicted microRNA datasets and potential 

targets based on microRNA microarray analysis. (B) Heatmap depicting microRNA expression profile 

during hESC to DE differentiation process. (C) Potential microRNA targets of hnRNPA1 and KSRP 

collected from literatures. Green ones are potential targets of hnRNPA1, red ones are potential targets of 

KSRP, and yellow ones are potential targets of both proteins. (D) Intersections of predicted targeted 

microRNAs and significantly expressed microRNAs during hESC to DE differentiation process. (E) 

Pathway enrichment analysis of candidate target microRNAs dataset from Figure 4.2(A) Top enriched 

pathways are listed (p-value < 0.01). (KEGG pathway enrichment analysis is performed using the DAVID 

bioinformatics tool) 

4.3.3. Mathematical modeling suggests a switch-like motif formed by hnRNPA1-miR375-

KSRP-miR135a 

To study the potential mechanism underling the anti-correlated hnRNPA1 / KSRP pairs, we used 

TargetScans and predicted that miR-375, the candidate targets of hnRNPA1 protein, has target sites in 

3’UTR of KSRP protein, and miR-135a, the candidate target of KSRP protein, has target sites in 3’UTR of 

hnRNPA1 protein. 

  Integrating the above information and reported functional roles of the two proteins, we constructed a 

regulatory network shown in Figure 4.3A. KSRP catalyzes maturation of its own mRNA and miR135a. The 

latter inhibits hnRNPA1 expression through binding its mRNA for degradation. Similarly, hnRNPA1 

catalyzes maturation of its own mRNA and miR375. The latter inhibits KSRP expression through binding 

its mRNA for degradation. Through the Activin A/Wnt pathways, the stimulation signal Activin A/Wint3a 

(AW) activates hnRNPA1 and/or inhibits KSRP, with the exact molecular mechanism to be determined. A 

high hnRNPA1 and low KSRP expression pattern may induce ESC-to-DE differentiation. The overall 

network has the structure of a toggle switch, with auto-activation of hnrnPA1 and KSRP, and mutual 
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inhibition between them. This network structure can generate bistable behavior (Figure 4.4B): the system 

can be in two types of steady states, high hnrnPA1/low KSRP (state 1), or low hnrnPA1/high KSRP (state 

2); the system remains at state 1 until the stimulation signal reaches a threshold, where it jumps to state 2; 

within the bistable region, the two states coexist. The supporting text gives more details of the model. We 

also performed parameter sensitivity analysis to show that the model can generate bistable behavior over a 

range of parameter values. Alternatively, the network can generate a sigmoidal shaped switch-like 

stimulation-response curve, as exemplified in Figure 4.9, which again predicts that cells differentiate only 

under signal concentrations above a threshold value.  Indeed it has been well documented that a threshold 

concentration of Activin A exists on inducing ESC-to-DE differentiation24-27. 
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Figure 4.3 Post-transcriptional regulatory network regulates the phenotypic transition. (A) Schematic depiction of 

the identified regulatory network. Activin A/Wnt3a signals up-regulate hnRNPA1 module and down-regulate KSRP 

module. hnRNPA1/KSRP protein has self-activation as to promote the alternative splicing of their pre-mRNAs. 
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hnRNPA1/KSRP protein could promote the biogenesis of miR-375/miR-135a, on the other hand, miR-375/miR-135a 

could repress KSRP/hnRNPA1 mRNAs. (B) Bifurcation diagram of hnRNPA1 (Upper panel) and KSRP (lower panel) 

on the level of exogenous Activin A/Wnt3a signal level. Bifurcation analysis demonstrates that the system undergoes 

a two state transition process during hESC to DE differentiation. (C) Influence of hnRNPA1/miR-375 overexpression 

on the system dynamics. The bifurcation point shift left upon hnRNPA1 / miR-375 synthesis rate increment. (D) 

Population level stochastic simulation demonstrates the influence of exogenous WA signal and hnRNPA1/miR-375 

overexpression on the system. We use hnRNPA1 low, KSRP high denotes ESC state, and hnRNPA1 high, KSRP low 

denotes DE state. The two hnRNPA1 level distributions reflect the cell phenotype distribution under different 

conditions.  

4.3.4. Priming hESCs with AW and hnRNP A1 or miRNA-375 induces rapid and efficient 

differentiation into the DE 

If the above network regulates ESC differentiation to DE, varying the level of one or more components 

of the network should affect the differentiation process. Figure 4.3C shows a model prediction that 

increasing hnRNPA1/miR-375 synthesis rate leads to transition from the ESC branch to DE branch at a 

lower AW concentration. Considering cell-to-cell variation, we further simulated the model with each 

model parameter randomly and uniformly chosen with Latin Hypercubic sampling centered around the 

current parameter selection28. Figure 4.3D shows simulation results with 2000 cells. The first two lanes 

show that the ESC differentiation efficiency increases with higher hnRNPA1 (left panel) / miR-375 (right 

panel) synthesis rate. The backward two lanes demonstrate that at a fixed AW concentration, the colony 

with increased hnRNPA1 level has more cells differentiated to DE. Similar results were obtained with 

increased miR375 level.    

  To test this prediction experimentally, H9 hESCs were treated with AW alone or AW plus hnRNP A1, 

and were transferred to media that is known to specify differentiation into the endoderm. The number of 

DECs in culture was assessed morphologically, by their polygonal shape and prominent nucleoli, and 

confirmed by Sox17 and FoxA2 staining and western blotting. Cells were maintained in culture for 2 days 

and then underwent western blotting to assess protein expression. Cells primed with AW plus hnRNP A1 
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exhibited endoderm morphology by day 2 (Figure 4.4A Upper), while cells primed with AW alone 

exhibited endoderm morphology after 3 days in culture. Furthermore, on day 2, hESCs primed with AW 

and hnRNP A1 yielded more Sox17-positive and FoxA2-positive endoderm (Figure 4.4A Middle and 

Lower) than hESCs primed with AW alone, which was confirmed by western blotting (Figure 4.4B). In this 

study, we also used a cell surface marker, CXCR4, to identify the definitive endoderm population. The 

CXCR4 can be used to distinguish early definitive endoderm in both human and mouse ESCs. To 

investigate the expression of CXCR4, we used FACS analysis to sort fractions using PE-conjugated sorting 

antibodies. FACS analysis showed that on day 2, CXCR4 expression in hESCs primed with AW plus 

hnRNP A1 was greater than CXCR4 expression in hESCs primed with AW alone (Figure 4.4D Left). Our 

results show that priming hESCs with AW plus hnRNP A1 indeed promotes rapid and efficient 

differentiation into DECs, consistent with the model predictions in Figure 4.3D. 

We further performed experiments with miRNA-375. H9 hESCs were treated with AW plus scramble 

mimics or AW plus miR-375 mimic, and were transferred to media that is known to specify differentiation 

into the endoderm. Cells were maintained in culture for 2 days and then underwent western blotting to 

assess protein expression. On day 2, hESCs primed with AW and miR-375 yielded more expression of 

Sox17 and FoxA2 than hESCs primed with AW and Scramble mimics, which was confirmed by western 

blotting (Figure 4.4C). We also detect the expression of CXCR4 to identify the definitive endoderm 

population and we used FACS analysis to sort fractions using PE-conjugated sorting antibodies. FACS 

analysis showed that on day 2, CXCR4 expression in hESCs primed with AW plus miR-375 mimic was 

greater than CXCR4 expression in hESCs primed with AW plus Scramble mimics (Figure 4.4D Right). 

Our results show that priming hESCs with AW plus miR-375 indeed promotes rapid and efficient 

differentiation into DECs, consistent with the model predictions in Figure 4.3D. 
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Figure 4.4 High hnRNP A1 and microRNA-375 level drive definitive endoderm differentiation from hESCs. (A) 

Morphology of hESCs-derived definitive endoderm differentiation by 2 days with AW and hnRNP A1 or AW alone 



 

100 

 

(upper, Bars: 100µm). The expression of Sox17 and FoxA2 in H9 and H1 hESCs primed with AW alone or AW plus 

hnRNP A1 was showed by immunofluorescence staining. Nuclei were stained by DAPI (middle and lower, Bars: 

100µm). (B) Western blotting was performed to analyze the protein expression of Oct4, Sox17 and FoxA2 in the hESCs 

primed with AW alone or AW plus hnRNP A1, using β-actin as an internal standard. (C) Western blotting was 

performed to analyze the protein expression of Oct4, Sox17 and FoxA2 in the hESCs primed with AW plus scramble 

mimics or AW plus miR-375 mimic, using β-actin as an internal standard. (D) FACS analysis showed CXCR4 

expression in hESCs primed with AW alone or AW plus hnRNP A1 (left), and in hESCs primed with AW plus scramble 

mimics or AW plus miR-375 mimic (right). 

4.4. Discussion 

  For this study, we focused on proteins that are involved in or related to differentiation. Two proteins, 

hnRNP A1 and KSRP, showed significantly different expression levels depending on the state of cell 

differentiation (hESC or DE). The presence of hnRNP A1 and KSRP was confirmed by 

immunocytochemistry and immunoblotting (Figure 4.1and Figure 4.2). To our knowledge, this is the first 

study to identify differentially expressed proteins using proteomic techniques, and to suggest a role for 

hnRNP A1 and KSRP during differentiation of hESCs into the DE. Notably, microRNAs (miRNAs) are 

endogenous single-stranded RNAs that base-pair with target mRNAs to negatively regulate their expression. 

Production of miRNA is a tightly regulated process that can be modulated at different steps during the 

biogenesis pathway29. One step related to the discussion in this work is that pri-miRNA precursors need to 

be processed by RNase enzymes such and Drosha. Failure of this step correlate with cancer progression30.  

The hnRNP A1 protein, which has well-known functions in nucleocytoplasmic shuttling and mRNA 

metabolism, has been found to play a role in the production of miRNAs. Guil and Cáceres recently reported 

that hnRNP A1 specifically binds to a miRNA cluster containing miR-18a and facilitates the Drosha-

mediated processing of miR-18a, but does not affect any other member of the cluster31. They showed that 

hnRNP A1 binds to the conserved terminal loop of pri-miR-18a and induces a relaxation at the stem, 

creating a more favorable cleavage site for Drosha. Furthermore, they found that 14% of all human pri-

miRNAs have terminal loops that are well conserved throughout evolution. This group also reported that 
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hnRNP A1 binds the terminal loop of pri-let-7a miRNA18, which harbors a perfect hnRNP A1 consensus 

binding site (UAGGGA/U). Thus, they suggest that hnRNP A1 could act as a landing pad for trans-acting 

factors that regulate biogenesis of miRNAs. It is also of interest that hnRNP A1 has been shown to have 

roles in the maturation of certain miRNAs, including miR-18a and let7a32.  

The splicing factor KH-type splicing regulatory protein (KSRP) contains four K homology RNA-

binding domains and promotes exon inclusion of the c-src alternative exon through an intronic splicing 

enhancer33. KSRP has recently been shown to be a component of both Drosha and Dicer complexes, 

whereby it positively regulates the biogenesis of a subset of miRNAs, including miR-155 and let-734,35. 

Altogether, there is ample evidence to suggest the existence of trans-acting factors that bind conserved 

terminal loops can influence the processing of specific miRNAs. The remaining challenges in this realm 

will involve elucidating the regulatory networks involved in controlling inducible splicing events and 

exploring the involvement of candidate miRNAs that have recently been implicated in regulating hESC 

differentiation toward the endoderm. Powerful tools are now available to further explore functional links 

between splicing factors and miRNA. 

The two microRNA, miR-135a and miR-375, has also been widely studied for the embryonic stem cell 

differentiation. miR-135a has been identified to target FoxO136, which is essential for maintenance of 

human stem cell and know to participate in suppressing the mesoderm and endoderm lineage commitment37. 

While miR-375, is known to be the hallmark of definitive endoderm. It is highly up-regulated in endoderm 

and its expression level decline later in the differentiation process38-40. How miR-375 participated in the 

endoderm differentiation process is not very clear.  

  Our combined bioinformatics analysis and mathematical modeling suggest that the two enzymes 

antagonize each other. This miRNA mediated antagonization, which leads to either bistable or sigmoidal 

switch-like behavior in response to differentiation signaling molecules, could function in different ways, as 

summarized in Figure 4.5. When the extrinsic differentiation signal (AW) is above the threshold, the cell 

differentiates into DE, otherwise the stem cell remains self-renewal. The ESC state needs to be delicately 

maintained. Accumulating evidences suggest that an ESC cell stochastically transit among subphenotypes 
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carrying different competing lineage properties. It is intriguing how an ESC can maintain its stemness 

despite the large fluctuations of competing transcription factor expressions. Our work suggest that 

antagonizing enzyme pairs can serve as a noise filter to set a threshold of signal strength on differentiation 

initiation, and prevent inadvertent differentiation due to transient fluctuations from the Activin A/Wnt3a 

signaling pathway.  

 

Figure 4.5 A post-transcription level toggle switch may act as a noise filter during the differentiation 

process. Due to its property of switch-like behavior, the module could filter out extrinsic noise to help 

maintain the ESC self-renewal process (shown on the left side of the figure). The module may further 

integrate the exogenous Activin A/Wnt3a signals into the post-transcriptional level regulatory network and 

facilitate the hESC to DE differentiation (shown on the right side of the figure). 

The present work is the first direct proteomic comparison of hESCs and their differentiation into the 

definitive endoderm by 2D-DIGE proteomics. The 2D-DIGE proteomic approach coupled with mass 

spectrometry proved to be an effective tool for studying differentiation into the definitive endoderm by 

allowing us to identify specific proteins implicated in this process. In particular, hnRNP A1 and KSRP were 
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confirmed to have significant differential expression, suggesting their importance in the differentiation 

process and thus highlighting their potential for use as biomarkers during definitive endoderm derivation 

from hESCs. Bioinformatics and mathematical modeling further suggested these two proteins as part of a 

network motif buffering noises leading to ESC differentiation. 

4.5. Model and methods 

 

Figure 4.6 Identified post-transcriptional regulatory network. For simplicity, different molecules are 

represented by x, y, m, n as illustrated on the right panel. This network is the same as Figure 4.3A. 

The post-transcriptional regulatory network we identified is showed in Figure 4.6. RNA binding protein 

KSRP and hnRNPA1 could bind to primary microRNA of miR-135a and miR-375 respectively and 

facilitate the maturation of the microRNA. Meanwhile, it is assumed that the two RNA binding protein 

could promote the alternative splicing of their own mRNA.   

The network motif shown in Figure 4.6 can be decomposed into 3 modules: 

(1) X, Y protein self-activation: Proteins hnRNPA1 and KSRP are known to facilitate mRNA 

alternative splicing events, and hnRNPA1 is known to have self-splicing 3. Here we assume that KSRP also 

binds to its own pre-mRNA and facilitate the alternative splicing events. Therefore, these two proteins bind 

to their own pre-mRNAs and promote mRNAs maturation, and have self-activation behavior. 
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Here x1, x2, x3 represent pre-mRNA hnRNA1, mRNA hnRNPA1, and protein hnRNPA1; y1, y2, y3 

represent pre-mRNA KSRP, mRNA KSRP, and protein KSRP; x3:x1 / y3:y1 represent the enzyme binding 

intermediate states; k1, k2, k4, k5 represent enzyme binding on/off rates; k3, k6 represent enzymatic reaction 

rate; kxtranslation and kytranslation represent the mRNA translation rates.  

(2) X, Y proteins promote microRNA biogenesis: hnRNPA1 and KSRP are RNA binding proteins. 

They are also well known to bind to pri-microRNAs to facilitate Dicer / Drosha cutting events and promote 

the microRNA maturation 41.  From in silico predication and experiment report, we get ~150 microRNAs 

as potential microRNA targets of the two proteins 42,43. Combined with our microRNA microarray 

experiment results, we assume that hnRNPA1 binds to pri-miR375 and promotes miR-375 biogenesis, and 

KSRP binds to pri-miR135a and promotes miR-135a biogenesis.  

 

Here m1 / n1 represent pri-miR375 / pri-miR135a, x3:m1 / y3:n1 represent the enzyme binding complex, 

m2 / n2 represent pre-miR375 / pre-miR135a, m3 /n3 represent miR375 / miR135a. k7, k8, k11, k12 represent 

enzyme binding on/off rates; k9, k13 represent enzymatic reaction rates and k10 and k14 are pre-microRNA 

processing rates to mature microRNA.  
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(3) Mutual Inhibition: miR-375 and miR135a silence KSRP and hnRNPA1 at post-transcription level. 

After the microRNA binds to the mRNA and form microRNA:mRNA complex, the mRNA will be 

degraded and the microRNAs will be fully recycled. 

 

Here N is the number of microRNA binding sites number on the mRNA for protein KSRP and 

hnRNPA1. k15, k16, k17, k18 are enzyme binding on/off rates, Kd10 and Kd20 are microRNA:mRNA complex 

turnover rates. Here we assume N microRNAs will cooperatively bind to the mRNA target and lead to the 

degradation of the mRNAs, all microRNAs are recycled. We do not discuss the intermediate states of the 

intermediate state of mRNA bound by 1…N-1 microRNA(s) and the degradation resulting from the 

intermediate states.  

The corresponding rate equations are listed below. 
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Here [X] denotes the concentration of molecule X, other parameters’ meaning are listed in Table 4.1.  

4.6. Parameter robustness and sensitivity analysis 

To demonstrate that the model can generate robust bistable behavior, not due to fine-tuning of 

parameters, we performed sensitivity analysis against different parameter selections. 

4.6.1. Local Sensitivity Analysis:  

We first performed local parameter sensitivity analysis by perturbing each parameter by 15% around 

the control parameter set to examine the corresponding impact on the bifurcation threshold. From Figure 

4.7, we see that the system still have two bifurcation points. That is, the switch behavior is robust to 

parameter variation. Specifically, the bifurcation points are not sensitive to the enzyme binding rates, but 

sensitive to the mRNA and miRNA synthesis/degradation rates.  
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Figure 4.7 Local parameter sensitivity of the two bifurcation points. SN1 and SN2 denote saddle node 

bifurcation points on the left and right respectively of Figure 4.3B. Blue bar and red bar show the 

percentage change of exogenous AW signal in the presence of a 15% decrease and increase of the 

parameter value respectively.   

4.6.2. Global Sensitivity Analysis: 

We used Latin-Hypercubic sampling to draw 1,000,000 parameter sets from the parameter space as 

shown in Table 4.1. We run the simulation with 2 different initial conditions, XonYoff and XoffYon, for each 

parameter set. After the system reaches a steady state, we consider the system as bi-stable and the 
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corresponding parameter set as good parameter set, if [X]ss(XonYoff) – [X]ss(XoffYon) > λ. Here we use λ = 5. We 

finally get around 5,000 good parameter sets.  

Since the half-life of mRNA, protein, miRNA are in 2h-20h scale44 45, the parameters regarding the 

turnover rate (kdx1, kdx2, kdx3, kdy1,  kdy2, kdy3, kdm1, kdm2, kdm3, kdn1, kdn2, kdn3) are assigned with a range of 

[0.035 0.35], with the unit of hour-1 (hr-1), other parameter ranges are based on these turnover rates. The 

concentration unit is “μM” and time unit is “hour”. Table 4.1 shows the parameter ranges we used in the 

sensitivity analysis. 

Table 4.1 Parameter description and corresponding control value and uncertainty range 

Parameters Parameter Description Control Value 

Parameter 

uncertainty 

range 

kdx1, kdx2, kdx3 

mRNA/miRNA/protein 

turnover rate 

0.09,0.09,0.17 

[0.035, 0.35] 
kdy1,  kdy2, kdy3 0.09,0.09,0.17 

kdm1, kdm2, kdm3 0.035, 0.035, 0.035 

kdn1, kdn2, kdn3 0.035, 0.035, 0.035 

Kd19, kd20 
miRNA:mRNA complex 

turnover rate 
1, 1 [0.035, 0.35] 

k0x1, k0y1 
Basal mRNA transcription 

rate 
0.3, 0.2 [0.1, 1] 

k0x2, k0y2 
Basal pre-mRNA processing 

rate 
0.05, 0.05 [0.01 0.1] 

kxtrs, kytrs mRNA translation rate 1.5, 1.5 [0.5-5] 

k0m1, k0n1 
Basal miRNA transcription 

rate 
0.6, 0.6 [0.1, 1] 

k0m2, k0n2 
Basal Transition rate from 

pri-miRNA to pre-miRNA 
0.001, 0.001 [0, 0.01] 

k10, k14 

Transition rate from pre-

miRNA processed to 

miRNA 

0.5, 0.5 [0.1, 1] 

k1,k2,k3 1, 1, 1 [0.01, 10] 
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k4,k5,k6 Enzyme binding on/off rate 

(proten x,y binds to pre-

mRNAs; proten x,y binds to 

pri-miRNAs and miRNA 

binding rates to mRNAs) 

1, 1, 1 

k7,k8,k9 0.01, 0.2, 0.01 

k11,k12,k13 0.01, 0.2, 0.01 

k15,k16, k17,k18 1, 2, 1, 2 

S Signal strength 0-10 [0, 6] 

N 
Number of miRNA binding 

sites to mRNAs 
3 [1, 5] 

Kx, Ky Coefficient of signal strength 2,2 [0.5, 5] 

Kx1, Ky1 Coefficient of signal strength 0.5, 0.2 [0.1, 1] 

 

After we get good parameter sets, we nondimensionalized the data with auto-scaling, removed the units 

of the data and made them comparable. We then performed principal component analysis (PCA).  

PCA summarizes variation in the system with uncorrelated principal components (PCs). From the first 

PC up to the last PC, the variance of the parameter space in that direction decreases as shown in Figure 

4.8A. The first several PCs specify the direction with the largest variance or “Sloppiest”/most robust 

direction. The last several PCs specify the direction with the smallest variance or “stiffest” /most sensitive 

direction. For sensitivity analysis, we mainly look for the stiffest direction. However, the PCA analysis 

results shown in Figure 4.8A didn’t show a significant separation among different directions. We evaluated 

the contribution of each parameter to the system based on PCA loading analysis as shown in Figure 4.8B. 

From the last several columns of Figure 4.8B, we get similar conclusion to the local sensitivity analysis. 

The parameters representing mRNAs/miRNAs synthesis rates are the most sensitive parameters.  
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Figure 4.8 Global sensitivity Analysis. Panel A demonstrates variation of all the principal components. 

Panel B shows the PCA loading factor heatmap for all the parameters. The x axis, from left to right, denotes 

PC1, PC2, PC3 up to PC46. The y axis, from top to bottom denotes Kx, Ky, k0x1, kx1, k1, k2, kdx1, k3, k0x2, k17, 

k18, kdx2, kxtrs, kdx3, kd20,  k11, k12, k13, k0n1, kdn1, k0n2, k14, kdn2, kdn3, k0y1, ky1, k4, k5, kdy1, k6, k0y2, k15, k16, kdy2, kytrs, 

kdy3, kd19, k7, k8, k9, k0m1, kdm1, k0m2, k10, kdm2, kdm3. Each grid represents the parameter coefficient of the 

corresponding parameter in that principal component. We use different colors to denote the magnitude of 

the principal loading coefficient of each parameter in that direction. The deeper the color, the more that 

parameter contributes to that principal component. 

A B 
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4.7. The model could also leads to sigmoidal response under different parameter 

selections 

 

Figure 4.9 Sigmoidal transition of the system. Under different parameter choices, the system can also 

demonstrate sigmoidal behavior with the increase of AW signal strength. As the signal strength reaches 

certain threshold value, the system jumps into DE State.  

Additional research can uncover how these two proteins act in the signaling pathways and 

developmental processes that regulate differentiation into the definitive endoderm. In the future, this 

information may help shape understanding of the underlying differentiation mechanisms and encourage the 

development of new derivation strategies for hepatocytes. 
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Chapter 5. Mathematical modeling of the epithelial-to-mesenchymal 

transition 

Manuscript in preparation 

5.1. Abstract 

The epithelial-to-mesenchymal transition (EMT) is an important biological process during 

development, wound healing and cancer metastasis. Tumor progression is modulated by the tumor’s 

microenvironment, which (as is well known) is typically enriched with inflammatory cytokines. Recently, 

several studies have revealed the crucial roles of inflammatory cytokines in inducing EMT. Cytokine IL-6, 

when bound to IL-6 receptor (IL-6R) activates the transcription factor STAT3, which down-regulates 

microRNA-34a (miR34a) and upregulates the expression of Lin28 protein, an inhibitor of the maturation 

of microRNA Let-7. miR34a and Let-7 directly inhibit the expression of IL-6R and IL-6 respectively. These 

two double-negative feedback loops, together with a two “core” mutual inhibitions between transcription 

factor Snail and miR34a and transcription factor ZEB1 and microRNA-200 (miR-200), regulate the IL-6 

induced EMT process. We have constructed a mathematical model of these multiple positive feedback 

loops, and the model suggests that the signaling network proceeds through two intermediate states between 

the initial epithelial state and the final mesenchymal state. This model prediction suggests that the IL-6 

pathway contributes to a spectrum of partial EMT states, which possess both epithelial and mesenchymal 

features. Furthermore, IL-6 and TGFβ signaling may work synergistically during EMT. Therefore our 

model analysis demonstrates that for developing more efficacious cancer therapies, it could be of great 

clinical importance to fully characterize the dynamic regulation of the composite TGFβ /IL-6 axis. 

5.2. Introduction 

Epithelial to mesenchymal transition (EMT) is a central biological process required for fetal 

development and wound healing. Moreover, dysregulated EMT has been linked to fibrosis, tumor 

progression and metastasis. During this process, cells lose many epithelial characteristics, e.g. close 
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junctions to neighbor cells, and gain mesenchymal characteristics, e.g. spindle cell shape, loose connections 

with neighbor cells, which could be reflected and measured by several well-known surface markers, such 

as E-cadherin, N-cadherin and Vimentin. During the EMT process, E-cadherin is downregulated while N-

cadherin and Vimentin are up-regulated.  

During the EMT process, at least three cell states could be observed: an epithelial state (E), a partial 

EMT (pEMT) state characterizing the intermediate state, and a mesenchymal (M) state. The pEMT state is 

believed to be connected to stemness and tumor circulation in the bloodstream, and has attracted intensive 

attention from the field recently. Actually accumulating evidences suggest that the intermediate state is not 

a single pEMT state but is composed of multiple intermediate states1-3. Huang et al. characterized ovarian 

cancer cell lines into four different tumor categories (E, Intermediate E, Intermediate M, M) according to 

EMT genes and cell surface markers (E-cadherin, PCK and Vimentin)1. In a recent study, Hong et al. 

theoretically identified four states in EMT when they add the newly discovered Ovol2 and ZEB1 mutual 

inhibition into earlier models, which they also verified experimentally.3 These intermediate states may 

result from crosstalks among different signaling pathways and existence of multiple positive feedback loops 

in the regulatory network. Moreover, a new study has shown that cells in different states of the EMT 

spectrum respond differently to therapeutic regimes, which may provide new drug targets in the future2.  

There are multiple stimuli that can induce EMT4, and cytokine interleukin-6 (IL-6) is one of them5-9. 

IL-6 is known to play important roles in immune response10. Activated STAT3, which is downstream 

transcription factor of IL-6 signaling pathway, is found in tumor cells and inflammatory cells, particularly 

on the invasive edge of tumors11. This observation indicates that IL-6 may provide an autocrine and 

paracrine stimulus for the migration and infiltration of inflammatory cells11,12.  

Moreover, elevated serum IL-6 concentrations in patients have been associated with tumor progression 

and prognosis, and advanced stages of various cancers such as multiple myeloma, esophageal squamous 

cell carcinoma, non-small cell lung carcinoma, renal cell carcinoma, colorectal cancer, prostate cancer, 

breast cancer and ovarian cancer13-16. IL-6 is also found to be closely related to cancer patient survival rate: 

Higher level of circulating IL-6 indicates worse survival rate in patients with metastatic breast cancer17. 
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Level of secreted IL-6 from monocyte in patients also predicts the survival rate for colorectal carcinoma 

and squamous cell carcinoma18,19.  

Over the past decade, cancer immunotherapy has been intensively studied and appears to be a promising 

tool to cure tumor. IL-6 signaling pathway, as a pathway involved in the immune response, may also be a 

therapeutic target for different cancers. Therefore, blocking IL-6 signaling (i.e., anti-IL-6 therapy) is a 

potential therapeutic strategy for cancer characterized by pathological IL-6 overproduction. Preliminary 

clinical evidence has shown that antibody targeted IL-6 therapy is well tolerated by cancer patients.15 

 

Figure 5.1:  Signaling pathways involved in EMT  (from 4).  

It is well known that the TGFβ/IL-6 axis is crucial for tumor therapy20. Due to the critical nature of the 

cytokines, clinical trials have been performed to test biological therapies targeted toward these signaling 

molecules. Interestingly, anti-TGF-β therapies alone are not successful for treating tumor progression 21. 

Hence, mechanistic study of IL-6 induced EMT and its possible cross-talk with TGFβ may help on 

improving the treatment efficacy. 

Previously we have studied the EMT dynamical process induced by TGFβ. We have predicted and 

verified the existence of an intermediate pEMT state during the EMT process. We uncovered that a cascade 

of two positive feedback loops (SNAIL/miR-34a and ZEB1/miR-200) govern the two sequential bistable 
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switches that regulate the E to pEMT and pEMT to M transition shown in Figure 5.222,23. Recently, Rokavec 

et al. 8 revealed that one positive feedback loop composed of IL-6R/STAT3/miR-34a could promote EMT 

in colorectal cancer (CRC) cell lines, and suggested SNAIL may be one downstream effector of STAT3. 

Also, Liu et al. demonstrated that IL-6 signaling pathway could enhance TGFβ induced EMT process by 

activating Smad3 and Smad4, the down-stream effectors of TGFβ signaling pathway24. Here, we begin by 

studying the IL-6 induced EMT process, aiming to understanding the linkage between inflammation and 

EMT from a systems perspective.   

 

Figure 5.2: Schematic illustration of TGF-β–induced EMT.  (A) Three states of EMT. (B) The core 

regulatory network of TGF-β–induced EMT. The input of the system is exogenous TGF -β, which 

induces SNAIL1 expression. SNAIL1 and miR-34 participate in a double-negative feedback loop (17, 

18). SNAIL1 also inhibits its  own expression (36). SNAIL1 stimulates expression of ZEB1 and 

inhibits expression of miR-200. Another similar double-negative feedback loop is formed between 

ZEB1 and miR-200 (19–21). Furthermore, miR-200 inhibits the autocrine production of TGF -β (13), 

forming another feedback loop. E-cadherin, an epithelial cell marker, is inhibited by SNAIL1 and 

ZEB1, whereas N-cadherin and vimentin, markers of mesenchymal cells, are promoted by SNAIL1 

and ZEB1. (C) Different functional roles of SNAIL1 and ZEB1 modules are proposed in the 
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“Cascading Bistable Switches” (CBS) model2 3 (blue lines) and “Ternary Chimera Switch” (TCS) 

model2 5 (orange lines). SNAIL1 and miR-34 form a bistable switch (blue line) in the CBS model but 

a monostable noise filter (orange line) in the TCS model. ZEB1/miR-200 is bistable (blue line) in 

the CBS model but tristable (orange line) in the TCS model. (D) The predicted bifurcation  diagram 

of CBS model. The thick blue, green, and red lines correspond to E, pEMT, and M states, 

respectively. The blue and purple arrow lines show how cell fates flip or maintain when the 

exogenous TGF-β dose increases or decreases.  Reproduced from 23.  

5.3. Model and methods 

Figure 5.3 gives a schematic diagram of the core regulatory network of IL-6 induced EMT. Cytokine 

IL-6 binds to the cell membrane receptor IL-6R, which then activates STAT3 to its phosphorylated form. 

Dimerized phosphorylated STAT3 (pSTAT3) promotes transcription of SNAIL, ZEB1 and Lin28, and 

represses transcription of miR-34a and miR-200. miR34a can silence IL-6R by binding to the IL-6R mRNA 

3’UTR. Thus, IL-6R, pSTAT3 and miR-34a form a double negative feedback loop, shown as module 1 in 

Figure 5.3. In our previous studies, we analyzed another two pairs of mutual inhibition loops on the core 

regulatory network of EMT. One mutual inhibition is between SNAIL and miR-34a, and the other is 

between ZEB1 and miR-200, shown as module 2 in Figure 5.3. A fourth double negative feedback, which 

could lead to the autocrine production of IL-6, is composed of IL-6/pSTAT3/Lin-28 and Let-7. The RNA 

binding protein Lin-28 inhibits the maturation of Let-7, while Let-7 silences translation of IL-6 mRNA, 

shown as module 3 in Figure 5.3. We expect that crosstalks among these feedback loops lead to 

multistability of the network. 
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Figure 5.3: Influence wiring diagram of the gene regulatory network of IL -6 induced EMT based 

on experimental studies . IL-6 binds to the IL-6 receptor (IL-6R) on the cell membrane, which then 

triggers activation of the downstream STAT3. Activated STAT3 serve s as a transcriptional factor, 

which binds to the promoter regions of SNAIL, ZEB, Lin-28 and miR-34a, activate or repress their 

transcription as shown in the diagram. (Orange ar row indicates activation and blue line with a bar 

indicates repression). The four proteins in orange promote the EMT process while the three 

microRNAs in blue antagonize the process. Yellow icons are extracellular input cytokine IL -6 and 

its receptor IL-6R on the cell membrane.  

As shown in the previous paragraph, the network can be decomposed into three different modules. The 

first one is the IL-6R/STAT3/miR34a module to down-regulate miR34a and activate SNAIL in turn. The 

second one is the core cascade switches regulated by SNAIL/miR-34a and ZEB1/miR-200 as we studied 

in the previous papers. The third one is the autocrine module for IL-6, which stabilize the final cell 

phenotype. We will discuss these three modules in detail below. 
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5.3.1. IL-6R/pSTAT3/miR34a feedback loop:  

Rokavec et al. find that direct repression of SNAIL in DLD-1 (colorectal cancer cell line) cells does 

not affect the repression of miR-34a by IL-6, but does reduce the expression level of the cell surface marker 

E-cadherin8. They postulate that SNAIL may be one downstream effector of IL-6/STAT3 pathway. They 

also suggest that transcription factors STAT3 and SNAIL work as an “OR” logic gate for repressing miR34a. 

Thus, we propose that an immune-related EMT undergoes a STAT3-mediated switch, followed by the 

cascading switches we demonstrated in the previous papers. Also, in contrast to functioning as a 

proportional integrator, the switch could filter out noise and link the immune responses with the EMT 

process. 

5.3.2. Core mutual inhibitory regulatory motifs of SNAIL/miR-34a and ZEB/miR-200  

The mutual inhibition between SNAIL and miR-34, and between ZEB and miR-200 has been verified 

in many publications, and we already study this part in our previous model.  

5.3.3. IL-6 autocrine secretion module (IL-6/pSTAT3/Lin28/Let-7): 

Autocrine of IL-6 can cause multidrug resistance in breast cancer cells16,26, and malignant progression 

in liver cancer27,28. It is well documented that IL-6 activates NFkB, which in turn activate IL-6 itself 29,30. 

IL-6 can also activate Lin-28, which downregulates Let-731. Lin-28 can bind to let-7 miRNA precursors, 

both primary microRNA pri-let-7 and precursor microRNA pre-let-7 to inhibit the maturation of Let-7. 

Furthermore, Lin-28 can increase the decay of the pre-miRNA32. Let-7 can degrade the mRNAs of IL-627. 

Put all together, IL-6 promotes its own synthesis through the IL-6-Lin-28-Let-7 double negative feedback 

loop. In this work, we only consider the self-activation of IL-6 through STAT3 activate Lin-28 pathway as 

shown in Figure 5.3. 

We use ordinary differential equations (ODEs) to model the regulatory network of each module. Similar 

to our model framework in 23, we employ Hill equations and mass-action equilibrium equations to model 

the system. Specifically, microRNA binding sites on their targets are explicitly considered in the model. 
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Bifurcation analysis was performed with Oscill8 (http://sourceforge.net/projects/oscill8). Lists of equations, 

parameters and assumptions can be found in supplementary materials. 

5.4. Results 

5.4.1. IL-6 induced EMT in a sequential manner 

We begin the model without the IL-6 autocrine loop as shown in Figure 5.4A. Figure 5.4B clearly 

demonstrates that in IL-6 induced EMT, hallmark factors of the E state (here, miR-34a and miR-200) are 

down-regulated, while hallmark factors of the M state (here, SNAIL and ZEB) are upregulated. Similar to 

the TGFβ induced EMT, IL-6 induced EMT also has stepwise activation process. From Figure 5.4B, we 

can see that upon IL-6 treatment, miR-34a decreases over the course of 100 hours, then SNAIL begins to 

increase. With the increment of SNAIL, miR-200 begins to decrease, which lead to the final upregulation 

of ZEB. When we only model module 1 and module 2, IL-6 induced EMT is a reversible process (Figure 

5.4C). After the removal of the stimulus IL-6, the system reverts back to its initial state. Next, we want to 

find out whether there exists different thresholds in the sequential activation process. 
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Figure 5.4: Activation of the EMT switches by IL-6.  A) Influence wiring diagram of the gene 

regulatory network of IL-6 induced EMT without module 3. B) When applied a constant stimulus of 

IL-6 (IL-6=5), miR-34a is downregulated and then SNAIL is upregulated. miR-200 turns off later 

while ZEB turns on lastly. C) When applied the stimulus for a limited period of time (t=200 hours), 

the system switch from E state to M state, but after the signal is removed, the system rever ts to the 

E state. Initial conditions of different variables was chosen to be E state (miR34/miR-200 high, 

SNAIL/ZEB low) when IL-6=0. Detailed description of initial condition can be found in 

supplemental information. X axis is the time  with unit of hour,  

5.4.2. IL-6-induced EMT is composed of three bistable switches regulated by the 

corresponding mutual inhibition pairs 

IL-6-induced EMT may exhibit four different steady states in the process as shown in Figure 5.5. With 

the increment of stimulus IL-6, the system undergoes three bistable switches across four different states, E 

state, Intermediate E (IE) state, Intermediate M (IM) state and M state. The three bistable switches are 

represented by saddle node SN1, SN3 and SN5 respectively as labeled in Figure 5.5.  

The transitions between the four states are governed by three reversible bistable switches. Suppose that 

one cell originally starts in the lower branch corresponding to the E state. When IL-6 level is less than the 

threshold of first switch SN1, the expression level of IL-6R/SNAIL/ZEB is low, and that of miR-34a/miR-

200 is high, and miR-34a/miR-200 control the cell. Upon gradually increasing the stimulus IL-6 level, the 

cell jumps across the first saddle-node bifurcation point SN1 to IE state, IL6R/pSTAT3/SNAIL are 

increased and miR-34a level is greatly decreased. At the second switch SN3, SNAIL level is increased 

dramatically and miR-34a level continue to decrease to almost 0, and they switch their dominance at SN3, 

and the cell transitions to the IM state from the IE state. Finally, when the level of stimulus IL-6 is larger 

than SN5, miR-200, repressed by ZEB, SNAIL and pSTAT3 (as shown in Figure 5.4A), turns off and ZEB 

finally turns on. The cell transitions from IM state to M state. In these three switching process, all the three 

switching behaviors are reversible process, which means as the stimulus IL-6 decreased, the cell could 

reverts back to the previous steady state, similar to Figure 5.4C.  
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Next, we want to see what mechanism leads to the four state behavior. We plan to perform parameter 

sensitivity analysis and change the strength of each mutual inhibition loop to study the effects of each 

mutual inhibition on the system.  

Figure 5.6 shows the impact of the first double negative feedback loop IL-6R/pSTAT3/miR34a on the 

IL-6-induced EMT system. Parameter J_STAT represents the inhibition strength of pSTAT3 on miR-34a, 

which can partially account for the strength of the first double negative feedback loop. From the two 

parameter bifurcation diagram of J_STAT and IL_6T (Figure 5.6A,B,C), we can see the two signals can 

produce various combinations of cell phenotypes in different parameter regions. For example, as shown in 

Figure 5.6B, under the selection of basal value of J_STAT, when increasing IL-6 level, the cell could has 

E state, coexistence of E and IE state, IE state, co-existence of IE and M state, co-existence of IE, IM and 

M state, co-existence of IM and M state and only M state. Also, from Figure 5.6A, we can see that 

robustness of intermediate state IE and IM (can be reflected by the area of the regions which have this cell 

phenotype) require minimum J_STAT and IL-6 signal. 

From figure 5.6C, D and E, we can see that when we reduce the strength of pStat3 inhibition on miR-

34a, or block this inhibition, the robustness of intermediate states is significantly reduced. From Figure 

5.6A and D, we can see when J_STAT is smaller than cusp1 and larger than cusp2, we can see that 

intermediate E (IE) state vanished, only E, IM and M states can exist under this condition. When J_STAT 

is smaller than cusp2, the intermediate M (IM) state also disappeared, only left E and M state. Figure 5.6A 

and E illustrate this. 
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Figure 5.5:  IL-6 induced EMT are composed of three bistable switches.   We plot signal-response 

curves for the steady state levels of  IL-6R(A), pSTAT3(B), SNAIL (C), miR-34a (D), ZEB (E), and 

miR-200 (F) as a function to total IL-6 respectively. Black dots are saddle node bifurcation points, 

the dashed line connects a pair of saddle node bifurcation point to form a saddle node bifurcation.  

Solid lines, stable steady states; dashed lines, unstable steady states. Blue arrow tells the name of 

the saddle node bifurcation point.  
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Figure 5.6:  The effects of strength of inhibition from pSTAT3 to miR -34a on IL6-induced four 

state EMT system. A) Two parameter bifurcation diagram with respect to IL-6 total and pStat3 

inhibition strength on miR-34a (J_STAT). The blue, red, yellow and purple curves are computed by 
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extending the saddle-node bifurcation points obtained in one parameter bifurcation analysis and 

they define different parameter regions that can be mono-stable, bi-stable, tri-stable or tetra-stable 

as labeled in the figure . Each multi-stable region labeled with more than one state can be viewed 

as an area where multiple phenotypes co -exist.  Region B and C are zoomed into panel B) and panel 

C) of the figure. Green dotted line: the basal parameter value for J_STAT, the stat3 inhibition 

strength on miR-34a, blue dotted line: J_STAT=Cusp1, purple dotted line: J_STAT=Cusp2. Cusp1: 

the two saddle node bifurcation curve of the firs t switch meet at cusp1. Cusp2: the two saddle node 

bifurcation curve of the second switch meet at cusp2. Basal value of J_STAT=0.5.  Different J_STAT 

value will affect the robustness of different cell phenotypes . We can see that when the when J_STAT 

is between cusp2 and cusp1 (D), the first bistable switch  and intermediate E (IE) state  disappear. 

When J_STAT is smaller than cusp2, the second switch and intermediate M state (IM) also disappear.  

 

5.4.3. Autocrine production of IL-6 adds another irreversible switch 

In the previous sections, we discussed IL-6-induced EMT without participating of module 3: the IL-

6/pStat3/Lin-28/Let-7 double negative feedback. Activation of this double negative feedback could induce 

the cell to synthesize its own IL-6, thus making the EMT process irreversible. In our TGFβ-induced EMT 

system, autocrine production of TGFβ (achieved by TGFβ and miR-200 double negative feedback loop) is 

responsible for irreversibility of the second switch (the switch from green to red steady state in Figure 5.2). 

However, in IL-6-induced EMT system, the IL-6:Let-7 double negative feedback loop adds another 

irreversible switch, which provides the IL-6 induced EMT process with three intermediate states. In the 

following work, we will discuss the control mechanism of different switches and which factor has the most 

impact on the system. Also, I will compare EMT induced by TGFβ alone with EMT induced by the 

activations of TGFβ and IL-6 together, in order to understand the mechanism of cooperativity between 

TGFβ and IL-6 pathway regarding EMT induction. 
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Figure 5.7: Autocrine production of IL-6 makes the last switch irreversible.  We plot signal-

response curves for the steady state levels of  pSTAT3, miR-34a, SNAIL, ZEB, miR-200, Lin-28, Let-

7 and Endogenous IL-6 as a function to exogenous IL-6 respectively.  We can see that the expression 

level of these regulators has undergoes four switches and the last switch is irreversible. Solid lines, 

stable steady states; dashed lines, unstable steady states.  
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5.5. Discussion 

EMT is a stepwise activation process composed of multiple intermediate states. Our work of IL-6-induced 

EMT system further illustrates this point. In this chapter, we study the underlying design principle to 

generate these intermediate states. These intermediate states arise from multiple positive feedback loops 

involved in the regulatory network. It is highly possible that when more positive feedback loops are 

included, more intermediate states will be discovered and a spectrum of EMT will be established. However, 

the physiological significance and evolutionary advantage of these intermediate states still needs to be 

explored.  

In this model, we didn’t consider the possible negative feedback towards pSTAT3 activation which could 

lead to a pulse or oscillatory behavior of pSTAT38. Future work discussing priming effect may take this 

into account. Also, we integrated the autocrine production of IL-6 in the regulatory network. Autocrine 

production of the stimulus signal is one common way to generate irreversible switches in the system. These 

autocrine signaling pathways are also known as “vicious cycle of autocrine”, due to the fact that they can 

perpetuate the system by the signal itself, and they are always correlated with advanced stages of tumor 

development. In our study, the IL-6 autocrine loop adds another irreversible bistable switches to the system.  

In summary, we built a mathematical model of IL-6-induced EMT and identified different intermediate 

states during this process. We further studied the effect of strength of mutual inhibition on the robustness 

of different states in the process. In the future, we plan to compare EMT induced by TGF-β and IL-6 alone 

and study the mechanism of cooperative effect between TGF-β and IL-6 pathway regarding EMT induction.  
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Here, [x] means the concentration of molecule x. 

Meaning of each variable: 

IL-6: free IL-6 protein which can bind to IL-6R 

IL6_0: IL-6 protein in the culture media, control parameter 

IL6a: autocrine secreted IL-6 protein 

mIL6R: messenger RNA of IL-6R 

IL6R: IL-6R protein 

IL6_IL6R: The complex formed by IL-6 binds to IL-6R in the membrane 

pSTAT3: Activated STAT3 

LR1: The microRNA:mRNA complex of miR-34a and IL-6R mRNA, with one miR-34a bounded 

LR2: The microRNA:mRNA complex of miR-34a and IL-6R mRNA, with two miR-34a bounded 

SR1: The microRNA:mRNA complex of miR-34a and SNAIL mRNA, with two miR-34a bounded 

miR34a: Free miR-34a 

miR34aT: Total miR-34a, including free form of miR-34a, and miR-34a bound by its targets (miR-34a 

bound to IL-6R mRNA, and SNAIL mRNA, or LR1, LR2 and SR1) 

snail: Free mRNA of SNAIL protein 

snailT: Total mRNA of SNAIL protein, including free snail mRNA and snail mRNA bounded by miR-

34a (SR1) 
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SNAIL: SNAIL protein 

miR200: Free form of miR-200 

ZR1: The microRNA:mRNA complex of miR-200 and ZEB mRNA, with one miR-200 bounded 

ZR2: The microRNA:mRNA complex of miR-200 and ZEB mRNA, with two miR-200 bounded 

ZR3: The microRNA:mRNA complex of miR-200 and ZEB mRNA, with three miR-200 bounded 

ZR4: The microRNA:mRNA complex of miR-200 and ZEB mRNA, with four miR-200 bounded 

ZR5: The microRNA:mRNA complex of miR-200 and ZEB mRNA, with five miR-200 bounded 

zeb: Free form of ZEB mRNA 

zebt: Total mRNA of ZEB, including free form of zeb mRNA, and ZEB mRNAs bounded by miR-200 

(including ZR1, ZR2, ZR3, ZR4, ZR5) 

miR200T: Total microRNA miR-200, including free form of miR-200 and all miR-200 bounded by its 

targets (including ZR1, ZR2, ZR3, ZR4, ZR5) 

Lin28: microRNA-binding protein Lin-28, which inhibit the maturation of microRNA Let-7 

let-7: Free form of microRNA Let-7 

let7T: Total microRNA Let-7, including free form of let-7 and let-7 bounded by its target IL-6 mRNA 

mIL6let7: The microRNA:mRNA complex of Let-7 and IL-6 mRNA 

mIL6: messenger RNA of IL-6 protein 

Initial Conditions: 

Initially cells are in the E state. The initial values are selected to be their steady state value when           

[IL-6T] = 0. 

[mIL6RT] = 0.28, [IL-6R] = .001, [STAT3] = 0.1, [SNAIL] = 0.001, [ZEB] = 0.001 

[miR34aT] = 1.6, [miR200T] = 0.4.  
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Table 5.1  Parameter values  

Parameter Value Parameter Value 

Module 1 

ks_mIL6R 0.05 µM/hr ks_stat 0.0006 µM/hr 

kd_mIL6R 0.05 hr-1 Vsstat 3 µM/hr 

ktr_mIL6R 1 hr-1 J_IL6s 0.5 µM 

k1 200 µM-1hr-1 kd_STAT 0.5 hr-1 

K2 20 hr-1   

kd_IL6R 0.1 hr-1 lambda 0.5 

kd_LR1 0.1 hr-1 kd_LR2 0.2 hr-1 

ks_R34  0.001 kd_34 0.035 hr-1 

k_miR34a 0.09 J_stat 0.5 µM 

Module 2 

J2_34 0.5 µM J1_34 0.15 µM 

k0_snail 0..001 k_snail 0.05 

J_snail0 0.62 µM J_snail1 0.67 µM 

kd_msnail 0.09 hr-1 ktr_SNAIL 17 

kd_SNAIL 1.2 hr-1 kd_SR1 0.9 hr-1 

K1 10 µM-1hr-1 lamda1 0.5 

dk_ZR1 0.9 hr-1   

k0_zeb 0.003 µM/hr k_zeb 0.1 µM/hr 

J_zeb 3.5 µM Kd_zeb 0.09 hr-1 

k_ZEB 17 µM/hr J_ZEB 0.06 µM 

kd_ZEB 1.2 hr-1   

k0_200 0. 0002 µM/hr k_200 0.02 

J1_200 3 µM J2_200 0.2 µM 

Kd_200 0.035 hr-1   

Module 3 

ks_LIN28 0.006 µM/hr Vs_lin28 1 µM/hr 

J_lin28 5 µM kd_lin28 0.3 

ks_let7 0.01 µM/hr Vs_let7 0.5 

Ji_let7 0.5 µM en 5 

kd_let7 0.035 hr-1   

ks_mil6 0.01 µM/hr kd_mil6 0.1 hr-1 

ktr_il6 1.2 hr-1 kd_il6 0.1 hr-1 

kd_mIL6let7 0.9 hr-1   

kon 1000 µM-1hr-1 koff  100 hr-1 
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Chapter 6.  Conclusions 

How can a cell maintains its phenotype and how can a cell transitions to another phenotype? We begin 

to answer these questions by considering the mechanisms that maintain a cell’s phenotype.  

We first looked into the mechanism of epigenetic memory maintenance by dynamic histone 

modification. In Chapter 2 of this dissertation, we presented a mathematical model of epigenetic memory 

of collective histone modifications. The model suggests that the enzyme selectivity of different histone 

substrates and the cooperativity between nearest neighbor are essential to generate bistability and epigenetic 

memory. This corresponds to a simple ‘read and write scheme’ of the enzymes: the selectivity will help the 

enzyme to read its correct substrate histone epigenetic marks and the cooperativity will help the enzyme to 

write the same histone epigenetic marks to the neighbor. The model bridges the gap between molecular 

interactions (time scale ≤ 1 second) and epigenetic memory (time scale ≥ 1 month). 

During differentiation, histone epigenetic memory is lost and the cell transitions to a new state. In 

Chapter 3, we studied the differentiation process of olfactory sensory neurons (OSNs). Before 

differentiation, all olfactory receptor genes are occupied by repressive marks, upon differentiation, enzyme 

LSD1, which could remove both the repressive mark and active mark is upregulated. OR genes compete 

for LSD1 to jump from the silencing state to active state. After a slow activation process, one gene will be 

activated and elicit one fast negative feedback toward LSD1, thus trapping other genes in the epigenetically 

silenced state. Moreover, with the newly discovered enhancer interaction network among OR genes, our 

model could further eliminate the co-expression of several genes, this will also lead to biased gene 

expression, which agrees with the results of G9a/GLP dKO experiment1. From a modeling perspective, 

epigenetic switching assumes a barrier-crossing-like dynamics for wild type OSNs, but a ratchet-like 

dynamics with G9a/GLP dKO OSNs.  

In the modeling work of OSN differentiation, we related slow epigenetic activation to fast 

transcriptional regulation (LSD1 silencing) and further to the cis-regulatory elements (enhancers) in the 

DNA sequences. Histone-level epigenetic regulation usually cross-talks to other levels of regulation with 



 

140 

 

different time scales. These cross-talk mechanisms, which may involve large difference in time scale, could 

be very interesting regulatory motifs in cell fate decision process. 

Gene regulatory networks composed of regulatory motifs as building blocks can generate a variety of 

dynamics and control the cell fate decision making process. Numerous studies in systems biology have 

revealed the dynamical behaviors and functional roles of different motifs in diverse biological systems2,3.  

With powerful high-throughput experimental techniques, the community of systems biologists will discover 

many new regulatory motifs. Integrating high-throughput approaches with mathematical modeling, the 

community will begin to understand the functional significance of these motifs. For example, in Chapter 4, 

we used high-throughput methods to identify differentially expressed proteins and microRNAs, and then 

studied the underlying relationship among them by mathematical modeling.  

In Chapter 5, we looked into an important phenotypic transition, the epithelial-to-mesenchymal 

transition (EMT), which is dysregulated in many diseases, including cancer. EMT could be triggered by 

different cytokines, and there usually are many intermediate cell states in the EMT process created by 

numerous mutual inhibitions. These intermediate cell states may be of great clinical importance. However, 

from a design point of view (or an evolutionary point of view), the reason for so many intermediate states 

is still unclear. More experimental and computational studies are needed to quantify different intermediate 

states and reveal their underlying control mechanisms. 
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