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(ABSTRACT)

Due to the complexity, multi-scale, and multi-physics nature of the mathematical models for fires, current numerical models require too much computational effort to be useful in design and real-time decision making, especially when dealing with fires over large domains. To reduce the computational time while retaining the complexity of the domain and physics, our research has focused on several reduced-order modeling techniques. Our contributions are improving wildland fire reduced-order models (ROMs), creating new ROM techniques for nonlinear systems, and preserving optimality when discretizing a continuous-time ROM. Currently, proper orthogonal decomposition (POD) is being used to reduce wildland fire-spread models with limited success. We use a technique known as the discrete empirical interpolation method (DEIM) to address the slowness due to the nonlinearity. We create new methods to reduce nonlinear models, such as the Burgers’ equation, that perform better than POD over a wider range of input conditions. Further, these ROMs can often be constructed without needing to capture full-order solutions a priori. This significantly reduces the off-line costs associated with creating the ROM. Finally, we investigate methods of time-discretization that preserve the optimality conditions in a certain norm associated with the input to output mapping of a dynamical system. In particular, we are able to show that the Crank-Nicholson method preserves the optimality conditions, but other single-step methods do not. We further clarify the need for these discrete-time ROMs to match at \( \infty \) in order to ensure local optimality.
Large fires, such as industrial, coal mine, and wildland fires, represent a significant impact worldwide with regards to property damage, loss of life, and suppression costs. According to the National Interagency Fire Center, the amount of land burned by wildland fires in the United States in 2015 exceeded 10 million acres. The fire suppression costs alone for these fires was greater than $2.1 billion. This cost continues to grow and was at its highest level in 2015. Due to the complexity, multi-scale, and multi-physics nature of the mathematical models for fires, current numerical models require too much computational effort to be useful in design and real-time decision making, especially when dealing with fires over large domains. To reduce the computational time, there has been some work done in the area of reduced-order modeling of fire models. However, the majority of the effort has been with either simplifying the domain (e.g. network models), or by simplifying the underlying physics. Reduced-order modeling offers a third approach - retain the complexity of the domain and physics, but find a more efficient way to expose the essential input-output behavior of the model. Our research focuses on techniques that lead toward a fully-realized strategy for reducing the mathematical models related to fires. Our contributions to the field are to improve existing model reduction techniques for fires, create new reduced-order model techniques for nonlinear systems, and show when time discretization of the continuous-time reduced-order model preserves optimality under a certain norm.
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Chapter 1

Introduction

1.1 Motivation

Large fires, such as industrial, coal mine, and wildland fires, represent a significant impact worldwide with regards to property damage, loss of life, and suppression costs. According to the National Interagency Fire Center, the amount of land burned by wildland fires in the United States in 2015 exceeded 10 million acres. The fire suppression costs alone for these fires was greater than $2.1 billion. This cost continues to grow and was at its highest level in 2015. This cost presents and inherent need for fast, high-fidelity models that provide real-time or better than real-time analysis of a fire, so that timely decisions regarding evacuations, fire suppression strategies, and on-scene personnel deployments can be made. Further, as we look to leverage unmanned and autonomous vehicle technologies, the need for faster embedded models that capture the true dynamics of the fire just increase.

Due to the complexity, multi-scale, and multi-physics nature of mathematical models for fires, current numerical approaches are extremely costly, especially when dealing with fires over
large domains. To reduce the computation time, the majority of current efforts have been with either simplifying the domain (e.g. network models), or by simplifying the underlying physics. Reduced-order modeling takes a third approach; retain the complexity of the domain and physics, but reduce the underlying mathematical complexity of the model.

Our research focuses on techniques leading to a fully-realized strategy for reducing the mathematical models related to fires. Our contribution to the field is to improve existing model reduction techniques for fires, create new reduced-order model techniques for nonlinear systems, and show when time discretization of the continuous-time reduced-order model preserves optimality under a certain norm. In particular, we design new methods that do not depend on prior data to be collected for reducing the types of nonlinear models that arise when looking at fires. We also combine methods to leverage the advantages associated with each of the individual model reduction strategies. For certain models, we improve the projection techniques used to create the reduced-order models to significantly reduce the computation time of the reduced-order model. Finally, we provide the mathematical theory required to justify the preservation of optimality in a certain norm when applying a time discretization method to solve a system of time-dependent ordinary differential equations.

Over the coarse of this work, we provide several numerical examples applicable to fires that reinforce the mathematical concepts presented. Several new algorithms are presented to explain the methodologies used. In the next section, we cover a more complete outline of the trajectory of the research covered in this dissertation.

1.2 Outline

In Chapter 2, we present the fundamental concepts that provide the underpinnings for the work done in this dissertation. We begin by giving an overview of a mathematical model for
1.2. Outline

This model represents a fully-realized physical model for fires. This model incorporates several physical processes such as diffusion, convection, species transport, and combustion. As we move through the dissertation, we will refer back to this model as the primary context for the various examples we present. We then present some basics on dynamical systems and how we will define them for our work. The last section of the chapter covers the basics of projection-based model reduction methods, including two fundamental model reduction techniques used in our research - the proper orthogonal decomposition (POD) and iterative rational Krylov algorithm (IRKA) methods.

Chapter 3 covers our first efforts towards providing reduced-order models for fires. We examine the natural circulation flow induced by a temperature difference on the walls of a unit square. We show how this model is related to the fire model in (2.1)-(2.5) under a certain set of assumptions. For this model we linearized the flow about a steady-state flow and then used a modified version of IRKA to reduce the model. We showed how the this technique does an excellent job mapping inputs to outputs, but with the obvious limitation that all of the interesting nonlinear flows are removed. We used this experience to help develop new techniques for nonlinear model reduction.

Chapter 4 introduces new techniques for performing model reduction on nonlinear systems. Specifically, we designed methods that were more accurate over a larger range of input conditions for a certain class of problems. For the POD method, the quality of the reduced-order model is dependent on the data that is used to create the reduced-order bases. So, POD tends to produce accurate reduced-order models for nearby conditions, but is not as accurate for distant input conditions or solutions. With our new methods, developed in this chapter, we have techniques that are more accurate over a wider range of input conditions. While these methods are not truly input independent, they are moving the in that direction. Further, one of the methods developed, IRKA $V \oplus W$, does not require data samples to be
computed to build the reduced-order model. This method significantly reduces the off-line costs of building the reduced-order model.

We present three scenarios in Chapter 5 that demonstrate the power of the reduced-order modeling techniques for problems associated with the management and decision making during fire disasters. In the first scenario, we demonstrate how reduced-order models can help make design decisions for airflow to mitigate the dangers of methane fires in coal mines. The next scenario covers the simulation of fire plumes using reduced-order models. Here we give a set of criteria used to determine the quality of a reduced-order model in representing a true fire. The last example is a wildland fire-spread model, in which the computational time required to solve this model was significantly reduced by addressing the lifting bottleneck issue using the discrete empirical interpolation method (DEIM).

In Chapter 6, we examine the time-discretization techniques used to solve continuous-time ODE models resulting from the spatial discretization of a partial differential equation. This chapter also addresses which of the discretization methods preserve the first-order necessary conditions for optimality, under a specific norm. The Crank-Nicholson method preserves these conditions, with certain additions to the optimality conditions; conversely, the forward and backward Euler methods do not preserve the conditions. We cover specific information about how these discrete-time systems are related to their continuous-time counterparts. Finally, we present several theorems that show the preservation, or lack of preservation, of the first-order necessary conditions for optimality.
In this chapter, we discuss the mathematical background for the models and model-reduction techniques that will be employed throughout this dissertation. The material presented in this chapter is not meant to be a complete or thorough treatment; rather, it is an overview of the methods we have used in our work. Where there is more detail to be garnered about a certain technique, we have listed recommended references as a foundation for exploration.

In Section 2.1, we discuss the development of our fundamental fire model. Throughout the work, we will reference back to this model as the foundation for many subsequent simplified models. The culmination of this work is to be able to provide accurate reduced-order models for small plume fires. Inherently, fires represent a very complex, multi-scale problem that spans thermally driven fluid flows, reaction kinetics, and species transport. We discuss how we constructed our model with the goal of providing an accurate, surrogate reduced-order model.

Section 2.2 covers the basics of dynamical systems as we will use them. We define linear and nonlinear dynamical systems and discuss some of the relationships between them. For linear
systems, we discuss the Laplace transformation of the dynamical system and the resulting input to output mappings in the frequency domain.

We close the chapter by discussing the basics of reduced-order modeling in Section 2.3. We first examine the basics of projection-based model reduction techniques, showing how we project a full-order dynamical system to generate a reduced-order model. We then discuss optimal interpolation-based techniques and the mathematical basis that explains why these methods provide an accurate approximation for the reduced-order model output. Finally, we look at the most common nonlinear technique for model reduction - the proper orthogonal decomposition (POD). We briefly look at the mathematics underlying POD and discuss a few techniques for projecting the system using the POD basis.

2.1 Mathematical Model for Fire Dynamics

Fire dynamics models consist of modeling three constitutive equations involving airflow, species and energy transport, and chemical reactions. To begin with, we couple the momentum and energy equations under the assumption that the air is incompressible, although we plan to remove this assumption in future research. For the two-dimensional model, we let $u(t, x) = \mathbf{u} = [u \ v]^T$ be the velocity vector at a given point, $x = (x, y)$, and time, $t$. We similarly define the velocity and spatial vectors for the three-dimensional model by adding the velocity component $w$ and the spatial component $z$. We define the pressure as $p = p(t, x)$ and temperature as $T = T(t, x)$ at a given point and time. To track the fire, we must also track the mass fraction of the air, fuel, and product lumped species, $Z^A = Z^A(t, x), Z^F = Z^F(t, x)$, and $Z^P = Z^P(t, x)$ respectively. This particular mathematical model gives rise to the coupled set of partial differential equations (PDEs) in (2.1)-(2.6). In the development of our mathematical model for fire, several sources for modeling heat transfer, buoyancy-driven
flows, fluid dynamics, combustion, and chemical reaction kinetics were consulted. For more detailed explanations of the physics leading to the model we put forth, the reader is referred to [37, 43, 58, 65, 74, 82, 89] and the associated references therein. We present the model below and then exposit over the different terms and their mathematical justification. Thus, consider

\[
\frac{\partial \mathbf{u}}{\partial t} = -\mathbf{u} \cdot \nabla \mathbf{u} - \nabla p + \nu \nabla^2 \mathbf{u} - \beta \mathbf{g}(T - T_\infty), \tag{2.1}
\]

\[
0 = \nabla \cdot \mathbf{u}, \tag{2.2}
\]

\[
\frac{\partial T}{\partial t} = -\mathbf{u} \cdot \nabla T + \alpha \nabla^2 T + (\rho, \eta) \dot{q}'', \tag{2.3}
\]

\[
\frac{\partial Z_A}{\partial t} = -\mathbf{u} \cdot \nabla Z_A + \gamma_a \nabla^2 Z_A + \dot{m}_A'', \tag{2.4}
\]

\[
\frac{\partial Z_F}{\partial t} = -\mathbf{u} \cdot \nabla Z_F + \gamma_f \nabla^2 Z_F + \dot{m}_F''. \tag{2.5}
\]

\[
\frac{\partial Z_P}{\partial t} = -\mathbf{u} \cdot \nabla Z_P + \gamma_f \nabla^2 Z_P + \dot{m}_P''. \tag{2.6}
\]

The constants used in the formulation of the mathematical model (2.1)-(2.6) are given in Table 2.1. Further, we note that \(\dot{m}_A'', \dot{m}_F'', \text{ and } \dot{m}_P''\) are the mass reduction rates per unit volume of air, fuel, and products, respectively, and \(\dot{q}''\) is the heat release rate per unit volume. These values arise from combustion in the domain and are discussed in more detail in Section 2.1.2.

### 2.1.1 Buoyancy Force

The main model equations for the airflow are based on the Boussinesq equations (2.1)-(2.3). These arise from conservation of momentum (2.1), conservation of mass (2.2), and conservation of energy (2.3), see e.g. [31, 77]. The coupling of the thermal energy back to the momentum equation is modeled through the body force term in the momentum equa-
Table 2.1: Constants used in the fire model.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g$</td>
<td>Gravitational acceleration</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic viscosity</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Thermal diffusivity</td>
</tr>
<tr>
<td>$\gamma_a$</td>
<td>Diffusion constant for air</td>
</tr>
<tr>
<td>$\gamma_f$</td>
<td>Diffusion constant for fuel</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Mass stoichiometry constant for air</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Ratio of the heat of combustion $\Delta h_{c,F}$ to the specific heat $C_p$</td>
</tr>
<tr>
<td>$\rho_r$</td>
<td>Ratio of the density of a cell before combustion to after combustion</td>
</tr>
</tbody>
</table>

Thus, the primary force acting on the air is the temperature-induced buoyancy, $-\beta g(T - T_\infty)$, where we define the temperature contraction coefficient by $\beta(T(t, x)) = \frac{1}{T(t, x)}$ with the temperature, $T(t, x)$ given in Kelvin. It is worth noting that when the temperature does not vary much over the domain, e.g. < 20°K, we can treat $\beta$ as a constant. This assumption greatly simplifies the computation. However, for large variations in temperature, such as those observed in a fire, a general nonlinear term, $\beta(T)$ must be retained to correctly model the dynamics in a fire.

### 2.1.2 Combustion

At the heart of all mathematical modeling of fires is the combustion, or chemically reactive flow, component. Our full-order fire models were computed using the Fire Dynamics Simulator (FDS) software developed at the National Institute of Standards and Technology (NIST). Therefore, to best match our reduced-order models (ROM) to the full-order model (FOM), we developed our combustion model based on the technical documents for FDS [74]. We simplified the model as informed by [43, 58, 89] to minimize the computational time while still maintaining the inherent physics of the model. To simplify the chemical reaction calculations, we utilize a lumped species approach to balancing the reaction equations.
as described in [74]. Here the primitive species are lumped together, and we consider the simplified reaction equation

$$\text{Air} + \text{Fuel} \rightarrow \text{Products.} \quad (2.7)$$

For example, the chemical reaction associated with the burning of methane is given by the balanced reaction equation

$$\text{CH}_4 + 2\text{O}_2 + 7.52\text{N}_2 \rightarrow \text{CO}_2 + 2\text{H}_2\text{O} + 7.52\text{N}_2. \quad (2.8)$$

With the lumped species approach, we group terms together and handle the reaction stoichiometry at the lumped level. So for the methane reaction in (2.8), the lumped species approach yields

$$9.52(0.21\text{O}_2 + 0.79\text{N}_2) + \text{CH}_4 \rightarrow 10.52(0.095\text{CO}_2 + 0.19\text{H}_2\text{O} + 0.715\text{N}_2) \quad (2.9)$$

In this way, we just need to track the lumped species as opposed to every individual species. Additionally, when we balance the equation we always set the stoichiometric coefficient for fuel to one. Therefore we can always write the reaction using the volume fractions as follows:

$$\kappa Z_A + Z_F \rightarrow (\kappa + 1)Z_P. \quad (2.10)$$

A correct balance of fuel and air need to exist for a fire to occur. Further, a sufficient amount of heat must be present to cause the reaction; more specifically, a correct balance of heat, fuel and air is required for combustion to occur. We only consider models with a single fuel for this research. It is possible to have several fuels, and this case is handled in detail in the FDS Technical Guide [74]. To determine whether the reaction is fuel or air limited, we determine the amount of air and fuel that will react by equation (2.11) where
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the stoichiometry coefficient for air is given by $\kappa$. This assumption leads to:

$$
\hat{Z}_F = (Z_A/\kappa, Z_F),
$$

(2.11)

$$
\hat{Z}_A = \kappa Z_F.
$$

where $\hat{Z}_F$ and $\hat{Z}_A$ are the mass fractions of fuel and air, respectively, which will react during combustion. We consider excess air or fuel as inert when calculating the reaction. Next, we must determine if enough heat exists to initiate a reaction. We test to see if the reaction would bring the current temperature above the critical flame temperature, $T_{CFT}$. If it will not, then we set $\hat{q}''' = 0$ in (2.3), $\hat{m}_A''' = 0$ in (2.4), and $\hat{m}_F''' = 0$ in (2.5). Otherwise, $\hat{m}_F''' = \hat{Z}_F/\tau_{\text{mix}}$ in (2.5), $\hat{m}_A''' = \hat{Z}_A/\tau_{\text{mix}}$ in (2.4), and $\hat{q}''' = \hat{m}_F''' \Delta h_{f,F}^0$ in (2.3), where $\tau_{\text{mix}}$ is the time-scale for mixing and $\Delta h_{f,F}^0$ is the heat of formation for the fuel $F$.

2.2 Dynamical Systems

Throughout this dissertation, we will discuss many techniques used to reduce large-scale dynamical systems. These systems often arise from applying a spatial discretization, such as finite differences or finite elements, to a partial differential equation model with time dependence [6, 10, 12, 13, 17, 32, 33].

We first look at systems that are linear in both the state and input variables. Further, we assume that the measured output is some linear mapping from the state and input. If we define $x(t) \in \mathbb{R}^n$ as the time-dependent state variable, $u(t) \in \mathbb{R}^m$ as the time-dependent input or control function, and $y(t) \in \mathbb{R}^p$ as the measured output over time, then we can define the linear dynamical system by Definition 2.1.

**Definition 2.1.** The linear time-invariant (LTI) dynamical system, $\Sigma(E, A, B, C, D)$, is
given by equation (2.12)

\[
\Sigma: \begin{cases}
    \dot{x}(t) = Ax(t) + Bu(t) \\
y(t) = Cx(t) + Du(t)
\end{cases},
\]

(2.12)

where \( E, A \in \mathbb{R}^{n\times n}, B \in \mathbb{R}^{n\times m}, C \in \mathbb{R}^{p\times n}, \) and \( D \in \mathbb{R}^{p\times m}. \)

We note that \( D \) is simply a linear mapping from the input directly to the output, and for most of the systems we investigate, this will be \( D = 0. \) For LTI systems (2.12), we often desire to look at a direct mapping from the input to the output. It is noted that taking the Laplace transform of the LTI system \( \Sigma(E, A, B, C, D) \) results in the frequency-domain description of the system [4, 83, 96] given by equation (2.13).

\[
\hat{y}(s) = C(sE - A)^{-1}B\hat{u}(s) + D\hat{u}(s),
\]

(2.13)

where \( \hat{y} \) and \( \hat{u} \) are the Laplace transforms of the input and output respectively. We can now define the transfer function.

**Definition 2.2.** The finite-dimensional system \( \Sigma(E, A, B, C, D) \) defined by (2.12) has the transfer function \( G(s) \) given by

\[
G(s) = C(sE - A)^{-1}B + D.
\]

(2.14)

For the multiple input/multiple output (MIMO) case, \( G(s) \) is a matrix valued rational function, whereas in the single input, single output (SISO) case it is scalar valued. For a more thorough treatment of linear systems theory and the role of the transfer function, the reader is referred to [4, 45, 83, 86, 96] and the references contained therein.

The discretization of certain PDE models results in a dynamical system that is not linear. As we will see in Section 2.3, the type of nonlinearity often determines what methods are
available to reduce the order of the model. For our purposes, we will generally categorize these nonlinear systems as bilinear, quadratic bilinear, or general nonlinear systems. While all of the nonlinear systems could be lumped together and defined as a general unstructured nonlinearity, we will separate them to leverage the structure of certain nonlinearities when applying model reduction techniques later in the dissertation.

Definition 2.3. The bilinear dynamical system, \( \zeta(E, A, N, B, C, D) \), is bilinear in state and control (or input) and is given by

\[
\begin{aligned}
E \dot{x}(t) &= Ax(t) + \sum_{k=1}^{m} N_k x(t) u_k(t) + Bu(t) \\
y(t) &= Cx(t) + Du(t)
\end{aligned}
\]

(2.15)

where \( E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n}, D \in \mathbb{R}^{p \times m}, \) and \( N_k \in \mathbb{R}^{n \times n} \) for all \( k = 1, \ldots, m \). Further the vector valued input function \( u(t) \) is defined by \( u(t) = [u_1(t), \ldots, u_m(t)] \), where each \( u_k(t) \) is a scalar-valued function.

Definition 2.4. The quadratic bilinear dynamical system, \( \eta(E, A, H, N, B, C, D) \), is characterized by being quadratic in state and bilinear in state and control (or input) and is given by

\[
\begin{aligned}
E \dot{x}(t) &= Ax(t) + H(x(t) \otimes x(t)) + \sum_{k=1}^{m} N_k x(t) u_k(t) + Bu(t) \\
y(t) &= Cx(t) + Du(t)
\end{aligned}
\]

(2.16)

where \( E, A \in \mathbb{R}^{n \times n}, H \in \mathbb{R}^{n \times n n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n}, D \in \mathbb{R}^{p \times m}, \) and \( N_k \in \mathbb{R}^{n \times n} \) for all \( k = 1, \ldots, m \). Further the vector valued input function \( u(t) \) is defined by \( u(t) = [u_1(t), \ldots, u_m(t)] \), where each \( u_k(t) \) is a scalar-valued function.

Definition 2.5. The general nonlinear dynamical system where there could be time-dependent
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nonlinearities in the state and/or control (or input) given by $f \left[ x, u, t \right]$ is defined by the

$$
\dot{E}x(t) = Ax(t) + Bu(t) + f \left[ x(t), u(t), t \right], \quad (2.17)
$$

$$
y(t) = Cx(t) + Du(t),
$$

where $E, A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $C \in \mathbb{R}^{p \times n}$, and $D \in \mathbb{R}^{p \times m}$. Further we restrict the order of $f$ such that $f = o(\|x\|, \|u\|)$. If we group the linear and control terms with the nonlinearity as $g \left[ x(t), u(t), t \right] = Ax(t) + Bu(t) + f \left[ x(t), u(t), t \right]$, then we can simplify (2.17) to

$$
\dot{E}x(t) = g \left[ x(t), u(t), t \right], \quad (2.18)
$$

$$
y(t) = Cx(t) + Du(t).
$$

2.3 Reduced-Order Modeling

Model reduction or reduced-order modeling is a process of taking a very large system of equations and projecting it onto a much smaller subspace. The main goals of the projection are to significantly reduce the size of the system, often by several orders of magnitude, and to project the system in such a way as to preserve underlying behaviors of the original system. For systems with linear dynamics, there are numerous methodologies for effective, optimal model reduction. For example, one can apply Gramian-based methods such as Balanced Truncation [80, 81] or rational interpolation-based methods such Iterative Rational Krylov Algorithm [53]. These transfer function-based methods have been recently extended to systems with special nonlinearities, for example, to bilinear [10, 14, 39] and quadratic nonlinearities [15, 48]. We refer the reader to [6, 13, 17] for recent surveys on model reduction in general. For general nonlinearities, model reduction is most commonly achieved by Proper
Orthogonal Decomposition (POD) [8, 18, 60, 63, 69, 70, 80]. In the following sections, we discuss the basics of model reduction and the general techniques that were used to reduce systems related to the fire model given in (2.1)-(2.6).

2.3.1 Basic Framework

Consider an LTI dynamical system $\Sigma(E, A, B, C)$ defined by (2.12), where $D = 0$. The goal is to find a reduced-order model of size $r \ll n$ such that

$$E_r \dot{x}_r(t) = A_r x_r(t) + B_r u(t),$$

$$y_r(t) = C_r x_r(t),$$

where $E_r, A_r \in \mathbb{R}^{r \times r}$, $B_r \in \mathbb{R}^{r \times m}$, $C_r \in \mathbb{R}^{p \times r}$. Further we seek a model such that $y_r(t) \in \mathbb{R}^p$ is close to $y(t)$ over the time interval $(0, t_f)$ and/or $x_r(t)$ is close to $x(t)$ over the domain for the given time interval and a class of inputs $u(t)$. We will discuss what we mean by “close” depending on the context and method used. We create left and right projection vectors, $W, V \in \mathbb{R}^{n \times r}$, to satisfy the Petrov-Galerkin condition

$$W^T(EV \dot{x} - AVx - Bu) = 0.$$  \hspace{1cm} (2.20)

If the full state of the system is approximated as $x = Vx_r$, then (2.19) holds with

$$E_r = W^T EV, \hspace{1cm} A_r = W^T AV, \hspace{1cm} (2.21)$$

$$B_r = W^T B, \hspace{1cm} C_r = CV.$$

We note that when $V = W$, this is a Galerkin projection. With this framework, each distinct method becomes a new way to build $V$ and $W$, and the choice of $V$ and $W$ depends on the
goals of the reduced-order model. If we are concerned with minimizing the output error over a wide range of bounded inputs, then we will seek input-independent methods such as the interpolatory method described in Section 2.3.2. These input-independent methods are well suited to applications, such as controls or circuits, where we are not necessarily concerned with the entire state space but in matching output conditions. If we are concerned with predicting the state space for a nonlinear system, then another method, such as proper orthogonal decomposition (POD), may be more applicable. We focused on POD for our research of fire models, and an overview of this technique is given in section 2.3.3.

2.3.2 Interpolatory Model Reduction

An interpolatory method utilizing projections with multiple interpolation points was first suggested by Skelton et al. [34, 93, 94]. A computationally efficient extension to this method using Krylov subspaces based on the work by Ruhe [84] was developed in [46]. Choosing the interpolation for optimality in the $H_2$ norm, defined later by Equation (2.26), has since been developed for several classes of systems. [14, 52, 53, 54, 90]

As stated in the Section 2.3.1, the goal of this technique is to minimize the error between the full model output $y(t)$ and the reduced-order model output $y_r(t)$ over a wide range of inputs $u(t)$. For simplicity of the discussion, consider the SISO system $\Sigma(E, A, b, c^T)$ defined by (2.12) where $c \in \mathbb{R}^n$, $b \in \mathbb{R}^n$. In this case, input and output functions, $u(t)$, $y(t)$, and $y_r(t)$, are now scalar valued. If needed, this can be extended to the multi-input, multi-output case as shown by Gugercin et al. [53]. For the SISO system, the full-order scalar-valued transfer function is given by

$$G(s) = c^T(sE - A)^{-1}b.$$  (2.22)
Combining (2.13) and (2.22), the relationship between the input and output is given by

\[ \hat{y}(s) = G(s)\hat{u}(s). \]  \hspace{1cm} (2.23)

Using the same procedure on the reduced linear system (2.19), the transfer function for the reduced system \( \tilde{G} \) is

\[ G_r(s) = c_r^T(sE_r - A_r)^{-1}b_r, \quad \hat{y}_r(s) = G_r(s)\hat{u}(s). \]  \hspace{1cm} (2.24)

We are able to keep \( \|y - y_r\| \) small in a suitable norm by ensuring that the transfer functions are close in an appropriate norm. In particular the relationship of the \( L^\infty \) error in the output functions to the \( \mathcal{H}_2 \) error in the transfer functions is shown in [17, 53] to be

\[ \max_{t \geq 0} |y(t) - y_r(t)| = \|y - y_r\|_{L^\infty} \leq \|G - G_r\|_{\mathcal{H}_2} \|u\|_{L^2}, \]  \hspace{1cm} (2.25)

where the error in the \( \mathcal{H}_2 \) norm is given by

\[ \|G - G_r\|_{\mathcal{H}_2} = \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} |G(i\omega) - G_r(i\omega)|^2 d\omega \right)^{1/2}. \]  \hspace{1cm} (2.26)

So we see that minimizing \( \|G - G_r\|_{\mathcal{H}_2} \) also minimizes \( \|y - y_r\|_{L^\infty} \) and thus provides the optimal reduced-order model (ROM) of dimension \( r \) provided we can use this fact to determine the \( V \) and \( W \) that generate this ROM.

**Theorem 2.6 (First order necessary conditions (SISO)).** Given the SISO LTI dynamical system with the transfer function \( G(s) = c^T(sE - A)^{-1}b \), the optimal \( \mathcal{H}_2 \) reduced-order
transfer function \( G_r(s) = c_r^T(sE_r - A_r)^{-1}b_r \) satisfies

\[
G(-\lambda_i) = G_r(-\lambda_i), \tag{2.27}
\]
\[
G'(-\lambda_i) = G'_r(-\lambda_i), \tag{2.28}
\]

where \( \lambda_i, i = 1, \ldots, r \) are the poles of \( G_r(s) \).

**Proof.** See Meier III and Luenberger [76]. \(\square\)

**Theorem 2.7** (First order necessary conditions (MIMO)). Given the MIMO LTI dynamical system with the transfer function \( G(s) = C(sE - A)^{-1}B \), then the optimal \( H_2 \) \( r \)-dimensional reduced-order transfer function is \( G_r(s) = C_r(sE_r - A_r)^{-1}B_r \). Let \( \tilde{\lambda}_1, \ldots, \tilde{\lambda}_r \) be the poles of the \( G_r(s) \) with the associated rank-1 matrix residues, \( \text{res}[G_r(s), \tilde{\lambda}_k] = \tilde{c}_k \tilde{b}_k^T \).

Then the reduced-order transfer function satisfies

\[
G(-\tilde{\lambda}_k)\tilde{b}_k = G_r(-\tilde{\lambda}_k)\tilde{b}_k, \tag{2.29}
\]
\[
\tilde{c}_k^T G(-\tilde{\lambda}_k) = \tilde{c}_k^T G_r(-\tilde{\lambda}_k), \tag{2.30}
\]
\[
\tilde{c}_k^T G'(-\tilde{\lambda}_k)\tilde{b}_k = \tilde{c}_k^T G'_r(-\tilde{\lambda}_k)\tilde{b}_k, \tag{2.31}
\]

for \( k = 1, \ldots, r \).

**Proof.** See Gugercin et al. [53]. \(\square\)

Given a linear dynamical system \( \Sigma(E, A, b, c^T) \) as defined in (2.12) with the associated transfer function (2.22) for the SISO case, Algorithm 2.8 provides a method for iteratively solving for the optimal interpolation points \( \{\sigma_i\}_{i=1}^r = \{-\lambda_i\}_{i=1}^r \) from Theorem 2.6.
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Algorithm 2.8 (Iterative Rational Krylov Algorithm (IRKA), Gugercin et al. [52]).

1. Make an initial selection of \( \sigma_k \) for \( k = 1, \ldots, r \) that is closed under conjugation. Select a convergence tolerance \( \text{tol} \).

2. Choose \( V \) and \( W \) such that
\[
\text{span}(V) = \text{span}\{(\sigma_1 \mathbf{E} - \mathbf{A})^{-1}\mathbf{b} \cdots (\sigma_r \mathbf{E} - \mathbf{A})^{-1}\mathbf{b}\}, \tag{2.32}
\]
\[
\text{span}(W) = \text{span}\{(\sigma_1 \mathbf{E} - \mathbf{A})^{-T}\mathbf{c} \cdots (\sigma_r \mathbf{E} - \mathbf{A})^{-T}\mathbf{c}\}.
\]

3. While the relative change \( \|\sigma_{\text{curr}} - \sigma_{\text{last}}\| > \text{tol} \)
\[
\begin{align*}
\text{(a)} & \quad \mathbf{E}_r = \mathbf{W}^T \mathbf{E} \mathbf{V} \quad \text{and} \quad \mathbf{A}_r = \mathbf{W}^T \mathbf{A} \mathbf{V} \\
\text{(b)} & \quad \text{Assign } \sigma_k \leftarrow -\lambda_k(\mathbf{E}_r, \mathbf{A}_r) \text{ for } k = 1, \ldots, r. \\
\text{(c)} & \quad \text{Update } V \text{ and } W \text{ using the new } \sigma_k \text{ such that the equations from (2.32) are satisfied.}
\end{align*}
\]

4. Set \( \mathbf{E}_r = \mathbf{W}^T \mathbf{E} \mathbf{V}, \mathbf{A}_r = \mathbf{W}^T \mathbf{A} \mathbf{V}, \mathbf{b}_r = \mathbf{W}^T \mathbf{b}, \text{ and } \mathbf{c}_r^T = \mathbf{c}^T \mathbf{V}. \)

We extend this to the MIMO case where \( \mathbf{B} \in \mathbb{R}^{n \times m} \) and \( \mathbf{C} \in \mathbb{R}^{p \times n} \), by additionally determining the tangential directions \( \tilde{\mathbf{b}}_k \) and \( \tilde{\mathbf{c}}_k^T \) for \( k = 1, \ldots, r \) associated with the shifts \( \sigma_k \). These are updated at each time step, and instead of satisfying (2.32), \( V \) and \( W \) must satisfy (2.33).

\[
\begin{align*}
\text{span}(V) = \text{span}\{(\sigma_1 \mathbf{E} - \mathbf{A})^{-1}\mathbf{B}\tilde{\mathbf{b}}_1 \cdots (\sigma_r \mathbf{E} - \mathbf{A})^{-1}\mathbf{B}\tilde{\mathbf{b}}_r\}, \\
\text{span}(W) = \text{span}\{(\sigma_1 \mathbf{E} - \mathbf{A})^{-T}\mathbf{C}^T\tilde{\mathbf{c}}_1 \cdots (\sigma_r \mathbf{E} - \mathbf{A})^{-T}\mathbf{C}^T\tilde{\mathbf{c}}_r\} \quad \tag{2.33}
\end{align*}
\]

The reader is referred to Gugercin et al. [53] and Gugercin et al. [52] for a more thorough explanation of IRKA including the necessary extensions to the MIMO case.
2.3.3 Proper Orthogonal Decomposition

In POD, one first obtains a matrix of snapshots using a number of benchmark simulations and then computes the model reduction basis from a truncated singular value decomposition (SVD) of this snapshot matrix. Finally, one applies a Galerkin projection of the governing equations onto the low-dimensional using POD basis. The result is a small system of ordinary differential equations (ODE) that can replace the complexity of the full-order models while retaining nearly the same accuracy as long as the physics of the system remain “close” to one of the benchmark simulations.

We will cover a brief overview of POD and how to project the system. The reader is referred to [8, 18, 60, 63, 69, 70, 80], and the references therein, for a more complete treatment of this topic.

We start by looking at how the POD projection matrix is created. We must first capture a series of full-order solutions to our dynamical system over some time interval. These solutions could be from a full-order simulation or data collected by a physical experiment. Since these solutions are typically captured at specific time intervals, we refer to them as full-order data snapshots or simply data snapshots. Then, we create a matrix of \( N \) data snapshots, \( \mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_N] \), where \( \mathbf{x} \in \mathbb{R}^{n \times N} \) represent the individual full-order solutions that were previously generated. For this matrix, we create an orthonormal basis, \( \mathbf{U} \) such that \( \mathbf{u}_j \in \mathbb{R}^n \), for \( j = 1, \ldots, N \) and

\[
\mathbf{x}_i = \sum_{j=1}^{N} \gamma_{ji} \mathbf{u}_j, \quad i = 1, \ldots, N.
\] (2.34)
Choosing $k < N$ of these basis vectors, we build an approximation $\hat{\mathbf{X}}$ to $\mathbf{X}$ such that

$$\hat{x}_i = \sum_{j=1}^{k} \gamma_{ji} u_j, \quad i = 1, \ldots, N,$$

(2.35)

and $\hat{\mathbf{X}}$ is close to $\mathbf{X}$ in some average sense. If we want to minimize the 2-norm error between the full and approximated solutions at the snapshot times, i.e.

$$\mathbf{X}_* = \arg \min_{\hat{\mathbf{X}}} \| \mathbf{X} - \hat{\mathbf{X}} \|_2,$$

(2.36)

then this orthonormal basis can be obtained from the singular value decomposition (SVD)

**Theorem 2.9 (Singular Value Decomposition (SVD)).** If $\mathbf{A}$ is a real $m$-by-$n$ matrix then there exist orthogonal matrices

$$\mathbf{U} = [\mathbf{u}_1, \ldots, \mathbf{u}_m] \in \mathbb{R}^{m \times m} \quad \text{and} \quad \mathbf{V} = [\mathbf{v}_1, \ldots, \mathbf{v}_n] \in \mathbb{R}^{n \times n},$$

(2.37)

such that

$$\mathbf{U}^T \mathbf{A} \mathbf{V} = \text{diag}(\sigma_1, \ldots, \sigma_p) \in \mathbb{R}^{m \times n} \quad \text{and} \quad p = \min\{m, n\},$$

(2.38)

where $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_p \geq 0$.

**Proof.** See Golub and Van Loan [44, p. 70].

**Definition 2.10.** Given a matrix $\mathbf{A} \in \mathbb{R}^{m \times n}$ with $\text{rank}(\mathbf{A}) = r \leq \min\{m, n\}$ has a singular value decomposition (SVD) where

$$\mathbf{A} = \mathbf{U} \Sigma \mathbf{V}^T, \quad \mathbf{U} \in \mathbb{R}^{n \times r}, \quad \Sigma \in \mathbb{R}^{r \times r}, \quad \text{and} \quad \mathbf{V} \in \mathbb{R}^{N \times r}.$$  

(2.39)

This decomposition is called the *thin SVD*. $\Sigma$ is a square diagonal matrix $\text{diag}\{\sigma_1, \sigma_2, \ldots, \sigma_r\}$
with \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r > 0 \). See for example Golub and Van Loan [44].

A useful property of the SVD is the dyadic decomposition defined below.

**Definition 2.11.** Assume that \( A = U \Sigma V^T \) is the thin SVD decomposition from (2.39), where \( U = [u_1 \ldots u_r] \) and \( V = [v_1 \ldots v_r] \). The *dyadic decomposition* of \( A \) is the sum of rank one outer products

\[
A = \sigma_1 u_1 v_1^T + \sigma_2 u_2 v_2^T + \ldots + \sigma_r u_r v_r^T.
\]

(2.40)

Now with those terms defined we present a theorem from [44] that is critical in the justification of the POD technique. Theorem 2.12 essentially tells us that the first \( k \) vectors in \( U \) will give us the optimal approximation \( X^* \) from the minimization problem (2.36).

**Theorem 2.12.** Let the SVD \( A \in \mathbb{R}^{m \times n} \) be given by Theorem 2.9. If \( k < r = \text{rank}(A) \) and

\[
A_k = \sum_{i=1}^{k} \sigma_i u_i v_i^T,
\]

then

\[
\min_{\text{rank}(B)=k} \|A - B\|_2 = \|A - A_k\|_2 = \sigma_{k+1}.
\]

(2.42)

**Proof.** See Golub and Van Loan [44, p. 73, Thm 2.5.3].

We note that \( A_k \) is the dyadic decomposition (2.40) truncated to the first \( k \) terms. Further, if we choose the leading \( k \) columns of \( U \), written \( U_k \), then we can obtain an orthogonal basis that will be able to generate a minimizer to (2.42). For the remainder of this section, we let \( \Phi = U_k \) and refer to it as the POD basis for the system. It is worth noting that the quality of this basis largely depends on the quality of the data. In other words, the more snapshots and the richer the information contained in those snapshots is, the better the POD basis can be at reconstructing solutions for diverse initial conditions and inputs. The trade off here
is that if the snapshots become too rich or diverse, then it is difficult to obtain a low order POD basis. As discussed in [4, 18, 69], the quality of the basis is largely dependent on the decay of the singular values.

Once we have created the POD basis matrix, \( \Phi \), we project the system to a low order subspace. When we have a LTI dynamical system we can apply the Galerkin projection technique discussed in Section 2.3.1 with \( V = W = \Phi \). In this section, we discuss the extension of this technique to nonlinear systems along with the issue of the \textit{lifting bottleneck}. To obtain computational efficiency and reduce or eliminate the lifting bottleneck issue for nonlinear systems, we must employ a numerical algorithm that mitigates the repeated matrix-vector product of the form \( \Phi^T g(\Phi x) \). There are several numerical methods that can be employed to address this issue, such as collocation [7, 66], gappy POD [7, 19, 24, 25, 38], discrete empirical interpolation method (DEIM) [3, 11, 27, 35, 36], and finite-element sub-assembly methods [2], to name a few. Here we discuss a method to avoid this bottleneck issue for systems with polynomial nonlinearities by treating the POD bases as basis functions evaluated at each node.

**Nonlinear Model Reduction Using POD**

Suppose we have an order \( n \) nonlinear system as defined by (2.18). For simplification of the discussion, we consider nonlinear time-invariant systems where the nonlinearity can be written as \( g(x) \). Given a steady-state solution \( \bar{x} \), we approximate the state by

\[
x(t) \approx \tilde{x}(t) = \bar{x} + \Phi x_r(t),
\]

where \( \Phi \in \mathbb{R}^{n \times r} \) is the matrix of \( r \) POD basis vectors created using an SVD of the deviations of the \( p > r \) snapshots, \( \tilde{S} = [(s_1 - \bar{x}) \ldots (s_p - \bar{x})] \). It is worth noting that the choice of \( \bar{x} \)
depends on the goals of the reduced-order model and the problem itself. For example, $\bar{x}$ could represent the mean of the snapshots, the initial state, or the final state. The details of how $\bar{x}$ should be chosen are beyond the scope of this discussion, and the reader is referred to [8, 9, 18, 64, 70] for a more thorough treatment of the subject. Substituting (2.43) into (2.17) and performing a Galerkin projection to ensure that the residual is orthogonal to $\Phi$ and thus in the null space of the POD basis vectors, we obtain

$$\Phi^T \left( \frac{d[\bar{x} + \Phi x_r(t)]}{dt} - g(\bar{x} + \Phi x_r(t)) \right) = 0.$$  \hfill (2.44)

Using the fact that $\Phi^T \Phi = I_r$, rearranging and simplifying equation (2.44) results in the following $r$-dimensional reduced-order model for the nonlinear system,

$$\dot{x}_r(t) = \Phi^T g(\bar{x} + \Phi x_r(t)).$$  \hfill (2.45)

For $r \ll n$, (2.45) should provide a significant computational speedup over the full-order differential equation. However, in practice, this is may not be the case. Upon closer inspection, we see that that $g$ is defined as a vector valued function, i.e. $g : \mathbb{R}^n \rightarrow \mathbb{R}^n$. Therefore, to evaluate $g$ from the $r$ coefficients of $x_r$, we must first lift $x_r$ up to the full state space by $\Phi x_r$, add it to the centering vector $\bar{x}$, evaluate this using $g$, and finally project that result back to the $r$-dimensional subspace by $\Phi^T g$. This so-called lifting bottleneck is covered in more detail in [26, 27, 28], but the result is that, for the nonlinear portion of the system, the computational complexity returns to order $n$. As mentioned earlier, there are several techniques that can be used to mitigate this issue. We cover one technique in the next section that can be used when we have a polynomial nonlinearity.
Projecting the PDE using POD

To demonstrate this technique, we examine the two-dimensional Navier-Stokes equations for
isothermal, incompressible flows given by

\[ \frac{\partial \mathbf{u}}{\partial t} - \mu \nabla^2 \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla p = 0, \]  
\[ \nabla \cdot \mathbf{u} = 0. \]

This model is well-suited for typical flow speeds and temperatures of airflows found in coal
mines and was used as a starting point in examining mine fires. For any given time, we
can write the velocity flow of the air, \( \mathbf{u} = [u \ v]^T \in \mathbb{R}^2 \) in the two-dimensional domain
\( \mathbf{x} = [x \ y]^T \), as a linear combination of a centering vector \( \mathbf{u}(\mathbf{x},t) \) and an infinite set of
basis vectors. Using the approximation discussed in the previous section, we create an
\( r \)-dimensional approximation of the velocity, (2.48)-(2.49), using \( r \) POD basis vectors, i.e.
\[ \Phi = [\phi_1(\mathbf{x}) \ \phi_2(\mathbf{x}) \cdots \phi_r(\mathbf{x})]. \]
Here we have decomposed the basis into its \( u \) and \( v \) components
as \( \phi_i = [(\phi_i^u)^T \ (\phi_i^v)^T]^T. \)

\[ u(\mathbf{x},t) \approx \tilde{u}(\mathbf{x},t) = \mathbf{u}(\mathbf{x}) + \sum_{i=1}^{r} \phi_i^u(\mathbf{x})a(t), \]  
\[ v(\mathbf{x},t) \approx \tilde{v}(\mathbf{x},t) = \mathbf{v}(\mathbf{x}) + \sum_{j=1}^{r} \phi_j^v(\mathbf{x})a(t). \]

Using the same coefficient \( a(t) \) for both approximations allows us to enforce the incompress-
ibility condition (2.47) in the reduced-order model. Then using these POD modes \( \Phi \) as test
functions, we can build the weak formulation of equation (2.46) by multiplying each side
by the test functions and integrating. Applying a straight-forward integration by parts and
gathering terms for each of the velocity directions, we obtain the weak form of the equation.
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For example, the weak form in the $u$ direction is given by

$$(u_t, \phi^u) = -(uu_x + vu_y, \phi^u) - 2\mu(u_x, \phi^u_x) - \mu(u_y + v_x, \phi^u_y).$$

(2.50)

We can now substitute the approximation for $u$ from (2.48) and (2.49) into (2.50) for each $\phi_i, i = 1, \ldots, r$ and apply the linearity properties of the inner product to obtain

$$a_i = - (\bar{n} \Phi_{i,x}, \phi^u_i) - (\bar{n} \sum \phi^{u}_{k,x} a_k, \phi^u_i)$$

$$- (\bar{u} \phi^{u}_{i,y}, \phi^u_i) - (\bar{v} \sum \phi^{u}_{k,y} a_k, \phi^u_i)$$

$$- (\bar{v} \sum \phi^{u}_{j,a_j} \phi^u_i) - (\bar{v} \sum \phi^{u}_{j,a_j} \phi^u_i)$$

$$- 2\mu (\bar{u} \Phi_{i,x}, \phi^u_i) - 2\mu \sum (\phi^u_{k,x}, \phi^u_{i,x}) a_k$$

$$- \mu (\bar{u} \Phi_{i,y}, \phi^u_i) - \mu \sum (\phi^u_{k,y}, \phi^u_{i,y}) a_k$$

$$- \mu (\bar{v} \Phi_{i,y}, \phi^u_i) - \mu \sum (\phi^u_{k,y}, \phi^u_{i,y}) a_k.$$ 

(2.51)

Similar formulations are done for each velocity direction. The power in this method is that we can now apply a finite element discretization and precompute much of the inner product so that our discretized system is of order $r$, where we are solving for the coefficients of the POD basis, $a(t)$. To see how this might be done, we look at the inner product $(\bar{n} \Phi_{x}, \phi^u_i)$. First, let $h$ represent the $N$ finite element basis functions. Then we fully expand the inner
product and the functions in the finite element basis.

\[
(u u_x, \phi_i^u) = \int_\Omega \sum_{m=1}^{N} \bar{u}_m h_m \sum_{n=1}^{N} \bar{u}_n h_{n,x} \phi_i^u \, dA \\
= \sum_{m=1}^{N} \sum_{n=1}^{N} \bar{u}_m \bar{u}_n \int_\Omega h_m h_{n,x} \phi_i^u \, dA
\]

With \([T_{ux}]_{mn}\) computed for each \(i\), we compute the inner product for each \(i\) and assemble it into an \(r\) dimensional constant vector \(\text{cux}\) as given by

\[
\text{cux}^{(i)} = (\bar{u} u_x, \phi_i^u) = [\bar{u}]_{m1}[T_{ux}]_{mn}[\bar{u}]_{n1} = (\bar{u})^T T_{ux}^{(i)} \bar{u}, \quad i = 1, \ldots, r.
\]

where \(\bar{u} \in \mathbb{R}\) are the values of \(\bar{u}(x)\) at \(n\) distinct points in the domain determined by the spatial discretization. For equation (2.53), repeated indices in the third term are considered to be implied summations over that index. All the constant terms are computed and then summed together into a single vector, \(\text{c}\). Additionally, we can construct constant matrices associated with the linear and quadratic terms. For example, the computation below shows how we precompute

\[
\left( \bar{u} \sum \phi_j^u a_j, \phi_i^u \right) = [\bar{u}]_{m1}[T_{ux}]_{mn}[\phi^u]_{nj} a_j \\
\Rightarrow \underbrace{(\bar{u}^T T^{(i)} \phi)}_{\text{Precomputed}} a(t), \quad i = 1, \ldots, r \text{ and } t \in [0, t_f]
\]

For the linear terms, we simply sum all the precomputed \(r \times r\) matrices together to construct the reduced linear matrix, \(\tilde{A}\), for the time-dependent ODE. The quadratic term is a little more complicated. First we precompute the matrices \(\tilde{Q}_i, i = 1, \ldots, r\), that are a sum of \(r \times r\) matrices that arise from terms like \((\sum \phi_j^u a_j \sum \phi_k^u a_k, \phi_i^u)\). During the time integration, we assemble the reduced-order quadratic term using Algorithm 2.13.
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Algorithm 2.13 (Quadratic Term Subassembly). Given matrices $\tilde{Q}_i$, $i = 1, \ldots, r$, and the POD coefficient vector $\mathbf{a}^n = \mathbf{a}(t^n)$ at time step $t^n$, the quadratic term $\tilde{q}(t^n) = [q^n_1, \ldots, q^n_r]^T$ is constructed as follows:

1. for $i = 1$ to $r$
   - $q^n_i = (\mathbf{a}^n)^T \tilde{Q}_i \mathbf{a}^n$;
2. end for

Now we have the following $r$-dimensional system of ordinary differential equations that can be solved to obtain the POD basis coefficients $a(t)$ for a given time interval $t = [0, t_f]$:

$$\dot{\mathbf{a}}(t) = \tilde{q}(t) + \tilde{A}\mathbf{a}(t) + \mathbf{c}. \quad (2.55)$$

Once constructed, this can be solved using a standard ODE solver. The advantage is that we never have to lift the problem back to the $n$-dimensional state space for the nonlinearity under consideration in equation (2.46). Using this technique, we have completely removed the lifting bottleneck for this nonlinearity while maintaining an exact computation of the nonlinear terms. The cost of this method is primarily in the precomputation and storage of the intermediate matrices needed to assemble the reduced-order ODE. These intermediate matrices are sparse and multiplied by thin $n \times r$ matrices, so the precomputation (off-line) cost is practical. Moreover, since the resulting matrices are all dimension $r$, the storage burden is minimal. Solving the ODE (2.55) and plugging the coefficients $\mathbf{a}(t)$ into our approximation in Equation (2.48), we can recover an approximation to the full-order model.
Chapter 3

A Natural Convection Flow Model

3.1 Introduction

Recall that Equations (2.1)-(2.3) represent the momentum and energy equations coupled together with the assumption that the fluid is incompressible. Under certain physical assumptions we can use these same equations to model the natural circulation of a fluid induced by a thermally-driven flow. Discretizing this system of PDEs in space results in a nonlinear dynamical system. For this chapter, we discuss the simplifying physical assumptions about the model that we have used. Linearizing the system around a steady-state flow results in a coupled set of linear differential algebraic equations (DAEs) that we can then reduce using interpolation-based methods. Linearizing a system like this is one approach that is taken to simplify the computation for large nonlinear systems. Our goal was to investigate the efficacy of applying reduced-order modeling techniques to these types of systems. Further, we wanted to see how well we could capture the input to output behavior of the system.

We first cover a description of the problem, and the physical assumptions that we made to
simplify our model. We then discuss the linearized DAE that is obtained and how the unique characteristics of the DAE system necessitate certain modifications to the IRKA technique described in Section 2.3.2. Finally, we present some numerical results of the accuracy of the reduced-order model for this problem.

3.2 The Boussinesq Equations

As a simplification to the fire model, we ignore the species transport in Equations (2.4)-(2.6) and focus on reducing a thermally-driven airflow given by Equations (2.1)-(2.3). For this problem, the primary body force is the temperature difference on opposing wall of the domain. Further, we assume that the temperature changes across the domain are less than 20°K. This allows us to treat $\beta$ as a constant as described in Section 2.1.1. Additionally, under these assumptions for temperature, we can consider the kinematic viscosity, $\nu$, and thermal diffusivity, $\alpha$, as constants. Finally, we assume there is no fuel present and therefore there is no combustion contribution to the energy equation. These assumptions lead to the well-known Boussinesq equations given by

$$\frac{\partial \mathbf{u}}{\partial t} = -\mathbf{u} \cdot \nabla \mathbf{u} - \nabla p + \nu \nabla^2 \mathbf{u} - \beta g (T - T_\infty),$$  

(3.1)

$$0 = \nabla \cdot \mathbf{u},$$  

(3.2)

$$\frac{\partial T}{\partial t} = -\mathbf{u} \cdot \nabla T + \alpha \nabla^2 T.$$  

(3.3)

3.3 Example Problem Description

Consider the natural convection model in a two-dimensional square where there is a temperature difference between the right and left boundaries. The top and bottom boundaries
have a zero normal gradient, no-slip boundary condition as shown in Figure 3.1a. The temperature differential between the walls generates a rotational flow in the square, such as the flow shown in Figure 3.1b. Here the fluid rises near the hot wall, $T_h$, and sinks along the cold wall, $T_c$.

\[
\begin{align*}
\frac{\partial T}{\partial n} &= 0 \\
T &= T_h & \quad \Omega \\
T &= T_c \\
\frac{\partial T}{\partial n} &= 0
\end{align*}
\]

(a) Problem setup. (b) Representative flow.

Figure 3.1: Rayleigh convection on the domain $[0, 1] \times [0, 1]$.

The flow of the fluid inside the square is induced by the buoyant force caused by the temperature difference on opposing walls. The Boussinesq equations (3.1)-(3.3) provide a means for modeling this type of flow [79]. Another characterization of this model is that it is simply the incompressible Navier-Stokes equations coupled to the convection-diffusion equation for temperature via a buoyancy term in the momentum equation.

We define the domain for this particular problem as $t \in (0, t_f)$ and $\mathbf{x} = (x, y) \in \Omega = [0, 1] \times [0, 1]$ with the boundary defined as $\partial \Omega = \partial \Omega_c \cup \partial \Omega_h \cup \partial \Omega_{tb}$. $\partial \Omega_h$ and $\partial \Omega_c$ are the hot and cold boundaries defined on the $x = 0$ and $x = 1$ faces respectively, and $\partial \Omega_{tb}$ is the combined top and bottom boundary $y = 0$ and $y = 1$ when $x \neq 0$ and $x \neq 1$. We set the
boundary conditions as follows:

\[ u(x, t) = 0, \quad x \in \partial \Omega, \quad (3.4) \]
\[ v(x, t) = 0, \quad x \in \partial \Omega, \]
\[ \frac{\partial T}{\partial n}(x, t) = 0, \quad x \in \partial \Omega_{tb} \]
\[ T(x, t) = T_h(t) = T_\infty + \frac{1}{2}u(t), \quad x \in \partial \Omega_h \]
\[ T(x, t) = T_c(t) = T_\infty - \frac{1}{2}u(t), \quad x \in \partial \Omega_c. \]

The reference room temperature is given by \( T_\infty \). By subtracting the last two lines, the control function is given by (3.5) centered around the reference temperature.

\[ u(t) = T_h(t) - T_c(t), \quad (3.5) \]

The partial differential equations given in (3.1)-(3.2) were linearized about a mean flow and discretized using a Taylor-Hood finite element approximation. This discretization results in the Stokes-type descriptor system of index 2,

\[ E_{11}\dot{x}_1 = A_{11}x_1 + A_{12}x_2 + B_1u(t), \quad (3.6) \]
\[ 0 = A_{21}x_1 + B_2u(t), \quad (3.7) \]
\[ y = C_1x_1 + C_2x_2 + Du(t), \quad (3.8) \]

where the state is \( x_1 = [u, T]^T, x_2 = [p]^T \). Additionally, for the Boussinesq model with the given control function \( u(t) \), \( B_2 = 0, C_2 = 0 \), and \( D = 0 \). The output \( y(t) \) is the average vorticity for the cavity. The state and output equations in (3.6)-(3.8) can be written in the form of (2.12) if we embed \( E_{11} \) into a larger matrix with zero blocks and note that the block matrix \( A_{22} \) is zero. For a Stokes-type descriptor system of index 2, \( E \) is singular, and the
system is characterized by the facts that $E_{11}$ is nonsingular, $A_{12}$ and $A_{21}^T$ have full column rank, and $A_{21}E_{11}^{-1}A_{12}$ is nonsingular.

### 3.4 Model Reduction of Descriptor Systems

The focus for reducing this model is to maintain the input to output mapping. In terms of model reduction, we seek to minimize the error between the full-order and reduced-order outputs. Given the model in (3.6)-(3.8), we note that $E$ is singular, being of the form

$$E = \begin{bmatrix} E_{11} & 0 \\ 0 & 0 \end{bmatrix}.$$  \hfill (3.9)

Reducing this type of system is further complicated by the fact that the transfer function is not a strictly proper rational function. So, the transfer function $G(s)$ can be decomposed into its strictly proper portion $G_{sp}(s)$ and its polynomial portion $P(s)$.

$$G(s) = G_{sp}(s) + P(s), \quad \tilde{G}(s) = \tilde{G}_{sp}(s) + \tilde{P}(s).$$ \hfill (3.10)

Because of this form, particular care must be taken to match the polynomial parts. As is demonstrated in Gugercin et al. [54], to have bounded $\mathcal{H}_2$ or $\mathcal{H}_\infty$ errors between the full-order and reduced-order transfer functions, the polynomial portions of the full-order and reduced-order systems must match exactly, i.e. $P(s) = \tilde{P}(s)$. This is accomplished by first decoupling the system into a differential equation to solve for $x_1$ and an algebraic equation to solve for $x_2$, as shown in [54]. As described in [54, 90], this decoupling is done implicitly and thus the deflating projectors, which are expensive to compute, are never computed. Rather, we use a series of sparse indefinite linear matrix solves to accomplish the reduction and thus
the implicit decoupling. The differential equation system for $x_1$ is then reduced using an iterative interpolatory algorithm similar to Algorithm 2.8. Gugercin et al. [54] discuss the specifics on how to enforce a Hermite interpolation of the transfer function of this descriptor system. In addition, to improve computational efficiency, Algorithm 3.1 was developed to find the projection matrices needed to provide a bi-tangential Hermite interpolation.

**Algorithm 3.1** (Interpolatory model reduction for Stokes-type descriptor systems of index 2; Gugercin et al. [54]).

1. Given shifts $\{\sigma_i\}_{i=1}^r$ and tangent directions $\{b_i\}_{i=1}^r$ and $\{c_i\}_{i=1}^r$.
2. For $i = 1, \ldots, r$, solve

$$
\begin{bmatrix}
\sigma_i E_{11} - A_{11} & A_{12} \\
A_{21} & 0
\end{bmatrix}
\begin{bmatrix}
v_i \\
z
\end{bmatrix} =
\begin{bmatrix}
B_1 b_i \\
0
\end{bmatrix}
$$

$$
\begin{bmatrix}
\sigma_i E_{11}^T - A_{11}^T & A_{21}^T \\
A_{12}^T & 0
\end{bmatrix}
\begin{bmatrix}
w_i \\
q
\end{bmatrix} =
\begin{bmatrix}
C_1^T c_i \\
0
\end{bmatrix}
$$

3. $V = [v_1 \cdots v_r], W = [w_1 \cdots w_r]$
4. $E_r = W^TE_{11}V, A_r = W^TA_{11}V, B_r = W^TB_1, C_r = C_1V, D_r = D$

Now that we have a computationally effective method to compute $V$ and $W$, we can embed Algorithm 3.1 into the IRKA Algorithm 2.8 to find the optimum shifts and directions. This leads to the version of IRKA that is described in Algorithm 3.2.
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Algorithm 3.2 (IRKA for Stokes-type descriptor systems of index 2; Gugercin et al. [54]).

1. Select initial shifts \( \{\sigma_i\}_{i=1}^r \) and tangent directions \( \{b_i\}_{i=1}^r \) and \( \{c_i\}_{i=1}^r \).
2. Apply Algorithm 3.1 to obtain \( E_r, A_r, B_r, C_r, \) and \( D_r \).
3. while (not converged)
   
   (a) Compute \( Y^* A_r Z = \text{diag}(\lambda_1, \ldots, \lambda_r) \) and \( Y^* E_r Z = I \), where the columns of \( Z = [z_1, \ldots, z_r] \) and \( Y = [y_1, \ldots, y_r] \) are, respectively, the right and left eigenvectors of \( \lambda E_{r} - A_r \).
   
   (b) \( \sigma_i \leftarrow -\lambda_i, \quad b_i^T \leftarrow y_i^* B, \quad \text{and} \quad c_i \leftarrow C z_i \) for \( i = 1, \ldots, r \).
   
   (c) Apply Algorithm 3.1 to obtain \( E_r, A_r, B_r, C_r, \) and \( D_r \)
   
end while.

With this algorithm, we can now create an \( H_2 \)-optimal \( r \)-dimensional reduced-order model via projection as given by

\[
E_r \dot{x}_1(t) = A_r x_1(t) + B_r u(t), \quad \text{(3.11)}
\]

\[
y(t) = C_r x_1(t), \quad \text{(3.12)}
\]

that will allow us to solve for \( \tilde{x}_1 \), where \( x_1 \approx V \tilde{x}_1 \). Once we have calculated \( \tilde{x}_1 \), then \( x_2 \) can be recovered using the algebraic equations given in Gugercin et al. [54], Wyatt [90].

3.5 Numerical Results

The temperature induced natural circulation in a 2D square was modeled using the Boussinesq equations and then linearized about a mean flow to create an index-2 Stokes-type
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descriptor system. See Section 3.3 for specific details. For this example, \( n_1 = 7301 \) and \( r = 15 \), and the control function defined by (3.5) is given by the step function in Figure 3.2. The goal of these particular interpolatory methods is to minimize the error between the full-order and reduced-order transfer functions, and as a consequence minimize the error between the full and reduced order system response. As Figure 3.3 illustrates, the reduced-order transfer function is a very good approximation of the full-order transfer function for frequencies along the imaginary axis.

Figure 3.2: Control function for the natural circulation square.

Figure 3.3: Frequency response of the full and reduced-order transfer functions.
As the theory in [53] and [54] suggest, this leads to a very small error of $O(10^{-6})$ for the measured response, $y(t)$, as seen in Figure 3.4.

![Graph of Average Vorticity vs Time](image1)

(a) System response.

![Graph of Average Vorticity Error vs Time](image2)

(b) System response error.

Figure 3.4: Comparison of the full-order and reduced-order system response, $y(t)$ for the natural circulation problem.

Somewhat unexpectedly, the reduced-order model also provided a good approximation for the state space as is seen in Figure 3.5.

While the results of this example are excellent, this method is approximating a linearized system instead of the full nonlinear system. As such, the nonlinearity is ignored, and the approximations do not account for the nuances developed by the nonlinear terms of the original system. To capture this nonlinear behavior using input-independent techniques, new methods must be developed to handle the nonlinearity.
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(a) State space generated using the full-order model $x_1$.

(b) State space approximated by the reduced-order model $\tilde{x}_1 = Vx_1$.

(c) Relative error over the first 10 seconds.

Figure 3.5: Comparison of the state spaces generated via the full and reduced-order models for the natural circulation problem.
Accurately modeling fires inherently requires the use of nonlinear models. While the results for reducing linear models are excellent, we must move in the direction of nonlinearity to truly represent the behavior of a fire. In moving from linear to nonlinear systems, we are able to investigate a larger class of problems. However, this shift often results, except for very special nonlinearities, in the inability to employ $H_2$-optimal input-independent methods to reduce the system order.

As stated earlier, large nonlinear dynamical systems typically require methods such as POD to create the reduced-order models. However, one of the limitations of these methods is that the reduced-order models are only as good as the full-order samples (i.e. snapshot matrices) that were used to generate the POD basis used to create the reduced-order model. Further, even if the ROM performs well for nearby solutions, it may not provide accurate solutions when input conditions are chosen sufficiently far away from the original full-order data snapshot samples. This behavior is in contrast to the $H_2$-optimal methods used for
linear and bilinear systems where the reduced-order model is designed to perform well over a wide range of bounded input conditions. One of the long term goals of this research is to link these models to low-resolution, large-scale models, such as network models, to provide local high-fidelity predictions for the fire behavior. Therefore it is important to provide accurate input to output mappings to and from the nodal connection points.

Another limitation of POD, is the large off-line cost associated with capturing the data snapshots. We must capture a sufficiently rich set of data snapshots to build a set of basis vectors that are able to represent the dynamics of the system well. Additionally, this set must be targeted enough to allow for a relatively small number of basis vectors to represent the system [18, 80]. Recalling Theorem 2.12, we note that if the singular values of the snapshot matrix do not decay quickly, then it is difficult to reduce the system to a desired accuracy without utilizing a large number of basis vectors.

In this chapter, we begin to look at truly nonlinear dynamical systems, and we examine new methods to handle those nonlinear dynamical systems. As a test system, we chose the Burgers’ equation (4.1). In our context, the Burgers’ equation can be seen as a simplified version of the momentum equation in (2.1), where there is no external body force and the pressure remains constant over the spatial domain. This is a simple nonlinear system that embodies some of the challenges that we face in reducing the full fire model. Ignoring external forces, we see that the components, namely a convection term $v(x,t) \cdot v_x(x,t)$ and a diffusion term $\nu v_{xx}(x,t)$, are present in equations (2.1), (2.3)-(2.6) of the fire model. In this way we can test certain methods on a simpler system first to see if they are viable for the full fire model. After discussing the model generated from the Burgers’ equation, we will examine three possible techniques for extending input independent methods to nonlinear equations. The first is a method to reduce the discretized quadratic-bilinear system using multi-moment matching (QBMOR) [15, 47, 48]. Next we investigate combining POD with an
input-independent method in an attempt improve the accuracy and stability of the reduced-order model over a larger range input functions. Finally, we discuss a technique where we ignore the nonlinear terms and attempt to determine the projection matrices using only the linear portion of the system.

4.1 Burgers’ Equation

For our research, we solved the 1D Burgers’ equation (4.1) using several different input functions (see Appendix B). A POD reduced-order model was creating using data snapshots from the control function $u_1(t)$ shown in figure B.1a. This reduced-order model was used as the standard with which we compared the reduced-order models generated using other techniques.

4.1.1 Problem Definition

Specifically, we looked at the 1D Burgers’ equation over $[0,1] \times [0,t_f]$. For these tests, we set Neumann boundary conditions on the right side of the domain and a Dirichlet boundary control on the left. This leads to the boundary conditions

\begin{align*}
vt(x,t) + v(x,t) \cdot vx(x,t) &= \nu vv(x,t), \\
v(0,t) &= u(t), \\
v_x(1,t) &= 0, \\
v(x,0) &= v_0(x) = 0.
\end{align*}

(4.1)
4.1. Burgers’ Equation

Examining the convection term, we see that the nonlinearity is actually the derivative of the quadratic state variable leading to the equivalent form

\[ v_t(x, t) + \frac{1}{2} \frac{\partial}{\partial x} [(v(x, t) \otimes v(x, t))] = \nu \cdot v_{xx}(x, t). \tag{4.5} \]

This system can be spatially discretized by a few different methods. We discuss the group finite element method (GFEM) and finite difference method below.

4.1.2 Group Finite Element Method (GFEM)

We refer the reader to Krämer [62] for a complete treatment of the GFEM for solving the 1D Burgers’ equation. We will mention a couple of points that have a computational impact when generating the reduced-order models. Using the weak formulation on (4.1), integrating by parts, and then projecting to the finite element basis, we are left with the matrix system

\[ E \dot{\alpha}(t) = A \alpha(t) + B u(t) + J(\alpha(t)), \tag{4.6} \]

where given the finite element basis \( \varphi_k(x), \) \( k = 1, \ldots, N, \) we can approximate the state space by (4.7)

\[ v(x, t) \approx \sum_{k=1}^{N} \alpha_k(t) \varphi_k(x). \tag{4.7} \]

Further, the nonlinearity in the system is defined by (4.8) for each \( j = 1, \ldots, N. \)

\[ J(\alpha(t)) = -\sum_{i=1}^{N} \sum_{k=1}^{N} \int_{0}^{1} \alpha_i(t) \alpha_k(t) \varphi_i(x) \varphi'_k(x) \varphi_j(x) \, dx. \tag{4.8} \]

This nonlinearity depends on \( t \) and must be recalculated at each time step. This is a major bottleneck for the computation.
The GFEM uses the conservative form of the Burgers equation (4.5) when generating the weak form to eliminate this bottleneck. Looking at the nonlinear term

\[ v^2(x, t) \approx \left( \sum_{k=1}^{N} \alpha_k(t) \varphi_k(x) \right)^2, \]  
(4.9)

\[ \approx \sum_{k=1}^{N} \alpha_k^2(t) \varphi_k(x). \]  
(4.10)

The last step in (4.10) is justified by the fact that at the nodes \( x_k, k = 1, \ldots, N \), \( \varphi_i(x_k)\varphi_j(x_k) = \delta_{ij} \). We then linearly interpolate between the nodes. Now our nonlinear system is a quadratic nonlinear system of the form

\[ \mathbf{E} \dot{\alpha}(t) = \mathbf{A} \alpha(t) + \mathbf{H}(\alpha(t) \odot \alpha(t)) + \mathbf{B}u(t), \]  
(4.11)

where \( \odot \) represents the component-wise multiplication below

\[ \alpha \odot \beta = [ \alpha_1 \beta_1, \cdots; \alpha_n \beta_n ]^T. \]

Further, \( \mathbf{H} \in \mathbb{R}^{N \times N} \) is defined by

\[ (\mathbf{H})_{i,j} = -\frac{1}{2} \int_0^1 \varphi_i'(x)\varphi_j(x) \, dx, \]

which is constant and does not need to be computed at each time step. This system can now be reduced using the QBMOR method where \( N = 0 \).
4.1. Burgers’ Equation

4.1.3 Finite Difference Method

In this method for discretizing the Burgers’ equation, the spatial derivatives are approximated using backward finite difference scheme. For the convective term we approximate the first derivative using a backward difference

\[
\frac{\partial v(x, t)}{\partial x} \bigg|_{x=x_i} \approx \frac{v(x_i, t) - v(x_{i-1}, t)}{h}, \tag{4.12}
\]

where \( h = x_i - x_{i-1} \). For the diffusion term, the second derivative is approximated using

\[
\frac{\partial^2 v(x, t)}{\partial x^2} \bigg|_{x=x_i} \approx \frac{v(x_{i+1}, t) - 2v(x_i, t) + v(x_{i-1}, t)}{h^2}. \tag{4.13}
\]

The domain is then uniformly discretized as \( a = x_0, x_1, \cdots, x_N, x_{N+1} = b \) and the boundary conditions are applied. This results in an \( N \)-dimensional system of ordinary differential equations to solve for \( v(t) = [v(x_1, t), \cdots, v(x_N, t)]^T \) in the discretized state space \( x^N \)

\[
\dot{v}(x^N, t) = \mathbf{A} v(x^N, t) + \mathbf{H} (v(x^N, t) \otimes v(x^N, t)) + \mathbf{N} v(x^N, t) u(t) + \mathbf{B} u(t),
\]

\[
y(t) = \mathbf{C}^T v(x^N, t). \tag{4.14}
\]

where \( y(t) \) is some output of interest. For this study, the output was simply considered as the value at \( x = 1 \).

It is worth noting that due to sparsity and structure of \( \mathbf{H} \in \mathbb{R}^{n \times n^2} \), the nonlinear term in the full model can be simplified by

\[
\mathbf{H}(v \otimes v) = (\hat{\mathbf{H}} v) \otimes v,
\]

where \( \hat{\mathbf{H}} \in \mathbb{R}^{n \times n} \) is a diagonal matrix. Since the corresponding matrix in the reduced-order
4.1.4 Projecting the Quadratic-Bilinear System

Once we have constructed a discrete system for the Burgers’ equation using either the method described in section 4.1.2 or section 4.1.3, we are left with the quadratic bilinear dynamical system \( \eta(A, H, N, b, c) \) as defined by (2.16). In general, we will construct our system via projection similar to what was described for linear systems in section 2.3.1. However, we now must also project the quadratic and bilinear terms. Again, we start by approximating the state variable by \( v \approx Vv_r \). Performing a Petrov-Galerkin projection on the state equation in (2.16) leads to equation

\[
W [\dot{V}v_r(t) - AVv_r(t) - H(Vv_r(t) \otimes Vv_r(t)) - NVv_r(t)u(t) - bv(t)] = 0. \tag{4.15}
\]

We now provide a definition for the projection-based reduced-order model of the quadratic bilinear system.

**Definition 4.1.** Given the quadratic bilinear dynamical system \( \eta(A, H, N, b, c) \) given by (2.16), the projection-based reduced-order model is given by

\[
\dot{v}_r(t) = A_r v_r(t) + H_r (v_r(t) \otimes v_r(t)) + N_r v_r(t)u(t) + b_r u(t), \tag{4.16}
\]

\[
y_r = c_r v_r(t),
\]
where we define

\begin{align*}
A_r &= W^TAV \\
H_r &= W^T H (V \otimes V) \\
N_r &= W^T NV \\
b_r &= W^T b \\
c_r &= cV \\
W^T V &= I_r.
\end{align*}

(4.17)

When \( W \neq V \), we consider this a *two-sided* or *Petrov-Galerkin* projection. Further, if we let \( W = V \), then this called a *one-sided* or *Galerkin* projection.

For the remainder of this chapter, we will use this projection to determine the reduced-order model. The only difference in each of the methods is how \( V \) and \( W \) are determined.

### 4.1.5 Tensor Product Computational Strategies

Before discussing model reduction strategies for the Burgers’ equation, we must discuss the computational challenge of reducing the quadratic matrix \( H \) in this quadratic-bilinear system. To understand this issue, we look at the sizes of each of the matrices and the size of the resulting matrix products. As seen in (4.17), \( H \in \mathbb{R}^{n \times n^2}, W, V \in \mathbb{R}^{n \times r} \) are required to compute \( H_r \in \mathbb{R}^{r \times r^2} \). Since \( H \) is sparse and contains \( O(n) \) nonzero columns, it only requires about \( O(n^2) \) to store the matrix. Further, \( W^T H \) will result in a sparse matrix \( \hat{H} \in \mathbb{R}^{r \times n^2} \) that requires \( O(r \times n) \) entries to store. The issue comes in the \( (V \otimes V) \) term which results in a dense \( \mathbb{R}^{n^2 \times r^2} \) matrix. Even for moderately sized systems, this matrix may exceed storage capacities of many desktop computers. For example, if we reduced a system from \( n = 1500 \) to \( r = 20 \) on a double precision machine, it would require almost 2 gigabytes to store \( (V \otimes V) \), not to mention that we still have to pre-multiply this matrix by \( \hat{H} \). Due to the density of this matrix we are not able to leverage sparse matrix multiplications. Fortunately, Benner and Breiten [15] suggest a method that leverages several well known tensor structure and multiplication properties, which can be found in [61].
Suppose we have a tensor $\mathcal{H} \in \mathbb{R}^{m \times n \times p}$, then we can create a matricization, $H^{(1)}$ or simply $H$, of the tensor $\mathcal{H}$ such that $H^{(1)} \in \mathbb{R}^{m \times np}$. We call this the mode-1 unfolding of the tensor $\mathcal{H}$. We can also form the mode-2 unfolding $H^{(2)} \in \mathbb{R}^{n \times mp}$ and the mode-3 unfolding $H^{(3)} \in \mathbb{R}^{p \times mn}$ [61]. Using the properties of tensors and their matricizations, we now present Theorem 4.2 that will be critical in our being able to reduce these quadratic systems via projection.

**Theorem 4.2.** The Hessian $H$ in (2.16) can be symmetrized as shown in [15] without changing the dynamics of the operator. Further, if it is symmetrized, then the following properties hold

1. $H^{(2)} = H^{(3)}$
2. $H(u \otimes v) = H(v \otimes w)$
3. $w^T H^{(1)}(u \otimes v) = u^T H^{(2)}(v \otimes w)$

*Proof.* See Benner and Breiten [15] for details. \(\square\)

Using the properties from Theorem 4.2, we are able to significantly reduce the computation times and memory requirements for calculating $H_r = W^T H (V \otimes W)$. In particular, using property 3 from Theorem 4.2, we get Algorithm 4.3 which was suggested by [15].

**Algorithm 4.3** (Projecting the Quadratic Matrix [15]). Given a symmetrized matrix $H$, we calculate the reduced-order projection $H_r = W^T H (V \otimes V)$ as follows:

1. Compute tensor $Y \in \mathbb{R}^{r \times n \times n}$ via $Y^{(1)} = W^T H$.
2. Compute tensor $Z \in \mathbb{R}^{r \times r \times n}$ via $Z^{(2)} = V^T Y^{(2)}$.
3. Compute tensor $\tilde{H} \in \mathbb{R}^{r \times r \times r}$ via $\tilde{H}^{(3)} = V^T Z^{(3)}$.
4. Form the mode-1 unfolding $H_r$ of the tensor $\tilde{H}$. 


Using Algorithm 4.3, we can see that \((V \otimes V)\) is never actually calculated. Further the computational costs of the matrix multiplications are significantly reduced. Finally, since the formation of the mode-2 and mode-3 unfoldings is a trivial re-indexing of the mode-1 unfolding, shifting between modes is very efficient.

### 4.2 Quadratic-Bilinear Model Reduction

In [47] and [48], a method (QLMOR) is developed to reduce quadratic models of the form given in (2.16) using moment matching and projections. In this method, the reduced-order model will match up to the \(q\)-th order moments of the first two transfer functions \(H_1(s_1)\) and \(H_2(s_1, s_2)\) at two given frequencies. The method only provides a technique for performing a one-sided projection. Benner and Breiten [15] use the ideas from Gu [48], but extend the approach to provide for moment matching at multiple frequencies and allow for two-sided projections. Benner and Goyal [16] have very recently extended the idea of Gramians and balanced truncation to model reduction of quadratic-bilinear dynamical systems.

In the following sections, we discuss the basics of two-sided quadratic-bilinear model order reduction (QBMOR) and then present our results using the techniques described. Finally, we discuss the stability issues associated with this method when using two-sided projections.

#### 4.2.1 QBMOR Framework

For linear (2.12) and bilinear (2.15) dynamical systems, much is known about how to efficiently determine \(H_2\)-optimal reduced-order models [14, 22, 39, 53, 54]. However, for quadratic systems, the criteria for guaranteeing this \(H_2\) optimality are not yet well understood. In a sense, the research for quadratic systems is in an early stage akin to when
the linear techniques were first being developed in [5, 46, 50, 51].

While the work by Gu [47, 48] set the stage for using moment matching techniques, it was focused on one-sided projections. We focus on the two-sided techniques presented by Benner and Breiten [15]. We start by choosing an appropriate sequence of nested Krylov subspaces that extends the known results for one-sided projections specified in [48] to implement a two-sided version of QLMOR defined by Benner and Breiten as defined by Theorem 4.6, which we refer to here as QBMOR. First, a couple terms are defined to clarify later notation.

**Definition 4.4.** Given a matrix $A \in \mathbb{R}^{n \times n}$ and starting vector $b \in \mathbb{R}^n$, the associated Krylov space is defined as

$$
\mathcal{K}(A, b) := \text{span}\{b, Ab, A^2b, A^3b, \ldots\}. \quad (4.18)
$$

Further the $n$th order Krylov subspace is defined as

$$
\mathcal{K}_n(A, b) := \text{span}\{b, Ab, \ldots, A^nb\}. \quad (4.19)
$$

**Definition 4.5.** Let $E, A \in \mathbb{R}^{n \times n}$, $b \in \mathbb{R}^n$, $q \in \mathbb{N}$, and $\sigma \in \mathbb{C}$. We define the associated rational Krylov subspace by

$$
\mathcal{K}_q(E, A, b, \sigma) := \mathcal{K}_q(\sigma E - A)^{-1}E, (\sigma E - A)^{-1}b). \quad (4.20)
$$

**Theorem 4.6** (Benner and Breiten, 2012). Let $\Sigma = (E, A, H, N, b, c)$ denote a quadratic bilinear control system of dimension $n$. Let $q_1, q_2 \in \mathbb{N}$ with $q_2 \leq q_1$. Assume that a reduced QBDAE is constructed by a Petrov-Galerkin type projection

$$
E_r = W^T E V, \quad A_r = W^T A V, \quad H_r = W^T H (V \otimes V) \quad (4.6a)
$$

$$
N_r = W^T N V, \quad b_r = W^T b, \quad c_r = V^T c
$$
where \( V \) and \( W \) are the orthonormal bases for the span of the union of the following column spaces

\[
V_1 = \mathcal{K}_{q_1}(E, A, b, \sigma) \\
W_1 = \mathcal{K}_{q_1}(E^T, A^T, c, 2\sigma)
\]

for \( i = 1 : q_2 \)

\[
V_i^1 = \mathcal{K}_{q_2-i+1}(E, A, NV_1(:, i), 2\sigma) \\
W_i^1 = \mathcal{K}_{q_2-i+1}(E^T, A^T, N^T W_1(:, i), \sigma)
\]

for \( j = 1 : \min(q_2 - i + 1, i) \)

\[
V_i^{i,j} = \mathcal{K}_{q_2-i-j+2}(E, A, HV_1(:, i) \otimes V_1(:, j), 2\sigma) \\
W_i^{i,j} = \mathcal{K}_{q_2-i-j+2}(E^T, A^T, H^{(2)} V_1(:, i) \otimes W_1(:, j), \sigma),
\]

i.e.

\[
\begin{align*}
\text{span}(V) &= \text{span}(V_1) \cup \bigcup_{i} \text{span}(V_i^1) \cup \bigcup_{i,j} \text{span}(V_i^{i,j}), \\
\text{span}(W) &= \text{span}(W_1) \cup \bigcup_{i} \text{span}(W_i^1) \cup \bigcup_{i,j} \text{span}(W_i^{i,j}).
\end{align*}
\]

then the following conditions hold

\[
\begin{align*}
\frac{\partial^i G_1}{\partial s_1^i} (\sigma) &= \frac{\partial^i \tilde{G}_1}{\partial s_1^i} (\sigma) & i = 0, \ldots, q_1 - 1, \\
\frac{\partial^i G_1}{\partial s_1^i} (2\sigma) &= \frac{\partial^i \tilde{G}_1}{\partial s_1^i} (2\sigma) & i = 0, \ldots, q_1 - 1, \\
\frac{\partial^{i+j} G_2}{\partial s_1^i s_2^j} (\sigma) &= \frac{\partial^{i+j} \tilde{G}_2}{\partial s_1^i s_2^j} (\sigma) & i + j \leq 2q_2 - 1.
\end{align*}
\]
4.2.2 Results

Our initial approach was to look at the Burgers’ equation as set up in Section 4.1. These equations were first solved using the GFEM method described in 4.1.2 and Krämer [62]. As was suggested in [15], IRKA was run on the linear portion of the system in order to determine the shift points to use with QBMOR. Using the projections in 4.6, $V$ and $W$ were calculated and used to create reduced-order models via Galerkin (one-sided) and Petrov-Galerkin (two-sided) projections. We observed that the two-sided systems were often not stable.

To test the stability of the one-sided versus two-sided projections, tests were run when using the various values for $q_1$ and $q_2$. As seen in the data the two-sided projection was unstable for several different configurations of $q_1$ and $q_2$, while the one-sided projections produced a bounded output in every case. This is not surprising. Unless the Petrov-Galerkin bases are chosen by effective/optimal methods such as Balanced Truncation and IRKA, even for linear systems, one might expect one-sided projections to preserve stability more often than the two-sided ones. Examples of the cases where the two-sided projections converge are shown in Figures 4.1 and 4.2. As can be seen in the Figures and in Table 4.1, when the two-sided projection did converge, it was a much better approximation to the full-order solution.

We investigated to see if there was some correlation between the eigenvalues of $E^{-1}A$ and the stability (see Table 4.1) of the reduced-order model. While there does not seem to be a direct correlation, it is worth noting that one-sided projections never produced unstable eigenvalues, but as more moments are matched for the two-sided projections, we start to see unstable eigenvalues appear in the linear portion of the reduced-order model. Further, while the condition number of the projected mass matrix of the one-sided projection is always nearly 1, the condition number for the mass matrix seems to grow when the projection
4.2. Quadratic-Bilinear Model Reduction

Table 4.1: Summary data for $E_{r1} = V^T E V$, $E_{r2} = W^T E V$, $A_{r1} = V^T A V$, and $A_{r2} = W^T A V$.

<table>
<thead>
<tr>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$r$</th>
<th>Condition Number</th>
<th>$E_{r1}$</th>
<th>$E_{r2}$</th>
<th>$#\text{ Unstable Eigenvalues}$</th>
<th>Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>1.002</td>
<td>6.114</td>
<td>0</td>
<td>0</td>
<td>0.34942, $\infty$</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>1.003</td>
<td>2.718</td>
<td>0</td>
<td>0</td>
<td>0.21131, $\infty$</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>6</td>
<td>1.006</td>
<td>4.621</td>
<td>0</td>
<td>0</td>
<td>0.12979, 0.40050</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>10</td>
<td>1.014</td>
<td>7.429</td>
<td>0</td>
<td>0</td>
<td>0.04798, 0.00806</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>1.003</td>
<td>19.427</td>
<td>0</td>
<td>0</td>
<td>0.17225, $\infty$</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>5</td>
<td>1.004</td>
<td>6.521</td>
<td>0</td>
<td>0</td>
<td>0.17514, $\infty$</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>7</td>
<td>1.007</td>
<td>4.980</td>
<td>0</td>
<td>0</td>
<td>0.09402, 0.08103</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>11</td>
<td>1.017</td>
<td>8.129</td>
<td>0</td>
<td>0</td>
<td>0.04118, 0.00444</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>17</td>
<td>1.494</td>
<td>14.026</td>
<td>0</td>
<td>1</td>
<td>0.02506, $\infty$</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>5</td>
<td>1.005</td>
<td>69.437</td>
<td>0</td>
<td>0</td>
<td>0.15804, $\infty$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6</td>
<td>1.006</td>
<td>14.425</td>
<td>0</td>
<td>0</td>
<td>0.11997, $\infty$</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>8</td>
<td>1.010</td>
<td>12.986</td>
<td>0</td>
<td>0</td>
<td>0.05434, 0.03009</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>12</td>
<td>1.019</td>
<td>8.617</td>
<td>0</td>
<td>0</td>
<td>0.03058, 0.00144</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>18</td>
<td>1.570</td>
<td>40.088</td>
<td>0</td>
<td>3</td>
<td>0.03338, $\infty$</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>27</td>
<td>1.986</td>
<td>171.625</td>
<td>0</td>
<td>6</td>
<td>0.01393, $\infty$</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>6</td>
<td>1.007</td>
<td>264.469</td>
<td>0</td>
<td>0</td>
<td>0.09385, $\infty$</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>7</td>
<td>1.008</td>
<td>36.903</td>
<td>0</td>
<td>0</td>
<td>0.08121, $\infty$</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>9</td>
<td>1.011</td>
<td>8.532</td>
<td>0</td>
<td>0</td>
<td>0.05957, 0.01333</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>13</td>
<td>1.020</td>
<td>13.560</td>
<td>0</td>
<td>1</td>
<td>0.03450, $\infty$</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>19</td>
<td>1.784</td>
<td>13.368</td>
<td>0</td>
<td>2</td>
<td>0.02021, $\infty$</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>28</td>
<td>1.985</td>
<td>53.223</td>
<td>0</td>
<td>4</td>
<td>0.01274, $\infty$</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>40</td>
<td>2.184</td>
<td>264.982</td>
<td>0</td>
<td>5</td>
<td>0.01017, $\infty$</td>
</tr>
</tbody>
</table>
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Figure 4.1: Output for reduced models versus the full state output where $q_1 = 4$.

matrices are dominated either by the linear or the quadratic term.

Attempt to Control Stability

Benner and Breiten [15] generated the interpolation points for QBMOR using IRKA applied to the linear portion of the system. In an attempt to improve the stability results, we extended this idea of using QBMOR and IRKA together by combining the QBMOR basis with
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Figure 4.2: Output for reduced models versus the full state output where $q_1 = 5$.

four basis vectors generated by using IRKA. The difference between these two frameworks is that the first is only seeking the interpolation points to use for QBMOR, whereas the second merges the bases created using two techniques into a single basis. Our goal was to use the IRKA vectors to increase the order of the reduced system while still maintaining stability. These IRKA vectors generated using just the linear portion of the system are known as $\mathcal{H}_2$-optimal vectors since they would be optimal for the linear system. However, they are not optimal for the full nonlinear system [29]. For QBMOR-IRKA, the IRKA projection matrices were appended to the QBMOR projection matrices and orthonormalized via QR. This resulted in a significant improvement in the accuracy over QBMOR alone, with the output error being almost an order of magnitude less when both converged. However, the stability of the system was not improved; and for almost every case if the QBMOR method diverged, then so would the IRKA-QBMOR method, as seen in Table 4.2 and Figure 4.3.
Table 4.2: Summary data for reduced-order models using QBMOR.

<table>
<thead>
<tr>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$r$</th>
<th>$r_{IQ}$</th>
<th>1-sided</th>
<th>QB-IRKA 1S</th>
<th>2-sided</th>
<th>QB-IRKA 2S</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>6</td>
<td>5.16e+00</td>
<td>6.08e-01</td>
<td>7.10e+00</td>
<td>Inf</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4</td>
<td>8</td>
<td>1.45e+00</td>
<td>3.05e-01</td>
<td>1.36e+00</td>
<td>3.70e-01</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>8</td>
<td>12</td>
<td>4.61e-01</td>
<td>8.13e-02</td>
<td>2.80e-01</td>
<td>6.63e-03</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>7</td>
<td>2.26e+00</td>
<td>4.24e-01</td>
<td>Inf</td>
<td>Inf</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>5</td>
<td>9</td>
<td>1.09e+00</td>
<td>1.91e-01</td>
<td>7.68e-01</td>
<td>2.04e-01</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>9</td>
<td>13</td>
<td>2.79e-01</td>
<td>7.78e-02</td>
<td>1.44e-01</td>
<td>Inf</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>16</td>
<td>20</td>
<td>7.29e-02</td>
<td>2.72e-02</td>
<td>Inf</td>
<td>2.52e-03</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>1.08e+00</td>
<td>2.68e-01</td>
<td>Inf</td>
<td>Inf</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>6</td>
<td>10</td>
<td>6.88e-01</td>
<td>1.90e-01</td>
<td>5.42e-01</td>
<td>Inf</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>10</td>
<td>14</td>
<td>1.87e-01</td>
<td>7.55e-02</td>
<td>5.15e-02</td>
<td>7.57e-03</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>17</td>
<td>21</td>
<td>3.96e-02</td>
<td>3.07e-02</td>
<td>Inf</td>
<td>Inf</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>27</td>
<td>31</td>
<td>3.01e-02</td>
<td>1.76e-02</td>
<td>Inf</td>
<td>Inf</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>5</td>
<td>9</td>
<td>1.09e+00</td>
<td>2.49e-01</td>
<td>Inf</td>
<td>Inf</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>7</td>
<td>11</td>
<td>4.30e-01</td>
<td>1.19e-01</td>
<td>6.33e-01</td>
<td>Inf</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>11</td>
<td>15</td>
<td>1.39e-01</td>
<td>4.71e-02</td>
<td>2.65e-02</td>
<td>4.27e-03</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>18</td>
<td>22</td>
<td>4.88e-02</td>
<td>1.65e-02</td>
<td>Inf</td>
<td>Inf</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>28</td>
<td>32</td>
<td>2.88e-02</td>
<td>1.60e-02</td>
<td>Inf</td>
<td>Inf</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>42</td>
<td>46</td>
<td>1.59e-02</td>
<td>8.09e-03</td>
<td>Inf</td>
<td>Inf</td>
</tr>
</tbody>
</table>
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4.2.3 Stability Preservation

In looking at the QBMOR method for reducing the quadratic-bilinear system, it was noted that the oblique Petrov-Galerkin projection often produced unstable reduced-order models. While these two-sided projections theoretically provide more accurate models, they also may result in asymptotic instabilities [15, 21]. As noted by [15], there may be a Lyapunov-based
method to help ensure stability. However, this method requires solving large-scale Lyapunov equations and may be impractical for very large systems. For our research, we did not investigate the use of this method, and we refer the reader to [15] for a complete discussion of the method, including benefits and limitations.

4.3 Combining IRKA and POD

As was shown by Chaturantabut et al. [29], POD and quasi-$\mathcal{H}_2$-optimal basis vectors have been successfully employed to improve the approximations for structure-preserving reduced-order models of port-Hamiltonian systems. The basis vectors are considered quasi-$\mathcal{H}_2$-optimal because they are generated using IRKA on the linear portion, ignoring the non-linear terms. Our research shows this could potentially be a new technique for leveraging the best characteristics of different model reduction techniques. At this point, however, there are no real guidelines on how these subspaces should be combined.

4.3.1 Methodology

Our first investigation into these methods was combining the linear $\mathcal{H}_2$-optimal basis vectors with two-sided QBMOR in an attempt to improve stability as described in Section 4.2.2. As said in that Section, we did not see an improvement in the stability, but we did notice an improvement in accuracy of the approximations when the linear $\mathcal{H}_2$-optimal IRKA basis was augmented to the QBMOR basis. This improvement along with the results from [29] motivated combining POD with the linear $\mathcal{H}_2$-optimal IRKA basis to approximate the quadratic bilinear system given by (2.16). Initially, we developed Algorithm 4.7 to build our projection vectors $V$ and $W$. With this method, we first pick a reduced-order size $r$. Then a number of
IRKA vectors, $r_I$, and POD vectors, $r_P$, are chosen such that $r = r_I + r_P$. To build $V$ and $W$, the IRKA and POD vectors are combined, and an orthogonal basis is generated that spans the range of the combined basis.

Algorithm 4.7 (POD+IRKA - Method 1). Let $\Sigma = (A, H, N, b, c)$ be a SISO quadratic bilinear control system (2.16) of size $n$. Let $r$ be the desired size of the reduced-order model and $r_I$ be the number of desired IRKA vectors where $1 \leq r_I \leq r$.

1. Generate $k$ POD orthonormal basis vectors $\Phi = [\varphi_1, \cdots, \varphi_k]$ from full-order snapshots created using the baseline input function $u_1(t)$, where $r = r_I + k$.

2. Apply IRKA using just the linear terms, $A, b, c$, to produce $V_I, W_I \in \mathbb{R}^{n \times r_I}$.

3. Create orthonormal bases $V$ and $W$ such that
   \[ \text{span}\{V\} = \text{span}\{V_I, \varphi_1, \cdots, \varphi_k\}, \]
   \[ \text{span}\{W\} = \text{span}\{W_I, \varphi_1, \cdots, \varphi_k\}. \]

4. Create reduced-order model $\zeta = (A_r, H_r, N_r, b_r, c_r)$ of size $r$ using a Petrov-Galerkin (two-sided) projection:
   \[ A_r = W^T AV, \quad H_r = W^T H (V \otimes V), \]
   \[ N_r = W^T NV, \quad b_r = W^T b, \quad c_r = V^T c. \]

As we will see in the results section 4.3.2, if too many IRKA vectors are chosen, the system becomes unstable. Therefore, we attempted to control the stability of the reduced-order model by building a larger space consisting of $r$ POD basis vectors and $1 \leq r_I \leq r$ IRKA basis vectors. We then create an orthogonal basis from these using SVD and truncate back to the desired reduced-order dimension, $r$. This idea was motivated by the proper orthogonal decomposition technique of computing the SVD and then truncating to the correct dimension. This technique is summarized in Algorithm 4.8. We do note that with this second method we attempted both Galerkin (one-sided) and Petrov-Galerkin (two-sided) projections to see if one method would perform better than the other.
Algorithm 4.8 (POD+IRKA - Method 2). Let $\Sigma = (A, H, N, b, c)$ be a SISO quadratic bilinear control system (2.16) of size $n$. Let $r$ be the desired size of the reduced-order model and $r_I$ be the number of desired IRKA vectors where $1 \leq r_I \leq r$.

1. Generate POD orthonormal basis vectors $\Phi = [\varphi_1, \cdots, \varphi_r]$ from from full-order snapshots created using the baseline input function $u_1(t)$.

2. Apply IRKA using just the linear terms, $A, B, C$, to produce $V_I$ and $W_I$.

3. Create orthonormal bases $V$ and $W$ using SVD such that

$$\text{span}\{V_f\} = \text{span}\{V_I, \varphi_1, \ldots, \varphi_r\},$$
$$\text{span}\{W_f\} = \text{span}\{W_I, \varphi_1, \ldots, \varphi_r\}.$$ 

Since $V_f, W_f \in \mathbb{R}^{n \times (r+r_I)}$ are column ordered by SVD based on the associated singular vectors, we let $V$ and $W$ be the leading $r$ vectors of $V_f$ and $W_f$, respectively.

4. Create reduced-order model $\zeta = (A_r, H_r, N_r, b_r, c_r)$ of size $r$ using a Petrov-Galerkin (two-sided) projection:

$$A_r = W^T A V,$$
$$H_r = W^T H (V \otimes V),$$
$$N_r = W^T N V,$$
$$b_r = W^T b,$$
$$c_r = V^T c.$$ 

5. We let $W = V$ for the Galerkin (one-sided) projection.

4.3.2 Results

For our tests we ran full-order simulations of the Burgers’ equation using multiple input functions, $u_1(t), \ldots, u_6(t)$ (see Figure B.1). We used the state-space solutions from the simulation with input $u_1(t)$ to create our snapshot matrix. From this matrix, we built an $r$-dimensional POD basis, $\Phi_r$. After using this to project the full-order system, we have the
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Following reduced-order model

\[
\dot{x}_r(t) = A_P x_r(t) + H_P (x_r(t) \otimes x_r(t)) + N_P x_r(t)u(t) + b_P u(t),
\]

\[
y_r(t) = c_P^T x_r(t),
\]

where \(A_P, H_P, N_P, b_P,\) and \(c_P\) are created via projection as in Definition 4.1 where \(W = V = \Phi_r\). We then create a second reduced-order model by choosing \(1 < k \leq r\) and building \(k\)-dimensional IRKA projecting vectors \(V_I\) and \(W_I\). Using Algorithm 4.7, we create a reduced-order model

\[
\dot{x}_r(t) = A_k x_r(t) + H_k (x_r(t) \otimes x_r(t)) + N_k x_r(t)u(t) + b_k u(t),
\]

\[
y_k(t) = c_k^T x_r(t).
\]

Table 4.3: Error for \(r = 15\) using \(r_1\) number of IRKA vectors and \((r - r_1)\) number of POD vectors in a combined subspace.

<table>
<thead>
<tr>
<th>(r_1)</th>
<th>(u_1(t))</th>
<th>(u_2(t))</th>
<th>(u_3(t))</th>
<th>(u_4(t))</th>
<th>(u_5(t))</th>
<th>(u_6(t))</th>
</tr>
</thead>
<tbody>
<tr>
<td>POD</td>
<td>2.0395e-03</td>
<td>3.3547e-02</td>
<td>2.0889e-02</td>
<td>7.7171e-02</td>
<td>1.9559e-02</td>
<td>3.6554e-02</td>
</tr>
<tr>
<td>2</td>
<td>1.1813e-03</td>
<td>1.9170e-02</td>
<td>1.0549e-02</td>
<td>4.9792e-02</td>
<td>1.0588e-02</td>
<td>2.0199e-02</td>
</tr>
<tr>
<td>3</td>
<td>1.0157e-03</td>
<td>1.0451e-02</td>
<td>5.2608e-03</td>
<td>3.7456e-02</td>
<td>6.4086e-03</td>
<td>1.6919e-02</td>
</tr>
<tr>
<td>4</td>
<td>8.2954e-04</td>
<td>1.0224e-02</td>
<td>5.3244e-03</td>
<td>3.2765e-02</td>
<td>6.0958e-03</td>
<td>1.3249e-02</td>
</tr>
<tr>
<td>5</td>
<td>5.6006e-04</td>
<td>2.6137e-02</td>
<td>5.1035e-02</td>
<td>NaN</td>
<td>9.8819e-03</td>
<td>NaN</td>
</tr>
<tr>
<td>6</td>
<td>3.3443e-04</td>
<td>1.4983e-02</td>
<td>5.7398e-03</td>
<td>1.7622e-01</td>
<td>5.4606e-03</td>
<td>NaN</td>
</tr>
<tr>
<td>7</td>
<td>2.1545e-04</td>
<td>1.1286e-02</td>
<td>5.2093e-03</td>
<td>1.3122e-01</td>
<td>6.1630e-03</td>
<td>NaN</td>
</tr>
<tr>
<td>8</td>
<td>1.9037e-04</td>
<td>1.4928e-02</td>
<td>6.8101e-03</td>
<td>3.0147e-01</td>
<td>5.4235e-03</td>
<td>NaN</td>
</tr>
<tr>
<td>9</td>
<td>6.1983e-04</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>3.9650e-02</td>
<td>NaN</td>
</tr>
<tr>
<td>10</td>
<td>7.8468e-04</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>1.0426e-01</td>
<td>NaN</td>
</tr>
<tr>
<td>11</td>
<td>1.8322e-03</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
</tbody>
</table>
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We then tested each reduced-order model using the various input functions. We calculated the relative error of each of the results by taking the norm of the difference between the full-order models and reduced-order models as:

\[
\text{err}_{\text{POD}} = \frac{\|y(\hat{t}) - y_P(\hat{t})\|_2}{\|y(\hat{t})\|_2} \quad \text{err}_{\text{POD-IRKA}} = \frac{\|y(\hat{t}) - y_k(\hat{t})\|_2}{\|y(\hat{t})\|_2},
\]

(4.23)
where \( \hat{t} \) are the uniformly spaced solution times from the ODE solver, \( \hat{t} = \{0 = t_0, t_1, \ldots, t_f = 10\} \). The error results when \( r = 15 \) are summarized in Table 4.3, where NaN indicates a solution that is asymptotically unstable. Figure 4.4 gives a graphical representation of these results for input function \( u_4(t) \). It is difficult to see any patterns in the error results, but we can see an improvement over POD alone for certain combinations of POD and IRKA. Further, Figure 4.5 shows comparisons between the output for the POD model and the best combined POD/IRKA reduced-order model for the input function \( u_2(t) \). Here we see that augmenting the POD basis with IRKA basis vectors improves the accuracy of the approximation, especially at the transition points where there are oscillations in the reduced-order model. See Appendix C for all the error and output plots associated with this test.

Table 4.4: Error for \( r = 20 \) using \( r_1 \) number of IRKA vectors and \( (r - r_1) \) number of POD vectors in a combined subspace.

<table>
<thead>
<tr>
<th>( r_1 )</th>
<th>( u_1(t) )</th>
<th>( u_2(t) )</th>
<th>( u_3(t) )</th>
<th>( u_4(t) )</th>
<th>( u_5(t) )</th>
<th>( u_6(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>POD</td>
<td>3.0994e-04</td>
<td>1.3063e-02</td>
<td>7.7132e-03</td>
<td>4.3534e-02</td>
<td>6.1436e-03</td>
<td>1.7336e-02</td>
</tr>
<tr>
<td>2</td>
<td>4.1667e-04</td>
<td>8.5916e-03</td>
<td>4.5444e-03</td>
<td>3.4318e-02</td>
<td>4.2292e-03</td>
<td>1.2376e-02</td>
</tr>
<tr>
<td>3</td>
<td>4.0444e-04</td>
<td>7.5586e-03</td>
<td>3.6971e-03</td>
<td>3.7349e-02</td>
<td>4.2320e-03</td>
<td>1.1147e-02</td>
</tr>
<tr>
<td>4</td>
<td>2.4889e-04</td>
<td>4.3315e-03</td>
<td>2.2410e-03</td>
<td>1.7807e-02</td>
<td>2.3858e-03</td>
<td>6.2902e-03</td>
</tr>
<tr>
<td>5</td>
<td>1.9050e-04</td>
<td>1.4183e-03</td>
<td>1.6518e-03</td>
<td>1.2586e-02</td>
<td>6.1097e-04</td>
<td>2.1014e-02</td>
</tr>
<tr>
<td>6</td>
<td>1.8958e-04</td>
<td>1.2675e-03</td>
<td>1.1171e-03</td>
<td>9.9517e-03</td>
<td>6.4955e-04</td>
<td>3.5521e-03</td>
</tr>
<tr>
<td>7</td>
<td>1.8925e-04</td>
<td>1.1281e-03</td>
<td>1.1015e-03</td>
<td>1.5459e-02</td>
<td>4.4534e-04</td>
<td>6.3730e-03</td>
</tr>
<tr>
<td>8</td>
<td>1.8915e-04</td>
<td>3.2229e-03</td>
<td>3.2438e-03</td>
<td>7.0775e-02</td>
<td>5.6806e-04</td>
<td>7.5582e-02</td>
</tr>
<tr>
<td>9</td>
<td>1.8954e-04</td>
<td>6.7668e-03</td>
<td>2.5300e-03</td>
<td>2.6656e-01</td>
<td>1.0726e-03</td>
<td>3.4157e-02</td>
</tr>
<tr>
<td>10</td>
<td>1.8885e-04</td>
<td>3.2414e-02</td>
<td>2.3428e-02</td>
<td>NaN</td>
<td>3.4075e-03</td>
<td>NaN</td>
</tr>
<tr>
<td>11</td>
<td>2.8407e-04</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>3.2713e-01</td>
<td>NaN</td>
</tr>
<tr>
<td>12</td>
<td>1.8995e-04</td>
<td>1.5509e-02</td>
<td>1.0009e-02</td>
<td>NaN</td>
<td>2.0734e-03</td>
<td>NaN</td>
</tr>
<tr>
<td>13</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>14</td>
<td>1.4427e-03</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
</tbody>
</table>
We then set the reduced-order model size to $r = 20$ and the results are shown in 4.8. Again, we show the graphical depiction of the error for the selected function $u_2(t)$ in Figure 4.6 and the output in 4.7. Unlike when we looked at the reduced-order models of size $r = 15$, we start to see a pattern emerge where there seems to be an optimal number of IRKA vectors that should be added for each input function. Unfortunately, this varies from input
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function to input function. We also observe that while the there is a slight improvement in the amplitude of the oscillations when moving from fifteen to twenty POD vectors, there is a drastic reduction in the oscillations for the IRKA/POD models. Again the plots for all the output and error results can be seen in Appendix C.

Finally, we ran a full set of tests after creating reduced-order models using Algorithm 4.8. As can be seen in Table 4.5 and Figure 4.8, the two-sided projection remained stable, but the approximations were not as good as we saw with Method 1. The tests using the one-sided projections were essentially equivalent to using POD alone. While, the reduced-order models remained asymptotically stable, the errors became worse than POD for a large number of IRKA vectors relative to the reduced-order model size. That is to say that as $r_I \rightarrow r$, the relative error of the output for the combined method exceeds the relative error of just using POD alone.

<table>
<thead>
<tr>
<th># of IRKA bases</th>
<th>Relative Error: $|y_r - y|/|y|$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>One-sided</td>
</tr>
<tr>
<td>1</td>
<td>3.28e-02</td>
</tr>
<tr>
<td>2</td>
<td>3.34e-02</td>
</tr>
<tr>
<td>3</td>
<td>3.34e-02</td>
</tr>
<tr>
<td>4</td>
<td>3.34e-02</td>
</tr>
<tr>
<td>5</td>
<td>3.34e-02</td>
</tr>
<tr>
<td>6</td>
<td>3.35e-02</td>
</tr>
<tr>
<td>7</td>
<td>3.35e-02</td>
</tr>
<tr>
<td>8</td>
<td>3.31e-02</td>
</tr>
<tr>
<td>9</td>
<td>3.45e-02</td>
</tr>
<tr>
<td>10</td>
<td>2.98e-02</td>
</tr>
<tr>
<td>11</td>
<td>3.89e-02</td>
</tr>
<tr>
<td>12</td>
<td>2.68e-02</td>
</tr>
<tr>
<td>13</td>
<td>7.86e-02</td>
</tr>
<tr>
<td>14</td>
<td>5.77e-02</td>
</tr>
<tr>
<td>15</td>
<td>7.00e-02</td>
</tr>
</tbody>
</table>
4.4 Combining Left and Right IRKA Vectors

After looking at combining POD and IRKA linear $\mathcal{H}_2$-optimal basis, we wanted to see if projecting the quadratic-bilinear system using the linear $\mathcal{H}_2$-optimal projection matrices alone could successfully reduce the model. Specifically, we were looking to see if we could obtain similar or better errors than the POD models while maintaining the system stability in the reduced-order model. The main advantage would be that since the snapshot matrix would not be needed, the off-line cost of building the reduced-order model would be significantly decreased. Additionally, we were hoping that we would see the benefits of using an input independent method, i.e. our reduced-order model would perform better over a larger range of input functions. Unfortunately, when utilizing a two-sided projection we lost asymptotic stability in the reduced-order models. When we used the right projection vectors in a one-sided projection, POD easily out-performed the linear $\mathcal{H}_2$-optimal method. We saw similar results when using B-IRKA. Therefore we sought to find a new input-independent projection method for reducing the system arising from the Burgers’ equation.
4.4. Combining Left and Right IRKA Vectors

4.4.1 Methodology

**Algorithm 4.9 (IRKA V ⊕ W).** Let $\Sigma = (A, H, N, b, c)$ be a SISO quadratic bilinear control system (2.16) of size $n$. Let $r_W$ be the desired number of left projection vectors, $r_V$ be the desired number of right projection vectors and $r_W + r_V = r$ where $r$ is the desired size of the reduced-order model.

1. Apply IRKA using just the linear terms, $A, B, C$, to produce $r_W$ left projection vectors $W$.

2. Apply IRKA using just the linear terms, $A, B, C$, to produce $r_V$ right projection vectors $V$.

3. Create orthonormal basis $V$ using SVD such that
   \[ \text{span}\{V\} = \text{span}[V, W]. \]

4. Create reduced-order model $\zeta = (A_r, H_r, N_r, b_r, c_r)$ of size $r$ using a Galerkin projection:
   \[
   \begin{align*}
   A_r & = V^T A V, \\
   H_r & = V^T H (V \otimes V), \\
   N_r & = V^T N V, \\
   b_r & = V^T b, \\
   c_r & = V^T c.
   \end{align*}
   \]

Since previous methods had shown that two-sided methods performed better when asymptotic stability was maintained and that one-sided methods always maintained asymptotic stability, we created Algorithm 4.9 in an attempt to capture the benefits of each method. In essence, we select a size $r$ for the reduce order model. We then build $r_W$ left projection vectors $W$ and $r_V$ right projection vectors $V$ such that $r_W + r_V = r$. These are combined, and an orthonormal basis is built to span the range of the combined right and left projection vectors. We emphasize the fact that this method does not depend on any prior solutions, nor does it depend on the nonlinear matrices $H$ and $N$ associated with the quadratic-bilinear dynamical system.
4.4.2 Results

Similar to the tests run for combining POD and IRKA described in section 4.3.1, we started by building a POD reduced-order model of size $r = 15$ and $r = 20$. Additionally, we built $r$-dimensional reduced-order models using IRKA, B-IRKA, and QBMOR. To maintain asymptotic stability, all of these models were built using a one-sided Galerkin projection. All of these models were run using the six input functions $u_1(t), \ldots, u_6(t)$. The relative output error was then computed using the same method as equation (4.23). Then a series of tests were run combining the left and right linear $\mathcal{H}_2$-optimal IRKA into a single projection matrix using Algorithm 4.9 to create the reduced-order model. After selecting the reduced-order model size, $r = 15$ or $r = 20$, we created linear $\mathcal{H}_2$-optimal right and left projection vectors using IRKA for sizes $j = 1, 2, \ldots, r$. We built a reduced-order model using Algorithm 4.9 for every possible combination for the number of left projection vectors $r_W$ and right projection vectors $r_V$ such that $r_W + r_V = r$. We then solved each of these reduced order models using each input function $u_1(t), \ldots, u_6(t)$.

Table 4.6: Relative errors for ROM ($r = 15$) for each control function given the number of V vectors ($r_V$) and W vectors ($r_W$). Combinations not shown or with an NaN did not converge.

<table>
<thead>
<tr>
<th>$r_V$</th>
<th>$r_W$</th>
<th>$u_1(t)$</th>
<th>$u_2(t)$</th>
<th>$u_3(t)$</th>
<th>$u_4(t)$</th>
<th>$u_5(t)$</th>
<th>$u_6(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>13</td>
<td>3.3608e-01</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>1.0926e-01</td>
<td>NaN</td>
<td>1.0789e-01</td>
<td>NaN</td>
<td>1.5231e-01</td>
<td>NaN</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>3.1494e-02</td>
<td>8.6793e-02</td>
<td>4.4581e-02</td>
<td>NaN</td>
<td>9.5301e-02</td>
<td>7.4208e-02</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>8.7536e-03</td>
<td>3.8002e-02</td>
<td>1.7153e-02</td>
<td>1.3407e-01</td>
<td>2.7604e-02</td>
<td>4.6459e-02</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>2.5361e-03</td>
<td>1.2243e-02</td>
<td>5.7546e-03</td>
<td>5.4041e-02</td>
<td>1.0876e-02</td>
<td>2.0137e-02</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>6.7241e-04</td>
<td>5.2004e-03</td>
<td>2.5799e-03</td>
<td>3.8746e-02</td>
<td>4.4921e-03</td>
<td>8.6424e-03</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>5.7876e-04</td>
<td>3.4269e-03</td>
<td>1.7649e-03</td>
<td>3.0796e-02</td>
<td>2.6200e-03</td>
<td>5.4555e-03</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>5.8503e-04</td>
<td>3.8505e-03</td>
<td>1.7381e-03</td>
<td>3.0579e-02</td>
<td>2.8272e-03</td>
<td>5.4379e-03</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>6.2066e-04</td>
<td>4.5373e-03</td>
<td>1.9250e-03</td>
<td>2.7459e-02</td>
<td>3.3594e-03</td>
<td>7.0218e-03</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>7.5621e-04</td>
<td>6.3001e-03</td>
<td>2.7578e-03</td>
<td>2.7180e-02</td>
<td>4.2327e-03</td>
<td>8.8640e-03</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>1.3276e-03</td>
<td>8.8344e-03</td>
<td>3.5321e-03</td>
<td>2.8747e-02</td>
<td>5.6981e-03</td>
<td>1.0070e-02</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>1.1310e-02</td>
<td>5.3339e-02</td>
<td>3.2766e-02</td>
<td>8.4221e-02</td>
<td>3.7449e-02</td>
<td>3.6137e-02</td>
</tr>
</tbody>
</table>
4.4. Combining Left and Right IRKA Vectors

Figure 4.9: Comparison of relative output error of IRKA $V \oplus W$ to other methods for $r = 15$.

<table>
<thead>
<tr>
<th>Method</th>
<th>$u_1(t)$</th>
<th>$u_2(t)$</th>
<th>$u_3(t)$</th>
<th>$u_4(t)$</th>
<th>$u_5(t)$</th>
<th>$u_6(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>POD</td>
<td>2.0395e-03</td>
<td>3.3547e-02</td>
<td>2.0889e-02</td>
<td>7.7171e-02</td>
<td>1.9559e-02</td>
<td>3.6554e-02</td>
</tr>
<tr>
<td>QBMOR</td>
<td>8.7004e-03</td>
<td>4.7521e-02</td>
<td>2.5424e-02</td>
<td>1.1485e-01</td>
<td>3.1968e-02</td>
<td>3.8208e-02</td>
</tr>
<tr>
<td>B-IRKA</td>
<td>6.9133e-02</td>
<td>1.5061e-01</td>
<td>1.0764e-01</td>
<td>1.8894e-01</td>
<td>1.2208e-01</td>
<td>9.4322e-02</td>
</tr>
<tr>
<td>IRKA</td>
<td>1.1751e-02</td>
<td>7.2188e-02</td>
<td>4.7789e-02</td>
<td>1.1534e-01</td>
<td>5.0353e-02</td>
<td>5.5483e-02</td>
</tr>
<tr>
<td>IRKA $V \oplus W$</td>
<td>5.7876e-04</td>
<td>3.4269e-03</td>
<td>1.7381e-03</td>
<td>2.7180e-02</td>
<td>2.6200e-03</td>
<td>5.4379e-03</td>
</tr>
</tbody>
</table>

For our first set of tests, with $r = 15$, Table 4.6 shows the results for each input function $u_j(t), j = 1, \ldots, 6$, and combination of left and right projection vectors, $W$ and $V$, respectively. The first observation is that the reduced-order model was stable when almost all the vectors comprising the deflation space came from either the right or left projection vectors. Adding a single left projection vector to the right projection vectors causes the system to lose asymptotic stability. However, if we continue to add left projection vectors until there are approximately the same number of right and left projection vectors, then the reduced-order model is both stable and more accurate than POD. We see a graphical depiction of this in Figure 4.9 where the error is minimized when the right and left projection vectors...
are balanced. For the Burgers’ equation, when the solution tends towards a shock, the POD solution begins to exhibit spurious oscillations. We can see this at times $t \approx 1, 3, 5, 7, 9$ for input function $u_2(t)$ in Figure 4.10a. As can be seen in Appendix D, these oscillations are the primary source of error for the POD models. For the IRKA $V \oplus W$ models, the amplitude of these oscillations are dampened when we balance the number of right and left projection vectors. We can see evidence of this in Figure 4.10b. Further, as seen in Table 4.7 and Figure 4.9, IRKA $V \oplus W$ is much better than the other one-sided techniques, often reducing the relative error by more than an order of magnitude.

By increasing the reduced-order model size to $r = 20$, the relative error continued to improve as can be seen in Table 4.8. This trend is completely anticipated, but the details are worth discussing. For the POD models, there is a reduction in the amplitude of the previously discussed oscillations. However, the oscillations are still pronounced and noticeable in the POD models (see Figure 4.12a). For IRKA $V \oplus W$, the oscillations are almost completely eliminated for $r = 20$, as is apparent in Figure 4.12b. In looking further into this issue, we see from Table 4.9 that it requires significantly more POD basis vectors than IRKA $V \oplus W$.
Table 4.8: Relative errors for ROM ($r = 20$) for each control function given the number of $V$ vectors ($r_V$) and $W$ vectors ($r_W$). Combinations not shown or with an NaN did not converge.

<table>
<thead>
<tr>
<th>$r_V$</th>
<th>$r_W$</th>
<th>$u_1(t)$</th>
<th>$u_2(t)$</th>
<th>$u_3(t)$</th>
<th>$u_4(t)$</th>
<th>$u_5(t)$</th>
<th>$u_6(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>18</td>
<td>3.3522e-01</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>3</td>
<td>17</td>
<td>1.0856e-01</td>
<td>1.0686e-01</td>
<td>NaN</td>
<td>NaN</td>
<td>1.5151e-01</td>
<td>NaN</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>8.6703e-03</td>
<td>3.7222e-02</td>
<td>1.6868e-02</td>
<td>1.2331e-01</td>
<td>2.7329e-02</td>
<td>4.2000e-02</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>2.5294e-03</td>
<td>1.2193e-02</td>
<td>5.7197e-03</td>
<td>5.1789e-02</td>
<td>1.0802e-02</td>
<td>1.9243e-02</td>
</tr>
<tr>
<td>7</td>
<td>13</td>
<td>6.6779e-04</td>
<td>5.1826e-03</td>
<td>2.5694e-03</td>
<td>3.7794e-02</td>
<td>4.4715e-03</td>
<td>8.5274e-03</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>4.8096e-04</td>
<td>1.8670e-03</td>
<td>1.3849e-03</td>
<td>1.8826e-02</td>
<td>1.4777e-03</td>
<td>4.3300e-03</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>1.9965e-04</td>
<td>8.1184e-04</td>
<td>1.0471e-03</td>
<td>1.0889e-02</td>
<td>4.8614e-04</td>
<td>1.8296e-03</td>
</tr>
<tr>
<td>12</td>
<td>8</td>
<td>1.9932e-04</td>
<td>5.4304e-04</td>
<td>1.0025e-03</td>
<td>6.3297e-03</td>
<td>3.2189e-04</td>
<td>1.2003e-03</td>
</tr>
<tr>
<td>13</td>
<td>7</td>
<td>1.9426e-04</td>
<td>1.2335e-03</td>
<td>1.0643e-03</td>
<td>1.1081e-02</td>
<td>7.7241e-04</td>
<td>2.2312e-03</td>
</tr>
<tr>
<td>14</td>
<td>6</td>
<td>2.0990e-04</td>
<td>1.7699e-03</td>
<td>1.0843e-03</td>
<td>1.3283e-02</td>
<td>1.0994e-03</td>
<td>3.2566e-03</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>6.9779e-04</td>
<td>5.3562e-03</td>
<td>2.0825e-03</td>
<td>1.8263e-02</td>
<td>3.3030e-03</td>
<td>5.9685e-03</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>1.7395e-03</td>
<td>1.1348e-02</td>
<td>5.2856e-03</td>
<td>2.7913e-02</td>
<td>7.3868e-03</td>
<td>1.0233e-02</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>8.5211e-03</td>
<td>6.2610e-02</td>
<td>4.1098e-02</td>
<td>1.0390e-01</td>
<td>4.2642e-02</td>
<td>4.9908e-02</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>8.1664e-03</td>
<td>6.2213e-02</td>
<td>4.0871e-02</td>
<td>1.0421e-01</td>
<td>4.2340e-02</td>
<td>5.0144e-02</td>
</tr>
</tbody>
</table>

vectors to achieve the same accuracy in the output. Except for the input function that was used to generate the POD snapshots, it required over double the number of POD vectors, $r_P > 40$, to match the performance of IRKA $V \oplus W$ with $r = 20$. Further, the IRKA $V \oplus W$ method compares quite favorably to the other one-sided methods in Table 4.10, especially when we have balanced the number of right and left projection vectors in the final deflation space.

4.5 Summary

In this chapter, we presented three potential input-independent methods to reduce a non-linear system by projection. Our goal was to match the stability of POD while meeting or
exceeding the accuracy over a large set of input functions. We chose POD as our benchmark since it is the most commonly used method for reducing nonlinear systems.

For the first method, QBMOR, we noted that when the solution for the reduced-order model built by a two-sided projection converged, it compared favorably with POD. However, the two-sided projections tended to create reduced-order models that did not maintain asymptotic stability. The one-sided projections were stable, but were not as accurate as the POD

Table 4.9: Relative output error for POD over various sizes and input functions.

<table>
<thead>
<tr>
<th>r</th>
<th>$u_1(t)$</th>
<th>$u_2(t)$</th>
<th>$u_3(t)$</th>
<th>$u_4(t)$</th>
<th>$u_5(t)$</th>
<th>$u_6(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>3.2651e-04</td>
<td>1.3789e-02</td>
<td>8.1725e-03</td>
<td>4.5189e-02</td>
<td>6.5918e-03</td>
<td>1.8459e-02</td>
</tr>
<tr>
<td>25</td>
<td>1.9566e-04</td>
<td>6.5398e-03</td>
<td>3.7455e-03</td>
<td>2.9637e-02</td>
<td>2.5513e-03</td>
<td>1.1450e-02</td>
</tr>
<tr>
<td>30</td>
<td>1.8920e-04</td>
<td>2.9968e-03</td>
<td>1.7827e-03</td>
<td>1.8217e-02</td>
<td>1.0229e-03</td>
<td>7.6764e-03</td>
</tr>
<tr>
<td>35</td>
<td>1.8910e-04</td>
<td>1.2722e-03</td>
<td>1.1203e-03</td>
<td>1.0488e-02</td>
<td>4.6636e-04</td>
<td>4.0524e-03</td>
</tr>
</tbody>
</table>


Figure 4.11: Comparison of relative output error of IRKA $V \oplus W$ to other methods for $r = 20$. 
models. An attempt to augment the QBMOR basis with $\mathcal{H}_2$-optimal basis vectors did not improve stability.

We next attempted to augment the POD basis with $\mathcal{H}_2$-optimal vectors generated by IRKA. This method remained stable when the deflating space contained more POD vectors than IRKA vectors, but was not stable otherwise. There was an improvement in the accuracy of the reduced-order model over a wide range of inputs using this method when the model remained stable. However, it was difficult to determine an optimal number of each basis to use, and these numbers varied depending on the input function. Further, since POD was at the heart of this method, a full snapshot matrix needed to be built, which did allow for the
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cost savings in the off-line calculation.

The final method, IRKA $V \oplus W$, proved to be the best of the three. Since it did not depend on POD, there was no need to run a full-order simulation prior to building the reduced-order model. When the deflating space contained roughly an even number of right and left projection vectors, then not only was the system stable, but it was significantly more accurate than POD, often decreasing the error by more than an order of magnitude. It typically required over twice as many POD vectors as IRKA $V \oplus W$ vectors to achieve the same accuracy for input functions other than the one used to generate the snapshot matrix. Even for the input function used to generate the snapshot matrix, the IRKA $V \oplus W$ method was more accurate than POD for a given reduced-order model size $r$. This method appears to be a promising substitute for POD on certain nonlinear systems. In general, roughly an equal number of right and left projection vectors, generated using IRKA, should be used to build the deflating space to ensure stability and produce an accurate model.
Chapter 5

Reduction of Fire Models

The modeling and simulation of fires is a complex, multi-scale problem. The need to create accurate models extends from prevention to prediction to damage control management. Since these problems are so complex, even models of moderately-sized fires in relatively small domains require significant computational resources and time to solve. Further, the actual physics are often difficult to model exactly, e.g. the exact fuel loading and distribution in a burning room or wildland fire. To this end, much of the focus in the fire community has been on simplifying the physics of the problem to obtain reasonable models. Current techniques being used for fire models, such as POD for wildland fires \[49, 85\], often have limited effectiveness due in large part to the inherent nonlinearities that exist in fire models.

In this chapter, we focus on three problems involving fire where we use reduced-order modeling to reduce the computational time while maintaining a suitable level of accuracy. We begin by discussing the issue of coal mine ventilation and its relationship to the prevention of fires due to methane build up at a coal mine face. The need here is to provide surrogate models with a sufficient accuracy that can be solved quickly enough to assist in making design and best practice decisions for curtain placement and required inlet mass flow
5.1 Airflow in a Mine

Here we motivate the reduction of computational models of coal mine fires. In a large number of coal mines today, coal is mined using a machine known as a continuous miner (CM). The CM “shaves” coal from the face using tungsten teeth mounted to a rotating drum on the front of the machine. Methane entrained in the coal is released at the CM face where the coal is being mined. Normally, ventilation airflow at the CM face removes the methane in sufficient quantities to prevent a fire or explosion. However, depending on the geometry, including the position of a ventilation curtain and the magnitude of the flow, isolated pockets of methane can build up to an ignition threshold and result in a catastrophic event. Therefore understanding airflow is critical to the prevention of fires and/or explosions in and around the CM face. Figure 5.1 shows the typical configuration at the CM face.

Current techniques for simulating airflows in a mine fall into two categories: computational fluid dynamics (CFD) models (ANSYS Fluent, COMSOL, OpenFOAM, FDS) [88, 91, 92] and network models (Ventsim, VUMA, MFIRE) [20, 23, 30, 68, 95]. The resolutions required rates. Next we examine small plume fires in an open environment. Here, we want to ensure that we can incorporate the full spectrum of physics, such as airflow, buoyant convection, species transport, and combustion, in a ROM and still provide accurate results. We close the chapter by discussing a phenomenological model for the radial spread of a wildfire over flat land with a known fuel density [49, 71, 72, 85]. POD has been applied to these models, e.g. [49, 85], but the computational gains have been modest. By addressing the lifting bottleneck, as discussed in Section 2.3.3, using the discrete empirical interpolation method (DEIM) [27, 28, 35], we show that the time required to solve this reduced-order system can be significantly shortened.
5.1. Airflow in a Mine

Figure 5.1: Typical configuration at the CM face showing the positioning of the ventilation curtain and CM.

for CFD solutions to be accurate result in mathematical models which are so large that it is not practical to simulate the entire mine at once. Further, even for computationally tractable domain sizes, the computational solve times often exceed the required time constraints for design or decision making. To overcome these limitations, most designers and decision makers look to network models as an acceptable alternative to the CFD models. However, the resolutions of these network models are so coarse that eddy points and gas accumulation pockets are not able to be realized in the model.

We focus on a third alternative that, up to this point, has seen little exposure in the mining community. Using model reduction techniques, we seek to obtain a computational solve time that meets the desired time requirements while maintaining enough system accuracy to be able to reliably predict potential problems resulting from methane gas build up.

5.1.1 The Model Reduction Technique

We used POD with Galerkin projection to reduce a finite volume approximation of our mine airflow model. This method is well-suited for our problem size and structure. In particular, the mathematical model discussed in the next section lends itself to being solved using the technique covered in Section 2.3.3. When using this method, we are able to circumvent the
lifting bottleneck issue by precomputing several small matrices. While this method is a good fit for our problem, we explore some of the other advantages and disadvantages associated with using this method.

POD excels as a model-order reduction technique used to simulate flow solutions around known solutions at a given set of inputs. So, if there is a given flow where the data is generated either experimentally or computationally via a full-order simulation, then POD can be used to approximate flows sufficiently close to the given flow [18]. POD is one of the most used model-order reduction techniques for non-linear systems [4]. While some model order reduction techniques are focused on input to output mappings, POD is designed to recreate the entire state space [18] as a linear combination of the individual POD modes. Thus, it is a good technique to use if the goal is to obtain an approximation of what the flow is doing in the entire space.

POD is very dependent on the quality and quantity of snapshots. First, the snapshot solutions must be representative of the types of solutions being modeled. For example, the kinematic viscosity and inlet velocity used to generate snapshots should be close to values being used in the reduced-order model (ROM). Additionally, since POD determines the most prominent flow modes by using an eigenvalue computation, the number of reliable modes is about ten percent of the total number of snapshots in most cases [44]. So, if there are one hundred snapshots, then we can expect to obtain on the order of ten reliable POD modes. Finally, creating the actual ROM from the POD modes can be challenging for complex fluid flows. In particular, solving the ROM quickly requires the computation of several matrices. These matrices must be stored and then loaded when the ROM is being solved.
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5.1.2 Basic Description

We modeled the airflow in the mine using the Navier-Stokes equations for isothermal, incompressible flows presented here in (5.1)-(5.2). Again, this model is well-suited for typical flow speeds and temperatures encountered in a coal mine during normal operations [88]. Further, we can see that these equations are simply the first two equations (2.1)-(2.2) of the general fire model without the body force term.

\[
\frac{\partial \mathbf{u}}{\partial t} - \mu \nabla^2 \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla p = 0 \quad (5.1)
\]

\[
\nabla \cdot \mathbf{u} = 0. \quad (5.2)
\]

Reviewing Section 2.3.3, for any given time and \( n \) spacial nodes in the domain, we can write the velocity flow of the air, \( \mathbf{u} = [u \ v \ w]^T \in \mathbb{R}^{3n} \), as a combination of a centering vector \( \bar{\mathbf{u}}(\mathbf{x}) \) and an infinite set of basis vectors, \( \phi_i(\mathbf{x}) \), as

\[
\mathbf{u}(t, \mathbf{x}) = \mathbf{u}(\mathbf{x}) + \sum_{i=1}^{\infty} \phi_i(\mathbf{x}) \alpha_i(t). \quad (5.3)
\]

Then an \( r \)-dimensional approximation of the velocity, (5.4), can be created by using \( r \) basis vectors. Here we have decomposed the basis into its \( u, v, \) and \( w \) components as \( \phi_i(\mathbf{x}) = [\phi_i^u(\mathbf{x}) \ \phi_i^v(\mathbf{x}) \ \phi_i^w(\mathbf{x})]^T \).

\[
u(t, \mathbf{x}) \approx \bar{v}(t, \mathbf{x}) = \bar{v}(\mathbf{x}) + \sum_{i=1}^{r} \phi_i^v(\mathbf{x}) \alpha_i(t),
\]

\[
w(t, \mathbf{x}) \approx \bar{w}(t, \mathbf{x}) = \bar{w}(\mathbf{x}) + \sum_{i=1}^{r} \phi_i^w(\mathbf{x}) \alpha_i(t). \quad (5.4)
\]
Figure 5.2: Comparison of the airflow in the full model versus the airflow at the same time step generated using various POD modes.

To find an appropriate basis for the system, we first generate $k > r$ full-order snapshot solutions $\mathbf{S} = [\mathbf{u}_1 \mathbf{u}_2 \ldots \mathbf{u}_k]$ for the velocity field using ANSYS Fluent as suggested in [88]. We generated the POD modes, as described in Section 2.3.3, by subtracting the mean flow from each snapshot in $\mathbf{S}$, performing a singular value decomposition (SVD) of the resulting matrix, and then selecting first $r$ singular vectors $\Phi = [\phi_1 \ldots \phi_r]$. Using the POD modes, $\Phi$, as the basis functions for the approximation in (5.4), we are guaranteed the best $r$-dimensional representation of the snapshot solutions. In Figure 5.2, we show an example of this approximation at the CM face for a given time snapshot. We see that as the number of POD basis vectors we use increases, the approximation to the actual airflow improves. Here, we are just demonstrating how well the POD basis can represent a given solution.

In practical terms, we are not interested in simply reproducing an existing solution; rather, we would like to build a reduced-order model that can then be used to solve for new solutions given a different set of parameters and initial conditions. If the anticipated behavior of the system is close to the snapshot solutions, and thus can be accurately represented in the POD
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Table 5.1: Error between the actual and reduced-order model velocity profiles at 10.0 seconds.

<table>
<thead>
<tr>
<th>$U_{in}$</th>
<th>$U_{Act}^{out}$</th>
<th>$U_{ROM}^{out}$</th>
<th>$% U_{out}^{Err}$</th>
<th>$% U^{Err}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90</td>
<td>7.0903</td>
<td>7.0912</td>
<td>0.0121</td>
<td>4.9970</td>
</tr>
</tbody>
</table>

basis, we can expect to represent the behavior of the nearby system reasonably well with the POD basis functions given by $\Phi$. Using these POD modes as test functions, the weak formulation of equations (5.1)-(5.2) can be used to perform Galerkin projection as we covered in Section 2.3.3. Applying a finite element discretization, we obtain an $r$-dimensional system of ODEs that can be solved to obtain the POD basis coefficients $a(t)$ for a given time interval $t = [0, t_f]$. Substituting these coefficients into our approximation (5.4), we can recover an approximation to the distributed flow states in the full-order model.

5.1.3 Results

The POD vectors and reduced-order model were created using the snapshots generated from an ANSYS Fluent simulation run with a 0.9 m/s input velocity. The data was then exported into MATLAB®. We note that ANSYS Fluent solves for the velocity at the center of each volume element, but exports the data averaged to the nodes. The consequence of this is that average output velocity as calculated from exported data varies slightly from the internal ANSYS Fluent calculation. There were 100 data snapshots created from 0.1 to 10.0 seconds. Due to the accuracy of the eigenvalue solver, we restricted our reduced-order model to ten POD modes. The total time required to generate the POD modes from the data snapshots and to create the associated reduced-order model was approximately 7.5 minutes. Using the initial condition from the snapshots to initialize the reduced-order model, the system was integrated forward in time from 0.1 to 10 seconds to generate an approximate solution. This computation took approximately 0.5 seconds to complete. The resulting error between the
actual system and the ROM is given in Table 5.1. Further we looked at the average velocity at the output face over time and compared it to the reduced-order model. As is shown in Figure 5.3, the ROM is a good approximation of the actual system over the entire time interval.

![Average Output Velocity (U\textsubscript{in}=0.90, r=10, POD\textsubscript{0.90})](image)

Figure 5.3: Average outlet velocity magnitude given an average input velocity magnitude of 0.88 m/s.

While these results are good, it is ultimately just an approximation to simulation data that we already had. Therefore the total time to create this ROM was the two hours required to generate the actual data plus the seven to eight minutes necessary to generate the ROM. However, the benefit of reduced order modeling is the ability to use the ROM created for one initial condition to approximate nearby solutions without having to generate the full solution.

The time savings, as shown in Table 5.2, compound as each subsequent solution is generated from the original ROM. While the time savings are obvious, it would not matter if the nearby solutions created using the ROM were not good approximations of the full solutions. To test the accuracy, we generated full solutions at input velocities of 0.88 m/s and 0.92
Table 5.2: Approximate computation times in hh:mm:ss for full-order versus reduced-order models.

<table>
<thead>
<tr>
<th>$U_{in}$ m/s</th>
<th>Computation Time</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Model</td>
<td>ROM</td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>2:00:00</td>
<td>2:08:00</td>
<td></td>
</tr>
<tr>
<td>0.88</td>
<td>2:00:00</td>
<td>0:00:03</td>
<td></td>
</tr>
<tr>
<td>0.92</td>
<td>2:00:00</td>
<td>0:00:03</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>6:00:00</strong></td>
<td><strong>2:08:06</strong></td>
<td></td>
</tr>
</tbody>
</table>

m/s. Each of the solutions took approximately two hours to compute on a 35 processor high-performance computer. We then computed the solutions using the previously generated ROM, but changed the initial conditions to the alternate input velocities. To load the ROM required about 2 seconds and creating the approximate solution took about 0.5 seconds.

Table 5.3: Error between the actual and reduced-order model velocity profiles at 10.0 seconds.

<table>
<thead>
<tr>
<th>$U_{in}$</th>
<th>$U_{out}^{Act}$</th>
<th>$U_{out}^{ROM}$</th>
<th>$% U_{out}^{Err}$</th>
<th>$% U^{Err}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.88</td>
<td>6.9315</td>
<td>6.9328</td>
<td>0.0180</td>
<td>5.0221</td>
</tr>
<tr>
<td>0.92</td>
<td>7.2491</td>
<td>7.2494</td>
<td>0.0048</td>
<td>4.9951</td>
</tr>
</tbody>
</table>

The error comparison in Table 5.3 shows that the approximate solutions compare favorably to the actual solutions. Further, as with the earlier simulation, we can see in Figures 5.4 and 5.5 that the ROM solution does a good job approximating the average output velocity magnitude for nearby initial conditions. We also see that it does a decent job capturing the output airflow dynamics over the entire time of the simulation.

## 5.2 Fire Plumes

With our focus still on providing reduced-order models for physical processes inside a coal mine, we look at fire plumes. For our discussions, these are relatively small fires (approx-
Remark 5.1 (Suitability of a ROM for Modeling a Fire). Fire simulations involve fine scale discretizations of coupled nonlinear PDEs. The complexity of the simulations are such that one cannot expect reduced-order models to accurately capture every feature of the simulations. In fact, a fundamental premise of reduced-order modeling in these cases is an underlying low-dimensional manifold for the full-order simulation. However, many of the applications of fire modeling do not require knowledge of the states at every point in time and space, but rather they need to capture certain characteristics of the fire that would be useful for either making safety design decisions or to evaluate real-time fire suppression strategies. Thus, we present qualitative measures of reduced-order models that are important to capture.

Figure 5.4: Average outlet velocity magnitude given an average input velocity magnitude of 0.88 m/s.

approximately 40 kw) that are localized and unconstrained by obstructions in the environment. Our goal here was to understand the dynamics of a fire and to determine if a reduced-order model could produce a suitable reproduction of the fire. To define a suitable reproduction, we focused on three aspects of the fire to compare.
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Figure 5.5: Average outlet velocity magnitude given an average input velocity magnitude of 0.92 m/s.

When considering how well a ROM of a fire matches the full-order fire model we will consider the following criteria. The idea here is that we are not necessarily interested in matching the fine scale details in a fire in time and space, but rather at certain characteristics of the fire that would be useful for either making safety design decisions or for real-time fire suppression strategies.

1. **Dynamics:** First, the ROM had to capture the “essential” dynamics of the fire. In other words, the ROM should actually look “like a fire”. Thus, large-scale dynamical structures such as vortex shedding, flow oscillations, and other qualities present in a full-order model need to be captured. Further the general shape of the fire plume as measured by the velocity and temperature needed to match the FOM.

2. **Magnitude:** The ROM needs to generally match the magnitudes of the fire (to predict spread and ignition). We consider two quantitative measures to track our success. First of all, we track the maximum temperature or velocity magnitudes over the entire domain. The precise location of the maximum magnitudes are not as important in this
measure. The knowledge of these magnitudes can indicate whether or not new combustion can take place or whether or not a fire suppression strategy can be successful. We also consider the mean of the temperature and square of velocity magnitudes over the entire domain as an indication of energy. In particular, let \( T(\xi, t) \), \( u = (u(\xi, t), v(\xi, t)) \) be the solutions for temperature and velocity over the domain, \( \Omega \), respectively, of the fire model. Then, we define the following

\[
\mathcal{F}_T(t) = \max_{\xi_k \in \Omega} T(\xi_k, t) \quad \mathcal{F}_u(t) = \max_{\xi_k \in \Omega} \| u(\xi_k, t) \|^2, \quad (5.5)
\]

\[
\mathcal{G}_T(t) = \frac{1}{N} \sum_{k=1}^{N} T(\xi_k, t) \quad \mathcal{G}_u(t) = \frac{1}{N} \sum_{k=1}^{N} \| u(\xi_k, t) \|^2. \quad (5.6)
\]

where \( \xi_k \in \Omega \) are the discrete solution points for the FOM. Similarly, for the ROM solutions of temperature, \( T_r(\xi, t) \) and velocity \( u(\xi, t) \) we have

\[
\mathcal{F}_{T_r}(t) = \max_{\xi_k \in \Omega} T_r(\xi_k, t) \quad \mathcal{F}_{u_r}(t) = \max_{\xi_k \in \Omega} \| u_r(\xi_k, t) \|^2, \quad (5.7)
\]

\[
\mathcal{G}_{T_r}(t) = \frac{1}{N} \sum_{k=1}^{N} T_r(\xi_k, t) \quad \mathcal{G}_{u_r}(t) = \frac{1}{N} \sum_{k=1}^{N} \| u_r(\xi_k, t) \|^2. \quad (5.8)
\]

We compare the FOM to the ROM both graphically and numerically. For the graphical comparison, we simply plot the functions in (5.5)-(5.6) alongside the corresponding functions in (5.7)-(5.8). For the numerical comparison, we take the average over a selected time range for each of the functions (5.5)-(5.6) and compare them to the averages of (5.5)-(5.6) over the same time range.

3. Oscillation Frequency and Amplitude: This is a more esoteric quantity but can be mathematically quantified by looking at the dominant Fourier frequencies in the amplitude coefficients and comparing these to those of the FOM projected onto the same basis functions.
We see that these criteria do not seek to strictly minimize an error between the FOM and ROM at some particular time step. The issue is that due to the complexity and dynamics of the fire, it would be almost impossible to produce a ROM that would be able to exactly capture the behavior. Instead we seek to match the essence of the fire in an effort to determine the feasibility of ROMs for fires. In this section, we first discuss our general methodology and then look at some of the initial challenges we faced when attempting to reduce the FOM. Finally, we discuss the factors above with regards to the quality of the ROM.

5.2.1 Description and Methods

As stated earlier, our focus for this section is on creating reduced-order models of small plume fires. We used the Fire Dynamics Simulator (FDS) software to generate the full-order fire model. Our domain was a 1 m × 1 m × 2 m hexahedron open to the atmosphere on all four sides and the top. The base of the domain was a solid gypsum plaster surface with a 0.2 m × 0.2 m methane burner centered on the base. The burner was set to release methane at a rate to generate a 40 kw fire. Figure 5.6 shows few image snapshots of the fire.
With the base geometry determined, the system was discretized to 50 elements in the $x$ direction, 40 in the $y$ direction and 100 in the $z$ direction. We simulated the system over 20 seconds. We then took a slice of the data at $y = 0.5$ for temperature and velocity to create a two dimensional snapshot over the $1 \text{ m} \times 2 \text{ m}$ rectangular domain $\mathbf{x} = [x, y]^1$. This gives a mesh of nodal values evenly spaced every 0.02 m in both directions, i.e. $51 \times 101$ nodes. This gives a full-order size of $n = 5151$. We then captured 500 evenly spaced snapshots over the time domain $t = [0, 20]$ to represent the entire full-order plume fire model. To produce a ROM from this data, we used the PDE in (5.9)-(5.11) for our model.

$$\frac{\partial \mathbf{u}}{\partial t} = -\mathbf{u} \cdot \nabla \mathbf{u} - \nabla p + \nu \nabla^2 \mathbf{u} - \beta \mathbf{g}(T - T_\infty), \quad (5.9)$$

$$0 = \nabla \cdot \mathbf{u}, \quad (5.10)$$

$$\frac{\partial T}{\partial t} = -\mathbf{u} \cdot \nabla T + \alpha \nabla^2 T. \quad (5.11)$$

We see that these are the same equations as the general fire model equations (2.1)-(2.3) with the chemical reaction term removed. In particular we wanted to investigate how close we could get to the actual fire model without incorporating the combustion. From the snapshots we created $r$ POD basis modes for the $u$ velocity, $v$ velocity, and temperature $T$. We used the technique from Section 2.3.3 to generate the ROM. We then ran several tests to compare the ROM to the FOM generated by FDS. To best match the FOM and provide asymptotic stability in the ROM, we adjusted the diffusion constants $\nu$ and $\alpha$. While this process was done manually for our research, this process can be automated using sensitivity analysis [56, 57].

\footnote{To bring the notation in line with previous discussions, we will refer to the $z$ direction as $y$ for the rest of the section when discussing the two-dimensional domain, i.e. $\mathbf{x} = [x, y]$.}
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5.2.2 Buoyancy-Driven Flows

Initially, we assumed that temperature contraction coefficient, $\beta$, was constant over the domain. We had used this constant parameter when we were working on the natural circulation problem, see Chapter 3. However, when we attempted to adjust the value for $\beta$, $\nu$, and $\alpha$ to build a stable ROM that accurately reflected the FOM, we were unable to create any ROMs that resembled the FOM. In particular, any stable ROM that we obtained did not match any of the suitability criteria given earlier in Remark 5.1. In particular, the maximum and mean values for the ROM were not close to the FOM. Additionally, the ROM quickly produced a constant solution with none of the dynamics that are apparent in the FOM.

After reconsidering the model, we determined that fundamentally (5.9)-(5.11) were correct, but that $\beta$ was actually temperature dependent over the range of temperatures present in the domain. As seen in [43], $\beta$ is actually given by $\beta = \frac{1}{T}$. With temperature variations of over 1000 K across the domain, $\beta$ varies by over three orders of magnitude across the domain at a given time step. By simply changing the body force term to be nonlinear by modifying $\beta$ to its actual definition, we were able to produce significantly better ROMs, especially with respect to the dynamics of the ROM. The downside is that the body force term is no longer a term that can be handled by precomputing the inner product. We are handling the term by lifting the temperature to the full state space and then projecting it back down. For our testing of these ROMs, this is currently not an issue, because of the state space sizes we have. However, when we move to three-dimensional models this will need to be addressed, most likely by using DEIM.
5.2.3 Numerical Results

When creating a ROM POD as discussed in Section 2.3.3, there are essentially five main steps that we must accomplish as listed in the following high-level algorithm.

Algorithm 5.2 (High-Level Steps to Building a ROM from Projecting the PDE using POD).

1. Capture data snapshots.
2. Build POD basis functions from the snapshots.
3. Compute and store the intermediate inner product matrices required to create the ROM ODE to be solved.
4. Load the inner product matrices and assemble the ROM ODE.
5. Solve the time-dependent ROM ODE using a standard ODE solver.

We will consider each of these steps in turn and look at the numerical results along with any challenges that we needed to manage. It is worth noting that steps 1-3 in Algorithm 5.2 are considered off-line costs. Once they have been accomplished then we do not need to
repeat them unless we change the size of our ROM or alter the data snapshots. Steps 4-5 are the real-time costs for solving the problem. We emphasize that we change the diffusion constants or the initial conditions without having to repeat steps 1-3. As we discuss each step, we will cover the average time required to complete that step.

**Capture Data Snapshots**

As discussed before, we used FDS to create the data snapshots. It is a finite volume based solver, and therefore every domain is considered to be three-dimensional (3D). The system can handle two-dimensional (2D) domains by setting the $y$ direction to be one cell deep. Due to some of the numerics associated with FDS the depth of cells must be kept small, see [75]. While there are some challenges correctly setting the size of the fire when using this 2D mode of FDS, it is much quicker than running an appropriately sized and discretized 3D model. In general, computation times for the 3D model were about 40 minutes for a 20 second simulation. In contrast, the 2D models required 8-9 minutes to compute a 20 second simulation. After FDS, it took approximately one minute to extract the data into snapshots.
Figure 5.9: Magnitude of the velocity POD modes for the small plume fire. Here we show POD modes 1, 2, 3, 4, 5, 10, 15, and 20 from left to right, top to bottom.

and convert it to a format usable by Matlab®.

**Build POD Basis**

For our ROM we set the size to $r = 20$ based on the decay of the singular values associated with the velocity and temperature snapshots as seen in Figure 5.7. Specifically, we create 20 POD basis functions each for the $u$ velocity, $v$ velocity, and temperature. This process requires less than a minute to complete. Looking at the POD modes in Figures 5.9 and 5.10, we see that even though the fire seems to have a random behavior, there are some underlying structures in the velocity and temperature. Further, the initial POD modes capture the overall shape and distribution of the velocity and temperature, whereas the
higher modes capture the finer details. Further, in Figure 5.8, we show the temperature and velocity coefficients for the first four POD modes for the 20 second simulation. We can see from the oscillations just how complex the dynamics are for the fire model.

We did build larger ROMs to see how well they would perform, but as we will see in the coming steps, they did perform as well when taking into account the quality of the ROM and the time required to solve the model. In general, we were seeking models that were better than real-time.
Table 5.4: Sample times to build and store the inner product matrices required to construct the ROM ODE.

<table>
<thead>
<tr>
<th>$r$</th>
<th>Time to build (s)</th>
<th>Time to store (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>13.97</td>
<td>0.55</td>
</tr>
<tr>
<td>50</td>
<td>34.25</td>
<td>2.61</td>
</tr>
<tr>
<td>100</td>
<td>70.05</td>
<td>12.65</td>
</tr>
<tr>
<td>200</td>
<td>154.26</td>
<td>61.09</td>
</tr>
</tbody>
</table>

**Compute Inner Products**

While there are no visual results to show at this stage, this is the step that requires the longest to complete other than the initial generation of the snapshots. The time required is related to the size of the reduced-order model. The times in Table 5.4 give an indication of the typical amount of time required to compute and store the matrices. These times do vary by a second or two, but remain approximately the same. Additionally, the routines used to compute the inner products had to be compiled into MATLAB® MEX routines. When not compiling the routines, it took as much as ten to twenty times longer to perform the calculations.

**Assemble the ROM ODE**

In general this step is very quick to complete, and even for ROMs of size $r = 200$, this only took less than two seconds. Of note here is that while the linear matrix and constant vector can be computed prior to solving the ROM ODE, $\beta$ and the quadratic terms must be solved at each ODE solver time-step. For the quadratic term, this is simply a series of $r$-dimensional matrix-vector multiplications, and therefore is fairly quick. As mentioned before, a more efficient solution for calculating $\beta$ may need to be done when moving to larger original systems, such as 3D fire models.
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![Figure 5.11: Mean and maximum temperature comparison between ROM and FOM with \( r = 20 \).](image)

(a) Maximum \( \bar{T}(t) \)  
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Solve the ROM ODE

Table 5.5: Values used for diffusion constants \( \nu \) and \( \alpha \) based on ROM size along with the typical solution time for the ROM ODE using those values.

\[
\begin{array}{cccc}
  r & \nu & \alpha & \text{Solution time (s)} \\
  20 & 1.0e-02 & 1.0e-02 & 3.7 \\
  50 & 9.0e-03 & 9.0e-03 & 14.4 \\
  100 & 3.0e-03 & 3.0e-03 & 72.3 \\
\end{array}
\]

Our final step is actually solving the ROM ODE. As shown in Section 2.3.3, we are solving for the coefficients of the POD basis functions \( \Phi \) over the simulation time. Once we have numerically solved the ROM ODE, we can apply the coefficients to the basis functions and add the centering vector back to obtain our approximate solution. To provide the best solution, we adjusted the diffusion parameters based on the size of the ROM. Typically, those constants became smaller as the size of the ROM became larger. This is consistent with typical computational fluid dynamics’ techniques used to stabilize the flow on coarse meshes, see for example [37, 55, 59, 65]. Table 5.5 shows the constants that were used for various ROM sizes. Also, as one would expect, the time required to solve the ROM
Figure 5.12: Mean and maximum velocity comparison between ROM and FOM with $r = 20$.

ODE increased as the size of the ROM was increased. What was not as obvious was that the computation times were affected by changing the diffusion parameters. This was not entirely predictable as it depended on how quickly the coefficients were changing for the given model. However, there was a general trend that when the diffusion constants were too large for the ROM, the model tended towards a steady state solution and thus required less time to solve. Table 5.5 shows the typical solution times for each size model. Again, these did vary some from one simulation to the next, but were generally close to the values given in Table 5.5.

We will now examine the ROM with $r = 20$ using the criteria set forth in Remark 5.1. We
will focus on Figures 5.11 and 5.12 as we look at our criteria. The first thing to note is that the ROM seems to do a good job of capturing the dynamics of the system. While not exact, we do see the types of behavior seen in a fire as evidenced by the mean and maximum temperatures and velocities. The model was not quite as good at approximating the mean or maximum of the temperature or velocity. This result is most likely due to the contribution of combustion in the FOM. Finally, the frequency of the temperature and velocity oscillations matches the FOM very well. However, the amplitude of the oscillations was not as large as the FOM. Overall, the ROM does a good job of capturing the fire dynamics, but to truly
match the magnitude of the fire, the combustion aspect will need to be incorporated.

Finally, we compare some of the aspects of the $r = 20$ ROM to the $r = 50$ ROM. As Figure 5.14 shows, the more modes the finer the details in the ROM. This behavior is to be expected, based on Figures 5.10 and 5.9 where with the higher modes, more of the finer details are included. However, for the larger ROM, it was not as successful in capturing the magnitude or the oscillation behavior. This is likely due to overcompensation for the higher modes. It could also be due to a greater effect being realized due the absence of the combustion term.

### 5.3 Wildland Fires

Large-scale models for real-time simulations, as required for predicting wildland fires, are avoided due to limited computational resources. On the other hand, lower spatial resolution limits the physics that can be captured by the models. In our research, a reduced-order
model (ROM) technique that retains the underlying physics was employed to predict the solution to the advection-reaction-diffusion equation, a common component in fire models. This technique also projects the nonlinearity, resulting in ROMs that decrease the on-line computational cost by 2-3 orders of magnitude. This ROM technique can be applied in other large-scale fire applications, such as ventilation for mine fires. The accuracy and improved computational efficiency are demonstrated by building a ROM for a wildland fire spread model.

5.3.1 Basic Description

Proper orthogonal decomposition (POD) is the most commonly used technique to produce reduced-order models for complex nonlinear dynamics. This technique has been applied to wildland fire models (e.g. [71, 72]) in [49, 85], where their ROMs exhibited an order of magnitude speedup in computational time while maintaining a high degree of accuracy. Though ROMs using only POD are effective, they can be significantly improved by addressing the so-called lifting bottleneck. The lifting bottleneck occurs when computing the reduced nonlinear term, since standard POD first lifts the reduced variables up to the full-order dimension, evaluates the nonlinear term, then projects the result back down to reduced dimension. Since nonlinear terms are computed at full-order dimension, the computational gains compared to the original model are limited. To improve the performance, the discrete empirical interpolation method (DEIM) [27, 28] is used to perform an additional projection on the nonlinear function so that the nonlinearity is calculated on this new projected space instead of the full-order space. A basic description of DEIM and how it was used in this study is given in Section 5.3.2. We apply this technique to simulate advection-reaction-diffusion equations that can be represented as
\[ \frac{\partial \theta}{\partial t} = \kappa \nabla^2 \theta - \mathbf{v} \cdot \nabla \theta + S(\theta) \] (5.12)

where \( \theta \) could be a concentration of chemical species or a temperature that transported throughout the domain. Typically, \( S(\theta) \) is a nonlinear function representing source and/or sink terms such as species production, species consumption, temperature increases due to reaction kinetics, etc. This type of equation is present in the phenomenological model given by equations (5.13-5.14) suggested in [71] to predict flame front propagation in wildland fires. The one-dimensional version of this coupled system was studied to assess the benefits of POD with DEIM over the standard POD approach.

\[ \frac{\partial T}{\partial t} = \kappa \frac{\partial^2 T}{\partial x^2} - \mathbf{v} \frac{\partial T}{\partial x} + \alpha \left( S e^{-\frac{\tilde{\beta}}{T - T_0}} - \gamma(T - T_0) \right) \] (5.13)

\[ \frac{\partial S}{\partial t} = -\gamma S e^{-\frac{\tilde{\beta}}{T - T_0}} \] (5.14)

These equations model the temperature (\( T \)) and mass fraction of fuel (\( S \)) in a propagating fire. Using constant parameters and wind velocity, the nonlinearity of this model occurs via a reaction term.

### 5.3.2 Discrete Empirical Interpolation Method (DEIM)

Suppose we have a nonlinear system (2.17) where the state equation is given by

\[ \dot{x}(t) = A x(t) + F(x(t)), \] (5.15)
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where \( A \in \mathbb{R}^{n \times n} \), \( x : \mathbb{R} \to \mathbb{R}^n \), and \( F : \mathbb{R}^n \to \mathbb{R}^n \). Suppose that \( V \in \mathbb{R}^{n \times r} \) is the projection matrix that we determine using POD. Then using a Galerkin projection we see that the ROM would be

\[
\dot{x}_r(t) = V^T A V x_r(t) + V^T F(V x_r(t)),
\]

where \( x_r : \mathbb{R} \to \mathbb{R}^r \). As can be seen in (5.16), \( A_r \) can be precomputed and thus the linear term is strictly \( r \)-dimensional. This is not the case for the nonlinear term where \( x_r(t) \) must be lifted back to the original size of the state space, i.e. \( V x_r(t) \in \mathbb{R}^n \), before evaluating \( F \). This implies that the computational complexity of calculating the nonlinear term is order \( n \). Therefore potential gains for reducing the system to \( r \) dimensions are lost when computing the nonlinear term. DEIM is a method that we can use to help reduce this problem. In this section, we will cover an overview of DEIM and how that method is applied to the wildland fire model. We refer the reader to [27, 28, 35] for a more thorough coverage of DEIM and its associated error bounds.

We first define the nonlinear function from the ROM as \( f(t) := F(V x_r(t)) \) to simplify the notation. Now, the nonlinear term for the ROM can be defined as

\[
N(t) := V^T F(V x_r(t)) = V^T f(t).
\]

Figure 5.15: Visual depiction of the approximation \( V^T f(t) \approx V^T U c(t) \).
We then seek to approximate \( f(t) \) by finding a matrix \( U \in \mathbb{R}^{n \times m} \) where \( m \ll n \) such that

\[
f(t) \approx Uc(t),
\]

(5.18)

where \( c : \mathbb{R} \to \mathbb{R}^m \). Applying this to (5.17), we now have the approximation to the nonlinear term given by

\[
\mathbf{N}(t) \approx \bar{\mathbf{N}}(t) = \mathbf{V}^T U \mathbf{c}(t).
\]

(5.19)

Figure 5.15 gives a visual depiction of the approximation. Here we also see that \( \mathbf{V}^T U \in \mathbb{R}^{r \times m} \) can be computed in advance, thus decreasing the overall computational complexity of \( \bar{\mathbf{N}}(t) \) to be \( \max\{r, m\} \ll n \). We can calculate \( U \) by evaluating the snapshots using the nonlinear function, \( \mathbf{F} \), and then truncating the thin SVD (2.39) to \( m \) columns or basis functions. However, we still do not know how to create \( \mathbf{c}(t) \) from the original nonlinear function \( f(t) \). This selection matrix is at the heart of the DEIM approximation. Using the method given in [35], we can create a selection matrix \( \mathbf{P} \) that will select rows

\[
\mathbf{P} := [\mathbf{P}_1, \ldots, \mathbf{P}_m].
\]

In other words, borrowing from MATLAB® notation, \( \mathbf{P}^T \mathbf{U} = \mathbf{U}(\mathbf{P}, :) \). Assuming that \( \mathbf{P}^T \mathbf{U} \) is nonsingular, we obtain the following calculation

\[
\mathbf{c}(t) = (\mathbf{P}^T \mathbf{U})^{-1} \mathbf{P}^T f(t).
\]

We are now define our approximation for the nonlinear function \( f(t) \) as

\[
\hat{f}(t) = \mathbb{P} f(t),
\]

(5.21)

where \( \mathbb{P} \) is the projector given by

\[
\mathbb{P} = \mathbf{U}(\mathbf{P}^T \mathbf{U})^{-1} \mathbf{P}^T.
\]

Using (5.21) and using the notation...
in (5.16), we have the following approximation

\[ F(Vx_r(t)) \approx U(P^T U)^{-1} P^T F(Vx_r(t)) \]  

(5.22)

From (5.22), we look specifically at the term \( P^T F(Vx_r(t)) \). If \( F \) is a component-wise function, as it is in the wildland fire model, then we can move \( P^T \) into the function. This gives \( F(P^T Vx_r(t)) \) which has computational complexity of \( \mathcal{O}(m) \). Further, the matrix \( P^T V \in \mathbb{R}^{m \times r} \) only has to be computed once. Returning to (5.16), the full nonlinear term is then approximated by

\[ V^T F(Vx_r(t)) \approx V^T U(P^T U)^{-1} F((P^T V)x_r(t)). \]  

(5.23)

Define \( E_P := V^T U(P^T U)^{-1} \) and \( F_P(t) := F((P^T V)x_r(t)) \), where \( E_P \in \mathbb{R}^{r \times m} \) only has to be computed once and \( F_P(t) : \mathbb{R} \rightarrow \mathbb{R}^m \).

\[ V^T f(t) \approx E_P F_P(t). \]

Figure 5.16: Visual depiction of the approximation \( V^T f(t) \approx E_P F_P(t) \).

For the nonlinear term in the ROM (5.16), Figure 5.16 shows the full reduction using DEIM. We note that the complexity of this term is \( \mathcal{O}(\max\{m, r\}) \). We can now give the DEIM ROM definition as follows

**Definition 5.3.** Given (5.15), \( V \) determined using POD, and (5.19), we precompute \( \mathbf{A}_r = \)
\[ \dot{V}TAV, \quad V_P = P^T V, \quad \text{and} \quad E_P := V^T U (P^T U)^{-1}. \]

Then the DEIM ROM is given by

\[ \dot{x}_r(t) = V^T AV x_r(t) + E_P F(V_P x_r(t)), \quad (5.24) \]

For the wildland fire-spread model (5.13)-(5.14), we can discretize the system using finite differences to create the following discretized model

\[
\begin{bmatrix}
\dot{T}(t) \\
\dot{S}(t)
\end{bmatrix}
= \begin{bmatrix}
A_T & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
T(t) \\
S(t)
\end{bmatrix}
+ \begin{bmatrix}
\alpha F[T(t), S(t)] \\
-\gamma S F[T(t), S(t)]
\end{bmatrix},
\quad (5.25)
\]

where \( F[T(t), S(t)] = S(t)e^{-\beta/(T(t)-T_0)} \). For standard POD, an orthonormal basis is built for \( T \) and \( S \), given by \( V_T \in \mathbb{R}^{n \times r} \) and \( V_S \in \mathbb{R}^{n \times p} \) respectively. Let \( q = r + p \) and \( N = 2n \).

We define the following

\[
A = \begin{bmatrix}
A_T & 0 \\
0 & 0
\end{bmatrix}, \quad V = \begin{bmatrix}
V_T & 0 \\
0 & V_S
\end{bmatrix},
\quad (5.26)
\]

\[
\Theta(t) = \begin{bmatrix}
T(t) \\
S(t)
\end{bmatrix}, \quad \tilde{F}(\Theta(t)) = \begin{bmatrix}
\alpha F[T(t), S(t)] \\
-\gamma S F[T(t), S(t)]
\end{bmatrix},
\quad (5.27)
\]

where \( \Theta(t) \in \mathbb{R}^N \), \( V \in \mathbb{R}^{q \times N} \), and \( \tilde{F} : \mathbb{R}^N \rightarrow \mathbb{R}^N \). We note that \( V^T V = I_q \). Projecting (5.25) using the definitions in (5.26)-(5.27) results in following POD ROM

\[ \dot{\Theta}_q(t) = A_q \Theta_q(t) + V^T \tilde{F}(V \Theta_q(t)), \quad (5.28) \]

where \( A_q = V^T AV \in \mathbb{R}^{q \times q} \), \( \Theta_q(t) \in \mathbb{R}^q \) and \( \Theta(t) \approx V \Theta_q(t) \). Now we need to apply DEIM to our model. We first note that the nonlinear function for \( T \) and \( S \) are just scalar multiples of each other. Therefore, our DEIM projection matrix \( U \) and selection matrix \( P \) will be the
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same for both $T$ and $S$. So we will first determine $U \in \mathbb{R}^{n \times m}$ and $P \in \mathbb{R}^{n \times m}$ as described above using just the nonlinear function $F[T(t), S(t)]$ and then we will bring the constants back into the system when we calculate out DEIM projection matrices. To obtain the full nonlinear DEIM projection (5.23), we define

$$E_F = \begin{bmatrix} E_T & 0 \\ 0 & E_S \end{bmatrix} \quad P_F = \begin{bmatrix} P & 0 \\ 0 & P \end{bmatrix},$$

where $E_T = \alpha V_T (P^T U)^{-1}$ and $E_S = -\gamma V_S (P^T U)^{-1}$. Further, we can let $\Phi = (P^T V)$. This gives us the full nonlinear projection approximated as $V^T \tilde{F}(V\Theta(t)) \approx E_F \tilde{F}(\Phi \Theta(t))$ which has a computational complexity of $\mathcal{O}(\max\{2m, q\})$. Applying this approximation and the previously defined matrices to (5.28) results in the POD/DEIM ROM ODE used to solve the system

$$\dot{\Theta}_q(t) = A_q \Theta_q(t) + E_F \tilde{F}(\Phi \Theta_q(t)).$$

(5.30)

5.3.3 Methods and Numerical Results

![Temperature Profile over Time - Full Model](image1)

![Temperature Profile over Time - POD/DEIM](image2)

Figure 5.17: FOM versus the POD/DEIM ROM where $r_T = 250, r_S = 150$, and $r_{DEIM} = 250$.

For our testing we used the parameter values specified in Table 5.6, and the system was
Table 5.6: Parameter values for the wildland fire spread model given in [71].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa )</td>
<td>2.1360e-01</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>1.8793e02</td>
</tr>
<tr>
<td>( \bar{\beta} )</td>
<td>5.5849e02</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>4.8372e-05</td>
</tr>
<tr>
<td>( \gamma_S )</td>
<td>1.6250e-01</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>300 K</td>
</tr>
<tr>
<td>( v )</td>
<td>0.00 m/s</td>
</tr>
</tbody>
</table>

discretized from zero to a 1000 m in 0.2 m increments and solved over 3000 s. The initial condition has a fire at the 500 m location. The fire then propagates across the domain towards both boundaries based on equations (5.13-5.14) as seen in Figure 5.17.

![Temperature Profile at t = 2500 s](image1)

![Location of Maximum Temperature over Time](image2)

Figure 5.18: Fire spread for FOM, POD, and POD/DEIM.

Using the data snapshots created, \( r_T \) and \( r_S \) number of POD bases for \( T \) and \( S \), respectively, were created. Further, POD was enhanced by projecting the nonlinearity using 250 DEIM vectors. Figures 5.17 and 5.18 show that when \( r_T = 250 \) and \( r_S = 150 \), the POD/DEIM ROM provides an excellent approximation of the full-order model (FOM) matching both the flame front location and temperature profile quite well.

As shown in Table 5.7, the solution times increase when more POD/DEIM vectors are used, but even the largest ROM using POD only was five times faster than the FOM. Further the
relative error between the full-order and reduced-order model solutions was less 2% in all cases with a minimum of 0.43% when using 200 POD vectors for $T$ and 150 POD vectors for $S$. When using POD with DEIM, the solution times were significantly better than POD alone while maintaining essentially the same error. The results demonstrate that using POD with DEIM can reduce the computational time by 2-3 orders of magnitude while retaining the physics and prediction accuracy.

## 5.4 Summary

We presented three scenarios in this chapter along with the methodology used to improve the performance of the numerical computation. These examples lead us towards providing reduced-order models for fully-realized fire models that include all of the fundamental physics involved.

For our first example, we showed how we could use POD to project the airflow model inside a coal mine. Our technique allows us to create and store a reduced-order model that can then be recalled to simulate nearby starting airflows. There is a potential to embed these models into network model at critical nodes. By having a stored ROM, the network model can conceivably be set to call the ROM to provide more detailed information at a given node.

Next, we created a ROM for a plume fire using POD. In this example, we put forth a set
of criteria to use when judging the quality of a ROM for a fire. Further, we note that even without the combustion being specifically modeled, the ROM provides a good representation of the full model.

Finally, we looked at the fire spread of a wildland fire. There have been previous attempts to reduce this model using POD [49, 85], but due to the Arrhenius kinetics associated with the full model, the reduced-order models were only able to realize modest gains in numerical computation times. We explained the DEIM technique and used it on this model. Our results show a 2-3 order of magnitude reduction in computation time while maintaining the fidelity of the POD. These results represented a significant improvement to existing reduced-order models generated using POD alone.
Chapter 6

Analysis of Discrete Time Model Reduction

The typical method for solving a time dependent partial differential equation (PDE) begins with discretizing the spatial domain and then using a method, e.g. finite elements, finite differences, or finite volumes, to create an $N$-dimensional system of ordinary differential equations (FOM ODE). The size of $N$ depends on the density of the spatial mesh and the number of parameters and routinely becomes very large. This large FOM ODE is then discretized in time using an ODE solver and results in a fully discretized matrix system FOM O∆E where the solution at each time step is dependent on some number of solutions at previous time steps and the corresponding derivatives at those points.

Since these large problems can become computationally intractable to solve in the time scales necessary for the practical applications needing the solutions, we often need to employ some method to simplify the problem. As discussed before, we turn to model reduction in order to produce surrogate models that are computationally tractable and retain the accuracy required for a particular application. Carlberg et al. [26] investigated the preservation of POD
state-space optimality properties when using general multi-step and Runge-Kutta methods to discretize the ODE systems. In particular, for these systems, [26] looks to preserve optimality of the data in a least-squares sense, as was discussed in Section 2.3.3. For our research, we extend this analysis for linear systems, and investigate optimality in terms of input-independent, transfer-function based optimality conditions.

Typically, we apply input-independent model-reduction techniques, such as IRKA, to the FOM ODE to create a reduced-order ODE model (ROM ODE). This ROM ODE is then discretized in time to create the ROM, OΔE. However, we could first discretize the FOM ODE to obtain the FOM OΔE, and then reduce the FOM OΔE to produce a ROMd OΔE. Figure 6.1 shows a graphical representation of these different paths. In this chapter, we will limit our discussion to $\mathcal{H}_2$-optimal methods for reducing the FOM ODE or the FOM OΔE. Again, we refer the reader to [26] and the references therein for general nonlinear systems.

The first section in this chapter discusses the $\mathcal{H}_2$ optimality conditions for continuous and
discrete time systems. While we have discussed continuous-time systems previously, we present it here to parallel the discussion of the discrete-time systems for the particular dynamical systems on which we are focusing. We then present the connections between the continuous time systems and discrete time systems for a certain class of ODE solvers. In Section 6.3, we discuss the relationship between the associated transfer functions of the continuous and discrete time systems. We show that there exists a transformation that we can use to connect the continuous-time system to the discrete-time system. We show that this transformation depends on the method used for the time discretization. We look, in Section 6.4, at whether or not the $H_2$ optimality conditions are preserved after applying the time discretization. We conclude the chapter with a few numerical examples.

6.1 Optimality Conditions for the ROM

Many of the concepts for continuous-time linear time-invariant systems were covered in Section 2.3.2. We revisit them in here to investigate the conditions necessary to provide a local minimum for the $H_2$-optimality problem. In addition, we will examine discrete-time systems through the lens of $H_2$-optimality with a focus on satisfying the first-order necessary conditions of the $H_2$-optimality problem.

6.1.1 Continuous-time Systems

Let the following be the continuous-time linear time-invariant SISO dynamical system

\[
G : \begin{cases} 
    \dot{x}(t) = Ax(t) + bu(t), \\
    y(t) = c^T x(t),
\end{cases}
\]
where $\mathbf{x} \in \mathbb{R}^N$, $\mathbf{A} \in \mathbb{R}^{N \times N}$, $\mathbf{b}, \mathbf{c} \in \mathbb{R}^N$, and $y(t), u(t)$ are scalar valued functions of $t$. We will refer to this as the ODE FOM (ordinary differential equation full-order model). These systems often arise from the spatial discretization of a PDE using, for example, finite elements or finite differences. By taking the Laplace transform of this continuous-time system we can map the input to the output via the transfer function $G(s)$ as follows

$$\tilde{y}(s) = G(s)\tilde{u}(s)$$

(6.2)

where $\tilde{u}(s), \tilde{y}(s)$ are the Laplace transforms of the input and output functions, respectively. Additionally, we define the transfer function $G(s)$ by

$$G(s) = \mathbf{c}^T(s\mathbf{I} - \mathbf{A})^{-1}\mathbf{b}$$

(6.3)

Often times, for these models, the dimension, $N$, is so large that it becomes impossible to solve the problem in time constraints needed. Therefore we desire to create a reduced-order model that closely approximates the full-order model. We create projection matrices $\mathbf{V}, \mathbf{W} \in \mathbb{R}^{N \times r}$ where $r \ll N$. Using these we create the following reduced-order model

$$G_r : \begin{cases} 
\dot{\mathbf{x}}_r(t) = \mathbf{A}_r\mathbf{x}_r(t) + \mathbf{b}_r u(t), \\
y_r(t) = \mathbf{c}_r^T \mathbf{x}_r(t), 
\end{cases}$$

(6.4)

where $\mathbf{A}_r = \mathbf{W}^T \mathbf{A} \mathbf{V}, \mathbf{b}_r = \mathbf{W}^T \mathbf{b}$, and $\mathbf{c}_r^T = \mathbf{c}^T \mathbf{V}$. Similarly, we have the following input to output mapping

$$\tilde{y}_r(s) = G_r(s)\tilde{u}(s),$$

(6.5)

$$= [\mathbf{c}_r^T(s\mathbf{I} - \mathbf{A}_r)^{-1}\mathbf{b}_r] \tilde{u}(s).$$

(6.6)
So, we now look at the error between the full and reduced-order models, $\tilde{y}_{\text{err}}(s)$, in the frequency domain.

\begin{align*}
\tilde{y}_{\text{err}}(s) &= \tilde{y}(s) - \tilde{y}_r(s) \\
&= G(s)\tilde{u}(s) - G_r(s)\tilde{u}(s) \\
&= [G(s) - G_r(s)] \tilde{u}(s) \\
&= [c^T(sI - A)^{-1}b - c_r^T(sI - A_r)^{-1}b_r] \tilde{u}(s)
\end{align*}

(6.7) (6.8) (6.9) (6.10)

So if we would like to minimize the error between the output of the full and reduced-order models we keep $\|y - y_r\|$ small in an appropriate norm by ensuring that the transfer functions are close, again in an appropriate norm. In particular Gugercin et al. [53] show that

$$\|y(t) - y_r(t)\|_{L^\infty} = \max_{t > 0} |y(t) - y_r(t)| \leq \|G - G_r\|_{H_2} \|u(t)\|_{L^2},$$

(6.11)

where the error in the $H_2$ norm is given by (6.12).

$$\left\|G - \tilde{G}\right\|_{H_2} = \left(\frac{1}{2\pi} \int_{-\infty}^{\infty} \left|G(i\omega) - \tilde{G}(i\omega)\right|^2 d\omega\right)^{1/2}.$$

(6.12)

In other words we would like to solve the minimization problem

$$G_r(s) = \arg \min_{\dim(G_r) = r} \left\|G - \tilde{G}_r\right\|_{H_2},$$

(6.13)

where $\tilde{G}_r$ is stable. As is detailed [53], solving this minimization problem also minimizes $\|y - y_r\|_{L^\infty}$ and thus provides the optimal reduced-order model (ROM) of dimension $r$ provided we can use this fact to determine $V$ and $W$ that generates this ROM. We note here that it is difficult to find a global minimum for this problem. Therefore, we seek a local minimum that satisfies the first-order necessary conditions for optimality. Now we tie these
Lemma 6.1 (Corollary 2.2 from [53]). Consider the system in (6.1) defined by $A, b, c$, a set of distinct shifts given by $\{\sigma_k\}_{k=1}^r$, that is closed under conjugation, and subspaces spanned by the columns of $V_r$ and $W_r$ with

$$
\text{Ran}(V) = \text{span}\{ (\sigma_1 I - A)^{-1}b \cdots (\sigma_r I - A)^{-1}b \}, \quad (6.14)
$$

$$
\text{Ran}(W) = \text{span}\{ (\sigma_1 I - A)^{-T}c \cdots (\sigma_r I - A)^{-T}c \}. \quad (6.15)
$$

Then $V_r$ and $W_r$ can be chosen to be real matrices with $W^T V = I$, and the reduced-order system in (6.4) defined by $A_r = W^T_r A V_r$, $b_r = W^T_r b$, and $c^T_r = c^T V_r$ is itself real and matches the first two moments of $G(s)$ at each of the interpolation points $\sigma_k$, i.e. $G(\sigma_k) = G_r(\sigma_k)$ and $G'(\sigma_k) = G'_r(\sigma_k)$ for $k = 1, \ldots, r$.

Proof. See [34, 46, 53, 93, 94]

Theorem 6.2 (SISO: Meier III and Luenberger [76]). Given the transfer function $G(s) = c^T (sI - A)^{-1}b$, the optimal $H_2$ reduced-order transfer function $G_r(s) = c^T_r (sI - A_r)^{-1}b_r$ satisfies

$$
G(-\lambda_k) = G_r(-\lambda_k),
$$

$$
G'(-\lambda_k) = G'_r(-\lambda_k),
$$

where $\lambda_k, k = 1, \cdots, r$, are the eigenvalues of $A_r$.

Proof. See Meier III and Luenberger [76].
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6.1.2 Discrete-time Systems

We consider the linear time-invariant discrete-time dynamical system defined by the following set of difference equations

\[
H : \begin{cases} 
    x^{k+1} = \tilde{A}x^k + \tilde{b}u^k, \\
    y^k = \tilde{c}^T x^k,
\end{cases}
\]

(6.16)

where \( \tilde{A} \in \mathbb{R}^{N \times N} \) and \( \tilde{b}, \tilde{c} \in \mathbb{R}^N \). We can consider \( x^k \in \mathbb{R}^N \) to be the state at the discrete time step \( t^k \) where the time \([0, t_f]\) is discretized as \( \{0 = t^0, t^1, \ldots, t^k, t^{k+1}, \ldots, t_f\} \), and \( u^k, y^k \in \mathbb{R} \) are the input and output, respectively, at time \( t^k \). Applying a Z-transform to \( H \), we obtain an input to output mapping in the frequency domain as

\[
\tilde{y}(z) = H(z)\tilde{u}(s) = \tilde{c}^T (zI - \tilde{A})^{-1}\tilde{b}\tilde{u}(z)
\]

(6.17)

where \( \tilde{u}(z) \) and \( \tilde{y}(z) \) are the Z-transforms of the input and output functions respectively and \( H(z) \) is the discrete-time transfer function. Similarly to before, we can construct a reduced-order model via projection matrices, \( \tilde{V}, \tilde{W} \in \mathbb{R}^{N \times r} \), such that

\[
H_d : \begin{cases} 
    x^k_d = \tilde{A}_d x^k_d + \tilde{b}_d u^k, \\
    y^k_d = \tilde{c}_d^T x^k_d,
\end{cases}
\]

(6.18)

with \( \tilde{A}_d = \tilde{W}^T \tilde{A} \tilde{V} \), \( \tilde{b}_d = \tilde{W}^T \tilde{b} \), and \( \tilde{c}_d = \tilde{c}^T \tilde{V} \). Then the reduced-order transfer function is given by

\[
H_d(z) = \tilde{c}_d^T (zI - \tilde{A}_d)^{-1}\tilde{b}_d.
\]

(6.19)

Similar to the continuous-time case, we would like to find a reduced-order model \( H_r \), that satisfies the first-order necessary conditions for \( H_2 \) optimality. In order to do so, we first define the \( H_2 \)-norm for a discrete-time system.
Definition 6.3. The $\mathcal{H}_2$-norm for SISO discrete-time system $H$ is given by

$$\|H\|_{\mathcal{H}_2} = \left( \frac{1}{2\pi} \int_0^{2\pi} \bar{H}(e^{i\theta}) H(e^{i\theta}) \, d\theta \right)^{1/2}$$

(6.20)

As is shown in [22, 53], the conditions are slightly different for the discrete time case. Here we need to interpolate the transfer function at the shifts $\sigma_k = 1/\mu_k$ where $\mu_k$ are the poles of $H_d(z)$. If we assume that the poles of $H_d(z)$ are closed under conjugation then $1/\mu_k$ are the mirror images of the poles of $H_d(z)$ with respect to the unit disk. We now present a couple theorems that summarize this result.

Theorem 6.4 (First-order Necessary Conditions for $\mathcal{H}_2$ Optimality of a Discrete–Time ROM (Version 1)). Given the transfer function $H(z) = \tilde{c}^T(sI - \tilde{A})^{-1}\tilde{b}$ for the discrete-time system $H$ (6.16), the transfer function $H_d(z) = \tilde{c}_d^T(sI - \tilde{A}_d)^{-1}\tilde{b}_d$ satisfies the first-order necessary conditions for $\mathcal{H}_2$ optimality in the norm given by Definition 6.3 when

$$H(1/\mu_k) = H_d(1/\mu_k),$$

(6.21)

$$H'(1/\mu_k) = H'_d(1/\mu_k),$$

(6.22)

where $\mu_k$, $k = 1, \ldots, r$, are the eigenvalues of $\tilde{A}_d$, closed under conjugation.

Proof. See [22, 53].

It important to note here that the first-order necessary conditions given in Theorem 6.4 apply to discrete time systems with no $d$ term. For systems with a $d$ term, our transfer function becomes

$$\tilde{H}(z) = c^T(zI - A)^{-1}b + d.$$  

(6.23)

In order for the reduced-order model to be optimal for these types of systems, we need to also
match the \( d \) terms. Gaier [41] has already showed this result for the case of fixed poles; i.e.,
the only unknowns are the residues of the transfer function. In [41], the poles are assumed
outside the unit disc and the interpolation points are inside the disc. Of course, as expected,
this result can be directly applied in our setting as well. To make this chapter self-contained,
we include this proof here as a corollary to Gaier’s [41] result.

**Corollary 6.5 (First-order Necessary Conditions for \( \mathcal{H}_2 \) Optimality of a Discrete–
Time ROM (Version 2)).** Given the \( n \)-dimensional transfer function \( \tilde{H}(z) = \tilde{c}^T(sI - 
\tilde{A})^{-1}\tilde{b} + d \) for the full-order discrete-time system \( H \) (6.16), the transfer function \( \tilde{H}_d(z) = 
\tilde{c}_d^T(sI - \tilde{A}_d)^{-1}\tilde{b}_d + d_d \) of dimension \( r \), satisfies the first-order necessary conditions for \( \mathcal{H}_2 \)
optimality in the norm given by Definition 6.3 when

\[
\tilde{H}(1/\lambda_k) = \tilde{H}_d(1/\lambda_k), \quad (6.24)
\]

\[
\tilde{H}'(1/\lambda_k) = \tilde{H}_d'(1/\lambda_k), \quad (6.25)
\]

where \( \lambda_k, k = 1, \cdots, r \), are the eigenvalues of \( \tilde{A}_d \), closed under conjugation. Further, \( d = d_d \)
must also be true.

**Proof.** The conditions given by (6.24) and (6.25) have already been shown for the case
where \( d = 0 \) in Theorem 6.4. So we focus on the case where \( d \neq 0 \). Using the pole-residue
expansion, we write \( \tilde{H}_d(z) \) as

\[
\tilde{H}_d(z) = d_d + \sum_{k=1}^r \frac{\phi_k}{z - \mu_k}, \quad (6.26)
\]

From this expansion, we can see that \( \tilde{H}(z) \) is generated by the basis

\[
\left\{ \frac{1}{z - \mu_1}, \cdots, \frac{1}{z - \mu_r} \right\}, \quad (6.27)
\]
where the coefficient of the constant basis function, 1, is $d_d$ and the coefficient for each basis element $\frac{1}{z-\mu_k}$ is $\phi_k$. For $H_2$ optimality, the error between $\tilde{H}(z)$ and $\tilde{H}_d(z)$ must be orthogonal to each of the basis vectors. So for the constant basis, 1, in (6.27) we need

$$\langle \tilde{H} - \tilde{H}_d, 1 \rangle_{H_2} = 0,$$

(6.28)

where the $H_2$ inner product is given by

$$\langle H, G \rangle_{H_2} = \frac{1}{2\pi} \int_0^{2\pi} H(e^{i\theta})\overline{G(e^{i\theta})} \, d\theta.$$

(6.29)

So now (6.28) becomes

$$\langle \tilde{H} - \tilde{H}_d, 1 \rangle_{H_2} = 0,$$

(6.30)

$$\frac{1}{2\pi} \int_0^{2\pi} \tilde{H}(e^{i\theta}) - \tilde{H}_d(e^{i\theta}) \, d\theta = 0$$

(6.31)

$$\frac{1}{2\pi} \int_0^{2\pi} \tilde{H}(e^{i\theta}) \, d\theta = \frac{1}{2\pi} \int_0^{2\pi} \tilde{H}_d(e^{i\theta}) \, d\theta$$

(6.32)

We now do a change of variables by letting $z = e^{i\theta}$ and $dz = ie^{i\theta} \, d\theta = iz \, d\theta$. This gives

$$\frac{1}{2\pi i} \oint_{\gamma} \frac{1}{z} \tilde{H}(z) \, dz = \frac{1}{2\pi i} \oint_{\gamma} \frac{1}{z} \tilde{H}_d(z) \, dz,$$

(6.33)

where $\gamma$ is a contour integral which, in our case, is the unit circle. Now recall the inverse $Z$-transform is given by

$$h[n] = \frac{1}{2\pi i} \oint_{\gamma} H(z)z^{n-1} \, dz,$$

(6.34)

where $\gamma$ is a contour that encircles the poles of $H(z)$. From this, we see that both sides of
Equation (6.33) are simply the inverse $Z$-transforms at $n = 0$. Therefore,

$$\tilde{h}[0] = \tilde{h}_d[0].$$  \hspace{1cm} (6.35)

For discrete-time systems with $H(z) = c^T(zI - A)^{-1}b + d$, the impulse response of $h[n]$ at $n = 0$ is the first Markov parameter and this is given by $d$. This implies that for $H_2$ optimality we must have $d = d_d$ and the result is shown. \hfill \Box

**Theorem 6.6.** Given shifts $\{\sigma_k\}_{k=1}^r$ and $\tilde{V}$ and $\tilde{W}$ chosen such that $\tilde{W}^T\tilde{V} = I$ and

$$\text{Ran}(\tilde{V}) = \text{span}\{(\sigma_1 I - \tilde{A})^{-1}b \cdots (\sigma_r I - \tilde{A})^{-1}b\},$$  \hspace{1cm} (6.36)

$$\text{Ran}(\tilde{W}) = \text{span}\{(\sigma_1 I - \tilde{A})^{-T}c \cdots (\sigma_r I - \tilde{A})^{-T}c\}.$$  \hspace{1cm} (6.37)

If the reduced-order model $H_d$ in (6.18) is produced using $\tilde{A}_d = \tilde{W}^T\tilde{A}\tilde{V}$, $\tilde{b}_d = \tilde{W}^T\tilde{b}$, and $\tilde{c}_d^T = \tilde{c}^T\tilde{V}$, and further if $\sigma_k = 1/\mu_k$ where the $\mu_k$ are the eigenvalues of $\tilde{A}_d$, closed under conjugation, then $H_d$ satisfies the first-order necessary conditions for $H_2$ optimality given in Theorem 6.4.

**Proof.** See [22, 53]. \hfill \Box

### 6.2 Time Discretization of the ODE

We consider a system of $N$ ODEs that was created using some spatial discretization (e.g., finite elements or finite differences) of a time dependent PDE. Let this system can be represented as the linear time-invariant dynamical system $G$. To solve this system, we must also discretize the model in time. While there are several methods that can be used, we will focus on the linear multistep methods defined below.
**Definition 6.7.** A linear \( k \)-step method to solve the continuous time dynamical system \( G \) in (6.1) is given by
\[
\sum_{j=0}^{k} \alpha_j x^{n+k-j} = h \sum_{j=0}^{k} \beta_j (Ax^{n+k-j} + bu^{n-j}),
\]
(6.38)
where \( x^n \) is the result at time \( t^n \), \( u^n = u(t^n) \), \( h \) is the time step, the coefficients \( \alpha_j \) and \( \beta_j \) define the scheme, \( \alpha_0 \neq 0 \), and \( \sum_{j=0}^{k} \alpha_j = 0 \) and \( \sum_{j=0}^{k-1} (k-j) \alpha_j = \sum_{j=0}^{k} \beta_j \) is necessary for consistency. Additionally, if \( \beta_0 = 0 \), the method is considered *explicit*. Otherwise, we say the method is *implicit*, [1, 42].

While not explicitly required, it is customary to set \( \alpha_k = 1 \) and then scale the other coefficients as necessary. Here, we refer to the time discretized ODE as \( H \). Then \( H \) is solved by the system of algebraic equations at each time step \( n = \mathbb{N}(T/h) \) where \( T = [0, t_f] \) given by:
\[
\mathbf{r}^n(z^n) = 0,
\]
(6.39)
where \( z^n \in \mathbb{R}^N \) is the unknown variable and \( \mathbf{r}^n : \mathbb{R}^N \to \mathbb{R}^N \) denotes the multistep residual defined by
\[
\mathbf{r}^n(z) := \alpha_0 z - h\beta_0 (Az + bu^n) + \sum_{j=1}^{k} \alpha_j x^{n-j} - h \sum_{j=1}^{k} \beta_j (Ax^{n-j} + bu^{n-j}).
\]
(6.40)

Then the state can be explicitly updated as \( x^n = z^n \). If \( \beta_0 \neq 0 \), the method is considered implicit. We extend the results in [26] by showing that given any bi-orthogonal right and left projection matrices, \( V \) and \( W \), respectively, the Petrov-Galerkin projection and time discretization are commutative.

**Theorem 6.8** (Petrov-Galerkin: commutivity of the projection and time discretization).
*Given right and left projection matrices \( V, W \in \mathbb{R}^{N \times r} \) with \( W^T V = I \), then performing a Petrov-Galerkin projection on the governing ODE and subsequently applying a time*
discretization using a multistep method yields the same model as first applying the time discretization and then subsequently performing a Petrov-Galerkin projection.

**Proof.** We approximate \( x \) by \( Vx_r \) and then enforce the Petrov-Galerkin condition that the residual is orthogonal to \( W \) as follows

\[
W^T (V\dot{x}_r - AVx_r - bu) = 0 \tag{6.41}
\]

From this, we obtain the reduced-order model \( G_r \), possibly not \( \mathcal{H}_2 \)-optimal,

\[
\dot{x}_r = W^T AVx_r + W^T bu \tag{6.42}
\]

Applying the multistep method to discretize \( G_r \), we have the following residual

\[
r^n_r(z_r) := \alpha_0 z_r - h\beta_0 (W^T AVz_r + W^T bu^n) + \sum_{j=1}^{k} \alpha_j x^{n-j}_r - h \sum_{j=1}^{k} \beta_j (W^T AVx^{n-j}_r + W^T bu^{n-j}). \tag{6.43}
\]

where we solve \( r^n_r(z^n_r) = 0 \) and then let \( x^n_r = z^n_r \). We now want to show that if we first apply the multistep method to obtain the full-order discrete-time system \( H \) and then apply the projection that, we will obtain the same result. Set \( z = Vz_r \) and \( x^i = Vx_r^i \) and then apply the multistep method. Again we want to enforce the Petrov-Galerkin condition which now gives \( W^T r^n_r(Vz_r) = 0 \). Substituting, we obtain

\[
W^T r^n_r(Vz_r) = W^T \left[ \alpha_0 Vz_r - h\beta_0 (AVz_r + bu^n) + \sum_{j=1}^{k} \alpha_j Vx^{n-j}_r - h \sum_{j=1}^{k} \beta_j (AVx^{n-j}_r + bu^{n-j}) \right]
\]

\[
W^T r^n_r(Vz_r) = \alpha_0 z_r - h\beta_0 (W^T AVz_r + W^T bu^n) + \sum_{j=1}^{k} \alpha_j x^{n-j}_r - h \sum_{j=1}^{k} \beta_j (W^T AVx^{n-j}_r + W^T bu^{n-j}). \tag{6.44}
\]
We see that
\[ r^n_r(z_r) = W^T r^n(V z_r) \] (6.45)
at each time step. Therefore, the projection and time discretization commute.

Suppose we let \( W = W_r \) and \( V = V_r \) be the \( H_2 \)-optimal projection matrices defined earlier by Theorem 6.2 and Lemma 6.1. Then we can see that while we have created an optimal reduced-order model, we cannot guarantee that we maintain that optimality once we have discretized the system in time. However, if we use the discrete-time projection criteria given in Theorem 6.6 on \( H_2 \), we can obtain an \( H_2 \)-optimal projection of the discrete-time FOM to the discrete-time ROM \( H_r \).

6.2.1 Single-Step Discretization Schemes

For this research, we focused on three single-step time discretization schemes. We first define each method using the \( \alpha \) and \( \beta \) coefficients for the general multistep method defined by 6.7. For each of the time discretization schemes, we then discuss how the eigenvalues of \( A \) and the step size, \( h \) affect the stability of the discrete system. We present the following definitions and theorems on stability to establish connections between the stability of the ODE and its associated time discretization.

**Definition 6.9.** A continuous-time system of ordinary differential equations (6.1) is said to be *asymptotically stable* if for every bounded initial condition and input function, i.e. \( \|x(0)\| < \infty \) and \( \|u\|_{L_\infty} < \infty \) respectively, every solution \( \tilde{x} \to 0 \) as \( t \to \infty \). Similarly, a discrete-time system is *asymptotically stable* if for every solution \( \tilde{x}, \tilde{x}^n \to 0 \) as \( t \to \infty \) [1, 4, 44, 45, 78].

**Theorem 6.10** (Asymptotic Stability of Continuous Systems). *The system of ordinary
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differential equations
\[ \dot{x}(t) = Ax(t) \quad \text{with} \quad x(0) = x_0, \]  

is asymptotically stable \( t = [0, \infty) \), if \( \Re(\lambda_k) < 0 \) for all \( \lambda_k \in \lambda(A) \), the eigenvalues of \( A \).

Proof. See any rigorous book on ODEs, e.g. [78]. \( \square \)

Theorem 6.11 (Asymptotic Stability of Discrete Systems). The discrete evolution system given by
\[ x^{n+1} = A_dx^n \quad \text{with initial state} \quad x^0, \]  
is asymptotically stable for \( n = 0, 1, \ldots, \infty \), if \( |\lambda_k| < 1 \) for all \( \lambda_k \in \lambda(A_d) \), the eigenvalues of \( A_d \).

Proof. See [4, 45, 87]. \( \square \)
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Figure 6.2: The shaded region is the region of stability for selected single-step methods given eigenvalues \( \lambda \) of the continuous system \( A \).

Explicit Forward Euler Method

The Forward Euler method is defined by letting \( k = 1 \) and setting \( \alpha_0 = 1, \alpha_1 = -1, \beta_0 = 0, \) and \( \beta_1 = 1 \) for the multistep method in Definition 6.7. Since \( \beta_0 = 0 \), this is an explicit
method. Applying this method to the equation in (6.1) results in the following discrete time system.

\[
x^{n+1} - x^n = hAx^n + hb(u(t^n)) \\
x^{n+1} = x^n + hAx^n + hb(u(t^n)) \\
x^{n+1} = (I + hA)x^n + hb(u(t^n)) \\
x^{n+1} = A_dx^n + b_d(u(t^n))
\] (6.48) (6.49)

**Proposition 6.12.** The stability of a Forward Euler discretization of an asymptotically stable ODE 6.46 is dependent on \(\lambda(A)\) and the step size \(h\). Specifically, all \(\lambda_k \in \lambda(A)\) must satisfy

\[
|1 + h\lambda_k| < 1 
\] (6.50)

**Proof.** Let \(\mu_k \in \lambda(A_d)\) and \(\lambda_k \in \lambda(A)\). Then Theorem 6.11 says that this system is stable if for all \(\mu_k\) and \(\lambda_k\), the following condition holds

\[
|\mu_k| < 1 \\
|1 + h\lambda_k| < 1 
\] (6.51)

Therefore if all \(h\lambda_k\) are inside the circle of radius one centered at \(z = -1\) in the complex plane, as shown in Figure 6.2a, then the system is stable. For a stable continuous system, the stability of the Forward Euler method is dependent on the step size and magnitude and argument of \(\lambda(A)\).

This stability requirement can lead to choosing \(h\) very small to maintain stability when it does not need to be nearly that small for accuracy. For example if \(\lambda_{max} = \max |\lambda(A)|\) is real, then the step size, \(h\) must satisfy \(h < 2/\lambda_{max}\). Additionally, if there are eigenvalues \(\lambda_k\) such
that $\Im(\lambda_k) \gg \Re(\lambda_k)$, then the step size $h$ will need to be much smaller than $2/\lambda_k$ to satisfy the stability requirements. A numerical example of this behavior is presented in Section 6.5.

**Implicit Backward Euler Method**

The Backward Euler method is defined by setting $\alpha_0 = 1$, $\alpha_1 = -1$, $\beta_0 = 1$, and $\beta_1 = 0$ for the multistep method in Definition 6.7. Since $\beta_0 \neq 0$, this is an implicit method. Applying this method to the equation in (6.1) results in the following discrete time system.

\[
x^{n+1} - x^n = hAx^{n+1} + hbu(t^{n+1})
\]

\[
x^{n+1} = x^n + hAx^{n+1} + hbu(t^{n+1})
\]

\[
(I - hA)x^{n+1} = x^n + hbu(t^{n+1})
\]

\[
(I - hA)x^{n+1} = x^n + hbu(t^{n+1})
\]

\[
x^{n+1} = (I - hA)^{-1}x^n + h(I - hA)^{-1}bu(t^n)
\]

\[
x^{n+1} = A_dx^n + b_du(t^n)
\]

**Proposition 6.13.** The Backward Euler discretization of an asymptotically stable ODE given by 6.46 is always stable regardless of the time step size $h$.

Proof. Let $\mu_k \in \lambda(A_d)$ and $\lambda_k \in \lambda(A)$. Then Theorem 6.11 says that this system is stable if for all $\mu_k$ and $\lambda_k$, the following condition holds

\[
|\mu_k| < 1
\]

\[
\frac{1}{|1 - h\lambda_k|} < 1
\]

\[
|1 - h\lambda_k| > 1
\]
Therefore if all \( h\lambda_k \) are outside the circle of radius one centered at \( z = 1 \) in the complex plane, as shown in Figure 6.2b, then the system is stable. For a stable continuous system, \( \Re(\lambda_k) < 0 \) and thus the Backward Euler method is always stable, regardless of the choice of step size.

\[ \square \]

Implicit Crank-Nicolson Method

The Crank-Nicolson method is defined by setting \( \alpha_0 = 1, \alpha_1 = -1, \beta_0 = \frac{1}{2}, \) and \( \beta_1 = \frac{1}{2} \) for the multistep method in Definition 6.7. Since \( \beta_0 \neq 0 \), this is an implicit method. Applying this method to the equation in (6.1) results in the following discrete time system.

\[
\begin{align*}
x^{n+1} - x^n &= \frac{h}{2} (Ax^n + bu^n + Ax^{n+1}b_{u}^{n+1}) \\
x^{n+1} &= x^n + \frac{h}{2} (Ax^n + bu^n + Ax^{n+1}b_{u}^{n+1}) \\
x^{n+1} - \frac{h}{2}Ax^{n+1} &= x^n + \frac{h}{2}Ax^n + \frac{h}{2}b(u^n + u^{n+1}) \\
(I - \frac{h}{2}A) x^{n+1} &= (I + \frac{h}{2}A) x^n + \frac{h}{2}b(u^n + u^{n+1}) \\
x^{n+1} &= (I - \frac{h}{2}A)^{-1} (I + \frac{h}{2}A) x^n + \frac{h}{2} (I - \frac{h}{2}A)^{-1} b (u^n + u^{n+1}) \\
x^{n+1} &= A_d x^n + b_d (t^n) + b_d (t^{n+1})
\end{align*}
\]

Proposition 6.14. The Crank-Nicolson discretization (6.56) of an ODE given by (6.46) is asymptotically stable if and only if the ODE is asymptotically stable.

\[ \square \]

\[ \mu = T(\lambda) = \frac{1 + (h/2)\lambda}{1 - (h/2)\lambda} \]

is a conformal map from the left half of the complex plane to the unit disk \([40, 73]\). Suppose that the ODE (6.46) is asymptotically stable. Then Theorem 6.10 says that for all \( \lambda_k \in \lambda(A) \),
\[ \Re(\lambda_k) < 0. \text{ Then } |T(\lambda_k)| < 1 \text{ and } \]

\[ T(\lambda_k) = \frac{1 + (h/2)\lambda_k}{1 - (h/2)\lambda_k}. \]  

(6.59)

Since \( A_d = (I - (h/2)A)^{-1}(I + (h/2)A) \), the eigenvalues \( \mu_k \in \lambda(A_d) \) are given by

\[ \mu_k = \frac{1 + (h/2)\lambda}{1 - (h/2)\lambda} = T(\lambda_k) \]

(6.60)

Therefore \( |\mu_k| < 1 \) for all \( \mu_k \in \lambda(A_d) \). Thus, by Theorem 6.11 the discretized system (6.56) is asymptotically stable.

For the other direction, let the discretized system (6.56) be asymptotically stable. Then \( |\mu_k| < 1 \) for all \( \mu_k \in \lambda(A_d) \). Since conformal maps are invertible [40, 73], we have that \( T^{-1}(\mu_k) = \lambda_k \) and \( \Re(\lambda_k) < 0 \). Therefore the conditions of Theorem 6.10 are satisfied and the ODE given by (6.46) is asymptotically stable.

\[ \square \]

### 6.3 Relationship of Transfer Functions

When we compute the transfer function for a continuous time system, we take the Laplace transform; but when we determine the transfer function for a discrete time system, we are taking the Z-transform. For continuous time systems we let \( G : S \subset \mathbb{C} \rightarrow \mathbb{C} \) be the transfer function and let \( H : Z \subset \mathbb{C} \rightarrow \mathbb{C} \) be the transfer function for discrete time systems. We seek to find an invertible mapping \( T : S \rightarrow Z \) such that \( G(s) = H(T(s)) \) and \( G(T^{-1}(z)) = H(z) \).

It turns out that this mapping is dependent on the method that is used to discretize the continuous time system. We will present results for a couple 1-step methods below.
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6.3.1 Explicit Forward Euler Method

Given our standard definition a continuous time linear SISO system below:

\[
\Sigma : \begin{cases}
\dot{x}(t) = Ax + bu(t) \\
y(t) = c^T x.
\end{cases}
\] (6.61)

As seen before, this system has the transfer function

\[G(s) = c^T(sI - A)^{-1}b\] (6.62)

For the forward Euler discretization in Equation (6.48), the discrete time linear SISO dynamical system is given by

\[
\Sigma_d : \begin{cases}
x^{n+1} = (I + hA)x^n + hbu^n \\
y^n = c^T x^n
\end{cases}
\] (6.63)

We define the transfer function for this discrete time system as

\[H(z) = c^T(zI - (I + hA))^{-1}hb\] (6.64)

**Theorem 6.15.** Suppose that the linear SISO system (6.61) is discretized in time using the forward Euler method resulting in the discrete-time dynamical system given by (6.63). There is an invertible mapping \( T \) from the domain of (6.62), \( S \), to the domain of (6.64), \( Z \), such
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that

\[ G(s) = H(T(s)) \] (6.65)

\[ H(z) = G(T^{-1}(z)) \] (6.66)

Further, this map is given by

\[ T : S \rightarrow Z \quad \text{where} \quad s \mapsto 1 + hs = z. \] (6.67)

Proof. Using the transfer functions (6.62) and (6.64), we develop the mapping for \( T \).

\[ G(s) = c^T(sI - A)^{-1}b \]

\[ = c^T(sI - A)^{-1}h^{-1}hb \]

\[ = c^T(hsI - hA)^{-1}hb \]

\[ = c^T(hsI + I - hA)^{-1}hb \]

\[ = c^T((1 + hs)I - (I + hA))^{-1}hb \]

\[ \implies G(s) = H(1 + hs) = H(T(s)) \] (6.68)

This gives the mapping in (6.67) and shows (6.65). It is easy to show that \( T^{-1} : Z \rightarrow S \) is
defined by $z \mapsto (z - 1)/h = s$. Now we show that $G(T^{-1}(z)) = H(z)$.

\[
H(z) = c^T (zI - (I + hA))^{-1} h b \\
= c^T ((z - 1)I - hA)^{-1} h b \\
= [h ((\frac{z-1}{h}) I - A)]^{-1} h b \\
= ((\frac{z-1}{h}) I - A)^{-1} b \\
\implies H(z) = G(\frac{z-1}{h}) = G(T^{-1}(z)) \quad (6.69)
\]

\[\Box\]

### 6.3.2 Implicit Backward Euler Method

Given the continuous time linear SISO system from (6.61) and its associated transfer function (6.62), we apply the Backward Euler method from (6.52) to obtain the following discrete dynamical system

\[
\Sigma_d : \begin{cases} 
  x^{n+1} = (I - hA)^{-1} x^n + (I - hA)^{-1} h b u^{n+1} \\
  y^n = c^T x^n,
\end{cases} \quad (6.70)
\]

and its associated transfer function

\[
H(z) = c^T (zI - (I - hA)^{-1})^{-1} (I - hA)^{-1} h b z. \quad (6.71)
\]

**Theorem 6.16.** Suppose that the linear SISO system (6.61) is discretized in time using the forward Euler method resulting in the discrete-time dynamical system given by (6.70). There is an invertible mapping $T$ from the domain of (6.62), $S$, to the domain of (6.71), $Z$, such
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that

\[ G(s) = H(T(s)) \] (6.72)

\[ H(z) = G(T^{-1}(z)) \] (6.73)

Further, this map is given by

\[ T : S \to Z \quad \text{where} \quad s \mapsto \frac{1}{1 - hs} = z. \] (6.74)

**Proof.** Using the transfer functions (6.62) and (6.71), we develop the mapping for \( T \).

\[
G(s) = c^T (sI - A)^{-1}b \\
= c^T (hsI - A)^{-1}h \b \\
= c^T (I - hA - I + hsI)^{-1}h \b \\
= c^T \left[ (\frac{1}{1-hs}) (I - hA) - (1 - hs)I \right]^{-1}h \b \left( \frac{1}{hs} \right) \\
= c^T \left[ (\frac{1}{1-hs}) (I - hA) - I \right]^{-1}h \b \left( \frac{1}{1-hs} \right) \\
= c^T \left[ (I - hA)^{-1} \left( (\frac{1}{1-hs}) (I - hA) - I \right) \right]^{-1} (I - hA)^{-1}h \b \left( \frac{1}{1-hs} \right) \\
= c^T \left( (\frac{1}{1-hs}) I - (I - hA)^{-1} \right)^{-1} (I - hA)^{-1}h \b \left( \frac{1}{1-hs} \right) \\

s \implies G(s) = H(\frac{1}{1-hs}) = H(T(s)) \] (6.75)

This gives the mapping in (6.74) and shows (6.72). It is easy to show that \( T^{-1} : Z \to S \) is
defined by $z \mapsto \frac{z - 1}{zh} = s$. Now we show that $H(z) = G(T^{-1}(z))$.

$$H(z) = c^T (zI - (I - hA)^{-1}) h(I - hA)^{-1}bz$$

$$= c^T (z(I - hA) - I)^{-1} (I - hA)(I - hA)^{-1}hzb$$

$$= c^T ((z - 1)I - zhA)^{-1} hzb$$

$$= c^T [zh ((\frac{z - 1}{zh}) I - A)]^{-1} zb$$

$$= c^T ((\frac{z - 1}{zh}) I - A)^{-1} b$$

$$\implies H(z) = G(\frac{z - 1}{zh}) = G(T^{-1}(z))$$ (6.76)

6.3.3 Implicit Crank-Nicolson Method

Again suppose we have the linear SISO dynamical system (6.61) with the associated transfer function (6.62). Applying the implicit Crank-Nicolson method with time step $h$ to discretize the state equation in time results in the time discretized state equation (6.56). This leads to the discrete dynamical system

$$\begin{cases}
    x^{n+1} = (I - \frac{h}{2}A)^{-1} (I + \frac{h}{2}A) x^n + \frac{h}{2} (I - \frac{h}{2}A)^{-1} b (u^n + u^{n+1}) \\
    y^n = c^T x^n
\end{cases}$$ (6.77)

By taking the $Z$-transform of this system, we obtain the following transfer function:

$$H(z) = c^T \left( zI - (I - \frac{h}{2}A)^{-1} (I + \frac{h}{2}A) \right)^{-1} b (1 + z)$$ (6.78)
Theorem 6.17. Suppose that the linear SISO system (6.61) is discretized in time using the implicit Crank-Nicolson method resulting in the discrete-time dynamical system given by (6.77). There is an invertible mapping $T$ from the domain of (6.62), $S$, to the domain of (6.78), $Z$, such that

$$G(s) = H(T(s)) \quad (6.79)$$
$$H(z) = G(T^{-1}(z)) \quad (6.80)$$

Further, this map is given by

$$T : S \rightarrow Z \quad \text{where} \quad s \mapsto \frac{2 + hs}{2 - hs} = z. \quad (6.81)$$
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Proof. Using the transfer functions (6.62) and (6.78), we develop the mapping for $T$.

\[ G(s) = c^T(sI - A)^{-1}b \]
\[ = c^T(sI - A)^{-1}(2h)^{-1}2hb \]
\[ = c^T(2hsI - 2hA)^{-1}2hb \]
\[ = c^T \left( 2I - 2I + 2hsI - 2hA - \frac{h^2}{2}A + \frac{h^2}{2}A \right)^{-1}2hb \]
\[ = c^T \left[ \left( 2I + hsI - hA - \frac{h^2}{2}A \right) - \left( 2I - hsI + hA - \frac{h^2}{2}A \right) \right]^{-1}2hb \]
\[ = c^T \left[ (2 + hs)(I - \frac{h}{2}A) - (2 - hs)(I + \frac{h}{2}A) \right]^{-1}2hb \]
\[ = c^T \left[ (2 - hs) \left( \left( \frac{2 + hs}{2 - hs} \right) I - \left( I - \frac{h}{2}A \right)^{-1}(I + \frac{h}{2}A) \right) \right]^{-1} \left( I - \frac{h}{2}A \right)^{-1}2hb \]
\[ = c^T \left( (\frac{2 + hs}{2 - hs}) I - \left( I - \frac{h}{2}A \right)^{-1}(I + \frac{h}{2}A) \right)^{-1} \left( I - \frac{h}{2}A \right)^{-1} \frac{4}{2 - hs} \]
\[ = c^T \left( \left( \frac{2 + hs}{2 - hs} \right) I - \left( I - \frac{h}{2}A \right)^{-1}(I + \frac{h}{2}A) \right)^{-1} \left( I - \frac{h}{2}A \right)^{-1} \frac{2 - hs + 2 + hs}{2 - hs} \]
\[ = c^T \left( \left( \frac{2 + hs}{2 - hs} \right) I - \left( I - \frac{h}{2}A \right)^{-1}(I + \frac{h}{2}A) \right)^{-1} \left( I - \frac{h}{2}A \right)^{-1} \frac{h}{2} \left( 1 + \frac{2 + hs}{2 - hs} \right) \]

\[ \implies G(s) = H \left( \frac{2 + hs}{2 - hs} \right) = H(T(s)) \quad \text{(6.82)} \]

This gives the mapping in (6.81) and shows (6.79). It is straight-forward to show that
6.3. Relationship of Transfer Functions

\( T^{-1} : Z \to S \) is defined by \( z \mapsto \frac{2}{h} \left( \frac{z - 1}{z + 1} \right) = s \). Now we show that \( G(T^{-1}(z)) = H(z) \).

\[
H(z) = c^T \left( zI - (I - \frac{h}{2} A)^{-1} (I + \frac{h}{2} A) \right)^{-1} (I - \frac{h}{2} A)^{-1} \frac{h}{2} b (1 + z)
\]

\[
= c^T \left[ (I - \frac{h}{2} A)^{-1} (z (I - \frac{h}{2} A) - (I + \frac{h}{2} A)) \right]^{-1} (I - \frac{h}{2} A)^{-1} \frac{h}{2} b (1 + z)
\]

\[
= c^T (zI - \frac{h}{2} zA - I - \frac{h}{2} A)^{-1} \frac{h}{2} b (1 + z)
\]

\[
= c^T ((z - 1)I - \frac{h}{2} (1 + z) A)^{-1} \frac{h}{2} b (1 + z)
\]

\[
= c^T \left[ (1 + z) \left( \left( \frac{z - 1}{z + 1} \right) I - \frac{h}{2} A \right) \right]^{-1} \frac{h}{2} b (1 + z)
\]

\[
= c^T \left[ \frac{h}{2} \left( \frac{z - 1}{z + 1} \right) I - A \right]^{-1} \frac{h}{2} b
\]

\[
= c^T \left( \frac{2}{h} \left( \frac{z - 1}{z + 1} \right) I - A \right)^{-1} b
\]

\[ \implies H(z) = G \left( \frac{2}{h} \left( \frac{z - 1}{z + 1} \right) \right) = G(T^{-1}(z)) \tag{6.83} \]

6.3.4 Relationship of Discrete-Time Transfer Functions

For the single-step methods above, we have shown that function values are preserved under the transformation \( T \). Using this information, we present the following theorem relating the function values and the derivatives at the \( H_2 \)-optimal interpolation points of the continuous-time ROM for the discrete-time systems created from the full-order and reduced-order systems.

**Corollary 6.18.** Suppose the transfer function \( H(z) \) for the discrete-discrete time system, \( H \), is created from the full-order system, \( G \), with transfer function, \( G(s) \). Further, the transfer function \( H_r(z) \) for the reduced-order discrete-time system, \( H_r \), is created from the ROM, \( G_r \) which satisfies the first order necessary conditions for \( H_2 \) optimality with respect
to $G$. Let $\lambda_k, k = 1, \ldots, r$, be the poles for the reduced-order transfer function, $G_r(s)$. Then

$$H(T(-\lambda_k)) = H_r(T(-\lambda_k)), \quad (6.84)$$
$$H'(T(-\lambda_k)) = H'_r(T(-\lambda_k)). \quad (6.85)$$

Proof. From Theorem 6.2, we have that

$$G(-\lambda_k) = G_r(-\lambda_k). \quad (6.86)$$

Based on Theorems 6.15, 6.16, and 6.17, there exist mappings $T : S \rightarrow Z$ for each single-step method such that

$$G(-\lambda_k) = H(T(-\lambda_k)), \quad (6.87)$$
$$G_r(-\lambda_k) = H_r(T(-\lambda_k)). \quad (6.88)$$

Therefore

$$H(T(-\lambda_k)) = G(-\lambda_k) = G_r(-\lambda_k) = H(T(-\lambda_k)), \quad (6.89)$$

and the first equality (6.84) is shown.

Taking the derivative with respect to $s$ and applying the chain rule, we have

$$G'(s) = \frac{d}{ds}[H(T(s))] = H'(T(s))T'(s) \quad (6.90)$$
$$G'_r(s) = \frac{d}{ds}[H_r(T(s))] = H'_r(T(s))T'(s) \quad (6.91)$$
6.4 Extension of $\mathcal{H}_2$ Optimality

Looking at the $\mathcal{H}_2$-optimal interpolation points $\lambda_k$, $k = 1, \ldots, r$, we have that

$$H'(T(-\lambda_k))T'(-\lambda_k) = G'(-\lambda_k),$$

(6.92)

$$= G_r'(-\lambda_k),$$

(6.93)

$$= H_r'(T(-\lambda_k))T'(-\lambda_k),$$

(6.94)

which gives

$$H'(T(-\lambda_k))T'(-\lambda_k) = H_r'(T(-\lambda_k))T'(-\lambda_k),$$

(6.95)

$$H'(T(-\lambda_k)) = H_r'(T(-\lambda_k)),$$

(6.96)

and the second result is shown. 

6.4 Extension of $\mathcal{H}_2$ Optimality

As stated earlier, it is typical to apply the $\mathcal{H}_2$-optimal model reduction directly to the FOM ODE and then to apply the time discretization to the ROM ODE to create a ROM $c O\Delta E$. We would like to determine whether or not the ROM $c O\Delta E$ created is an $\mathcal{H}_2$-optimal reduced-order model for the FOM O\Delta E created from the FOM ODE, and, by extension, is equivalent to ROM $d O\Delta E$. In other words, the time discretization method preserves the $\mathcal{H}_2$ optimality condition of the reduced-order model, and therefore the order with which the model reduction and time discretization are completed does not matter. It turns out that this preservation of the $\mathcal{H}_2$ optimality condition depends on the time discretization method as we will see in the following theorems.

For the remainder of this chapter, we will refer to the FOM ODE system as $G$ with the
associated transfer function $G(s)$ and the ROM ODE as $G_r$ with transfer function $G_r(s)$. The time discretization of $G$ is given by $H$ with its transfer function given by $H(z)$. The discrete-time system built from $G_r$ is given by $H_r$ with its transfer function $H_r(z)$. Finally, the discrete-time $\mathcal{H}_2$-optimal ROM built from $H$ will be referred to as $H_d$ with transfer function $H_d(z)$.

### 6.4.1 Forward and Backward Euler

In the following two theorems, we show that the Forward and Backward Euler methods do not preserve the $\mathcal{H}_2$-optimality of the continuous time ROM.

**Theorem 6.19.** Given an asymptotically-stable full-order system of ODEs, $G$, the Forward Euler method applied to the reduced-order model, $G_r$, satisfying the first-order necessary conditions for $\mathcal{H}_2$ optimality produces a discrete-time system that does not preserve the first-order necessary conditions for $\mathcal{H}_2$ optimality in the discrete-time system.

**Proof.** It suffices to show that the $H_r$ does not satisfy the first-order necessary conditions for $\mathcal{H}_2$ optimality with respect to $H$. Let $G$ be an $n$ dimensional system of ODEs, and $G_r$ be the $r$ dimensional $\mathcal{H}_2$-optimal approximation of that system. Since the original system is stable then so is the ROM and thus $A$ and $A_r$ are nonsingular. $G_r$ is the $\mathcal{H}_2$-optimal reduced-order model given by

$$
G_r = \begin{cases}
\dot{x}_r(t) &= W_r^T AV_r x_r(t) + W_r^T b u(t) \\
y_r(t) &= c^T V_r x_r(t),
\end{cases}
$$

with the degree $r$ rational transfer function

$$G_r(s) = c_r^T (I - A_r)^{-1} b_r,
$$

(6.98)
where $A_r = W_r^T A V_r$, $b_r = W_r^T b$ and $c_r^T = c^T V_r$. Let $\lambda_k$ be the eigenvalues of $A_r$, $\lambda_k \in \lambda(A_r)$, which are also the poles of $G_r(s)$. Applying the Forward Euler method to $G_r$ yields a discrete dynamical system $H_r$ with the $r$ dimensional rational transfer function

$$H_r(z) = c_r^T (z I - (I + h A_r))^{-1} h b_r,$$

(6.99)

with poles at $\mu_k = 1 + h \lambda_k$. By Theorem 6.2, we have that for all $\lambda_k \in \lambda(A_r)$

$$G(-\lambda_k) = G_r(-\lambda_k) \quad \text{and} \quad G'(-\lambda_k) = G'_r(-\lambda_k)$$

(6.100)

By Theorem 6.15, we have that

$$G_r(-\lambda_k) = H_r(1 - h \lambda_k) \quad \text{and} \quad G'_r(-\lambda_k) = H'_r(1 - h \lambda_k),$$

(6.101)

and for the transfer function $H(z)$ defined by (6.64)

$$G(-\lambda_k) = H(1 - h \lambda_k) \quad \text{and} \quad G'(-\lambda_k) = H'(1 - h \lambda_k).$$

(6.102)

Combining (6.100), (6.101), and (6.102) gives that

$$H(1 - h \lambda_k) = H_r(1 - h \lambda_k) \quad \text{and} \quad H'(1 - h \lambda_k) = H'_r(1 - h \lambda_k).$$

(6.103)

By Theorem 6.4, for $H_r$ to be a ROM that satisfies the $\mathcal{H}_2$ optimality conditions for $H$, $H_r(z)$ must be a Hermite interpolate of $H(z)$ at $1/\mu_k$ where $\mu_k$ are the poles of $H_r(z)$. From (6.99), $\mu_k = 1 + h \lambda_k$. Since $H(z)$ is exactly a degree $n$ rational function and $H_r(z)$ is exactly a degree $r$ rational function, by uniqueness of the interpolation, $H_r(z)$ will only match the function and derivatives at $r$ points [1, 40]. From (6.103), those points are $1 - h \lambda_k$. Assume
that these points are the optimal points from Theorem 6.4.

\[
\frac{1}{\mu_k} = 1 - h\lambda_k, \\
\implies \frac{1}{1 + \lambda_k} = 1 - h\lambda_k, \\
\implies 1 = 1 - h^2\lambda_k^2, \\
\implies h^2\lambda_k^2 = 0, \\
\implies \lambda_k = 0. \tag{6.104}
\]

for \( k = 1, \ldots, r \). Clearly, this condition cannot be met in our case. Therefore \( H_r \) does not provide a ROM that satisfies the first-order necessary conditions for \( \mathcal{H}_2 \) optimality with respect to the discrete-time system \( H \) when \( G_r \) and \( G \) are discretized in time using the explicit Forward Euler method.

**Theorem 6.20.** Given an asymptotically-stable full-order system of ODEs, \( G \), the Backward Euler method applied to the reduced-order model, \( G_r \), satisfying the first-order necessary conditions for \( \mathcal{H}_2 \) optimality produces a discrete-time system that does not preserve the first-order necessary conditions for \( \mathcal{H}_2 \) optimality in the discrete-time system.

**Proof.** This proof follows the same format as the proof for Theorem 6.19. Again, it suffices to show that the \( H_r \) does not satisfy the first-order necessary conditions for \( \mathcal{H}_2 \) optimality with respect to \( H \). Following the same setup we have the ROM satisfying the first-order necessary conditions for \( \mathcal{H}_2 \) optimality given by (6.97) and its associated transfer function (6.98) with all the same properties. Applying the Backward Euler method to the ROM ODE yields a discrete dynamical system with the \( r \) dimensional rational transfer function

\[
H_r(z) = c_r^T(zI - (I - hA_r)^{-1})^{-1}(I - hA_r)^{-1}h_{b_r}z, \tag{6.105}
\]
with poles at $\mu_k = \frac{1}{1 - h \lambda_k}$ where $\lambda_k \in \lambda(A_r)$. By Theorem 6.2, we have that for all $\lambda_k \in \lambda(A_r)$, (6.100) holds. Further, by Theorem 6.16, we have that

$$G_r(-\lambda_k) = H_r\left(\frac{1}{1 + h \lambda_k}\right) \quad \text{and} \quad G'_r(-\lambda_k) = H'_r\left(\frac{1}{1 + h \lambda_k}\right), \quad (6.106)$$

and for the transfer function $H(z)$ defined by (6.71)

$$G(-\lambda_k) = H\left(\frac{1}{1 + h \lambda_k}\right) \quad \text{and} \quad G'(-\lambda_k) = H'(\frac{1}{1 + h \lambda_k}). \quad (6.107)$$

Combining (6.100), (6.106), and (6.107) gives that

$$H\left(\frac{1}{1 + h \lambda_k}\right) = H_r\left(\frac{1}{1 + h \lambda_k}\right) \quad \text{and} \quad H'(\frac{1}{1 + h \lambda_k}) = H'_r\left(\frac{1}{1 + h \lambda_k}\right). \quad (6.108)$$

We now show that these interpolation points are not equal to $1/\mu_k$, where $\mu_k$ are the poles of $H_r(z)$, which is required by Theorem 6.4 for $H_r(z)$ to be an $H_2$ optimal interpolation of $H(z)$. Assume that the points are equal, then

$$\frac{1}{\mu_k} = \frac{1}{1 + h \lambda_k};$$

$$1 - \lambda_k = \frac{1}{1 + h \lambda_k};$$

$$1 - h^2 \lambda_k^2 = 1;$$

$$h^2 \lambda_k^2 = 0;$$

$$\lambda_k = 0. \quad (6.109)$$

for $k = 1, \ldots, r$. By earlier arguments in Theorem 6.19, $H_r$ does not provide a ROM that satisfies the first-order necessary conditions for $H_2$ optimality with respect to the discrete-time system $H$ when $G_r$ and $G$ are discretized in time using the implicit Backward Euler
6.4.2 Crank-Nicolson Method

As we pointed out in the proof of Proposition 6.14, the Crank-Nicholson method amounts to a conformal mapping from left-half plane to the unit disc. Since the reduced-order poles and the $\mathcal{H}_2$-optimal interpolation points are connected by $\lambda = -\sigma$, one might intuitively expect that after the Crank-Nicholson discretization, the $\mathcal{H}_2$-optimality will be preserved as these points will be mapped as $\lambda$ and $1/\lambda$ together with the fact that the Hermite interpolation is preserved as we discussed in Corollary 6.18. However, this argument would not take into consideration the fact that the Crank-Nicholson discretization will introduce a $d$ term that was not present in the original transfer function. Therefore, one needs to make sure that the condition of Corollary 6.5 is also met. Below, we will work explicitly with the transfer function and dynamical system framework to establish these facts.

**Theorem 6.21 ($\mathcal{H}_2$ Optimal Equivalency for Crank-Nicolson).** Let $H$ be the discrete-time system generated from $G$ using the Crank-Nicholson method. Let $H_r$ be the reduced-order discrete-time model generated from $G_r$, where $G_r(s)$ satisfies the first-order necessary conditions for $\mathcal{H}_2$ optimality with respect to $G(s)$. Then $H_r(z)$ satisfies the conditions defined by Theorem 6.4. That is

$$H(1/\lambda_k) = H_d(1/\lambda_k), \quad (6.110)$$

$$H'(1/\lambda_k) = H'_d(1/\lambda_k), \quad (6.111)$$

where $\lambda_k$, $k = 1, \cdots, r$, are the eigenvalues of $\tilde{A}_d$, closed under conjugation.

**Proof.** Following the same initial setup as with Theorem 6.19, we have the continuous-time
ROM given by (6.97) satisfying the first-order necessary conditions for $H_2$ optimality and its associated transfer function (6.98) with all the same properties. Applying the Crank-Nicolson method from (6.56) to $G_r$ yields a discrete-time dynamical system

$$H_r: \begin{cases} x_r^{n+1} = \left( I - \left( \frac{h}{2} \right) A_r \right)^{-1} \left( I + \left( \frac{h}{2} \right) A_r \right)x_r^n + \frac{h}{2} \left( I - \left( \frac{h}{2} \right) A_r \right)^{-1} b_r(u^n + u^{n+1}) \\ y_r^n = c_r^T x^n \end{cases} \quad (6.112)$$

with the $r$ dimensional rational transfer function

$$H_r(z) = c_r^T \left[ zI - \left( I - \left( \frac{h}{2} \right) A_r \right)^{-1} \left( I + \left( \frac{h}{2} \right) A_r \right) \right]^{-1} \left( I - \left( \frac{h}{2} \right) A_r \right)^{-1} \left( I + \left( \frac{h}{2} \right) A_r \right) \frac{h}{2} b_r (1 + z),$$

with poles at $\mu_k = \frac{1 + (h/2) \lambda_k}{1 - (h/2) \lambda_k}$ where $\lambda_k \in \lambda(A_r)$. By Theorem 6.2, we have that for all $\lambda_k \in \lambda(A_r)$, (6.100) holds. Further, by Theorem 6.17, we have that

$$G_r(-\lambda_k) = H_r\left( \frac{2-h\lambda_k}{2+h\lambda_k} \right) \quad G'_r(-\lambda_k) = H'_r\left( \frac{2-h\lambda_k}{2+h\lambda_k} \right),$$

and for the transfer function $H(z)$ defined by (6.78)

$$G(-\lambda_k) = H\left( \frac{2-h\lambda_k}{2+h\lambda_k} \right) \quad G'(-\lambda_k) = H'\left( \frac{2-h\lambda_k}{2+h\lambda_k} \right).$$

Combining (6.100), (6.114), and (6.115) gives that

$$H\left( \frac{2-h\lambda_k}{2+h\lambda_k} \right) = H_r(\frac{2-h\lambda_k}{2+h\lambda_k}) \quad \text{and} \quad H'\left( \frac{2-h\lambda_k}{2+h\lambda_k} \right) = H'_r\left( \frac{2-h\lambda_k}{2+h\lambda_k} \right).$$

We now show that the interpolation points in (6.116) are equal to $1/\mu_k$, where $\mu_k$ are the poles of $H_r(z)$, which is required by Theorem 6.4 for $H_r(z)$ to be an $H_2$-optimal interpolation.
of $H(z)$.

$$\frac{1}{\mu_k} = \frac{1}{1+(h/2)\lambda_k} = \frac{1-(h/2)\lambda_k}{2+h\lambda_k}$$  \hspace{1cm} (6.117)

Therefore, the Crank-Nicholson method preserves the conditions given in Theorem 6.4. \qed

We note here that the Crank-Nicholson method produces a $d$ term in the discrete-time transfer function $H(z)$. Specifically, when we look at the behavior of $H(z)$ as $z \to \infty$, we see that $H(z) \not\to 0$. To show this fact, we first define a new transfer function $F(z)$ by

$$F(z) = \tilde{c}^T (zI - \tilde{A})^{-1} \tilde{b} = c^T [zI - (I - \frac{h}{2}A)^{-1}(I + \frac{h}{2}A)]^{-1} (I - \frac{h}{2}A)^{\frac{h}{2}} b.$$ \hspace{1cm} (6.118)

We can write this function in pole-residue form as

$$F(z) = \sum_{k=1}^{n} \frac{\phi_k}{z - \mu_k},$$ \hspace{1cm} (6.119)

where $\mu_k$ are the poles of $F$ and $\phi_k$ are the residues. Further, we see that the sum of the residues is just $c^T\tilde{b}$, as shown in [4, 67].

**Proposition 6.22.** When a continuous-time system $G$ is discretized using the Crank-Nicholson method the resulting transfer function $H(z)$ contains a $d$ term. In addition this term is given by

$$d = c^T\tilde{b}$$ \hspace{1cm} (6.120)

where $\tilde{c}^T = c^T$ and $\tilde{b} = (I - \frac{h}{2}A)^{-1} \frac{h}{2} b$. 
6.4. Extension of $\mathcal{H}_2$ Optimality

Proof. Recall the transfer function for the Crank-Nicholson discretization is given by

$$H(z) = c^T \left( zI - \left( I - \frac{h}{2}A \right)^{-1} \left( I + \frac{h}{2}A \right) \right)^{-1} \left( I - \frac{h}{2}A \right)^{-1} \frac{h}{2}b(1 + z),$$

where $\tilde{c}^T = c^T$ and $\tilde{b} = \left( I - \frac{h}{2}A \right)^{-1} \frac{h}{2}b$. Now, we see that for any discrete-time transfer function $K(z) = c^T(zI - A)^{-1}b + d$, we can find the $d$ term by looking at the behavior of $K(z)$ at $\infty$ as seen by

$$\lim_{z \to \infty} K(z) = \lim_{z \to \infty} [c^T(zI - A)^{-1}b + d] = d.$$  \hspace{1cm} (6.122)

If the limit is 0, then there is no $d$ term. Otherwise, the limit is the $d$ term. From (6.118), we have that $H(z) = F(z)(1 + z) = F(z) + zF(z)$. Using the pole-residue form of $F(z)$ and taking the limit as $z \to \infty$ gives

$$\lim_{z \to \infty} H(z) = \lim_{z \to \infty} [F(z) + zF(z)]$$

$$= \lim_{z \to \infty} \left( \sum_{k=1}^{n} \frac{\phi_k}{z - \mu_k} + \sum_{k=1}^{n} \frac{z\phi_k}{z - \mu_k} \right)$$

$$= \sum_{k=1}^{n} \phi_k$$

$$\lim_{z \to \infty} H(z) = c^T \tilde{b}$$ \hspace{1cm} (6.123)

So we have that $d = c^T \tilde{b}$ and the result is shown. \hfill \Box

Corollary 6.23. Let $H$ and $H_r$ be the stable discrete-time systems created by applying Crank-Nicholson to the stable continuous-time systems $G$ and $G_r$, respectively where $G_r(s)$ satisfies the first-order necessary conditions for $\mathcal{H}_2$ optimality with respect to $G(s)$. Let $F(z)$ be defined as in (6.118) and similarly define $F_r(z)$ for the system $H_r$. Then the following are
1. \( F_r(z) \) satisfies the first order conditions for \( H_2 \) optimality with respect to \( F(z) \).

2. Further, if \( H_r(z) \) has a pole at 0, then \( H_r(z) \) satisfies the first-order necessary conditions for optimality given by Corollary 6.5 with respect to \( H(z) \).

**Proof. Result 1**

Since

\[
\lim_{z \to \infty} F(z) = \lim_{z \to \infty} \sum_{k=1}^{n} \frac{\phi_k}{z - \mu_k} = 0,
\]

we need to satisfy the conditions in Theorem 6.4 that

\[
F(1/\mu_k) = F_r(1/\mu_k) \quad \quad \quad \quad F'(1/\mu_k) = F'_r(1/\mu_k),
\]

where \( \mu_k \) are the poles of \( F_r(z) \) closed under conjugation. We note that the poles of \( H_r(z) \) are the same as the poles of \( F_r(z) \). From Theorem 6.21, we have that \( H(1/\mu_k) = H_r(1/\mu_k) \). Since \( H_r \) is stable, \( 0 < |\mu_k| < 1 \). Then

\[
H\left(\frac{1}{\mu_k}\right) = H_r\left(\frac{1}{\mu_k}\right)
\]

\[
\implies F(1/\mu_k) + \left(\frac{1}{\mu_k}\right) F\left(\frac{1}{\mu_k}\right) = F_r\left(\frac{1}{\mu_k}\right) + \left(\frac{1}{\mu_k}\right) F_r\left(\frac{1}{\mu_k}\right)
\]

\[
\implies F\left(\frac{1}{\mu_k}\right) \left(1 + \frac{1}{\mu_k}\right) = F_r\left(\frac{1}{\mu_k}\right) \left(1 + \frac{1}{\mu_k}\right)
\]

\[
\implies F\left(\frac{1}{\mu_k}\right) = F_r\left(\frac{1}{\mu_k}\right)
\]
for all $\mu_k$, the poles of $F(z)$. Using this result and Theorem 6.21, we have

$$H' \left( \frac{1}{\mu_k} \right) = H' \left( \frac{1}{\mu_k} \right)$$

(6.130)

$$\implies F' \left( \frac{1}{\mu_k} \right) + \frac{1}{\mu_k} F' \left( \frac{1}{\mu_k} \right) + F \left( \frac{1}{\mu_k} \right) = F' \left( \frac{1}{\mu_k} \right) + \frac{1}{\mu_k} F' \left( \frac{1}{\mu_k} \right) + F \left( \frac{1}{\mu_k} \right)$$

(6.131)

$$\implies F' \left( \frac{1}{\mu_k} \right) (1 + \frac{1}{\mu_k}) + F \left( \frac{1}{\mu_k} \right) = F' \left( \frac{1}{\mu_k} \right) \left( 1 + \frac{1}{\mu_k} \right) + F \left( \frac{1}{\mu_k} \right)$$

(6.132)

$$\implies F' \left( \frac{1}{\mu_k} \right) = F' \left( \frac{1}{\mu_k} \right)$$

(6.133)

$$\implies F' \left( \frac{1}{\mu_k} \right) = F' \left( \frac{1}{\mu_k} \right)$$

(6.134)

The first-order necessary conditions for $H_2$ optimality for Theorem 6.4 are satisfied by (6.129) and (6.134) and the result is shown.

**Result 2**

First note that

$$\lim_{z \to 0} H(1/z) = \lim_{z \to \infty} H(z) = d.$$  

(6.135)

Let $\mu_k$ be the poles of $H_r(z)$. From Theorem 6.21, we have $H(1/\mu_k) = H_r(1/\mu_k)$. Since $H_r(z)$ has a pole at 0, we have that

$$\lim_{z \to \infty} H(z) = \lim_{z \to \infty} H_r(z).$$  

(6.136)

Applying Theorem 6.21 and the result in Equation (6.136), we satisfy the first-order necessary conditions from Corollary 6.5.

At this point, we need to address whether or not there can be a pole of $H_z(z)$ at 0. It turns out that if we choose $h$ correctly, then $H(z)$ does indeed have a pole at 0.

**Proposition 6.24.** Let $G_r$ be the continuous-time reduced-order system given by 6.4. If $h$
is chosen such that there is an eigenvalue, \( \lambda \), of \( A_r \) such that \( \lambda = -\frac{2}{h} \), then the discrete-time system \( H_r \) generated by applying Crank-Nicholson to \( G_r \) satisfies the first-order necessary conditions for \( H_2 \) optimality in Corollary 6.5.

**Proof.** Let \( \tilde{A}_r = (I - \frac{h}{2} A_r)^{-1} (I + \frac{h}{2} A_r) \). Then we can see that the poles of \( H_r(z) \) are the eigenvalues of \( \tilde{A}_r \). Given the eigenvalues, \( \lambda \), of \( A_r \) we can calculate the eigenvalues, \( \mu \), of \( \tilde{A}_r \) as follows

\[
\mu = (1 - \frac{h}{2} \lambda)^{-1} (1 + \frac{h}{2} \lambda) \quad (6.137)
\]

Suppose that \( \lambda = -\frac{h}{2} \) for some eigenvalue of \( A_r \). Then

\[
\mu = (1 - \frac{h}{2} (-\frac{2}{h}))^{-1} (1 + \frac{h}{2} (-\frac{2}{h})) \quad (6.138)
\]

\[
= \frac{1 - 1}{1 + 1} \quad (6.139)
\]

\[
= 0 \quad (6.140)
\]

Therefore, in this case, there is a zero pole of \( H_r(z) \) and the result follows directly from Corollary 6.23. \( \square \)

To conclude this section, we look at the optimality preservation given by Carlberg et al. [26]. We note that the optimality in [26] refers to the least-squares optimality tailored toward approximating an observed trajectory and is input-dependent. In [26], the focus is on showing when the discretized optimal least-squares Galerkin projection, i.e. POD, is equivalent to the optimal least-squares Petrov-Galerkin projection performed on the discretized system. For our research, both the continuous-time and discrete-time \( H_2 \)-optimal projections are Petrov-Galerkin projections, and we show the conditions under which our input-independent \( H_2 \)-optimality conditions are preserved for linear dynamical systems. This optimality condition is in terms of the transfer function and is valid for any bounded input. Carlberg et al. [26]
showed that to preserve the least-squares optimality when discretizing the system, there are certain restrictions on the continuous-time system or the discretization scheme. They demonstrated that for linear systems, any multi-step method will preserve the least-squares optimality. For nonlinear systems discretized using a multi-step scheme, Carlberg et al. [26] show that all single-step methods and explicit higher order methods preserve the least-squares optimality. In our setting, for $\mathcal{H}_2$-optimality conditions to be preserved, we found that we needed a method that would provide a conformal map from the left half of the complex plane to the unit disk. We then had to control the time step $h$ in order to match the behavior of the constant $d$ term. In analogy, this is in direct agreement with [26] where it was shown that to decrease the error for the least-squares Petrov-Galerking ROM, the time step should be matched to the spectral content of the reduced basis. The important information here is that in order to maintain optimality in a ROM, one must be cautious in how the resulting time-dependent ODE system is solved. Regardless of the reduction technique chosen, the effectiveness of that technique, with respect to the goals of the reduced-order model, can be reduced by a poor choice of the time-discretization scheme.

6.5 Numerical Results

To investigate the relationships from the previous section, we ran several tests to numerically verify the theorems. We studied two separate linear dynamical systems; the 1D heat equation with boundary control and a flex control system from the international space station.

We demonstrate the Crank-Nicolson method does indeed preserve the Hermite interpolation of the full-order transfer function regardless of whether the Crank-Nicolson method discretization is applied to the continuous-time ROM or the ROM is built from the full-order Crank-Nicolson method discretization. Further we show the forward and backward Euler
Table 6.1: Relative error between $H_r(1/\mu_k)$ and $H(1/\mu_k)$ where $\mu_k$ are the poles of the discrete time transfer function $H_r(z)$

<table>
<thead>
<tr>
<th>Method</th>
<th>Heat Equation $(r = 6)$</th>
<th>Heat Equation $(r = 10)$</th>
<th>ISS12A $(r = 40)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward Euler</td>
<td>4.4433e-06</td>
<td>1.5256e-02</td>
<td>1.3726e-01</td>
</tr>
<tr>
<td>Backward Euler</td>
<td>1.2598e-06</td>
<td>2.8978e-09</td>
<td>5.0455e-03</td>
</tr>
<tr>
<td>Crank-Nicolson</td>
<td>2.4769e-13</td>
<td>2.2393e-13</td>
<td>4.5262e-10</td>
</tr>
</tbody>
</table>

methods do not preserve this Hermite interpolation. However, while not $\mathcal{H}_2$ optimal, these methods may still provide an adequate approximation for the system.

6.5.1 1D Heat Equation

For this test, we examined the 1D heat equation on the spatial domain $\Omega = [0, 1]$, and time domain $t \in [0, 10]$. The PDE model describes the temperature $T$ over the domain as follows

\[
\begin{align*}
\frac{\partial \theta(t, x)}{\partial t} &= \alpha \frac{\partial^2 \theta(t, x)}{\partial x^2}, \\
\theta(t, 0) &= 0, \\
\theta(t, 1) &= u(t), \\
\theta(0, x) &= \theta_0(x),
\end{align*}
\]

(6.141) 

(6.142) 

(6.143) 

(6.144)

where $x \in \Omega$, $\theta_0(x)$ is the initial state, there is a zero Dirichlet boundary condition at $x = 0$, and there is a Dirichlet input $u(t)$ at $x = 1$. The thermal diffusivity constant was set to $\alpha = 0.02$.

Further, we define the output to be the value of $\theta$ at $x = 0.5$

\[
y(t) = \theta(t, 0.5).
\]

(6.145)
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Applying a finite element discretization to the spatial domain, we obtained a SISO linear dynamical system $G$ as in (6.61). We then used an $\mathcal{H}_2$-optimal IRKA to produce the $r$-dimensional ROM $G_r$. Each of the time-discretization methods was applied to $G_r$ and $G$ producing $H_r$ and $H$, respectively. By a common abuse of notation, we will refer to the dynamical system that each transfer function represents by the same letter, e.g. $G(s)$ is the transfer function for the dynamical system $G$.

One method for looking at the complexity of the underlying model is to examine the Bode plot which gives the frequency response of the transfer function along the imaginary axis. Figure 6.4 gives a Bode plot for the various transfer functions associated with the heat equation.

Figure 6.3: Plot $T(-\lambda_k)$ and $1/\mu_k$ for the reduced heat equation model.

Figure 6.4: Heat equation Bode plot comparing the FOM and ROM
equation. We see that the response curve is fairly simple. We will contrast this later with the flex control system model for the ISS12A module.

Since \( G_r \) is an \( H_2 \)-optimal ROM for \( G \), \( G_r(s) \) is a Hermite interpolant of \( G(s) \) at \(-\lambda_k\), \( k = 1, \ldots, r \) where \( \lambda_k \) are the poles of \( G_r(s) \). From Theorems 6.15, 6.16, and 6.17, we know that the following relationship holds for each of the discretization methods

\[
H_r(T(-\lambda)) = G_r(-\lambda) = G(-\lambda) = H(T(-\lambda)), \tag{6.146}
\]

\[
H'_r(T(-\lambda)) = G'_r(-\lambda) = G'(-\lambda) = H'(T(-\lambda)), \tag{6.147}
\]

where \( T : S \to Z \) as given by (6.67), (6.74), or (6.81) depending on the time-discretization method used. However, for \( H_r \) to be an \( H_2 \)-optimal reduced-order model for \( H \), then \( H_r(z) \) must be a Hermite interpolant of \( H(z) \) at \( \frac{1}{\mu_k} \), \( k = 1, \ldots, r \) where \( \mu_k \) are the poles of \( H_r(z) \). Our first test is to see if

\[
T(-\lambda_k) = \frac{1}{\mu_k} \tag{6.148}
\]

for \( k = 1, \ldots, r \) since (6.146)-(6.147) would imply that \( H_r \) is an \( H_2 \)-optimal ROM for \( H \). It is clear from Figure 6.3, that (6.148) holds for the Crank-Nicolson method, but not for the forward or backward Euler methods. This supports the theory from Section 6.4.

Even though (6.148) did not hold, we were still interested in whether or not the Hermite interpolation would still hold. The error between \( H_r(\frac{1}{\mu}) \) and \( H(\frac{1}{\mu}) \) is shown in Table 6.2. We see that the error for the Crank-Nicolson method is effectively machine precision for the heat equation, whereas \( H_r(\frac{1}{\mu}) \) and \( H(\frac{1}{\mu}) \) do not match for the Euler methods. Further, Figure 6.5 illustrates how the value at the optimal interpolation points for the full and reduced-order discrete-time systems generated using the Crank-Nicolson method are essentially equal and all lie on the real axis, but for the Euler methods, some of the evaluations of the transfer function are even off the real axis.
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Next, we created an $H_2$-optimal ROM, $H_d$, using the discrete time version of IRKA. We evaluated whether or not the $H_2$-optimal interpolation points from $H_r(z)$ matched the $H_2$-optimal interpolation points from $H_d(z)$. Figure 6.6 again supports the theory that these points match when using the Crank-Nicolson method, but do not when using the other two methods.

![Graphs showing plots for Forward Euler, Backward Euler, and Crank-Nicolson methods](figure.jpg)

Figure 6.6: Plot $1/\mu_k$ from $H_r(z)$ and $H_d(z)$ for the heat equation model.

Finally, we numerically validated the optimality conditions from Corollary 6.23 and Proposition 6.22 for the 1D heat equation when discretizing the system using Crank-Nicholson. For the continuous-time reduced-order model $G_r$ with size $r = 10$, there was a real eigenvalue of $A_r$ at $\lambda \approx -7.767$. Proposition 6.22 suggests that if we select $h = -2/\lambda$ for some eigenvalue of $A_r$ then we should have a zero pole in $H_r(z)$. Indeed, when we selected $h = -2/\lambda \approx 0.25748$, there is a pole of $H_r(z)$ at zero. We then selected $h = 0.05$ since there are no eigenvalues lambda of $A_r$ close to $\lambda = -2/h$. In Table 6.2, we compare the $d_r$ terms for the reduced order discrete-time systems $H_r$ to the $d$ terms for the full-order discrete-time systems $H_d$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$d$</th>
<th>$d_d$</th>
<th>Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25748</td>
<td>5.7409030610182e-05</td>
<td>5.7409030610183e-05</td>
<td>1.794129e-14</td>
</tr>
<tr>
<td>0.05000</td>
<td>2.0851634758729e-10</td>
<td>1.5674850145348e-10</td>
<td>2.482676e-01</td>
</tr>
</tbody>
</table>

Table 6.2: Relative error between $d$ and $d_r$ for the heat equation.
systems $H$. As can be seen, by choosing the $h$ appropriately, we are able to match $d$ terms within machine precision. When we do not select the $h$ according to the eigenvalues of $A_r$, then we do not match the $d$ terms.

6.5.2 International Space Station Control (ISS12A)

The International Space Station (ISS) is a complex structure made up of several subassembly modules that were brought to space over the course of several missions of the Space Shuttle. The ISS Assembly Mission 12A brought, among other items, the second port truss segment. The flex of this module is tracked by 1412 states. [4] We focused on a single output and single out to the control system for this module. We will refer to this control system as the ISS12A model.

This model is much more challenging to discretize in time and reduce than the heat equation modeled earlier. First, the eigenvalues of the system are complex and close to the imaginary axis. Thus, the system is much more susceptible to perturbations than the heat equation. Further, since the eigenvalues are relatively large and close to the imaginary axis, the time step size required for the Forward Euler method to create a stable discrete-time model is be
prohibitively small to create a stable discrete-time model. Also, as seen in 6.7, the frequency response for the transfer function of the ISS12A is much more complex than the heat equation model as seen in 6.4.

![Graphs](image)

**Figure 6.8:** Plot $T(-\lambda_k)$ and $1/\mu_k$ for the ISS12A space station model.

We followed the same series of tests for this model as we did for the heat model. In particular, we looked to see if Equation (6.148) was true for $k = 1, \ldots, r$ since (6.146)-(6.147) would imply that $H_r$ is an $H_2$-optimal ROM for $H$. We can see in Figure 6.8, that the Crank-Nicolson method provides a good match, whereas for the other two methods $1/\mu_k$ and $T(-\lambda_k)$ are not a good match at all. In fact, they are much worse than we saw with the heat equation. This has to do with the fact that $T$ for the Crank-Nicolson method maps the imaginary axis to the unit circle.

As with the heat equation, we are interested in whether or not $H_r(z)$ is a Hermite interpolant of $H(z)$ at the optimal points $1/\mu_k$ where $\mu_k$ are the poles of $H_r(z)$. We see in Table 6.2, that, as with the heat equation, the Crank-Nicolson matches the function values at the interpolation points much better.
Figure 6.9: Absolute error between $H(1/\mu_k)$ and $H_r(1/\mu_k)$ for the ISS12A control system.

Further, when looking at the absolute errors at each interpolation point in Figure 6.9, we see that the error for the Crank-Nicolson method at each point is close to machine epsilon ($1 \times 10^{-16}$) for almost all the interpolation points. However, for the other two methods, the error is several magnitudes higher. We can see how these differ for the Crank-Nicolson method and Forward Euler method in Figure 6.10. There is a pronounced shift in the values between the two transfer functions at the interpolation points for the Forward Euler method. In contrast, for the Crank-Nicolson method, the function values are visibly identical.

Figure 6.10: Plot of $H_r(1/\mu_k)$ and $H(1/\mu_k)$ for ISS12A, where $\mu_k$ are the poles of $H_r(z)$
Finally, we created an $H_2$-optimal reduced-order model from the full-order discrete-time system and compared its transfer function $H_d(z)$ to the transfer function from the discrete-time system built from the $H_{tw}$-optimal continuous-time reduced-order model, $H_r(z)$. Specifically, we looked at the optimal interpolation points, $1/\mu_k$, for each discrete-time ROM, where $\mu_k$ are the $k = 1, \ldots, r$ poles of the ROM transfer functions.

In Figure 6.11, we plot these optimal points for each method, comparing how changing the order of reducing the model and discretizing in time affects the optimal interpolation points. For the Crank-Nicolson method, the order does not matter, but for the Euler methods, switching the order has a significant impact on the positioning of the interpolation points.

6.5.3 Summary

We see that numerical results support the theory presented in 6.19, 6.19, and 6.21. For the Crank-Nicolson method we have seen that both branches in Figure 6.1 are equivalent. We have also seen that care must be taken when choosing discretization methods to apply to the $H_2$-optimal continuous-time ROM, because the method chosen may remove the first-order necessary conditions needed for $H_2$ optimality of the fully discretized model. We have
focused on single-step methods in this chapter, but there may be extensions to higher order methods that should be investigated in the future.
Figure 6.5: Plot of $H_r(1/\mu_k)$ and $H(1/\mu_k)$ for the heat equation, where $\mu_k$ are the poles of $H_r(z)$. Plots zoomed to show details near origin.
In this dissertation, we studied and developed reduced-order modeling techniques leading towards an effective model reduction of fire models. While there is still research to be done in this area, this research yielded several new techniques and mathematical ideas for model reduction. In particular, we developed a new method for providing model reduction of a system without needing sample data sets. We showed that by combining DEIM with POD for wildland fire models, we could significantly improve performance of the reduced-order models. We examined the time-discretization of time-dependent ODE models and showed when the first-order necessary conditions for $\mathcal{H}_2$-optimality of the reduced-order model were preserved in the associated discrete-time system and when they were not.

7.1 Conclusions

We began by giving an overview of the mathematical models and model reduction techniques that are used throughout the dissertation. We came back to our initial mathematical model of a fire throughout the discussion to show how each of these techniques were connected back
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to that model. From this seminal effort, we contributed three major advancements leading to model reduction for fire-related models.

Our first contribution was in the development of the IRKA $V \oplus W$ method. We showed that given certain nonlinear systems, we could ignore the nonlinear portion of the system when building the reduced-order model, and still perform better than POD. This is remarkable since the POD method requires that full-order data snapshots are created \textit{a priori}, which can be expensive. However, for this method, we only require the dynamical system, i.e. no data snapshots are needed. This significantly reduces the off-line costs. Further, since there is no dependency on a specific set of data, this method performs much better over a wider range of input conditions. This is an especially effective technique to provide an input to output map for a nonlinear dynamical system (2.17), as we would use in a control system or as a detail node in a network model.

The second major contribution is in improving the numerical computation times for wildland fire-spread models. By using Q-DEIM on these models, we were able to reduce the computation times by an order of magnitude over POD models and by 2-3 orders of magnitude over full-order models, while still providing high-fidelity output results. In our research, the error associated with the POD/Q-DEIM reduced-order models were typically as accurate as the POD models of the same size. This is a significant development in the field of wildland fire modeling.

Finally, we have proved that the Crank-Nicolson method for time-discretization of an ODE model preserves the first-order necessary conditions for $H_2$-optimality and thus ensures that the fully-discretized reduced-order model retains the property of being at least a local minimum with respect to the $H_2$ norm. Further, we proved that the forward and backward Euler methods do not preserve this property. This is crucial information when attempting to solve a reduced-order model developed using IRKA. It specifically says that you should not use
the forward or backward Euler method to solve a ROM that was created using IRKA, rather
the Crank-Nicholson method should be used.

7.2 Future Work

We have identified four major areas that should be explored in the near future: 1) fur-ther testing of IRKA $V \oplus W$, 2) adding combustion to the current reduced-order plume-fire
models, 3) extending the wildland fire-spread models to include two-dimensional domains
and variable initial fuel conditions, and 4) extending the work on discrete-time systems to
identify other methods that preserve the first-order necessary conditions for $H_2$ optimality.

For the IRKA $V \oplus W$ technique, we have currently only tested this against the Burgers’
equation. There needs to be continued research to determine to what larger class of problems
this method can be extended. Further, while in general we know that this method performs
best when the number of $V$ and $W$ vectors are balanced, we would like to determine a
specific criteria that determines the number of vectors from $V$ and $W$ that should be used.

To continue to improve the plume-fire models, we need to incorporate the combustion terms.
As discussed in the background section, this requires the tracking of lumped species and
the determination of whether or not the fuel-air concentration is sufficient for combustion
to take place. Since, this behavior is localized to each cell, it is difficult to replicate at the
ROM level.

We plan to couple the species together to preserve the property that all the species must
sum to one. Recalling the fire-model equations for species transport (2.4)-(2.6), the full-order
solutions have the following property

$$Z_A(x, t) + Z_F(x, t) + Z_P(x, t) = 1,$$  \hspace{1cm} (7.1)
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for all \( t \in [0, t_f] \) and \( x \in \Omega \) for the domain \( \Omega \). We would like to preserve this property in the ROM. Using the method described in Section 2.3.3, we first calculate the mean of the data snapshots, \( \bar{Z}_A \), \( \bar{Z}_F \), and \( \bar{A}_P \), for the mass fractions of air, fuel, and products, respectively, as given by

\[
\bar{Z}_A(x) = \frac{1}{N} \sum_{k=1}^{N} Z_A(x, t_k), \quad (7.2)
\]

\[
Z_F(x) = \frac{1}{N} \sum_{k=1}^{N} Z_F(x, t_k), \quad (7.3)
\]

\[
\bar{Z}_P(x) = \frac{1}{N} \sum_{k=1}^{N} Z_P(x, t_k), \quad (7.4)
\]

where \( 0 = t_1, t_2, \ldots, t_N = t_f \) are the \( N \) evenly distributed time steps from 0 to \( t_f \) where the data snapshots are captured. We see that the mean values preserve the property given in (7.1).

\[
\bar{Z}_A(x) + \bar{Z}_F(x) + \bar{Z}_P(x) = \frac{1}{N} \sum_{k=1}^{N} Z_A(x, t_k) + \frac{1}{N} \sum_{k=1}^{N} Z_F(x, t_k) + \frac{1}{N} \sum_{k=1}^{N} Z_P(x, t_k), \quad (7.5)
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} (Z_A(x, t_k) + Z_F(x, t_k) + Z_P(x, t_k)), \quad (7.6)
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} 1 = 1. \quad (7.7)
\]

Now, we can define our variable of interest as the deviation from the mean for each of the species by

\[
\hat{Z}_A(x, t) = Z_A(x, t) - \bar{Z}_A(x), \quad (7.8)
\]

\[
\hat{Z}_F(x, t) = Z_F(x, t) - \bar{Z}_F(x), \quad (7.9)
\]

\[
\hat{Z}_P(x, t) = Z_P(x, t) - \bar{Z}_P(x), \quad (7.10)
\]
The sum of the deviations for \( t = [0, t_f] \) must then be zero as seen by

\[
\hat{Z}_A(x, t) + \hat{Z}_F(x, t) + \hat{Z}_P(x, t) = [Z_A(x, t) - \bar{Z}_A(x)] + [Z_F(x, t) - \bar{Z}_F(x)] + [Z_P(x, t) - \bar{Z}_P(x)],
\]

\[
= Z_A(x, t) + Z_F(x, t) + Z_P(x, t) - [\bar{Z}_A(x) + \bar{Z}_F(x) + \bar{Z}_P(x)],
\]

\[
= 1 - 1 = 0.
\]  

(7.11)

Let \( \hat{Z}(x, t) = [\hat{Z}_A(x, t), \hat{Z}_F(x, t), \hat{Z}_P(x, t)]^T \). We then define the associated 3\( r \)-dimensional POD basis as \( \Phi(x) = [\phi^{(A)}(x), \phi^{(F)}(x), \phi^{(P)}(x)]^T \). This leads to the approximation

\[
\hat{Z}(x, t) \approx \hat{Z}_r(x, t) = \sum_{i=1}^{r} \Phi_i(x)\eta_i(t).
\]  

(7.12)

Since the POD basis preserves the linearity properties, we are guaranteed to maintain the zero property given in (7.11) in the ROM. This, in turn, ensures that the sum of the species created using the ROM will sum to one. Additionally, we are investigating methods to ensure positive solutions for all species. We currently believe that by restricting the coefficients to a certain manifold, we can ensure that the solutions will remain positive. By combining these two techniques, we should be able to ensure that the mass fraction of each species will remain between zero and one. Once the species is in the correct band, we will be able to implement the combustion. We note that the nonlinear behavior associated with combustion is no longer quadratic. Therefore, we must look to other techniques, such as Q-DEIM, to keep the computation times from growing to an impractical level.

With the significant improvements to the reduced-order wildland fire-spread model computation times, we seek to extend the research in a few specific ways. First we will extend our research to two-dimensional models. Next, we will investigate methods to handle discontinuous fuel and geographic properties. This may require “stitching” several models together at the boundaries. In practical terms, these conditions could occur when transitioning between
fuel sources, such as moving from fields to forests, or across geographic formations such as cliffs or mountains. By creating several ROMs specifically tailored to handling certain fuel loadings and geographic conditions, we could piece them together to simulate a larger domain.

We have shown that the Crank-Nicholson method preserves the first-order necessary conditions for $H_2$ optimality. However, there may be times when we need to use a method with better convergence properties. We will extend our current research to see what other methods may also preserve the first-order Necessary conditions. Specifically, we will investigate other multi-step methods and Runge-Kutta methods to see when those methods preserve the first-order necessary conditions for $H_2$ optimality.
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Appendix A

Notation

Table A.1: Mathematical Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A^T$</td>
<td>Transpose of a matrix</td>
</tr>
<tr>
<td>$A^*$</td>
<td>Conjugate transpose of a matrix</td>
</tr>
<tr>
<td>$v_t(x,t)$</td>
<td>Partial derivative with respect to time, e.g. $\frac{\partial v}{\partial t}$</td>
</tr>
<tr>
<td>$v_x(x,t)$</td>
<td>Partial derivative with respect to the spatial component, e.g. $\frac{\partial v}{\partial x}$</td>
</tr>
<tr>
<td>$v_{xx}(x,t)$</td>
<td>Second partial derivative with respect to the spatial component, e.g. $\frac{\partial^2 v}{\partial x^2}$</td>
</tr>
<tr>
<td>$\dot{x}(t)$</td>
<td>A dotted function indicates the time derivative, e.g. $\frac{dx}{dt}$.</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>Gradient of a function</td>
</tr>
<tr>
<td>$\nabla^2$</td>
<td>Laplacian of a function</td>
</tr>
<tr>
<td>$\Re(z)$</td>
<td>Real part, $a$, of the complex number $z = a + bi$.</td>
</tr>
<tr>
<td>$\Im(z)$</td>
<td>Imaginary part, $b$, of the complex number $z = a + bi$.</td>
</tr>
<tr>
<td>$\lambda(A)$</td>
<td>The set of eigenvalues of $A$</td>
</tr>
<tr>
<td>$G(s)$</td>
<td>Continuous-time transfer functions</td>
</tr>
<tr>
<td>$H(z)$</td>
<td>Discrete-time transfer functions</td>
</tr>
</tbody>
</table>

For this dissertation, we will use the conventions listed in Table A.1. Where ambiguities are possible, we will elucidate the meaning in the discussion. In general, we will adhere to the convention that bold uppercase letters refer to matrices, e.g. $A \in \mathbb{R}^{m \times n}$ or $B \in \mathbb{C}^{m \times n}$, and bold lowercase letters refer to column vectors in $\mathbb{R}^n$ or $\mathbb{C}^n$. Scalars will simply be italic
lowercase or uppercase letters depending on the context. Constants will normally be written using Greek letters and will be considered greater than or equal to zero unless otherwise noted.
Appendix B

Burgers’ Equation Control Functions

When testing various model reduction techniques on the Burgers’ equation, we first build the reduced-order model using the control function $u_1(t) = \cos(\pi t)$. 
Figure B.1: Control functions for Burgers equation.

(a) $u_1(t) = \cos(\pi t)$

(b) $u_2(t) = \sin(\pi t)$

(c) $u_3(t)$: Step function

(d) $u_4(t) = 4e^{-t/\pi} \cos(\pi t)$

(e) $u_5(t) \cos(\pi t) + \sin(3\pi t) + \frac{1}{2} \sin(\frac{\pi t}{3})$

(f) $u_6(t) = P(t)^1$

\footnote{$P(t) = -(0.001519632917)t^2 + (0.05294205)t^6 - (0.729703917)t^5 + (5.0421)t^4 - (18.1461291)t^3 + (31.3845)t^2 - (18.765)t - 1$}
Appendix C

Full Results for POD+IRKA

The appendix gives the plots from all of the tests run using Algorithm 4.7 to combine the POD and IRKA projection vectors. We tested reduced order model sizes of $r = 15$ and $r = 20$ for all six input functions, $u_1(t), \ldots, u_6(t)$. We present the results here to minimize the flow of the actual text.

Figure C.1: Output combining POD and IRKA vectors with $r = 15$ and input $u_1(t)$.
(a) POD for input $u_2(t)$

(b) Combined POD and IRKA

Figure C.2: Output combining POD and IRKA vectors with $r = 15$ and input $u_2(t)$.

(a) POD for input $u_3(t)$

(b) Combined POD and IRKA

Figure C.3: Output combining POD and IRKA vectors with $r = 15$ and input $u_3(t)$.  

Appendix C. Full Results for POD+IRKA

Figure C.4: Output combining POD and IRKA vectors with $r = 15$ and input $u_4(t)$.

Figure C.5: Output combining POD and IRKA vectors with $r = 15$ and input $u_5(t)$.
Figure C.6: Output combining POD and IRKA vectors with \( r = 15 \) and input \( u_6(t) \).
### Appendix C. Full Results for POD+IRKA

<table>
<thead>
<tr>
<th>Input</th>
<th>Error Plot: r=15, ( u_i(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((a)) Input ( u_1(t) )</td>
<td><img src="image1" alt="Graph" /></td>
</tr>
<tr>
<td>((b)) Input ( u_2(t) )</td>
<td><img src="image2" alt="Graph" /></td>
</tr>
<tr>
<td>((c)) Input ( u_3(t) )</td>
<td><img src="image3" alt="Graph" /></td>
</tr>
<tr>
<td>((d)) Input ( u_4(t) )</td>
<td><img src="image4" alt="Graph" /></td>
</tr>
<tr>
<td>((e)) Input ( u_5(t) )</td>
<td><img src="image5" alt="Graph" /></td>
</tr>
<tr>
<td>((f)) Input ( u_6(t) )</td>
<td><img src="image6" alt="Graph" /></td>
</tr>
</tbody>
</table>

Figure C.7: Output error combining POD and IRKA vectors for \( r = 15 \).
Figure C.8: Output combining POD and IRKA vectors with $r = 20$ and input $u_1(t)$.

(a) POD for input $u_1(t)$  
(b) Combined POD and IRKA

Figure C.9: Output combining POD and IRKA vectors with $r = 20$ and input $u_2(t)$.

(a) POD for input $u_2(t)$  
(b) Combined POD and IRKA
Figure C.10: Output combining POD and IRKA vectors with \( r = 20 \) and input \( u_3(t) \).

Figure C.11: Output combining POD and IRKA vectors with \( r = 20 \) and input \( u_4(t) \).
Figure C.12: Output combining POD and IRKA vectors with $r = 20$ and input $u_5(t)$.

Figure C.13: Output combining POD and IRKA vectors with $r = 20$ and input $u_6(t)$. 
Figure C.14: Selected output error combining POD and IRKA vectors for $r = 20$. 
Appendix D

Full Results for IRKA $V \oplus W$

The appendix gives the plots from all of the tests run using Algorithm 4.9 to combine the IRKA right and left projection vectors. We tested reduced-order model sizes of $r = 15$ and $r = 20$ for all six input functions, $u_1(t), \ldots, u_6(t)$. We present the results here to minimize the flow of the actual text.
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D.1 Details for $r = 15$

D.1.1 Output Plots

(a) POD for input $u_1(t)$

(b) IRKA $V \oplus W$

Figure D.1: Output for combined IRKA right and left projection vectors with $r = 15$ and input $u_1(t)$.

(a) POD for input $u_2(t)$

(b) IRKA $V \oplus W$

Figure D.2: Output for combined IRKA right and left projection vectors with $r = 15$ and input $u_2(t)$. 
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Figure D.3: Output for combined IRKA right and left projection vectors with $r = 15$ and input $u_3(t)$.

Figure D.4: Output for combined IRKA right and left projection vectors with $r = 15$ and input $u_4(t)$.
Figure D.5: Output for combined IRKA right and left projection vectors with \( r = 15 \) and input \( u_5(t) \).

Figure D.6: Output for combined IRKA right and left projection vectors with \( r = 15 \) and input \( u_6(t) \).
D.1. Details for $r = 15$

D.1.2 Error Plots

Figure D.7: Relative output error combining left and right IRKA projection vectors for $r = 15$. 
D.2 Details for $r = 20$

D.2.1 Output Plots

Figure D.8: Output for combined IRKA right and left projection vectors with $r = 20$ and input $u_1(t)$.

Figure D.9: Output for combined IRKA right and left projection vectors with $r = 20$ and input $u_2(t)$. 
D.2. Details for $r = 20$

Figure D.10: Output for combined IRKA right and left projection vectors with $r = 20$ and input $u_3(t)$.

Figure D.11: Output for combined IRKA right and left projection vectors with $r = 20$ and input $u_4(t)$. 

Figure D.12: Output for combined IRKA right and left projection vectors with $r = 20$ and input $u_5(t)$.

Figure D.13: Output for combined IRKA right and left projection vectors with $r = 20$ and input $u_6(t)$. 
D.2. Details for $r = 20$

D.2.2 Error Plots

Figure D.14: Relative output error for IRKA $V \oplus W$ compared to other methods with $r = 20$. 
D.3 POD Model Error Plots

Figure D.15: Relative output error comparison between POD models of various sizes and IRKA $V \oplus W$ at $r = 20$