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Looks Good to Me: Authentication for Augmented Reality

Ethan D. Gaebel

ABSTRACT (Academic)

Augmented reality is poised to become the next dominant computing paradigm over the

course of the next decade. With the three-dimensional graphics and interactive interfaces

that augmented reality promises it will rival the very best science fiction novels. Users will

want to have shared experiences in these rich augmented reality scenarios, but surely users

will want to restrict who can see their content. It is currently unclear how users of such

devices will authenticate one another. Traditional authentication protocols reliant on

centralized authorities fall short when different systems with different authorities try to

communicate and extra infrastructure means extra resource expenditure. Augmented

reality content sharing will usually occur in face-to-face scenarios where it will be

advantageous for both performance and usability reasons to keep communications and

authentication localized. Looks Good To Me (LGTM) is an authentication protocol for

augmented reality headsets that leverages the unique hardware and context provided with

augmented reality headsets to solve an old problem in a more usable and more secure way.

LGTM works over point to point wireless communications so users can authenticate one

another in any circumstance and is designed with usability at its core, requiring users to

perform only two actions: one to initiate and one to confirm. LGTM allows users to

intuitively authenticate one another, using seemingly only each other’s faces. Under the

hood LGTM uses a combination of facial recognition and wireless localization to ensure

secure and extremely simple authentication.
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Ethan D. Gaebel

ABSTRACT (Public)

Augmented reality is poised to become the next dominant computing paradigm over the

course of the next decade. With the three-dimensional graphics and interactive interfaces

that augmented reality promises it will rival the very best science fiction novels. People will

want to share their experiences in these rich augmented reality scenarios with others, but

they will surely want to restrict who they are sharing with. It is currently unclear how

users of such devices will authenticate one another to enable permissive content sharing.

Augmented reality content sharing will usually occur in face-to-face scenarios where it will

be advantageous for both performance and usability reasons to keep communications and

authentication localized. Looks Good To Me (LGTM) is an authentication protocol for

augmented reality headsets that leverages the unique hardware and context provided with

augmented reality headsets to solve an old problem in a more usable and more secure way.

LGTM works directly from one device to another using wireless communications so users

can authenticate one another in any circumstance and is designed with usability at its core,

requiring users to perform only two actions: one to initiate and one to confirm. LGTM

allows users to intuitively authenticate one another, using seemingly only each other’s faces.

Under the hood LGTM uses a combination of facial recognition and wireless localization to

ensure secure and extremely simple authentication. LGTM ensures that users will use

authentication by making it so easy that they won’t even notice they’re using it.
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Chapter 1

Introduction

Augmented reality is one of the most exciting new technologies on the horizon, promising

three-dimensional interfaces that one or more users can directly interact with. Users will

be able to interact with these rich digital interfaces while still remaining aware of and re-

sponsive to their surroundings. These semi-immersive interfaces are commonly provided via

head-mounted displays with translucent lenses that render digital content in two or three

dimensions on top of the real world. Many of these head-mounted displays will be stand-

alone computers equipped with powerful processors, wireless communications, one or more

high resolution cameras, and depth sensors. This sophisticated array of hardware is used

to provide fully interactive augmented reality which requires: hand tracking, graphics pro-

cessing, and wireless communication, since connectivity is a requirement for any consumer

device today.

Users of augmented reality headsets have the same need that users of any other consumer

electronic device have today: to send content to others. With augmented reality, this con-

tent will usually be far richer, and thus larger, than we’ve seen on other platforms, since
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users will be creating, viewing, and working with three-dimensional objects, which inherently

have more information associated with them than their equivalent two-dimensional represen-

tations. It’s also expected that users will share a large amount of content face-to-face since

this will provide 3D objects that both users can see and/or interact with in real time. The

current analog to face-to-face digital sharing in augmented reality is using a smart phone to

show a video or picture to someone. The sharing action is the same, but the sharing medium

has switched from physically displaying one’s screen to another to sharing the content across

two users’ screens. I expect this type of sharing to increase with augmented reality as much

of the physical world’s in person content exchanges transition to the digital world, like so

many other content streams in the past.

Content sharing between users in close proximity is an interesting and well-studied problem

[1, 2, 3, 4, 5, 6, 7]. In comparison, today’s typical content sharing schemes take advantage of

preexisting infrastructure such as cell towers, wireless access points, and the Internet. This

makes sense considering the most common use case for digitally sharing content currently

is to share it with those who aren’t present. You wouldn’t send someone standing next to

you a video, you’d pull out your phone and show them. But with augmented reality you

would send someone sitting next to you a video so that the two of you can watch it together

through your respective headsets.

This type of local sharing deserves separate consideration from the general content sharing

problem. As local sharing becomes more common it will be worthwhile to explore and design

for the specific conditions that separate local sharing from remote sharing. One of the new

augmented reality headsets to hit the market, the Microsoft HoloLens [8], recognizes the

value in this and has separate support for local sharing vs. remote sharing [9]. Local sharing

is piped over a local area network instead of going through the Internet and back. Another,
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more generic, way to do local sharing is with point to point wireless communication, which

is a very small step from a local area network since most WiFi hardware today can use WiFi

Direct [10], a popular point to point wireless protocol. Point to point wireless communication

is more dynamic and universally usable since it doesn’t require any infrastructure.

Regardless of how it is accomplished, local network resources should be used over global ones

for local content sharing, particularly when the content is stored locally on a user’s device, as

will often be the case with photographs, three-dimensional scene captures, videos, shared app

interfaces, and user-created three-dimensional content. By sharing content locally, network

resources are saved and money may be saved if charge-by-data usage plans are being used

for Internet access. On top of this, local content sharing is robust in the face of global

infrastructure failures, and private content sharing details are kept between the two users

doing the sharing instead of being shared with whatever entity is providing the sharing

service, such as who is communicating with whom, what is being communicated, and when

the communication is occurring. My work in this thesis focuses on headsets using point

to point communication to facilitate local content sharing in augmented reality systems.

This is largely to preserve generality, since point to point communication does not have

any infrastructure dependencies. As a result of this generality, much of my work can be

translated into the local area network approach to local content sharing.

The question of how users are to authenticate one another in these local sharing scenarios

is currently uncertain. Traditional authentication includes a trusted central authority that

distributes information used for users to authenticate one another, but in reality there is

never just one central authority. Different technologies use different authorities which creates

interoperability problems. On top of this there is the all too common problem of support

being cut when some central authority goes out of business. Are users who continue using
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the product to simply abandon authentication? This motivates finding a solution that is

not reliant on the unrealistic assumption that a single central authority controls things, and

always will.

When working in a localized communications scenario where there is no central authority,

authentication can be tricky. It will often be the case that two users have not used their

devices to communicate before, meaning there will be no preexisting security context between

the two devices such as a pin, key, token, etc. This problem is commonly known as device

pairing and it is well studied [11, 12, 13, 14, 15, 16, 17, 18, 19, 1, 20, 21]. I go into more

detail about existing device pairing work in the background section.

Using the specific augmented reality headset instance of device pairing, I have developed a

novel solution to pair two headsets that is quick and simple while providing a high degree

of security. My solution leverages the unique hardware capabilities required for augmented

reality along with facial recognition and very recent advances in the area of wireless localiza-

tion. The core idea of the scheme relates to how humans authenticate other human speakers.

When trying to determine whom is speaking, our brains localize the source of the audio sig-

nal heard and then we match up that origin with a face that our brain has also recognized

[22, 23]. Humans take a wave-signal source, localize it, then pair it with a face. My work

builds on this idea except instead of localizing an audio signal my system localizes a wireless

signal that is adjacent to a face and recognizes the face automatically using facial recognition.

By doing this, I create an authentication scheme robust against man-in-the-middle attacks

that reduces the problem of pairing for two users to simply looking at each other’s faces and

indicating to their augmented reality headset that it “Looks Good To Me”, thus establishing

a secure connection. This system is aptly called “Looks Good To Me” or LGTM for short.
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My main contributions are:

• The new augmented reality headset two-party pairing protocol LGTM

• Analysis of LGTM with regard to: security, usability, and privacy

• A full open-source implementation of LGTM released to the public under the MIT

software license at: www.github.com/egaebel/lgtm

In this thesis I present the two-party device pairing protocol LGTM along with a full open-

source implementation of the protocol. The remainder of this thesis is divided up as follows.

Chapter 2 surveys several relevant areas including augmented reality and device pairing.

Chapter 3 presents the system model, threat model, security objectives, and the LGTM

protocol. Chapter 4 presents analyses of LGTM covering security, usability, and privacy

implications of LGTM. In Chapter 5 I present the details of my implementation of LGTM,

including a link to the complete open-source code-base. Chapter 6 presents experimental

results involving localization accuracy and overall protocol performance. In chapter 7 I

discuss future improvements and building points for LGTM and conclude.

www.github.com/egaebel/lgtm


Chapter 2

Background

2.1 Augmented Reality

Augmented reality has been around as a research topic since as early as 1993 [24], but only

recently have augmented reality headsets been pursued as consumer and business products

[25, 26, 8, 27]. Augmented reality at its core is taking what we see in reality and overlaying

additional digital objects on top of it in the form of two-dimensional or three-dimensional

renderings. Additionally, users can directly interact with the digital objects using their

hands or other parts of their body. Additional peripheral devices may be used to increase

immersion and responsiveness, but the most common case is for users to use their hands.

There are several different ways to render digital objects over reality. Augmented reality

smart phone apps exist on every platform and these apps rely on taking in reality from

the smart phone’s camera and other sensors, displaying it on the smart phone screen, and

rendering additional digital objects over reality on the screen of the smart phone [28, 29, 30].

6
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More natural approaches to augmented reality rely on projectors, some of which require

special glasses to view properly [31]. However the vision for future augmented reality expe-

riences lies in the head-mounted display, a large pair of glasses with a mechanism to deliver

light encoding specific digital objects directly into the user’s field of vision. The first such

head-mounted display to gain public notoriety was Google Glass [27]. Glass renders two-

dimensional objects into the user’s field of vision and essentially acted as an ever-present

extension of the smart phone interface. This interface was accessed via voice commands and

buttons on the side of the glasses. This version of Glass did not become a consumer product

and indeed it may have partially sullied the reputation of augmented reality. Now however

a wave of augmented reality head-mounted displays are coming to market. The Meta 1 and

2 [26] the Microsoft HoloLens [8], Magic Leap [25], several small startups focused on aug-

mented reality, and recent confirmation of Google working on a next generation of Glass [32].

A common characteristic of these new headsets is that they are more immersive than Glass,

all allowing users to directly interact with digital objects using natural hand movements,

enabled by infrared depth sensors that capture user gestures and the environment around

them. Depth information is combined with other sensory data to provide a service referred

to as SLAM, Simultaneous Localization and Mapping [33, 34, 35, 36, 37]. This current and

upcoming augmented reality platform is the target for LGTM.

Another trend in practical augmented reality headsets is toward them being stand-alone

computers. The Microsoft HoloLens is already a fully functioning computer, and the com-

pany Meta has stated that it intends to move toward a full stand-alone computer headset

for consumer devices [26]. This trend implies that augmented reality users will be able to

enjoy all the current advantages of computers with the addition of the powerful sensors and

paradigm changing user interfaces that come with augmented reality. This allows us to look
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at traditional problems that arise in the context of computers and computing and reexam-

ine these existing problems and their existing solutions in the context of augmented reality

computers with an eye to improve upon the current state-of-the-art by using the additional

functionality provided via the hardware and abilities from augmented reality.

One of these problems is device pairing, which is a common procedure that must be done to

connect two devices together such as a headset and a smart phone, a speaker and a smart

phone, two smart phones, or any other wireless peripheral with a smart phone or computer.

2.2 Device Pairing

Device pairing is the area dedicated to authenticating devices without prior security context,

and there have been many schemes introduced to address this problem on devices with myriad

hardware features and constraints [15, 38, 18, 19, 1, 20, 21, 12]. Virtually all of these methods

rely on communication over one or more out-of-band channels. An out-of-band channel is

any channel which is not the primary communications channel being used. This secondary

channel can be defined quite broadly and many schemes use human sensory capabilities or

human activity as the out-of-band channel [39, 40]. The primary channel that the secondary

channel is used to authenticate is a human imperceptible channel, most often the wireless

channel. So most device pairing schemes proceed as follows. Some information is transmitted

over the out-of-band channel, which is then used for authentication in the primary channel

via some specialized authentication procedure. These authentication procedures can vary

widely depending on what sort of out-of-band channel is used and what sort of information

is transmitted across it. The simplest and most common example is for a numerical pin to

be exchanged or verified between two devices via one or more human actors. Depending
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on the scheme, the pin may need to be entered on both devices, transmitted between two

devices and then verified as matching by one or more users, or some complex combination

of the two [41, 42, 43]. When human actors are involved, the exchanged information is

often short to improve usability [42], and thus possesses a low level of entropy, reducing its

security. As a result, a good deal of research has gone into figuring out how to improve the

security short strings. The two dominant protocols that have emerged from this are known as

short authenticated string (SAS) protocols [16] and so-called manual authentication (MANA)

protocols [17], with SAS protocols enjoying more widespread use in practical systems such

as Bluetooth [41].

2.3 Bluetooth

Bluetooth versions 2.1 and beyond use the secure simple pairing protocol for pairing two

devices which includes four different pairing options [41, 39, 44]: (1) numeric comparison,

where both devices display a 6-digit numeric string that must be confirmed on both devices;

(2) passkey entry, where the user enters a 6-digit numeric string on one or both devices, in

the case where the 6-digit numeric string is entered on one device it must be verified on the

other; (3) out-of-band mode, where a secure key is agreed upon using a non-human out-of-

band channel, such as near-field communication (NFC); and (4) just works, which unlike the

other three options, does not have any protection against man-in-the-middle attacks. Just

works prompts the user to confirm a device name that does not have security properties;

the only security provided in just works mode is through timing and Bluetooth’s relatively

short range, neither of which protects a user from a determined attacker in a public space.

Just works was included for compatibility and usability reasons, to maintain compatibility
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with Bluetooth 2.0 devices, and to improve usability for end users [42] if they decide that

the other three techniques are too much of a hassle. It should come as no surprise that the

just works option has become a primary attack point on the secure simple pairing protocol

[45]. This security compromise for usability and backwards compatibility, which is really

another sort of usability, has opened up a multitude of devices to attack. But usability is

central to device pairing since human interaction is almost always a requisite component for

bootstrapping authentication between two devices that have no preexisting context.

2.4 Usability in Device Pairing

Usability in device pairing schemes has accumulated its own body of research [46, 47, 15,

40, 48, 11] through protocol comparisons, usability studies, and analyses of security issues

that usability can affect. Usability is important because it can affect protocol adoption and

even the security of the the protocol. If users are prompted to confirm a numeric string that

appears on a pair of devices, and they confirm it without thorough checking, it is easy for

incorrect devices to be authenticated, which is a huge security leak. One study investigating

usability’s impact on security in device pairing protocols found that users made mistakes with

4-digit numeric comparison-based pairing that lead to security errors 20% of the time [48].

The study found security errors to be alarmingly high for three other pairing schemes based

on entering and comparing 4-digit numeric strings as well. The device pairing community has

given a great deal of attention to inventing new pairing protocols which rely on new hardware

capabilities [15, 38, 18, 19, 1, 20, 21, 12], but many of these schemes have been found to

not be very usable when given to users [48, 11]. This was further examined in [47], where

usability studies coupled with user interviews revealed that users prefer different pairing
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methods based on the context: location, time urgency, and sensitivity of the information

being exchanged after pairing. The study also revealed that many non-technical users are

interested in using new pairing techniques, but that their perceptions of security and the

context in which the pairing was occurring greatly influenced which pairing technique was

going to be used.

Usability is a diverse and fundamentally human-centric area of study. There are few hard

rules and the most reliable metric is user-study. However, there are guiding principles, such

as simplicity and minimizing user involvement and action

2.5 Augmented Reality Pairing

Pairing involving augmented reality headsets is a greatly unexplored subset of device pairing,

which is understandable due to the newness of practical augmented reality headsets. How-

ever, it has recently been revealed that the Microsoft HoloLens can use QR codes that are

displayed on a device, with either a screen or a sticker, to authenticate peripheral devices

[49]. Beyond this, I am unaware of any device pairing work having been done with aug-

mented reality headsets, making this work on LGTM the first to address pairing augmented

reality headsets.

2.5.1 Wireless Localization

Wireless localization seeks to determine the exact point of origin of a wireless signal using only

the signal itself. Until very recently wireless localization systems were infeasible to implement

on commodity hardware due to high per-node antenna-count requirements [50] and the high
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number of nodes required, since many locations where localization would be beneficial simply

do not have the required number of access points to provide accurate localization [51, 52, 50].

Yet another barrier to implement localization on commodity devices has been the lack of

availability of granular information on the wireless channel on commodity hardware. Many

commodity hardware devices have only provided received signal strength information (RSSI)

as a measure of wireless signals, but recently there has been a trend towards providing more

granular channel state information (CSI) on commodity devices [53, 54].

These past limitations and recent developments have lead to a recent influx of wireless

localization work with techniques that both improve precision and decrease hardware re-

quirements [55, 56, 57, 52]. Much of this work has only occurred in the past year, opening

up new applications of wireless localization that did not previously exist. The most recent

of these works reduces the hardware required for precise localization to a single access point

with three antennas [57], which is unparalleled given that previous single access point local-

ization was simply not feasible with high precision. I leverage these very recent advances in

localization in LGTM’s development, and expect LGTM to improve as wireless localization

continues to become more robust and more precise.



Chapter 3

LGTM Protocol

3.1 Security Opportunities with Augmented Reality

Device pairing schemes have taken advantage of myriad interesting sensors and hardware

over the years [15, 38, 18, 19, 1, 20, 21, 12]. With the paradigm shift that is augmented

reality we have an influx of new hardware coupled with a new sort of user and device context

that includes how certain pieces of hardware are positioned. For instance, on smart phones

the main camera is positioned on the back of the phone and is generally not facing the same

direction as the user’s gaze. But with augmented reality the camera is lined up with the user’s

line of sight at all times. This context can be leveraged in interesting ways. With this setup

the augmented reality headset can preprocess what the user is seeing. This preprocessing can

lead to the user’s vision being annotated in certain ways that the user finds useful. Another

example of hardware positioning that can be utilized is that of wireless communications

antennas. Wireless localization can now be used for more than just localizing a device,

thanks to the close proximity of the wireless antennas to a person’s face, we can localize a

13
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wireless signal, and then pair that location with a user’s face using proximity alone.

By combining the area occupied by a user’s face with the area of a wireless signal’s origin

we can localize the signal, preprocess the area around the signal’s origin by searching for

a face matching some facial recognition model, and present matching faces to the user for

verification, thus associating a specific user with a specific wireless signal and authenticating

both. We can use this authentication to secure key exchange mechanisms, like Diffie-Hellman,

from man-in-the-middle attacks and provide an incredibly usable device pairing experience

to users.

Consider this scenario: Alice and Bob meet for the first time and want to pair their aug-

mented reality headsets to exchange some three-dimensional content. Alice and Bob both

trigger the pairing protocol on their devices. Moments later they are both prompted to con-

firm one-another’s faces, which are outlined on their respective augmented reality displays.

Alice and Bob confirm one-another’s faces and now they are free to communicate over an

encrypted channel. What could be simpler than that? This is what LGTM promises.

3.2 System Model

First we must adequately understand the scenarios where the Looks Good to Me (LGTM)

authentication protocol is applicable. This requires us to go down the list of hardware

requirements, security context, the users’ context, and all other assumptions I make.

LGTM is specifically designed for authenticating two users, Alice and Bob. Alice and Bob

are assumed to be users equipped with head-mounted augmented reality displays which are

also stand-alone computers equipped with: wireless communications hardware with support
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for a point to point communications protocol, software and hardware support for wireless

localization using the same wireless hardware used for communication, a high-definition

video camera, and a translucent display directly in front of the users’ eyes that is capable

of displaying digital objects on top of the physical world (this last requirement is satisfied

simply by the users possessing head-mounted augmented reality rigs, but I include it to be

thorough).

The two hardware devices are assumed to have no prior security context, which means the

two devices do not possess any information that can be used to prove the authenticity of

their claimed identity to the other.

An important piece of information that each headset is assumed to possess is a facial recog-

nition model capable of recognizing the user of the headset. That is, Alice’s headset has a

facial recognition model that can recognize her, and Bob’s headset has a facial recognition

model that can recognize him. Training these models can easily be done in a mirror.

As for the users themselves, Alice and Bob are assumed to be in sight of each other and

would like to share some sort of digital content with one another, such as a shared appli-

cation experience, a shared video, shared music, shared holograms, or basic messaging. No

assumptions are made of Alice and Bob’s relationship with each other: they may be friends,

acquaintances, or strangers.

We assume that Internet access is not always available to users, and thus is undesirable.
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3.3 Security Objectives

The primary security objective is for Alice and Bob to correctly authenticate one another’s

wireless signals so that they can engage in secure point to point wireless communication.

Since Alice and Bob do not share any security context, this authentication must be boot-

strapped.

A secondary objective is for Alice and Bob to correctly select which user they want to

communicate with. This objective is directly related to the first but it warrants distinction

as a worthy problem on its own merit since there are many practical attacks that rely

upon tricking users into selecting the wrong thing [58, 59]. This is such a big problem that

researchers have even begun examining this problem in augmented reality systems specifically

[60]. I refer to this as the user-selection problem.

3.4 Threat Model

Attackers have quite a bit of power when dealing with a wireless channel since the com-

munications medium is both public and localized. Attackers have the capability to: jam

communications, perform denial-of-service attacks by flooding the channel with packets con-

structed to fit the protocol, eavesdrop on all packets transmitted, and replay packets collected

from eavesdropping in any order. Further, the attacker may have multiple transceivers at

his or her disposal, so attacks can be coordinated between more than one node. However, it

is necessary for an attacker to be physically present, either personally or via a device which

he or she controls remotely.

Attackers may use these capabilities to accomplish one or several goals. An attacker may
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want to impersonate Alice to send Bob falsified content. An attacker may want to imper-

sonate both Alice and Bob to perform a man-in-the-middle attack allowing the attacker to

eavesdrop on encrypted communications between Alice and Bob. The attacker may simply

want to prevent communication between Alice and Bob. Or the attacker may want to do

any of the above steps with the higher goal of exploiting some subsystem.

Due to the use of a local wireless channel the attacker must be nearby Alice and Bob to

launch an attack, either personally or remotely through a controlled device.

3.5 Protocol

To begin the protocol, Alice presses a button which may be digitally rendered over reality or

physically located on the AR headset. At this point Alice’s headset begins listening on the

local wireless channel and broadcasts an initialization message. Since Bob is not listening yet,

Alice’s message goes unanswered. Bob presses a button to initiate the protocol, opening his

device up to listen to the wireless channel and generating an initialization packet containing

Diffie-Hellman parameters g and p, Bob’s private key b, Bob’s public key computed as:

B = gbmodp, and a randomly generated number, RB1, to serve as half of a session identifier.

Bob broadcasts his message g||p||B||RB1, where || denotes concatenation. Alice receives

Bob’s initialization message, generates her private key a and computes her public key in

relation to the received Diffie-Hellman parameters g and p as: A = gamodp. Alice generates

a random number RA1, to serve as the second half of a session identifier and broadcasts her

public key A concatenated with the random number RA1, and RB1||RA1, which is the session

identifier for Alice and Bob’s current session. This makes Alice’s full message: A||RA1||RB1.

Bob receives Alice’s message and verifies that it is in response to his initial message by
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checking RB1||RA1. Alice and Bob both compute the shared key K = Bamod p = Abmod p.

At this point Alice and Bob have established a shared symmetric key, but have not established

the authenticity of each other’s identities.

Bob retrieves facial recognition parameters that define a facial recognition model to recognize

his face, FB. Bob encrypts the facial recognition parameters using the shared key and

an initialization vector, IV, which Bob concatenates with his encrypted facial recognition

parameters, IV ||E(IV,K, FB), and broadcasts this message. Alice receives Bob’s encrypted

message with his facial recognition parameters and also records the channel state information,

CSIA, associated with the packets carrying Bob’s message. Alice decrypts the message and

retrieves FB. Alice computes Bob’s location using a wireless localization algorithm denoted

by G(·) to get Bob’s location: LA = G(CSIA). Alice runs a facial recognition algorithm

denoted by H(·), using Bob’s facial recognition parameters to obtain a location for any

faces that match FB, denoted by FLA = H(FB). Alice compares LA and FLA to see if the

coordinates overlap. If they do not match then they are thrown out. If there are no matches

among all the options for LA and FLA then the protocol is aborted. If there are matches,

then Alice’s device renders a box around Bob’s face, matched by FB, and whose location,

FLA, overlaps with the corresponding LA. Alice is prompted to verify that the protocol

has selected the correct face. In practice, there may be many pairs of faces and locations

to check at once since multiple users may be carrying out LGTM at the same time. In this

case Alice selects Bob’s face from the available faces, if it is present. If Alice fails to select

Bob’s, face then the protocol aborts at this point.

Otherwise, Alice retrieves facial recognition parameters that define a facial recognition model

to recognize her face, FA. Alice uses the shared key, K and the last several bytes of FB as an

initialization vector, IV, to compute the encryption, E(IV,K, FA) and broadcasts it. Bob
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receives Alice’s encrypted message with her facial recognition parameters and also records

the channel state information, CSIB, associated with the packets carrying Alice’s message.

Bob decrypts the message using the shared key, K, and the initialization vector derived from

the last several bytes of FB and retrieves FA.

Bob computes Alice’s location using the wireless localization algorithm to get: LB = G(CSIB).

Bob runs the facial recognition algorithm, using Alice’s facial recognition parameters to ob-

tain a location for any faces that match FA, denoted by FLB = H(FA). Bob compares LB

and FLB to see if the coordinates overlap. If they do not match, then they are thrown out.

If there are no matches among all the options for LB and FLB, then the protocol is aborted.

If there are matches, then Bob has a box drawn around Alice’s face, matched by FA, and

whose location, FLB, overlaps with the corresponding LB. Bob is prompted to verify that

the protocol has selected the correct face. In practice, there may be many pairs of faces

and locations to check at once since multiple users may be carrying out LGTM at the same

time. In this case Bob selects Alice’s face from the available faces, if it is present. If Bob

fails to select Alice’s face then the protocol aborts. Otherwise, the protocol has successfully

completed, Alice and Bob have established a secure key K, and they have authenticated

each other’s wireless signals ensuring that they are communicating with who they think they

are. They are now free to send encrypted content back and forth. See figure 3.1 for a visual

description of the protocol message flow.
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Figure 3.1: Protocol diagram of Alice and Bob’s communications and computations dur-

ing LGTM. Note that H(·) denotes a facial recognition algorithm, G(·) denotes a wireless

localization algorithm, and || denotes concatenation.
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Chapter 4

Protocol Analysis

4.1 Piece-by-Piece

LGTM uses several techniques to achieve user authentication. As a result, it’s constructive to

unpack the purpose of each technique along with what LGTM gains by having that technique

included.

4.1.1 Public Key Cryptography

LGTM uses Diffie-Hellman key exchange [61] for establishing a shared key between Alice

and Bob. Using Diffie-Hellman provides fast public-private key pair generation, even more

so if elliptic curve Diffie-Hellman is used. High-speed key generation makes it feasible to

generate a new key pair every time pairing is performed. This provides LGTM with perfect

forward secrecy, meaning that if an attacker obtains one of the private keys used in a single

pairing the other public-private key pairs along with the symmetric keys derived from them

21
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remain secure.

4.1.2 Symmetric Encryption

LGTM uses symmetric key encryption to protect the confidentiality of the facial recognition

parameters. These parameters are not necessarily private, but they are not easily obtainable

by arbitrary individuals, so encrypting them provides protection from such attackers that

do not have easy access. Furthermore, encryption serves as a form of authentication so that

Alice and Bob can properly keep track of the potentially many message streams from LGTM

being performed between multiple parties in the same area at once.

4.1.3 Session Identifier

In practice Alice and Bob may be receiving several messages at once since it is not apparent

which wireless signals can be ignored and which one should be focused on until the protocol is

complete. To differentiate between wireless signals, Alice and Bob use the random numbers,

RA1 and RB1, and combine them using the exclusive-or operation to generate a unique session

key. Using this session key, Alice and Bob can quickly determine which stream of messages

an incoming message belongs to, but this session key does not have security guarantees; it

is only used for message routing in non-malicious scenarios.

4.1.4 Initialization Vectors

The initialization vectors used with encryption serve the very important purpose of protecting

against known plain text attacks. A known plain text attack can be launched when an
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attacker knows both the plain text and cipher text. This can easily be the case in steps 14

and 23 in figure 3.1, if not for the initialization vectors. The initialization vectors, denoted

IV1 and IV2, respectively, are used to perturb the plain text adding additional randomness

to the cipher text that is not only resulting from the encryption algorithm and the symmetric

key.

4.1.5 Wireless Localization

LGTM’s security rests atop wireless localization’s accuracy. Localization connects a wireless

signal to a physical location by computing the signal’s point of origin. This location can be

matched with a device or person occupying that location, and with human assistance, this

device or person can be authenticated. Wireless localization remains a difficult and unsolved

problem and many current schemes are too inaccurate to be suitable for security applications.

Very recent work has show great strides in improving localization precision and in reducing

the amount and cost of hardware required to perform localization [55, 56, 57]. The most

recent and most promising of these methods [57] achieves a median error of 65 cm in line of

sight conditions with a single laptop equipped three antennas. Consider now that LGTM’s

localization scenario is a constrained one. If two users are performing LGTM, they must

have a line of sight between each other and in the most common use-case, they will be quite

close to one another, likely within three meters. If we look at the results in [57] with these

constraints in mind, we see that this localization technique achieves accurate localization

down to less than 20 cm median error, which is sufficient for security applications.
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4.1.6 Facial Recognition

This brings us to facial recognition. I state above that wireless localization is what allows

LGTM to authenticate a device or person, so of what use is facial recognition? Having users

authenticate a physical location computed using wireless localization, identified by say, a

sphere, requires users to search for the sphere and verify that it intersects with the person

they’re attempting to communicate with. The facial recognition parameters exchanged in

LGTM serve to make it easier for users to solve the user-selection problem. Humans are

phenomenal at facial recognition. It was found in [62] that infants as young as 1-3 days old

are able to recognize faces. LGTM only asks for facial verification, not even full recognition.

Verifying that an encircled face belongs to the person being authenticated is a far simpler

task than verifying that a sphere intersects with the person’s face. This is a great win for

usability. In practice, users may be performing LGTM with several parties at once since they

do not know which party is actually the one they wish to communicate with until the protocol

is complete. This could result in several spheres being scattered across a user’s vision, which

may or may not match up with anyone’s current location since the original source of the

signal may have moved. By using facial recognition to effectively preprocess what the user is

currently seeing, locations obtained via localization that do not match up with the location

of the face identified by the facial recognition parameters can be automatically eliminated.

This reduces the chances of a user selecting an invalid location either accidentally or through

an attacker’s careful misdirection. Once the invalid selections are eliminated, there may still

be multiple valid face-location pairs to choose from, but selecting a face remains a far simpler

task than picking out a sphere or another sort of location representation.

Using facial recognition parameters to aid in the user-selection problem does not just affect
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usability, it also affects security. While the facial recognition parameters are not considered

private, they are not instantly obtainable either. Training a facial recognition model to

recognize someone requires several photographs of that person, which can be obtained either

online, by performing LGTM with the person, or in person by taking photos of the person.

This is perfectly feasible for a targeted attacker, but this work in obtaining facial recognition

parameters serves to significantly dampen the powers of spontaneous random attackers.

Consider a small node with wireless capabilities hidden in a discrete location that is designed

to exploit every opportunity to attack wireless protocols. This node will be unable to attack

LGTM since it would have to obtain facial recognition parameters as well. Furthermore,

LGTM is specifically designed so that such a node cannot begin LGTM with a user and

obtain their facial recognition parameters for use later. Notice in figure 3.1 that the user

who initiates LGTM sends his or her facial recognition parameters first and must be au-

thenticated first, meaning a malicious user cannot use LGTM to harvest other users’ facial

recognition parameters without providing valid ones themselves, along with a valid human

face that matches them. This makes the spontaneous random attacker’s task significantly

more difficult.

4.1.7 Human Verification

The final step in the protocol is for the actual human users to select a face from the options

LGTM provides. As mentioned before, humans are excellent at identifying other human

faces. On top of this, humans are great at recognizing the difference between a mask and a

true human face. Without the human verification step, LGTM could be fooled by an attacker

wearing a mask. Human verification serves as a final check against spoofing attempts. On
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top of this, as stated before, a user may be unintentionally performing LGTM in concert

with several users at once. At the end of the protocol, the user may have several faces left to

select from, and so the user must select one face from several potential choices, solving the

user-selection problem. In most cases, the selections will be very limited since the two users

are expected to be facing one another and to have a very short time window to initiate the

protocol.

4.2 Security Against Attacks

I have spoken at length about the security properties the techniques used in LGTM possess;

now I discuss how LGTM performs against attacks.

4.2.1 Man-in-the-Middle Attacks

Man-in-the-middle attacks plague virtually every pairing protocol [11]. The very nature

of pairing opens these protocols up to man-in-the-middle attacks since the purpose is to

bootstrap authentication when there is no prior authentication information. This absence

makes it possible for attackers to insert themselves in-between the two devices and trick

them both. LGTM, however, has protection against man-in-the-middle attacks not afforded

to other pairing protocols thanks to wireless localization. Localization pairs a signal to a

location so attackers must occupy the same physical location as both users to successfully

launch a man-in-the-middle attack. This is theoretically possible using two coordinated

devices, although very difficult.

An attacker, Eve, can use two small devices physically attached to Alice and Bob’s aug-
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mented reality headsets that mirror the messages between Alice and Bob, replacing the

Diffie-Hellman public keys and random numbers with her own. These devices could forego

localization since they do not have any way to verify the locations of Alice and Bob and

pushing through the protocol, “verifying” every response they get. This will result in two

nearly identical choices for Alice and Bob. This sort of man-in-the-middle attack can be

mitigated by notifying the user that two devices appear to be occupying almost the same

space. However, users often rush during authentication [58], so users may complete LGTM

before the second choice is presented, and it is unclear which device will be presented first.

This entire attack procedure may sound rather preposterous, but as electronics shrink more

and more, this attack will become more and more feasible. While not a large threat today, it

may be a significant one in the future, perhaps even by the time augmented reality headsets

become popular consumer products.

A more realistic man-in-the-middle attack for the present is one reliant on inaccurate local-

ization results. As mentioned above, localization can not be called a solved problem yet,

and any implementation of LGTM will have to deal with the currently accepted localization

techniques, errors and all. The procedure would proceed as in the attack above, except Eve’s

devices will not need to be as close. I assume that future implementors of LGTM will not

rely on security through obscurity, so Eve will be aware of the localization abilities of Alice

and Bob’s device’s implementations. Eve can position her devices behind, adjacent to, or in

front of Alice and Bob with less precision and run her man-in-the-middle attack as above.
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4.2.2 User Impersonation Attacks

Inaccurate localization results can also be used in one-way impersonation as shown in figure

4.1. Eve might want to impersonate Alice to Bob, so she sets up a device near enough to

Alice to fool the localization procedure and transmits Alice’s facial recognition parameters.

Eve will also need to obtain a facial recognition model for Alice, which she can do by

participating in LGTM with Alice, searching for photos of Alice on the Internet, or by

taking photos of Alice herself and then training a facial recognition model. As mentioned in

the previous subsection, this attack will be partially defended against in the case where Eve

is a spontaneous random attacker since the facial recognition parameters, while not secret,

do take some work to acquire, work which an attacker is most likely unable to do if she is

attacking random users.

User impersonation will usually be protected against even further by context. LGTM’s most

likely use-case is that Alice and Bob want to share digital content via their augmented reality

headsets and that they are already interacting and conversing. If Eve impersonates Alice

to Bob, then Alice will not be sharing anything with Bob and vice-versa, which will not go

unnoticed. Bob will likely terminate the connection and try again since it will be apparent

that the protocol failed. This is slightly similar to pairing protocols which use an out-of-band

channel to transmit authentication information, except in this case the out-of-band channel

is being used for verification of a successful pairing. It is possible though to imagine scenarios

where Bob might not notice that he is paired with someone besides Alice. Perhaps for some

reason Alice and Bob are only pairing their devices and not communicating outside of that

interaction. In this scenario, Eve’s impersonation will succeed. It is my expectation that

wireless localization will continue to grow more and more precise, as it has over its entire
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Figure 4.1: Eve performs a user-impersonation attack by broadcasting from behind Bob,

thus impersonating Bob to Alice.

history, to the point where inaccurate localization is no longer a valid attack vector.

4.2.3 Denial-of-Service Attacks

Denial-of-service attacks are a common attack across pretty much all devices with network

connectivity. Here I discuss two different ways that denial-of-service attacks can be launched

against LGTM. The first is common to all wireless devices, jamming the wireless channel so

that messages are not successfully received at all. There aren’t any practical defenses against
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jamming, and thus it succeeds against LGTM. It is worth noting though that jamming

requires expensive equipment and that it is illegal in many countries.

The second avenue for denial-of-service is through the protocol itself. LGTM’s localization

step can be fairly expensive, and the rest of the protocol doesn’t just happen for free. If

Eve spams Alice or Bob’s device with LGTM requests, they will waste time processing these

requests. But this attack goes further. Since these augmented reality headsets are stand-

alone and mobile, they will be battery-powered. By spamming Alice or Bob’s device and

forcing heavy computation, Eve can execute a battery drain attack. The best defense against

an attack like this is to have some sort of monitoring on LGTM protocol messages, and if

too many are received, the protocol can be aborted. This is similar to TCP’s congestion

control mechanism [63]. This prevents battery drain attacks, but does nothing to stop the

denial-of-service attack. There is no way to really defend against this attack either.

4.2.4 LGTM Attack Security Summary

When implemented properly, LGTM is secure against the most common attacks on pairing

protocols: man-in-the middle and user impersonation attacks. This security is, however,

reliant on the accuracy of the implementation’s wireless localization technique, but I expect

the accuracy of wireless localization techniques to continue to increase. In fact, in the time

between the start of work on this research and now a new technique was published [57],

bringing another leap forward in wireless localization.
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4.3 Usability

Usability is a great thing to have for any piece of technology. It increases the likelihood of

adoption, decreases avoidable user error, and reduces user frustration, which is linked to the

other two points.

The International Standards Organization defines usability as, “The extent to which a prod-

uct can be used by specified users to achieve specified goals with effectiveness, efficiency,

and satisfaction in a specified context of use” [64]. Besides being good for user satisfaction,

usability can be an important factor in increasing security by reducing user errors that lead

to security issues. It is no surprise that usability is increasingly becoming a focus for security

schemes, especially in pairing [46, 47, 15, 40, 48, 11]. One study of device pairing methods

[48] found that increasing the quality and usability of a user interface in a security scheme

decreased errors that lead to a security failure in one pairing method by 20 percentage points

and another by 7.5 percentage points. These two pairing methods were not seemingly com-

plex schemes either. The first one required comparing two short alphanumeric strings on

each device and confirming that they matched. The second one required selecting matching

alphanumeric strings from a list on each device. It’s also important to note that in this

study, the devices were under the control of a single user. In [40] device pairing schemes

with two users are examined. It was found that numeric-comparison had no fatal errors in

this case, but copy-confirm, where one user reads out a number to the other, and the other

user then enters that number into their device, had a fatal error rate of 17%.

To improve user satisfaction and increase security, LGTM is designed to be a highly usable

security scheme that is both a pleasure to use and very difficult to make security errors with.

Combining facial recognition and wireless localization to reduce user-device authentication to
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two actions is very user-friendly. By adding facial recognition on top of wireless localization

LGTM can auto-remove choices whose wireless signal location and face location do not

match up. Users outside the device user’s field of view are also auto-eliminated by context

since the user is not facing that direction. Reducing the number of choices available to a

user is a fantastic way to increase usability, since it inherently reduces cognitive load for

the user. When considering the device pairing usability study mentioned above, it can be

seen that reducing the number of user choices should also reduce user error, since there

are fewer wrong choices. Consider further that instead of recognizing a string of numbers,

users are recognizing human faces, a particular human talent [62]. LGTM’s combination of

facial recognition and wireless localization makes for a very usable scheme that will also help

prevent users from making security errors during authentication.

Usability is also impacted by the communications method used for LGTM. Point to point

device communication is always available, barring local device failures, which inherently

makes it more usable since it can be used in a larger variety of scenarios. Consider the

common case of being on an airplane with no reliable wireless connection or the even more

common case of being in an area with no WiFi and no cellular connection. This second

case is present every day for many people in both rural and undeveloped areas with slow or

nonexistent Internet connections, and as a result, sharing content with people who are present

by going over the Internet would range from prohibitively time consuming to impossible.

4.4 Privacy

A common misconception is that most people are not concerned about digital privacy. How-

ever, a 2015 study by the Pew Research Center [65] found that 86% of Internet users have
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taken steps to remove or mask their digital footprints online, and 55% of Internet users

have taken steps to avoid surveillance by specific individuals, organizations, or governments.

When it comes to user privacy, LGTM delivers. Since LGTM relies on point to point wire-

less communication, attackers must be co-located with their targets, significantly diminishing

the reach that arbitrary attackers can exert. Prolonged digital surveillance of an individual’s

point to point content sharing would require something akin to stalking, which is unlikely

to occur as often as hacking does on the Internet.

Furthermore, by sending data from point to point, we can avoid empowering a central au-

thority with hordes of user data: who users talk to, who users are close to, what users are

sending to one another, and when. This is data that many users would like to keep private,

but that many large companies see as a gold mine. The safest way to keep this data from

being abused to is not make it available to third-parties. With LGTM, this data is as private

as any untapped conversation between two people.



Chapter 5

Implementation

5.1 Testbed

Real world augmented reality headsets are still fresh on the market and are very rare. On

top of this, the limited headsets on the market do not provide sufficient access to information

about the wireless channel that is necessary for wireless localization. These two factors make

implementing LGTM on real augmented reality headsets infeasible.

However, I have stripped down LGTM’s hardware and contextual requirements to the bare

minimum leaving us in need of: a high-definition video camera, wireless point to point com-

munication capabilities, wireless localization capabilities, a display, reasonable computational

abilities, and close proximity of a face to wireless antennas. All of these requirements are

satisfied by equipping two Fujitsu LifeBook T900 laptops running Linux Mint 17 Qiana with

a Logitech C270 720p web cam, an Intel 5300 wireless card with custom firmware for Linux

from Halperin et al. [53] that enables retrieval of channel state information and point to

34
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point wireless communication using 802.11n, an array of three antennas affixed to the back

of the laptop screen at 10 centimeter intervals, and finally by attaching printed pictures of

faces from the Yalefaces dataset [66] to the back of the laptop over the antenna array. This

last point is important since augmented reality headset users will have their face directly

adjacent to the wireless transmitter which LGTM exploits to couple the wireless signal and

the user together. This context is an extremely important enabler of LGTM. A pair of im-

ages with the face photograph on and off is shown in figure 5.1. To be sure, the testbed itself

is not a practical setup, but it perfectly emulates the requisite hardware of real augmented

reality headsets.

5.2 Technologies and Software

LGTM employs many technologies in service of bootstrapping secure communication, and

these technologies have several different implementation choices. So in implementing LGTM

I made several choices of technology and software, which I will explain and justify here.

5.2.1 Wireless Communication

I use the 5 GHz channel of 802.11n as the wireless channel for LGTM. There are known issues

that arise with the Intel 5300 wireless card and the channel state information the custom

firmware provides when it is operated on the 2.4 GHz channel [52, 56], leaving me with the

5 GHz channel. To listen to the channel and send and receive packets, I use the existing

supplementary software for the Intel 5300 CSI Tool [53]. I made some minor modifications

to the existing code to handle packet decoding in addition to channel state information
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Figure 5.1: Testbed laptop shown with and without a printed face picture.

recording and to facilitate reading data from files to be transmitted. The supplementary

software is written in a combination of MATLAB and C. To configure the wireless card
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and OS settings, I used the Linux networking ‘ip’ command and wireless networking ‘iw’

command extensively.

5.2.2 Cryptography

Technologies

In my implementation, I employ elliptic curve Diffie-Hellman key exchange instead of stan-

dard Diffie-Hellman key exchange to reduce the number of bits required for the public-private

key pairs, thus increasing performance [67]. Elliptic curve Diffie-Hellman requires an appro-

priate elliptical curve to perform computations over, and I use curve secp256r1, specified in

[68]. This curve is used by default in the implementation, so there is no agreement step to

come to a consensus between the devices involved, and the parameters g and p in figure 3.1

are not transmitted.

For symmetric encryption, I use the advanced encryption standard (AES) block cipher with

a 128 bit key [69] in Galois Counter Mode (GCM) [70]. Galois counter mode provides both

authentication and encryption for messages by using a keyed hash as a message authentica-

tion code or HMAC for short. GCM operates only over block ciphers with 128-bit blocks,

hence the choice of AES-128 over AES-256.

Software

To implement LGTM’s cryptographic components I used the popular Crypto++ C++ li-

brary, which provides functions and classes to support elliptic-curve Diffie-Hellman, random

number generation, AES, and GCM for various symmetric key block cipher algorithms.
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Using these crypto-primitives, I built up two main files: one to run the cryptographic building

blocks of LGTM and one to use these building blocks to form the messages sent back and

forth between Alice and Bob. The cryptographic building blocks for LGTM are separated

into 6 functions:

• generateRandomNumber

• generateDiffieHellmanParameters

• diffieHellmanSharedSecretAgreement,

• generateSymmetricKeyFromSharedSecret

• encryptFile

• decryptFile

The function names should be mostly self-explanatory; they serve to generate a random

number and return it, generate a public-private key pair for Diffie-Hellman and return them,

agree on a shared key using Diffie-Hellman, generate a symmetric key using the shared secret,

and encrypt and decrypt files. In my implementation, these functions can be found under

the cryptography folder in the lgtm crypto.cpp file.

These functions are used by the higher level functions that construct messages to send at

each step of the protocol. These messages can all be mapped back to steps in the protocol

diagram in figure 3.1. Their names are:

• firstMessage

• replyToFirstMessage
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• secondMessage

• replyToSecondMessage

• decryptThirdMessageReply

FirstMessage generates a Diffie-Hellman public-private key pair, generates a random number

that’s 256 bits long, and writes the random number and public key to a single file as well as

writing all the generated data to separate files for retrieval later. ReplyToFirstMessage splits

a received file into the random number and public key from firstMessage, generates a public-

private key pair, derives the shared secret and symmetric key using the other public key,

generates a random number, exclusive-ors the generated random number and the received

random number together, then writes the generated parameters to separate files and the

generated public key, random number, and exclusive-or of both random numbers to a single

file.

SecondMessage splits a received file into the random number, public key, and exclusive-or

of both random numbers. Then it derives the Diffie-Hellman shared secret, computes a

symmetric key using the Diffie-Hellman secret, writes all the newly generated parameters to

separate files, and encrypts and saves a file using the shared symmetric key that holds data

to be used for facial recognition.

ReplyToSecondMessage decrypts and saves a received message, exiting with a failure status

if the encrypted data is found to have been tampered with. Then it encrypts a file using the

shared symmetric key holding data to be used for facial recognition and saves it.

Finally, decryptSecondMessageReply decrypts and saves a received file, exiting with a failure

status if the encrypted data is found to have been tampered with.



40

These various methods are are invoked from the command line by passing the following

string arguments to the program:

• first-message

• first-message-reply

• second-message

• second-message-reply

• decrypt-third-message-reply

In my implementation, these functions can be found under the cryptography folder in the

lgtm crypto runner.cpp file.

Data is passed and stored primarily using files. The reasoning behind this is that the cryp-

tography software for LGTM is run periodically as part of the higher-level LGTM program.

As a result, I must maintain state variables between runs where the program exits as well

as reading in data generated by other separate programs. The simplest way to do this is

through files.

5.2.3 Facial Recognition

Facial recognition is a multi-step process. Before recognizing a face, all the faces in the

current field-of-view must be detected. My implementation detects all faces in the current

field of view and then checks each one with facial recognition. My implementation’s facial

detection relies upon Haar feature-based cascade classifiers [71]. This method was designed
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specifically for performance. It uses many feature detectors that are run in a tree-like fash-

ion, with simpler, faster feature detectors being run first, followed by more complex, more

expensive, more discriminating feature detectors.

To recognize the faces detected, I require robust facial recognition under sometimes less than

ideal circumstances. Most facial recognition algorithms are tested using image files directly

fed into the algorithm. Oftentimes these images are taken under idealized conditions that are

not necessarily representative of common use-cases. As a result, I found that several facial

recognition algorithms are not sufficiently robust to serve my purposes. In the testbed, I’m

running facial recognition on images from the Yalefaces dataset attached to laptops, but the

training set of images is comprised of image files from the Yalefaces [66] dataset which were

taken under idealized conditions. So I need a facial recognition algorithm that can generalize

from faces in photos taken in idealized conditions to the less than ideal case faced in the

testbed of recognizing faces in photos affixed to laptops. To serve this need, I used linear

binary pattern histograms (LBPH) for facial recognition [72, 73]. This technique has been

found to be robust in many conditions where facial recognition techniques based on more

elegant methods, such as Eigenfaces [74] and Fisherfaces [66], fail. My cursory evaluation of

facial recognition techniques indeed found that Eigenfaces and Fisherfaces were insufficient

for my applications, recognizing approximately half of the faces in Yalefaces, while LBPH

succeeds in recognizing all the faces in Yalefaces.

I used the OpenCV 3.0 [75] C++ library in my implementation to compare Eigenfaces,

Fisherfaces, and LBPH for facial recognition and also for facial detection using Haar feature-

based cascade classifiers. OpenCV provides out-of-the-box implementations for all of these

methods.
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An important implementation note to mention is that instead of sending a facial recognition

model for each test device’s assigned face, my implementation transmits a folder of images

from the Yalefaces dataset, which is tarred (using the tar program) into an archive file. This

folder contains a training set which is used by the recipient to train a facial recognition

model. I found this method to be more efficient in terms of network usage since OpenCV’s

facial recognition models are very, very large. As a result the facial recognition model must

be trained on each run of LGTM, however I found this to be extremely fast, taking less than

1 second.

I put together these components, and others, to implement LGTM. The Yalefaces dataset is

preprocessed before the training sets for each individual is put together. This preprocessing

step crops the image to include the face and as little else as possible. This was done using

the Haar cascade classifier on each image and then cropping on the detected face. I experi-

mented with data augmentation techniques to increase the size of the dataset. Specifically,

I perturbed each training image by many combinations of angles along all three axes. Un-

fortunately this did not create a better classifier for my use-case, in fact, it made it worse.

This was true for Eigenfaces, Fisherfaces, and LBPH.

When LGTM is being run, I retrain an LBPH classifier using a newly received set of photos

of one of the individuals from the Yalefaces dataset. This retraining takes less than 1 second,

so it is not a significant contributor to the computational cost of running LGTM. The facial

recognition program also takes in a file containing a list of the top angle of arrivals selected

by the wireless localization algorithm. It uses these angles when it finds a face it recognizes;

that face’s bounding angles on either side of the box drawn around it is calculated and

compared to the angles of arrival. The face is displayed as a match with a box around it to

the user if and only if the bounding angles match one of the angles of arrival in the passed
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file within a certain tolerance.

5.2.4 Wireless Localization

The most intricate of the technologies involved in LGTM is by far wireless localization. The

recent advances in wireless localization [55, 56, 57] are indeed what make LGTM feasible.

For the testbed, I implemented a modified version of SpotFi [56], adapted to run from a

single device instead of coordinated devices. SpotFi is an angle of arrival based localization

technique that relies on the classical MUSIC algorithm [76] to compute the angle that a

wireless signal originates from relative to an array of antennas.

MUSIC

The key to MUSIC is the existence of a phase difference between each signal as it arrives at

each antenna in an array. These phase differences occur because the antennas are at different

locations, meaning a single wireless signal must travel different distances to arrive at each

antenna in an antenna array, thus causing a phase difference. When expressed as a complex

exponential we can write the signal at the Qth antenna as:

Φ(θk) = eQ∗(−j2πd sin(θk)f
c

)

where j is
√
−1, f is the wireless signal’s frequency, d is the distance between antennas in

the array, c is the speed of light, and θk is the angle of arrival for path k. The vector of

these expressions is referred to as the steering vector, denoted a(θ) and seen in figure 5.2.

The steering vector is a function of θ since the remaining parameters are constant.
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Figure 5.2: The steering vector form used in music. Each element indicates the phase offset

from the first antenna in an array, which is why the first element is 1. Since the antennas

in the array are spaced at a constant distance, d, the phase offset at each array element is a

multiplicative increase. 

1

e−j2πd
sin(θk)f

c

e2∗(−j2πd
sin(θk)f

c
)

...

e(M−1)∗(−j2πd sin(θk)f
c

)



The MUSIC paper models a received wireless signal, the column vector X with M elements,

in terms of a matrix, A, with L columns, each of which is a steering vector parameterized

with a different θ. The L steering vectors are for the L different signal paths resulting from

multipath effects. Each of these steering vectors has M elements, one for each antenna,

making A an M × L matrix. This matrix is multiplied by a column vector of L complex

gains, and this expression has Gaussian white noise added to it, denoted by W . All this is

written as:

X = AF +W

For the purpose of localization, construct A from the information we have about the physical

layer through the setup and use the measured signal, X. To start with, MUSIC computes

the covariance matrix:
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S = XXH = AFFHA∗ +WWH

where H denotes the conjugate transpose. This expression is decomposed using eigende-

composition so that we get: S = AFFHAH + λS0, where S0 represents noise and λ is an

eigenvalue of S. When the elements of the noise vector W have mean 0 and variance σ2

λS0 = σ2I, where I is the identity matrix. When the number of paths, L, is less than

the number of sensors, or in my case antennas, M , then AFFHAH is singular, making its

determinant 0. This insight yields the expression:

|AFFHAH | = |S − λS0| = 0

If A is a full rank matrix and (FFH) is positive definite then AFFHAH must be a positive

semi-definite matrix, meaning that the λ in the expression above must be the minimum

eigenvalue λmin ≥ 0.

The rank of AFFHAH is L and this can be shown by computing the eigenvalues of S, since

λmin will be repeated P = M − L times. Using this we can compute the number of paths,

L, from measurements by determining P by counting the number of times the minimum

eigenvalue is repeated for S.

Back to our steering vectors. Recall that there are L actual angle of arrivals from multipath

effects. When these true angle of arrivals are input to the steering vector, it will be orthogonal

to what is referred to as the noise sub-space. MUSIC computes the noise sub-space by

computing the eigenvectors of the signal covariance matrix and constructing a new matrix

using the eigenvectors whose eigenvalues are at a minimum as columns. There are P such

eigenvectors. This matrix is denoted EN .
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To use MUSIC for computing the angle of arrival, we compute PMUSIC(θ) = 1
a∗(θ)ENE

∗
Na(θ)

for a range of θ values and see where PMUSIC peaks. The largest peak is the direct path

angle of arrival.

Due to multipath effects, there will usually be multiple peaks. Multipath effects can be

resolved in MUSIC by having more sensors, which in our case are antennas. Specifically,

the number of sensors in MUSIC must be more than the number of multipath components.

However, average indoor conditions usually have five paths resulting from multipath effects,

and having five or more antennas on a consumer device is currently impractical and expensive.

SpotFi

The key insights in SpotFi are to overcome the limitations from multipath and a limited num-

ber of antennas. These insights are using channel state information measurements from each

subcarrier in 802.11n combined with a method of creating more sensors using mathematical

tricks while requiring only three antennas.

To understand this first insight, let’s briefly look at subcarriers and how they’re used. Many

modern communications systems, including 802.11n, rely on orthogonal frequency division

multiplexing (OFDM) [77]. From a high level, OFDM divides up a chunk of frequency

into separate channels, referred to as sub-channels, and transmits data using each sub-

channel. These sub-channels’ central frequencies are referred to as subcarriers since each

carrier frequency is a small part of a different central frequency which defines the chunk

used by OFDM. OFDM selects subcarriers whose frequencies are closely spaced, but also

orthogonal to minimize interference. The primary advantage of OFDM is its ability to cope

with poor channel conditions [78, 77].
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To use these subcarriers first requires a modification to the model of a wireless signal pre-

sented in the original MUSIC paper. Instead of modeling X as a column vector of M

measurements, from M antennas, we model X as an M × N matrix, where N equals the

number of subcarriers used. This results in the channel gain matrix F being modeled as a

L×N matrix and the noise matrix W being modeled as a M ×N matrix.

In the channel state information retrieval tool provided by Halperin et al. [53] channel state

information is retrieved for each subcarrier. Enabling SpotFi to be implemented on the

commodity Intel 5300 wireless card.

The authors of SpotFi perform their manipulations on the expression above, minus the noise

matrix, W , for simplicity, so I will do the same for the remainder of this explanation of

SpotFi.

SpotFi modifies MUSIC to use steering vectors that consider both time of flight and an-

gle of arrival. As stated above, MUSIC uses phase differences across sensor arrays; phase

differences between subcarriers are too small to be useful since the difference is 2π(m −

1)d(fi − fj) sin(θk)/c, where fi and fj denote the frequencies of two subcarriers. This phase

difference is rendered insignificant by the speed of light term, c, in the denominator. The

maximum spacing between subcarriers in 802.11 is 40 MHz. At this distance, with antennas

spaced at half a wavelength, any angle of arrival introduces a phase shift of at most 0.002

radians across the subcarriers, which can just as easily be a result of noise. The authors

of SpotFi introduce time of flight to obtain more discriminating phase differences. Time of

flight between subcarriers can also be expressed as a complex exponential:

Ω(τk) = e−j2πfδτk
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where fδ is the frequency difference between adjacent subcarriers and τk is the time of flight

for the kth path. The phase difference for time of flight across two adjacent subcarriers can

be computed with: −2π(n−1)fδτk. Since there is no speed of light term in the denominator,

the phase difference that exists between subcarriers is significant. SpotFi uses these phase

differences between subcarriers for time of flight the same way classical MUSIC uses the

phase differences between antennas.

However, to properly utilize the new time of flight phase shifts, some additional work must

be done. Recall that MUSIC requires that the number of measurements from the sensor

array that can be written as a linear combination of steering vectors must be greater than

the number of paths. To satisfy this requirement, the SpotFi authors construct a new signal

measurement matrix X using the recorded signal information.

In the classical MUSIC algorithm, the steering vector is a vector of signals obtained across

an antenna array that is parameterized only by an angle θ. SpotFi’s modification in adding

time of flight makes the steering vector a two parameter function, a(θ, τ), where τ is time of

flight. However, the new steering vector and signal measurement matrix must be carefully

manipulated to fit the constraints put forward by MUSIC. The trick to doing this is to

construct the new X such that the sensors are overlapping sub-arrays of sensors in terms of

time of flight and angle of arrival.

Since MUSIC is a mathematical technique, the authors of SpotFi move Φθk and Ωτk terms

into the matrix of complex gains, F , so that A can be expressed in terms of steering vectors

whose only difference is the values of θ and τ that they’re parameterized by. In doing this

the authors augment the sensor array in the logical sense. They are essentially doing a very

clever matrix factorization in order to fit MUSIC’s constraints.
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Figure 5.3: The smoothed CSI matrix constructed in SpotFi and the matrices A and F

which are specifically constructed to be compatible with MUSIC.

(a) Smoothed 30 x 32 CSI matrix. The first index on the CSI terms refers to the

antenna number while the second index on the CSI terms refers to the subcarrier

number. Notice that the subcarrier count increase in both row and column until

switching over to a new antenna.

X =



csi1,1 csi1,2 ... csi1,16 csi2,1 csi2,2 ... csi2,16

csi1,2 csi1,3 ... csi1,17 csi2,2 csi2,3 ... csi2,17

. . . . . . . .

. . . . . . . .

. . . . . . . .

csi1,15 csi1,16 ... csi1,30 csi2,15 csi2,16 ... csi2,30

csi2,1 csi2,2 ... csi2,16 csi3,1 csi3,2 ... csi3,16

csi2,2 csi2,3 ... csi2,17 csi3,2 csi3,3 ... csi3,17

. . . . . . . .

. . . . . . . .

. . . . . . . .

csi2,15 csi2,16 ... csi2,30 csi3,15 csi3,16 ... csi3,30


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(b) The steering matrix, each column is a steering vector parameterized with different

θ and τ and each of these steering vectors covers two antennas. Recall here that

X = AF , where X is the measurement matrix input to the MUSIC algorithm.

A =


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(c) The matrix of complex gains. Φθk and Ωτk terms have been moved into this

matrix so that the matrix A can be composed only of steering vectors.

F =
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See figure 5.3 to see exactly how this manifests itself. This altered signal matrix is referred to

as the smoothed channel state information matrix, and can be said to have 30 sensors total,

which is achieved by creating all possible shifts of 15 subcarriers between two antennas. Now

that we have the new steering vector a(θ, τ) and the smoothed channel state information

matrix, we can input this into the classical MUSIC algorithm, with minor modifications to

account for both angle of arrival and time of flight. These minor modifications amount to sim-

ply plugging in different values for θ and τ in the expression PMUSIC(θ, τ) = 1
aH(θ,τ)ENE

H
N a(θ,τ)

instead of only plugging in different θ values. We search for peaks in the same way that we

would with only θ, except expanded to two-dimensions.

SpotFi runs the modified MUSIC algorithm for several packets and then clusters the results

using each packet’s computed normalized time of flight and normalized angle of arrival as

two-dimensional coordinates. See figure 5.4 for examples. The original SpotFi paper used

Gaussian mean clustering to achieve this, which requires as input the expected number of

clusters to generate, which equates to the number of multipath components. To make my

implementation more robust to changing conditions, I used agglomerative clustering, which

only takes qualitative cluster measurement parameters such as: the inner squared distance

from point to cluster and the distance between the centers of clusters before the clusters are

merged into one. These parameters can be easily determined prior to deployment.

To determine these parameters I used collected channel state information from an ASUS 5

GHz router from pinging it when it was at several known locations. Afterwards I ran SpotFi

on this data several times and tuned the clustering parameters until the clusters were of

high quality. This tuning should hold across different deployments of LGTM since the time

of flight and angle of arrival used in clustering are normalized. Therefore the distances are

over normalized values which do not change, meaning the parameters defining a good cluster
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should remain constant across varying wireless conditions.

Figure 5.4: Clustering results from running SpotFi on four different sets of wireless data.

The cluster selected by SpotFi is circled in each figure. Time of flight is on the y-axis, angle

of arrival is on the x-axis. Notice that angle of arrival is displayed in degrees, but the calcu-

lations for clustering are performed over normalized angle of arrivals. The representation in

degrees is for readability.

A cluster is selected as the correct choice using a weighted likelihood computed using: number

of points per cluster, average angle of arrival for the cluster, average time of flight for the

cluster, and mean time of flight.
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wCCk − wθσθk − wτστk − wsµτk

Note that Ck is the number of points in cluster k, σθk is the variance over the angle of arrival

for cluster k, στk is the variance over the time of flight for cluster k, and µτk is the mean of

the time of flight. The main idea behind this likelihood is that the cluster with the most

points and the least variance (tightest clustering) should be selected since the direct signal

path should have less variance in its measurements. The term with the mean time of flight

for cluster k is included since the signal with shorter time of flight should be more likely

to be the direct path signal in line of sight scenarios. See figure 5.4 for an example of the

correct clustering selections chosen with the likelihood.

To compute the weights for each of the likelihood terms, I used the collected channel state

information from the ASUS 5 GHz router again and then fed cluster information labeled

with the correct cluster choice into a linear support vector machine [79]. The SVM learned

appropriate weights from the data which I used for the remainder of my SpotFi implemen-

tation.

The SpotFi system runs the modified version of MUSIC on multiple wireless access points

and then combines the results from each to come up with a precise location. In my im-

plementation, however, I am working from a single laptop, and so my implementation of

SpotFi does no such combination, relying upon the angle of arrival computed on a single

receiver. This certainly decreases the localization accuracy in comparison to the original

SpotFi system; however, for this LGTM proof of concept, it is acceptable, especially since

there has been very little work that can localize a wireless signal from a single point us-

ing commodity hardware. Furthermore, there are unique properties of LGTM that should
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mitigate localization errors.

I find myself working in a constrained scenario in comparison to the SpotFi paper. SpotFi

is a general wireless localization technique designed to work in non-line of sight and line

of sight scenarios. In LGTM, there will always be a line of sight between the two users

engaging in LGTM. Furthermore the distance between two users is expected to generally

be quite small, and SpotFi’s localization performs better over shorter distances [56]. These

constraints make me confident that this adapted SpotFi will be suitable enough for a proof

of concept of LGTM. To validate this claim, I report localization accuracy results in the

experiments section.

Since SpotFi is the most expensive operation in LGTM, I performed some optimizations to

improve performance. In SpotFi, the angle of arrival is computed for each packet using the

modified MUSIC algorithm, which is the most expensive part of the entire LGTM protocol.

Since the packets are independent of one another, I parallelized the entire packet processing

loop and improved the overall performance significantly. The processing speed is thus heavily

linked to the number of cores used in processing, adding additional cores will result in direct

speed-ups.

I implement the modified SpotFi and MUSIC algorithm from scratch in MATLAB. To my

knowledge there is no open-source implementation of SpotFi yet, despite apparently high

demand [80], so I am releasing the source code for my SpotFi implementation and the entire

LGTM protocol implementation. It is available at: www.github.com/egaebel/lgtm.

www.github.com/egaebel/lgtm
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5.2.5 Bringing It All Together

The technologies described above are implemented in a combination of: C, C++, MATLAB,

and Linux shell commands. To tie all this software together and construct a data pipeline

for transmission, reception, processing, and user input, I use a Bash script to coordinate the

flow of control. For passing state variables and data between separate programs, I use files

for simplicity. The script first configures the wireless card to listen to the wireless channel for

packets containing a special LGTM token and sets up a prompt for the user to initiate LGTM

with a keystroke. When one user performs the keystroke on one of the testbed laptops a

public key and random number are generated, concatenated together with an LGTM protocol

string indicating it is the first message, and broadcast over the wireless channel. The LGTM

protocol proceeds on autonomously as put forward in the protocol diagram in figure 3.1

with one important difference. Recall that instead of sending a facial recognition model for

each test device’s assigned face, my implementation transmits a folder of images from the

Yalefaces dataset, which is tarred (using the tar program) into an archive file. This folder

contains a training set which is used by the recipient to train a facial recognition model.

After both devices have received the images in the training set along with the channel state

information associated with those packets, my modified version of SpotFi is run, and LGTM

trains an LBPH facial recognition model using the training set. Now we have reached the

human verification step. At this point, a window pops up displaying the real-time stream

from the web cam attached to the laptop. Rendered atop the stream is a box around the

recognized face (if there is one) and text below the box prompting the user to press space

to confirm the face. This is shown in figure 5.5. If both users press space then LGTM is a

success; otherwise, the two users may press escape to terminate LGTM.
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Figure 5.5: The final view for a user about to complete the human verification stage of

LGTM on the testbed. This view is through the web cam of another test laptop with

annotations placed around the recognized face and degrees drawn on the horizontal access

for debugging purposes. The user is prompted to hit space to confirm that the correct face

has been selected.
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Experiments

I found it prudent to run a few experiments to validate my implementation laid out in the

previous section, particularly the wireless localization technique, as a sort of sanity check. In

addition to validating the implementation, I also wanted to identify and validate potential

performance enhancements since LGTM’s core promise is usable security, and slow systems

are less usable. My primary point of evaluation focuses on the performance and accuracy

of the implementation of SpotFi adapted for point to point use since this is the most time

consuming operation in LGTM, the primary component responsible for the security of this

LGTM proof of concept, and my modifications are completely untested.

I also briefly discuss my validation of OpenCV’s LBPH facial recognizer since it’s being used

in a non-traditional scenario. Most research in facial recognition deals with a known dataset

of photos and feeds these photos directly into the facial recognition algorithms, often with

some preprocessing first. LGTM trains on photos and tests on faces captured via web cam in

real-time. This introduces additional noise since the faces are not perfectly centered in the

x, y, or z axes and there is inherent noise in picking up a printed photo from a camera. For

57
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these reasons, it is fitting to briefly mention my evaluation methodology and mention the

performance timing for training, if only to leave the reader without a doubt of the system’s

abilities.

6.1 Wireless Localization

6.1.1 Accuracy

Localization accuracy is front and center in LGTM. LGTM relies on wireless localization

to provide guarantees about a transmitter’s location, which is then used to bootstrap au-

thentication. I found that my system performs modestly in comparison to other localization

works, albeit not up to the high standards that a secure system would require.

To account for acceptable errors in angle of arrival computations, I introduce a slight error

tolerance of 40 cm on either side of the face. Since I control the distance and angle between

test devices in the experiment, I use the error tolerance and distance to compute the tolerance

for the angle in degrees.

There are many lessons to gain from the data collected for LGTM’s localization. LGTM

uses a likelihood technique to make the final selection of angle of arrival. This can lead to

an incorrect angle of arrival being selected over the correct one, sometimes by a very slim

margin. To evaluate LGTM’s localization accuracy with this in mind, I focus on the accuracy

of the top-5 angle of arrival selections as well as the mean error and median error. Top-5,

mean error, and median error accuracy reports for distances of: 1 meter, 2 meters, and 3

meters are in table 6.1. The data used was gathered with the two testbed laptops at angles

of: -20, -10, 0, 10, and 20 degrees, where 0 degrees is when the laptops are directly facing one
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Table 6.1: Modified SpotFi localization results using 1025 packets for each localization sam-

ple. Percent correct for the top 1 through 5 positions are reported along with mean error

and median error.

Distances: 1 m 2 m 3 m

Correct in Top 1: 47.0 % 27.0 % 24.0 %

Correct in Top 2: 77.0 % 41.0 % 36.0 %

Correct in Top 3: 90.0 % 66.0 % 48.0 %

Correct in Top 4: 100.0 % 74.0 % 49.0 %

Correct in Top 5: 100.0 % 74.0 % 49.0 %

Mean Error: 0.838 m 1.543 m 2.374 m

Median Error: 0.803 m 1.282 m 2.368 m

another, +10 degrees indicates that one laptop is 10 degrees to the right of center and -10

degrees indicates that one laptop is 10 degrees left of center. The +/- 20 degree cases are the

same as the +/- 10 degree cases. For each angle, I performed LGTM 10 times and saved off

the channel state information used on each laptop. So this yields 20 samples for each angle

at each distance and a total of 100 samples for each distance. For each sample localization

was done using the full 1025 packets sent as part of the facial recognition parameters. There

was not a significant difference in localization accuracy across angles, so I omit the data

describing those cases specifically from this write-up.

As expected, localization accuracy is strongly coupled with the distance between devices.

Percent correct in the top-1 position is almost halved when moving from 1 meter to 2

meters and beyond 2 meters the percent correct in the top-5 drops below 50%. However, the



60

results at all three distances are inadequate for security applications. Luckily, there are some

good, and surprising, results that significantly improve this. Over the course of running my

performance experiments I discovered that using fewer packets resulted in better localization

accuracy. The full results of the sampling experiments are in 6.4 but a shortened result with

the best results, achieved with only 10 packets, are shown in table 6.2.

Table 6.2: Modified SpotFi localization results using 10 packets for each localization sample.

Percent correct for the top 1 through 5 positions are reported along with mean error and

median error for distances of: 1 m, 2 m, and 3 m.

Distances: 1 m 2m 3m

Correct in Top 1: 60.0 % 30.0 % 23.0 %

Correct in Top 2: 83.0 % 47.0 % 38.0 %

Correct in Top 3: 95.0 % 65.0 % 45.0 %

Correct in Top 4: 100.0 % 75.0 % 50.0 %

Correct in Top 5: 100.0 % 75.0 % 50.0 %

Mean Error: 0.722 m 1.654 m 2.321 m

Median Error: 0.664 m 1.526 m 1.991 m

6.1.2 Performance

Wireless localization performance is primarily bounded by the number of packets whose

channel state information are used in computing the angle of arrival with the modified

SpotFi implementation. As mentioned in the implementation section, I parallelize this since

processing independent packets is an “embarrassingly parallel” problem. However, LGTM
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still incurs high performance penalties at this step due to the large number of packets. LGTM

collects channel state information for the packets carrying the facial recognition parameters,

which in this evaluation is actually just a tarred folder of photos which are used to train a

facial recognition model. The number of packets to transmit this comes to approximately

1025 with minor variations due to slightly different image file sizes. Processing all these

packets in the modified SpotFi takes up precious time, but using a large number of packets

should intuitively provide better localization results. To examine the trade-off between

localization accuracy and processing time I sampled different numbers of packets uniformly

from the packet stream. Sampling sizes of 750, 500, 250, 100, 50, 25, and 10 were used. I used

the same number of trials as in the non-sampling accuracy results, 200 measurements for

each distance. My findings relating to sampling’s affect on accuracy are presented in table

6.4 in comparison to the baseline localization results with no sampling. My performance

timings are presented in table 6.3 in comparison to baseline performance timing with no

sampling. These times can certainly be improved upon in a fully optimized deployment,

they are best viewed in reference to each other.

Here I found something very surprising, reducing the number of packets increases localization

accuracy. This might be caused by the presence of bursty noise. Noise often occurs in large

chunks in the wireless channel and so there is this notion of burstiness. This throws off the

clustering step in SpotFi, but sampling uniformly would select packets from very different

positions in the packet stream, thus skipping over the chunks of noise in most cases, making

it easy to eliminate these rare bursts. This is simply speculation at this point however.

Regardless of what is causing this unexpected effect, I can certainly say that it is very

positive. What I expected to be a trade-off between computation time and localization

accuracy turned into an increase for both, a most pleasant surprise!
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Table 6.3: Timing results for wireless localization for different numbers of packets.

Number of Packets Time to Run Localization (in seconds)

1025 893.189

750 836.779

500 391.03

250 195.997

100 78.1749

50 39.68

25 19.6615

10 8.57495

Since the modified SpotFi procedure dominates LGTM’s time the timings given in 6.3 es-

sentially represent how long this LGTM prototype takes to run. With further system op-

timizations I am confident that LGTM will be competitive, if not better, than most other

device pairing techniques.

6.2 Facial Recognition

In deploying facial recognition in LGTM, I utilized the famous Yalefaces [66] dataset as a

source of face photos. This dataset is not large, it includes photos of 15 subjects with 12

photos per subject. This should match the consumer use-case for LGTM quite well, since

most users are not going to be willing to take many photos to train a facial recognition

model.
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Table 6.4: Results from the modified SpotFi localization technique when different numbers

of packets are used. This was intended to examine the trade-off between performance and

localization that would occur from decreasing the number of packets used, but instead I

observed greater localization accuracy.

Distance: 1 m

Number of Packets Used in SpotFi: 1025 (no sampling) 750 500 250 100 50 25 10

Correct in Top 1: 47.0 % 47.0 % 49.0 % 47.0 % 51.0 % 49.0 % 58.0 % 60.0 %

Correct in Top 2: 77.0 % 77.0 % 77.0 % 80.0 % 81.0 % 82.0 % 88.0 % 83.0 %

Correct in Top 3: 90.0 % 90.0 % 90.0 % 90.0 % 94.0 % 90.0 % 95.0 % 95.0 %

Correct in Top 4: 100.0 % 100.0 % 100.0 % 100.0 % 100.0 % 100.0 % 100.0 % 100.0 %

Correct in Top 5: 100.0 % 100.0 % 100.0 % 100.0 % 100.0 % 100.0 % 100.0 % 100.0 %

Mean Error: 0.838 m 0.838 m 0.829 m 0.796 m 0.768 m 0.722 m 0.790 m 0.745 m

Median Error: 0.803 m 0.803 m 0.789 m 0.751 m 0.703 m 0.703 m 0.757 m 0.745 m

Distance: 2 m

Number of Packets Used in SpotFi: 1025 (no sampling) 750 500 250 100 50 25 10

Correct in Top 1: 27.0 % 27.0 % 25.0 % 25.0 % 23.0 % 20.0 % 27.0 % 30.0 %

Correct in Top 2: 41.0 % 41.0 % 40.0 % 45.0 % 42.0 % 46.0 % 50.0 % 47.0 %

Correct in Top 3: 66.0 % 66.0 % 63.0 % 65.0 % 68.0 % 67.0 % 65.0 % 65.0 %

Correct in Top 4: 74.0 % 74.0 % 74.0 % 74.0 % 76.0 % 74.0 % 74.0 % 75.0 %

Correct in Top 5: 74.0 % 74.0 % 74.0 % 76.0 % 76.0 % 74.0 % 74.0 % 75.0 %

Mean Error: 1.543 m 1.543 m 1.487 m 1.392 m 1.565 m 1.547 m 1.484 m 1.644 m

Median Error: 1.282 m 1.282 m 1.213 m 1.041 m 1.278 m 1.407 m 1.233 m 1.520 m

Distance: 3 m

Number of Packets Used in SpotFi: 1025 (no sampling) 750 500 250 100 50 25 10

Correct in Top 1: 24.0 % 24.0 % 22.0 % 20.0 % 20.0 % 19.0 % 24.0 % 23.0 %

Correct in Top 2: 36.0 % 36.0 % 36.0 % 35.0 % 34.0 % 35.0 % 33.0 % 38.0 %

Correct in Top 3: 48.0 % 48.0 % 45.0 % 44.0 % 43.0 % 42.0 % 42.0 % 45.0 %

Correct in Top 4: 49.0 % 49.0 % 48.0 % 48.0 % 49.0 % 47.0 % 50.0 % 50.0 %

Correct in Top 5: 49.0 % 49.0 % 49.0 % 50.0 % 51.0 % 49.0 % 50.0 % 50.0 %

Mean Error: 2.374 m 2.374 m 2.405 m 2.446 m 2.444 m 2.224 m 2.477 m 2.396 m

Median Error: 2.368 m 2.368 m 2.289 m 2.330 m 2.367 m 1.915 m 2.739 m 2.425 m
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Most of each subject’s set of photos contained one photo of the subject wearing glasses. A

couple of subject’s photo sets had the subject wearing glasses in all but a few photos. I

removed from each subject’s set of photos the least common eyewear choice. That is, if a

subject was not wearing glasses in a majority of the photos, I removed the glasses photos, if

the subject was mostly wearing glasses, I removed the photos without glasses. Recognizing

users both with and without glasses makes facial recognition slightly more difficult, and in

all LGTM use-cases, both users will be wearing augmented reality headsets, so keeping eye

wear uniform makes sense for these experiments.

For evaluating facial recognition accuracy, I train on all images of one subject except one, the

“happy” photo in each subject’s set of photos. I then test recognition on this one omitted

photo. Using this methodology, I was able to train an LBPH facial recognition model to

accurately recognize every single subject in the Yalefaces dataset.

Facial recognition is not a performance bottleneck at all. My implementation trains a new

classifier using the training photos on each run and it takes less than one second. Recognition

itself is virtually instant; there is no noticeable lag time.

I can safely say, from my validation experiments on LBPH facial recognition for use-cases

fitting LGTM that facial recognition is an efficient and accurate part of the whole LGTM

system.



Chapter 7

Conclusion

7.1 Future Work on LGTM

There remains room to further improve LGTM by using more of the unique hardware and

abilities that come with augmented reality. Simultaneous location and mapping (SLAM) is

the field which explores mapping out a user’s surroundings in terms of depth to objects and

user location in the environment [33, 34, 35, 36, 37]. No doubt many techniques from this

field can be used to bolster LGTM’s usability and make selecting users to share with even

easier.

Of course, improved wireless localization accuracy will be a large contributor to improving

LGTM. I fully expect the field to continue advancing the accuracy of wireless localization

as it has over its entire existence. Indeed, since work on LGTM initially began, wireless

localization has taken a huge step forward thanks to the works of Vasisht et al. in [57],

which describes a technique for performing decimeter level localization from a single access
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point with three antennas.

More work on analyzing LGTM itself also remains to be done. I have referenced a great

many usability studies in this thesis, it would be great to perform one to get empirical data

on LGTM’s usability.

LGTM has been presented as a protocol to authenticate two users, but it can easily be

expanded to include multiple users, however the exact method by which this should be done

is not entirely clear.

Finally, a great deal of work can be done to examine augmented reality attacks in general,

particularly ones involving spamming a users’ vision or tricking users into accepting some-

thing inadvertently. There has been a small body of work on this topic already [81, 60], but

for a new computational paradigm we are going to need a lot more.

7.2 Conclusion

The future of computing lies in augmented reality and beyond. The digital interfaces that

we all interact with on a daily basis are going to become richer, more intuitive, and more

natural. It’s only right that authentication grow more intuitive and natural as well. In

this thesis I have presented LGTM: authentication for augmented reality, which promises to

make authenticating a wireless signal as simple as figuring out who’s talking to you. LGTM

achieves this apparent simplicity by leveraging advances in wireless localization and facial

recognition, combining wireless signal origin and user face location to create this simplicity.

I have implemented LGTM using a diverse set of software, hardware, and technologies. This

implementation has been open-sourced, so that it can be built upon, improved upon, and
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scrutinized by other interested parties. After performing extensive analysis, both empirical

and theoretical, on my implementation I have found it to be a promising security scheme

that will only improve as time goes on and we get closer to the future of computing.
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