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ABSTRACT

Computational biology currently faces challenges in a ‘big data’ world with thousands of data samples across multiple disease types including cancer. The challenging problem is how to extract biologically meaningful information from large-scale genomic data. Next-generation Sequencing (NGS) can now produce high quality data at DNA and RNA levels. However, in cells there exist a lot of non-specific (background) signals that affect the detection accuracy of true (foreground) signals. In this dissertation work, under Bayesian framework, we aim to develop and apply approaches to learn the distribution of genomic signals in each type of NGS data for reliable identification of specific foreground signals.

We propose a novel Bayesian approach (ChIP-BIT) to reliably detect transcription factor (TF) binding sites (TFBSs) within promoter or enhancer regions by jointly analyzing the sample and input ChIP-seq data for one specific TF. Specifically, a Gaussian mixture model is used to capture both binding and background signals in the sample data; and background signals are modeled by a local Gaussian distribution that is accurately estimated from the input data. An Expectation-Maximization algorithm is used to learn the model parameters according to the distributions on binding signal intensity and binding locations. Extensive simulation studies and experimental validation both demonstrate that ChIP-BIT has a significantly improved performance on TFBS detection over conventional methods, particularly on weak binding signal detection.

To infer cis-regulatory modules (CRMs) of multiple TFs, we propose to develop a Bayesian integration approach, namely BICORN, to integrate ChIP-seq and RNA-seq data of the same tissue. Each TFBS identified from ChIP-seq data can be either a functional binding event mediating target gene transcription or a non-functional binding. The functional bindings of a set of TFs usually work together as a CRM to regulate the transcription processes of a group of genes. We develop a Gibbs sampling approach to learn the distribution of CRMs (a joint distribution of multiple TFs) based on their functional bindings and target gene expression. The robustness of BICORN has been validated on simulated regulatory network and gene expression
data with respect to different noise settings. BICORN is further applied to breast cancer MCF-7 ChIP-seq and RNA-seq data to identify CRMs functional in promoter or enhancer regions.

In tumor cells, the normal regulatory mechanism may be interrupted by genome mutations, especially those somatic mutations that uniquely occur in tumor cells. Focused on a specific type of genome mutation, structural variation (SV), we develop a novel pattern-based probabilistic approach, namely PSSV, to identify somatic SVs from whole genome sequencing (WGS) data. PSSV features a mixture model with hidden states representing different mutation patterns; PSSV can thus differentiate heterozygous and homozygous SVs in each sample, enabling the identification of those somatic SVs with a heterozygous status in the normal sample and a homozygous status in the tumor sample. Simulation studies demonstrate that PSSV outperforms existing tools. PSSV has been successfully applied to breast cancer patient WGS data for identifying somatic SVs of key factors associated with breast cancer development.

In this dissertation research, we demonstrate the advantage of the proposed distributional learning-based approaches over conventional methods for NGS data analysis. Distributional learning is a very powerful approach to gain biological insights from high quality NGS data. Successful applications of the proposed Bayesian methods to breast cancer NGS data shed light on underlying molecular mechanisms of breast cancer, enabling biologists or clinicians to identify major cancer drivers and develop new therapeutics for cancer treatment.
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GENERAL AUDIENCE ABSTRACT

Next-generation sequencing data is currently widely used in biomedical research. How to extract biological meaningful signals from noisy ‘big’ data is the main challenge for today’s computational biology. Transcription factor-gene regulation is a classical topic in this field. Recently using Next-generation sequencing technology biologists can measure signals related to gene regulation with a greatly improved accuracy. In this dissertation research, to study cell type specific regulatory mechanism, under a Bayesian framework, we propose three novel distribution learning-based approaches to respectively detect transcription factor binding sites, infer cis-regulatory modules, and identify somatic mutations. We demonstrate the advantage of the proposed distributional learning-based approaches over conventional methods for Next-generation sequencing data analysis. Distributional learning is a very powerful approach to gain biological insights from high quality and large scale biomedical data. Successful applications of the proposed Bayesian methods to breast cancer Next-generation sequencing data shed light on underlying molecular mechanisms of breast cancer, enabling biologists or clinicians to identify major cancer drivers and develop new therapeutics for cancer treatment.
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1. Introduction

1.1 Motivations

Computational biology is a cross-subject area that mainly focuses on the development and application of mathematical modeling techniques to the study of biological systems [1]. Under biological hypotheses proposed by biologists and clinicians, computational scientists aim to develop specialized algorithms to assess the complexity of biological systems. Currently, most computational efforts have been devoted to the translational cancer research [2]. Cancer is a complex disease, involving multiple and specific changes at the DNA, RNA and protein levels, which can be inherited from parents and/or induced by environmental factors [3]. There are many different types and subtypes of cancer. The main factor driving cancer development is still unclear. The translational cancer research seeks to identify and understand the causes and effects of cancer-specific variations at different levels and to translate this knowledge to the clinical application to improve cancer prevention and therapy [4]. Over the last ten years, in order to identify new drug targets, many biological hypotheses have been proposed and multiple types of omics data have been generated [5, 6]. Novel computational methods are needed for the high throughput biomedical data analysis.

Next-generation sequencing (NGS) technology has greatly improved the accuracy of biological signal measurements and sped our progress on fighting against cancer [7]. Using only a small number of deeply sequenced biological samples we are able to identify specific molecule markers of a specific type of cancer cells under a certain condition. The current NGS platform can provide different data types including exome or whole genome DNA [8, 9], coding or non-coding RNA [10, 11], protein-DNA interaction [12], protein-RNA interaction [13], DNA 3D structure [14], etc. The major objective of modelling NGS data is to differentiate foreground signals (highly active signals under a certain condition) from background signals. However, the difficulty is that background signals cannot be simply treated as random noise. Although they are much less active, they may be transmitted from some fundamental elements [12] and can form a certain distribution pattern. Therefore, using conventional methods based on the ‘foreground signal + noise’ model we may obtain a lot of false positive predictions. Alternatively, using a foreground-background mixture model can greatly improve the prediction accuracy. In this
mixture model, a reasonable hypothesis of the distribution of foreground or background signals is a prerequisite for accurately extracting foreground information from each NGS data sample. Due to the diversity of biological systems, in most cases we only know the basic distribution shape of the measured signals. The distribution parameters need to be learned from the data directly. For some particular biological questions, a joint distribution of multiple factors needs to be learned. However, such a joint distribution is difficult to model using a particular probabilistic distribution. Hence, novel distributional learning algorithms need to be developed.

1.2 Background and data sources

NGS data have multiple types including three major ones including ChIP-seq, RNA-seq and DNA-seq. Transcription factor (TF) is a protein that binds to specific DNA sequences, thereby controlling the rate of target gene mRNA transcription. Chromatin immunoprecipitation (ChIP) with massively parallel sequencing (seq) technology is used to investigate the mechanism of TF-DNA interactions [15]. ChIP-seq data provides a detailed TF-DNA binding signal map along the whole genome. As illustrated in Fig. 1.1(a), a region with high binding signals and low input signals can be called transcription factor binding site (TFBS). If a TFBS is located within a certain distance (e.g., 10k base pairs (bps); promoter region) from the nearest transcription starting site (TSS), we will use the proximal binding theory that the TF will directly regulate the expression of the nearest target gene [16]. If the binding location of a TFBS is quite far away from any TSS (e.g., 200k bps), we will use the distal enhancer loop theory that the TF will activate an enhancer region and then regulate the expression of a distal target gene [17]. An enhancer region may be distally located either upstream or downstream of the gene it regulates, as some enhancer regions have been found located a few hundred thousand base pairs away from TSS [18]. The enhancer region may ‘jump’ over the nearest target gene to regulate one or multiple distal genes [19]. Obviously, the key step in ChIP-seq data analysis is TFBS identification. Only after that can we further study TF-gene regulation through promoter or enhancer mechanism.
Figure 1.1 Transcriptional regulation of gene expression. (a) Physical binding signals in the ChIP-seq data can be used to identify TFBSs at promoter and enhancer regions. (b) TFs bind together as cis-regulatory modules to regulate the mRNA transcription of target genes. RNA-seq data provides gene expression measurement. (c) Whole genome DNA-seq data can be used to detect genomic mutations occurring at promoter, enhancer, coding regions. Functional mutations may interrupt the normal gene transcriptional process.

ChIP-seq data has been widely used to identify TFBSs in several major types of cancer cells [20]. General TFs usually bind at the promoter region to directly regulate the expression of the target gene. Some specific TFs bind at distal enhancer regions, recruit RNA polymerase II
and the general TFs, and then begin transcribing the genes (3). Modelling multiple TFs simultaneously at enhancer or promoter regions helps to investigate the collaborative roles of multiple TFs on target gene regulation. A cis-regulatory module (CRM) is defined as a stretch of DNA, e.g. 1k base pairs in length, with binding sites of multiple TFs. TFs in each CRM regulate a group of target genes whose expression is either significantly activated or repressed [21]. With TF-DNA binding information obtained from ChIP-seq data, researchers can measure the target gene expression and then use reverse engineering approaches to infer how TFs collaboratively work together (function as CRMs) [22]. RNA-seq is a recently developed technique for transcriptome profiling [23]. Using RNA-seq data, functional bindings or CRMs can be inferred from the initial TF-DNA binding network obtained from ChIP-seq data, as shown in Fig. 1.1(b). In this integrative analysis, high quality RNA-seq expression data plays an important role to accurately predict CRMs.

The above mentioned studies about TFBS identification and their functional effects on target gene expression are based on the hypothesis that both encoding regions (promoter or enhancer regions) and coding regions (exons of gene body) are ‘normal’. However, in cancer research, genomic mutations occur frequently at places in the whole genome. If a genomic mutation happens to an encoding and coding region, TF may not be able to bind at that location and/or the gene transcription process will be affected [24], as shown in Fig. 1.1(c). The whole genome DNA-seq (WGS) provides a full map of genomic mutations including single nucleotide variation, small insertion or deletion, structural variation (SV) and copy number variation [25]. Most computational efforts are focused on SVs because they can only be detected using paired-end reads in WGS data [26, 27], while other types of mutations can also be detected using SNP array data [28]. Functional effects of SVs on gene expression or cell phenotype have been widely discussed [29]. Currently, one major task in WGS data analysis is to identify cancer specific SVs [30, 31], also called somatic SVs. Somatic mutations are likely to be critical factors determining how tumors progress and respond to treatments. Besides somatic SVs, there are also a lot of SVs which are observed at the same genomic regions in both tumor and normal samples. Such SVs are called germline SVs and are mainly inherited from parents. Germline mutations are less possible to be related with cancer development and are usually treated as background signals in
the study of somatic mutations. Then, how to accurately differentiate somatic SVs from germline SVs is another major problem we will address in this dissertation research.

1.3 Objective and statement of problem

In this dissertation work, we propose three methods to model or integrate multiple types of NGS data for a better understanding of transcriptional regulation. The major focuses of this dissertation research are summarized as follows: (1) to propose a Gaussian mixture model for TFBS identification; (2) to develop a Gibbs sampling approach to infer functional CRMs; (3) to propose a mutation pattern based Poisson mixture model to predict somatic SVs. Briefly, for each type of NGS data, we propose a unique probabilistic mixture model to denote the co-existence of foreground and background signals. Under the Bayesian framework, based on the prior distribution hypothesis made for foreground or background signals, we learn the posterior distributions of foreground and background signals from the high quality NGS data.

1.3.1 Identifying transcription factor binding sites using ChIP-seq data

To identify TFBSs of a specific TF, biologists run a sample ChIP-seq experiment to capture both foreground and background signals and another input ChIP-seq experiment to capture background signals only. Genomic regions with distinct signal pattern between the sample experiment and the input experiment should contain TFBSs or foreground bindings. The regulation strength of different TFs may be also different. Some TFs serve as major regulators and bind at encoding regions frequently with strong binding signals; while some co-factors bind at diverse binding loci with relatively weak binding signals. It is a challenging task to identify those weak but foreground bindings since they are mixed with background signals in the sample experiment. Recent research shows that functional effects of weak bindings on gene transcription can be very significant [32].

A number of TFBS detection tools were developed using both sample and input ChIP-seq data. MACS [33] and PeakSeq [34] are the two most widely used TFBS detection methods; these tools use local Poisson or Binomial statistics on ChIP-seq read counts to identify TFBSs. BCP [35] uses a Bayesian change point approach to model read coverage change along the genome and locate peak boundaries. DFilter [36] trains an optimal detection filter using read count
observations from the input ChIP-seq data and then applies the detection filter to the sample data for peak prediction. MOSAiCS [37] uses a mixture model of negative binomial distributions of read counts to identify foreground bindings. ChIP-seq read count is the most widely used binding signal format. Here, we present the distributions of read count in a pair of input and sample data sets in Fig. 1.2(a) and (b), respectively. Strong, weak and background bindings are illustrated in Fig. 1.2(d). Strong bindings can be easily predicted because they are located at the right tail of the read count distribution in Fig. 1.2(b); also ‘far away’ from the read count distribution of background bindings in Fig. 1.2(a). Weak bindings with medium read counts are possibly falsely classified as background because their ‘distance’ to distribution of background bindings is shorter than their ‘distance’ to those strong bindings located at the far end of the distribution in Fig. 1.2(b). Therefore, if we still use conventional TFBS detection tools (e.g. PeakSeq) to predict weak bindings by decreasing the threshold, many background bindings will be included in the final TFBS list, as shown in Fig. 1.2(f).

In this dissertation, we propose to develop a Gaussian mixture model-based approach, namely ChIP-BIT, to efficiently identify both strong and weak TFBSs at encoding regions. As shown in Fig. 1.2(c), the read count can be converted to read intensity that follows a Gaussian distribution. Using read intensity as a new measurement of binding signals, we can shrink the ‘distance’ between weak and strong bindings and enlarge the ‘distance’ between weak and background bindings. Therefore, we have a better chance to predict weak and strong bindings together as foreground bindings and differentiate them from background ones. In ChIP-BIT, as illustrated in Fig. 1.2(e), background signals in the sample experiment are assumed to follow a local Gaussian distribution that is quite close to the distribution of input signals (all background); foreground binding signals are modelled using a global Gaussian distribution that is ‘far away’ from the distribution of input signals. The distribution parameters of foreground and background components of the proposed Gaussian mixture model are directly learned from the sample and input ChIP-seq data using an Expectation-Maximization algorithm. Comparing TFBS prediction results of ChIP-BIT (Fig. 1.2(g)) with those of PeakSeq (Fig. 1.2(f)), the contamination of background signals is much lower.
Figure 1.2 Foreground TFBS identification by modelling read intensity of sample and input ChIP-seq data using a Gaussian mixture model. (a) Read count distribution in the input ChIP-seq data; (b) read count distribution in the sample ChIP-seq data; (c) read intensity distributions in sample (blue) and input (grey) ChIP-seq data; (d) illustration of strong, weak and background bindings; (e) two Gaussian components for background and foreground bindings; (f) peak calling results using the conventional tool PeakSeq; (g) peak calling results using the new ChIP-BIT.

1.3.2 Inferring cis-regulatory modules by integrating ChIP-seq and RNA-seq data

To study the cooperation of multiple TFs on gene expression or infer functional cis-regulatory modules (CRMs), RNA-seq gene expression data should be jointly modelled with the
binding information of TFs, as shown in Fig. 1.3. Conventional studies of the regulatory mechanism were focused on promoter regions. In recent years the machinery of gene regulation from the distant enhancer region is more and more evident [38]. An enhancer region is first activated by a specific set of TFs and then interacts with general TFs at the promoter region to achieve distal gene regulation. Although several existing approaches like BNCA [39] and COGRIM [40] can also be used to integrate ChIP-seq and RNA-seq data for regulatory network inference, they model each binding event individually and can only infer functional TF bindings at promoter regions. Novel computational tools need to be developed for TF module inference at both promoter and enhancer regions. After a review of traditional integrative approaches on statistical integration of ChIP-seq and RNA-seq data [41], Bayesian integration methods would be better approaches for causal inference of genome-wide CRM inference.

Figure 1.3 Inferring cis-regulatory modules by integrating ChIP-seq and RNA-seq data.
As shown in Fig. 1.3, conventional Bayesian integration tools like BNCA and COGRIM evaluate each individual binding event by comparing the two posterior probabilities between binding occurrence and non-occurrence. They cannot be directly used to infer CRMs because there is no variable to model the cooperation of multiple TFs. Here, we propose a Bayesian integration approach, namely BICORN, to model CRMs directly. Each CRM represents a unique combination of at least two TFs. We use a Gibbs sampling algorithm to learn the distribution of CRMs (a joint distribution of multiple TFs) because the joint distribution is difficult to model using a particular distribution. For each gene, among multiple candidate CRMs, we directly evaluate which CRM is more functional than the others. As shown in Fig. 1.3, the learned distribution of CRMs shows that CRM#2 (a combination of TF1 and TF2) is more possible to regulate the target gene under investigation if compared to the other combinations. The marginal distribution of each TF can then be calculated and used to predict which TF is the major regulator.

1.3.3 Identifying somatic structural variation using WGS data

Genomic mutation analysis has been accelerated by the accumulation of DNA-seq data acquired from exome regions to the whole genome. Structural variation (SV), a major type of genomic mutation [42], has been characterized in several studies [43, 44]. Somatic SVs detection can be achieved by comparing the sequence data of a tumor sample with that of its matched normal sample [45, 46].

BreakDancer [47] and GASVPro [48] are two widely used SV detection tools. For somatic SV prediction, these tools will identify SVs in a tumor sample and its matched normal sample independently, and then retain the SVs unique in the tumor sample. As shown in Fig. 1.4, BreakDancer can predict two types of somatic SVs where the normal chromosome has to be ‘healthy’. In the real cellular system, there is another very interesting type of somatic SVs with one copy of chromosome mutated (heterozygous mutation) in the normal sample and both copies mutated (homozygous mutation) in the tumor sample. However, this type of somatic SVs will be missed if BreakDancer is used. GASVPro modelled two copies of chromosome in a probabilistic framework so that each SV can be either predicted as a heterozygous or a homozygous mutation. Then, three types of somatic events can be predicted. However, in cancer research, tumor sample
impurity cannot be overlooked. Although the contamination of normal cells can be greatly reduced by jointly analyzing sequencing data of tumor and normal samples [49], tumor sequencing data is still noisy. Using existing SV detection tools, SV detection accuracy in the tumor sample is much lower than that in the normal sample. In addition, for the normal sample, usually read coverage is not as high as that of tumor sample, which also degrades SV detection accuracy in normal sample as well.

Figure 1.4 Somatic SV detection using conventional approaches and the proposed PSSV.

We propose a pattern-based probabilistic approach (PSSV) for somatic SV prediction by jointly analyzing WGS data from a paired tumor and normal samples. A statistical approach is used to find SVs with a significant mutation pattern between a tumor sample and its matched normal sample. In detail, as shown in Fig. 1.4, we define the ideal mutation pattern of a SV in a pair of pure tumor and normal samples as one of six states, including three ‘somatic’, two ‘germline’, and one ‘none’ (as a special case of ‘germline’). In each state, read counts from the tumor and normal samples are assumed to follow specific Poisson distributions. The real sequencing data is noisy so the mutation pattern of a SV is not as clear as the ideal mutation
status defined in Fig. 1.4. Hence, each SV is modeled as a mixture of six hidden states under a probabilistic framework. Through an Expectation-Maximization algorithm, we iteratively estimate the prior probability for each state as well as its Poisson distribution parameters. Finally, for each SV, we can predict a posterior probability for each state to denote at what confidence level this SV can be represented by that state. We use the most reliable state to represent the major mutation status and further classify this SV to either the somatic or germline category.

1.4 Summary of contributions

In this dissertation, we focus on developing computational methods to differentiate foreground (biologically meaningful) signals from background ones in each type of NGS data. We summarize the major contributions as follows:

(1) We have developed a novel Bayesian approach (ChIP-BIT) to reliably detect TFBSs at promoter or encoding regions by jointly modeling read intensities from the sample and input ChIP-seq data. ChIP-BIT uses a Gaussian mixture model (consisting of global and local Gaussian components) to denote foreground binding and background signals in the sample data. A unique feature is that the Gaussian component modeling background signals is specially designed as a local Gaussian distribution that can be estimated accurately from the input data. An Expectation-Maximization algorithm is used to efficiently learn the Gaussian distribution parameters. ChIP-BIT aims to detect weak binding signals together with strong ones such that a more complete regulatory network can be generated.

(2) We have developed a Bayesian integration approach (BICORN) to directly identify CRMs by integrating ChIP-seq and RNA-seq data. The novelty of BICORN lies in the direct modelling of TF combinations or TF modules. The distribution of CRMs (also a joint distribution of multiple TFs) is directly learned from ChIP-seq and RNA-seq data. Each target gene expression is modeled as a log-linear combination of the activities of TFs in a CRM. In each CRM, there is a unique combination of TFs. Using a Gibbs sampler, the proposed algorithm iterates between the estimations of hidden TF activities and the learning of the posterior distribution of CRMs. After generating enough samples, for each target gene, the most reliable CRM is selected. In addition, major regulators, co-factors and background TFs among all candidate TFs will be predicted as well.
(3) We have developed a novel pattern-based probabilistic approach (PSSV) to identify somatic SVs from WGS data of a pair of tumor and normal samples. Somatic or germline SVs are jointly modelled under a probabilistic framework. Ideal mutation patterns of somatic or germline SVs are used as a unique feature to define hidden states. PSSV features a Poisson mixture model with hidden states representing different mutation patterns; PSSV can thus differentiate heterozygous and homozygous SVs in each sample, enabling the identification of those somatic SVs with a heterozygous mutation status in the normal sample and a homozygous mutation status in the tumor sample. An Expectation-Maximization algorithm is used to learn the Poisson distribution parameters. Compared to conventional approaches, PSSV can capture more somatic SVs from the noisy tumor-normal WGS data.
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1.6 Organization of the dissertation

The major objective of this dissertation work is to develop computational methods for a better understanding of the machinery of transcriptional regulation. The remainder of this dissertation is organized as follows:

In Chapter 2, ChIP-BIT is proposed to detect TFBSs. We first demonstrate several distribution hypotheses used in ChIP-BIT by examining real sample and input ChIP-seq data. Then, the methodology development of ChIP-BIT is in detail explained. To demonstrate the advantage of ChIP-BIT on TFBS detection over conventional methods, especially on weak bindings, we have applied ChIP-BIT and comparable methods to several simulated ChIP-seq data sets with known binding sites at encoding regions. Finally, we have applied ChIP-BIT to breast cancer ChIP-seq data to help understand the functional roles of NOTCH3 and PBX1 at promoter regions and that of ER-α at enhancer regions.

In Chapter 3, to infer CRMs, BICORN is developed to integrate bindings predicted by ChIP-BIT and RNA-seq gene expression data. We first highlight the importance of module analysis on gene regulation, especially in enhancer regions. Then, a Gibbs sampling algorithm is in detail explained to estimate hidden variables in the proposed BICORN model. We apply BICORN to simulated or benchmark data and demonstrate its advantage on module inference over conventional integrative approaches. BICORN is finally applied to breast cancer MCF-7 ChIP-seq and RNA-seq data for module inference. We infer CRMs respectively at promoter and enhancer regions since the mechanism of gene regulation at these two types of regions are different.

In Chapter 4, we address the problem of somatic SV prediction by proposing a pattern based probabilistic model, PSSV. For each SV type, we examine the read count distributions in the real tumor and normal samples to validate the hypothesis of the proposed mixture Poisson distribution. Using an Expectation-Maximization algorithm, we estimate the model parameters as well as the posterior probability of each SV. We test the robustness of PSSV on simulated DNA-seq data with different noise and sequencing depth settings and further compare the performance of PSSV with those of several existing SV detection tools. We finally apply PSSV to breast cancer patient WGS data and do functional studies on detected somatic SVs.
In Chapter 5, we summarize the major contributions of this dissertation research, lay out some future tasks to further improve the methods, and finally draw conclusions of this dissertation.
2. ChIP-BIT: Bayesian inference of transcription factor binding sites using ChIP-seq data

2.1 Introduction

The advent of chromatin immunoprecipitation with massively parallel DNA sequencing (ChIP-seq) has dramatically accelerated the field of genomic research in gaining an in-depth understanding of complex functions of regulatory elements in the finest scale [5]. ChIP-seq profiling of eukaryote cells has been used successfully to identify histone modifications [50], distal-acting enhancers [51] and proximal transcription factor binding sites (TFBSs) at promoter regions [52]. With the TFBSs identified from ChIP-seq data, it is now possible to reliably define target genes for specific transcription factors (TFs) [53]. If multiple ChIP-seq data sets are available, researchers can investigate the extent of co-association among multiple TFs based on TF-gene binding patterns [54]. Hence, it is important to develop accurate computational approaches for identifying binding sites and target genes from ChIP-seq data [55].

A number of peak-calling methods have been developed to detect peaks using TF ChIP-seq and the matched input data. MACS [33] and PeakSeq [34] are the two most widely used peak calling methods; these tools use local Poisson or Binomial statistics to identify enriched peaks. BCP [35] uses a Bayesian change point approach to model read coverage change along the genome and identifies peak boundaries. Dfilter [36] calculates the form of an optimal detection filter with reads from input data and then applies the filter to reads from sample data for peak prediction. MOSAiCS [37] uses a negative binomial mixture model to identify foreground and background bindings based on read counts from sample and input data. Only TIP and SignalSpider model the weak binding signals existing in the sample ChIP-seq data. However, reliable identification of weak binding signals from background signals (i.e., non-specific binding signals) is a challenging task itself, since it requires a high sequencing depth of both sample and input ChIP-seq data sets [56]. If the sequencing depth is not sufficient or the input data set is not well modelled, existing peak detection methods return a high rate of false positives in the so-called weak binding signals.
In this dissertation research, to reduce the false positive rate in weak binding signal detection, we have proposed a novel probabilistic approach for TFBS identification. Sample and input ChIP-seq data sets are jointly analyzed to reliably identify weak binding signals. Our proposed approach takes into account three major factors that determine the possibility of a encoding region (a promoter or enhancer region) containing a TFBS: sample read intensity, input read intensity and specific for the promoter region, the relative distance to the nearest transcription starting site (TSS) [57]. The basic idea of the ChIP-BIT can be briefly described to highlight its novelty and uniqueness. ChIP-BIT uses a Gaussian mixture model (consisting of global and local Gaussian components) to capture both binding and background signals in the sample data. A unique feature is that the component modeling background signals is specially designed as a local Gaussian distribution that can be estimated accurately from the input data. Specific for the promoter region analysis, an exponential distribution is used to model the relative distance of TFBS to the nearest TSS. Estimated by an Expectation-Maximization (EM) algorithm, a posterior probability is assigned to each TFBS under consideration, indicating the likelihood of a foreground binding event.

To demonstrate the capability of ChIP-BIT on TFBS detection, we have applied it to several simulated or real ChIP-seq data sets with known or validated binding peaks, and compared its performance with several existing peak detection methods. We further applied ChIP-BIT to an in-house ChIP-seq profiling study focused on NOTCH3 and PBX1 to help understand their functional role in breast cancer cells. The effect of NOTCH3 and PBX1 co-regulation on target genes was investigated in conjunction with TF knockdown gene expression data. Our analysis of ChIP-seq data showed that NOTCH3 and PBX1 are also involved in the regulation of Wnt signaling pathway, indicating that crosstalk may exist between the Notch and Wnt signaling pathways. Finally, we applied ChIP-BIT to an enhancer study by examining ER-α activation effect on enhancer regions of breast cancer cells. GRO-seq data measuring enhancer RNA (eRNA) is used to locate active enhancer regions. Our analysis showed that ER-α is a major activator of enhancer regions in breast cancer cells.
2.2 Methods

2.2.1 ChIP-BIT model description

Sample ChIP-seq data and its matched input are jointly analyzed in this framework such that a majority of mappability and GC content biases could be resolved. We first search for genomic regions with read coverage in the sample ChIP-seq data by using uniquely aligned ChIP-seq reads. After accommodating genome mappability variation, filtering out regions containing low read coverage and normalizing the input ChIP-seq data against the sample data, we identify an initial set of candidate genomic regions. We define the scale of a promoter region as ±10k bps of each gene’s TSS using gene annotation file [53]; the scale of enhancer region as ±10k bps of the midpoint of an H3K4me1 peak region with enrichment of H3K27ac and depletion of H3K4me3.[58]. We then perform region region partition, map candidate regions to small windows each with a size of 200 base pairs (bps), and calculate read intensities of sample and input data respectively in each window.

The proposed ChIP-BIT method is then used to compute a posterior probability for each window in order to call whether or not a window contains TFBS. As shown in Fig.2.1, ChIP-BIT jointly analyzes sample read intensity and input read intensity using a Bayesian framework. Under the Bayesian framework, ChIP-BIT models the sample read intensity with a Gaussian mixture model, consisting of a global Gaussian component for binding signals and a local Gaussian component for background signals. Importantly, the local Gaussian component can be accurately estimated from the input read intensity, making it possible to detect weak binding signals reliably because of the lower false positive rate. For TFBSs that lay in promoter regions, the relative distance of each TFBS to nearest TSS is modeled by an exponential distribution function; while for those TFBSs at enhancer regions, the distribution of binding locations is assumed to be uniform since they are quite far away from target genes. This distance based distribution is also incorporated into the Bayesian approach of ChIP-BIT. An algorithm of EM estimates a posterior probability that each window contains a true TFBS. Windows with posterior probabilities over a predefined probability threshold are merged together if they are continuous at their genomic locations. The merged windows are finally reported as TFBSs for potential binding events to occur.
Figure 2.1 Flowchart of the proposed ChIP-BIT approach. ChIP-BIT features (1) a joint analysis of sample and input ChIP-seq data with a unique Gaussian mixture model, and (2) a Bayesian framework to incorporate the location information of TFBS.

The novelty of ChIP-BIT mainly is main reflected by modelling read intensity $s$, the natural log of the read coverage, as shown in Fig. 2.2. ChIP-seq data can be treated as a mixture of TFBSs and background signals. Background signals are fully represented in the input data, but TFBSs need to be distinguished from background signals in the sample data. Hence, each enriched region has two hidden states: binding occurrence $b=1$ and non-occurrence $b=0$, with probabilities $a_i$ and $a_o$, respectively. The sum of these two probabilities equals to 1. If $a_i > a_o$, the region is more likely to contain a TFBS, shown as a ‘red’ bar in Fig. 2.2; otherwise, it is a background region, shown as a ‘blue’ bar in Fig. 2. Read intensity is a major signature to help identify TFBS. The value of read intensity $s$ in the sample data (‘red’ or ‘blue’ bars) and its differentiation against $s_{input}$ from the input data (‘gray’ bars) altogether determine whether or not each binding event is true.
2.2.2 Hypothesis on distributions in ChIP-BIT

Gaussian distribution hypothesis on read intensity

Traditionally, people directly model on the raw read count $N_{\text{region}}$ at a region for TFBS prediction. We present the histogram of read count $N_{\text{region}}$ for all regions in Fig. 2.3(a). It can be expected that a wider region is more possible to contain a relatively larger $N_{\text{region}}$. Therefore, it is not necessary that a region having high read count is more possible to contain a TFBS. Some wide and false positive regions will be included in the report list. Read intensity $s$ for a 200 bps long window is defined as the natural log transformation of the accumulated read coverage. We present read intensity for all windows in Fig. 2.3(b), where a Gaussian distribution can be clearly observed. Using read coverage information in each window we can evaluate read enrichment fairly for peaks with different length. If a wide region is a true peak, it will have multiple consecutive highly enriched windows. In addition, as explain in Chapter 1, using the Gaussian distribution we successfully shrink the distance between strong and weak bindings. Since local input data is also used in a joint framework, we can still distinguish foreground bindings from background signals.
Exponential distribution hypothesis on binding locations at promoter regions

After literature review, we found that the regulatory effect of a TFBS that lays in promoter regions decays exponentially when the relative distance \( d \) increases \([54, 55, 59-61]\). This decaying effect is TF specific \([59]\) and the parameter of its exponential distribution needs to be properly optimized so as to provide the most reliable gene prediction performance \([54]\) (which has been demonstrated to be better than binary peak-gene assignment \([55]\)). We have examined the distribution of binding locations of PBX1 in real ChIP-seq data using similar ways as in \([60, 61]\), as shown in Fig. 2.4.
From Fig. 2.4(b), it can be clearly seen that the average read enrichment in the sample ChIP-seq data follows an exponential distribution along promoter regions. When $d$ is very large, the average read enrichment decreases significantly. However, in the input ChIP-seq data the average read enrichment is relatively uniformly distributed. Therefore, among regions with different distances, the probability of containing a foreground binding for a region with small $d$ is assumed to be high. As illustrated in Fig. 2.5, the shorter $d$ is, the more possible that observed read intensity $s$ is sequenced from an effective TFBS.

![Diagram of Regulatory effects](image)

**Figure 2.5 Exponentially distributed weights of TFBS enriched windows at gene promoter regions.**

*Uniform distribution hypothesis on binding location at enhancer regions*

Enhancer regions are usually very distant from TSSs. From previous Fig. 2.4(b) it can be expected that in the sample ChIP-seq data, the distribution of binding signals should be uniform when they are far away from TSS. Here we have also examined average read enrichment at distant enhancer regions, as shown in Fig. 2.6. It can be seen that the average read enrichment in sample ChIP-seq data is relatively flat at ±1k region to the midpoints of enhancer regions. And within each window (200 bps), the average binding signal enrichment levels in sample and input ChIP-seq profiles are similar. Therefore, we use uniform distributions to model the weight of each window in sample and input ChIP-seq data.
2.2.3 Bayesian framework of ChIP-BIT

We use $n$ to index encoding regions (promoter or enhancer regions) and $w$ to index partitioned windows of each. A binary binding variable $b_{n,w}$ is defined as binding occurrence ($b_{n,w} = 1$) and non-binding occurrence ($b_{n,w} = 0$). And for each binding variable $b_{n,w}$, there are three observations as read intensity $s_{n,w}$ in the sample data, read intensity $s_{n,w,input}$ in the input data, and binding location information $d_{w,n}$ (referring to the midpoint of encoding region). For each state (1 or 0) of $b_{n,w}$, we define a posterior probability $a_{n,w,i}$ as:

$$a_{n,w,i} = P(b_{n,w} = i | s_{n,w}, d_{n,w}), \ i = 0, 1. \quad (2-1)$$

Given a TFBS, the relationship between its binding signal intensity and binding location is assumed to be conditionally independent. Then, Eq. (2-1) can be extended as:

$$a_{n,w,i} = \frac{1}{C_{n,w}} P(s_{n,w} \mid b_{n,w} = i)P(d_{n,w} \mid b_{n,w} = i)P(b_{n,w} = i), \quad (2-2)$$

where $C_{n,w} = \sum_{b_{n,w}=0,1} P(s_{n,w}, d_{n,w} \mid b_{n,w})P(b_{n,w})$ is a normalization factor.
Read intensity $s_{n,w}$ follows a Gaussian distribution [62], as $P(s_{n,w} | b_{n,w} = 1)$ and $P(s_{n,w} | b_{n,w} = 0)$ in Fig. 2.2. The conditional probability $P(s_{n,w} | b_{n,w})$ in Eq. (2-2) can be calculated as:

$$
P(s_{n,w} | b_{n,w} = 1) \sim N(\mu_{\text{TFBS}}, \sigma_{\text{TFBS}}^2),
$$
$$
P(s_{n,w} | b_{n,w} = 0) \sim N(s_{n,w,\text{input}}, \sigma_{\text{input}}^2).
$$

where for $b_{n,w} = 1$, $s_{n,w}$ is sequenced from a TFBS so it follows a global Gaussian distribution with mean $\mu_{\text{TFBS}}$ and variance $\sigma_{\text{TFBS}}^2$; while for $b_{n,w} = 0$, $s_{n,w}$ is sequenced from background region so it follows a local Gaussian distribution with mean $s_{n,w,\text{input}}$ (its input signal) and variance $\sigma_{\text{input}}^2$. $\sigma_{\text{input}}^2$ is the variance of background signals, which can be directly calculated from the input ChIP-seq data. Values of $\mu_{\text{TFBS}}$ and $\sigma_{\text{TFBS}}^2$ are unknown, which need to be estimated from all $s_{n,w}$ with $b_{n,w} = 1$.

The second conditional probability in Eq. (2-2), $P(d_{n,w} | b_{n,w})$, is determined by the relative binding location $d_{n,w}$ as well as the binding state $b_{n,w}$. $d_{n,w}$ is defined as the distance between middle point of the $w$-th window to middle point of $n$-th encoding region.

$$
d_{n,w} = (w + \text{sign}(w) * \frac{1}{2}) \cdot d,
$$

where $d = 200$ bps denotes window size, and $w = \{0, \pm 1, \pm 2, \ldots, \pm (W - 1)\}$. The total number of windows at one side of encoding region, $W$, is defined by $d_p / d$. $d_p$ represents the half length of each encoding region. We set $d_p = 10k$ bps for a promoter region and $4k$ bps for an enhancer region.

Different TFs may have decaying speed on their binding signal enrichment at promoter regions (as shown in Fig. 2.5). The binding enrichment follows an exponential distribution with parameter , as shown in Eq. (2-5). For background signal $s_{n,w}$ with state $b_{n,w} = 0$, 
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\( P(d_{n,w} | b_{n,w} = 0) \) is assumed to follow a uniform distribution with a discrete probability density function \( \frac{d}{d_p} \).

\[
P(d_{n,w} | b_{n,w} = 1) = \frac{1}{2} e^{-|d| (1 - e^{-d})}, \quad P(d_{n,w} | b_{n,w} = 0) = \frac{1}{2} \frac{d}{d_p},
\]

where parameter \( d \) needs to be estimated from all \( d_{n,w} \) with \( b_{n,w} = 1 \).

At enhancer regions, the binding enrichment \( s_{n,w} \) (\( b_{n,w} = 1 \)) of TFBSs binding at different locations doesn’t have a significant change (as shown in Fig. 2.6), so we use a uniform distribution to model the possibility \( P(d_{n,w} | b_{n,w} = 1) \). For background signal \( s_{n,w} \) with state \( b_{n,w} = 0 \), \( P(d_{n,w} | b_{n,w} = 0) \) is assumed to follow a uniform distribution as well.

\[
P(d_{n,w} | b_{n,w} = 1) = P(d_{n,w} | b_{n,w} = 0) = \frac{1}{2} \frac{d}{d_p},
\]

For the prior probability \( P(b_{n,w}) \) in Eq. (2-2), since there is no prior knowledge about the proportion of regions that containing TFBSs, we define the prior probability as:

\[
P(b_{n,w}) = h_{n,w} (1 - h_{n,w})^{(1 - h_{n,w})}.
\]

From the above discussion, we have formulated the TFBS detection problem as a parameter estimation problem: how to estimate parameters \( a_{n,w,1} \), \( TFBS \), \( 2 \) \( TFBS \) and hence to calculate the posterior probability \( a_{n,w,1} \). We assume uniform prior on \( TFBS \), uniform prior on \( 2 \) \( TFBS \), and inverse Gamma prior on \( 2 \) \( TFBS \) (conjugate prior of Gaussian distribution) and Beta distribution [63] (conjugate prior of Binomial distribution) on as follows:

\[
P( TFBS ) = 1 / C ,
\]

\[
P( ) = 1 / C ,
\]
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\[ P( {\gamma}_{TFBS}) = \text{inverseGamma}( , ), \quad (2-10) \]

\[ P( ) = \text{Beta}( 0, 1), \quad (2-11) \]

where \( \text{and} \) are hyper-parameters for inverse Gamma distribution and \( \theta \) and \( \lambda \) are hyper-parameters for Beta distribution.

We assume inverse Gamma distribution on variance \( {\gamma}_{TFBS} \) because we want to limit most binding signals around \( TFBS \). This assumption is consistent with the ChIP-seq data generation process, since most segments selected (‘picked up’) by the antibody are sequenced to a similar depth. Some background regions are also sequenced by the NGS machine but, due to the lack of antibody selection, their sequence depth is lower than binding regions. In addition, after read tag assembly, there are usually some segments showing extremely high coverage. As demonstrated in [64], these regions are highly possibly caused by segment duplication (high copy number), not TF-specific binding locations. Therefore, we assume an inverse Gamma distribution on \( {\gamma}_{TFBS} \) to lower the impact of noise on TFBS binding signal distribution estimation.

To estimate the parameters described above, we define a second posterior probability as:

\[
P(s, d) = \frac{1}{C_1} \sum_{n} \sum_{w} P(s_{n,w}, d_{n,w} \mid {\gamma}_{TFBS}, \delta_{TFBS}) \frac{1}{C} P( ) \frac{1}{C} P( {\gamma}_{TFBS}), (2-12)
\]

where \( C_1 \) and \( C_2 = C_1 C C \) are constant values.

Based on Eq. (2-12), we can estimate all parameters ( \( \epsilon, {\gamma}_{TFBS}, \delta_{TFBS} \) and \( ) \) and the posterior probability ( \( a_{n,w,l} \) ) using an EM approach. We set the initial values of all \( a_{n,w,l} \) to 0.5, beta distribution parameters \( \theta \) and \( \lambda \) to 5.0, and inverse gamma distribution parameters \( \alpha \) and \( \beta \) to 1.0. Then, we carry out the E-step and the M-step iteratively to estimate all parameters until the improvement of the posterior probability defined in Eq. (11) is less than 1.0e-6. Note that the
distance distribution parameter is only estimated when ChIP-BIT is used to predict TFBSs at promoter regions. The E-step and M-steps are mathematically detailed as follows:

**E-step:**

\[
\hat{a}_{n,w,i} = \frac{P(s_{n,w} | b_{n,w} = i)P(d_{n,w} | b_{n,w} = i)}{P(s_{n,w} | b_{n,w})P(d_{n,w} | b_{n,w})} \left(1 \right)^{(1 \cdot i)} \left(1 \cdot b_{n,w}\right), \quad i = 0, 1. \tag{2-13}
\]

**M-step:**

\[
\hat{a}_{n,w,1} + \left(\begin{array}{c}
T
\end{array}\right) = \frac{\hat{a}_{n,w,1} + \left(\begin{array}{c}
T
\end{array}\right)}{2}, \tag{2-14}
\]

\[
\text{TFBS} = \hat{a}_{n,w,1}s_{n,w} / \hat{a}_{n,w,1}, \tag{2-15}
\]

\[
\frac{2}{\text{TFBS}} = \frac{\hat{a}_{n,w,1}(s_{n,w})}{(2 + 2 + \hat{a}_{n,w,1})}, \tag{2-16}
\]

\[
= \frac{1}{d} \ln \frac{\hat{a}_{n,w,1} + \hat{a}_{n,w,1} |w|}{\hat{a}_{n,w,1} |w|}. \tag{2-17}
\]

Based on our experiments on several ChIP-seq data sets, iteration of the E-step and the M-step usually converges within 50 rounds. For ChIP-seq data analysis, we select as high confident binding events those windows whose probabilities are over 0.9. Since each binding event has been associated with a target gene, we obtain a target gene list as identified for a particular TF under investigation. More details about the mathematical deviation for each variable can be found in **Appendix B**.
2.3 Simulation

2.3.1 TFBS simulation at proximal promoter regions

We generated a list of realistic genomic regions by applying PeakSeq [34] to MYC ChIP-seq data acquired from a leukemia study of cell line K562 in the ENCODE project (http://genome.ucsc.edu/ENCODE/). To simulated TFBSs at promoter regions, we selected those peaks falling on chromosome 1 and mapped them to the UCSC hg19 gene annotation file. Consistent with our model design, we set the promoter region as ±10k bps around TSS and about 6,000 proximal peaks in promoter regions were extracted for simulation data generation. We observed an exponential-like distribution of the relative distances of these peaks to the TSS (not shown here). We randomly selected half of the peaks as ‘true’ peaks and treated the remaining regions as ‘background’. Using a simulation tool developed in [65], we simulated sample data and input data with the same total number of reads (denoted as Case 1). We called peaks using ChIP-BIT and other comparable peak calling tools; a successful call is counted if a detected peak overlaps with any ‘true’ peak by 50% in the promoter region. The precision/recall performances of ChIP-BIT and other competing methods on peak detection are shown in Fig. 2.7. F-measure was calculated to assess the overall performance of each method regarding its precision-recall performance, as summarized in Table 2.1 for all the methods in comparison. Note that the denominator used in the precision calculation is the number of peaks within promoter regions.

![Figure 2.7 Precision and recall performance of ChIP-BIT and existing peak calling methods in simulation of Case 1. (a) Detection performance on all peaks; (b) detection performance on weak binding signals.](image-url)
Table 2.1 Overall precision-recall performance, F-measure, on peak detection of Case 1.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>ChIP-BIT</th>
<th>MOSAiCS</th>
<th>PeakSeq</th>
<th>MACS</th>
<th>BCP</th>
<th>Dfilter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1 (all peaks)</td>
<td>0.905</td>
<td>0.848</td>
<td>0.829</td>
<td>0.810</td>
<td>0.808</td>
<td>0.793</td>
</tr>
<tr>
<td>Case 1 (weak peaks)</td>
<td>0.832</td>
<td>0.799</td>
<td>0.735</td>
<td>0.770</td>
<td>0.749</td>
<td>0.745</td>
</tr>
</tbody>
</table>

From Fig. 2.7(a), we can see that the precision/recall performance of ChIP-BIT is the best, where the joint modeling of sample and input data and informative distance distribution significantly promote the precision of ChIP-BIT. As shown in Fig. 2.7(b), ChIP-BIT has a strong detection capability on weak binding signals (whose read intensity are lower than the mean value of read intensities in sample data), which promotes the overall performance of ChIP-BIT. From Fig. 2.7 and Table 2.1, it can be seen that the detection performance of ChIP-BIT on simulated peaks in the gene promoter region is better than existing tools, especially in terms of its detection performance on weak binding signals.

2.3.2 TFBS simulation at distant enhancer regions

To show that ChIP-BIT still works well to predict TFBSs at enhancer regions, when the distance distribution is relatively uniform at different locations, we simulated another pair of data sets (denoted as Case 2) based on a set of pre-selected enhancer regions enriched in breast cancer MCF-7 ER-α ChIP-seq data. In total we had 8,000 regions and we randomly selected half of them as foreground. In Case 2, the distribution of peaks in the enhancer region was relatively uniform and the read intensity difference between TFBSs and background regions was smaller than Case 1. We applied ChIP-BIT and competing peak callers to the simulated sample and input ChIP-seq data of Case 2. Their prediction-recall curves for strong and weak peak detection are shown in Fig. 2.8 and the F-measure of each competing method is summarized in Table 2.2.
Figure 2.8 Precision and recall performance of ChIP-BIT and existing peak callers in simulation of Case 2. (a) Detection performance on all peaks; (b) detection performance on weak binding signals.

Table 2.2 Overall precision-recall performance, F-measure, on peak detection of Case 2.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>ChIP-BIT</th>
<th>MOSAiCS</th>
<th>PeakSeq</th>
<th>MACS</th>
<th>BCP</th>
<th>Dfilter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 2 (all peaks)</td>
<td>0.908</td>
<td>0.818</td>
<td>0.840</td>
<td>0.812</td>
<td>0.804</td>
<td>0.766</td>
</tr>
<tr>
<td>Case 2 (weak peaks)</td>
<td>0.833</td>
<td>0.778</td>
<td>0.708</td>
<td>0.769</td>
<td>0.725</td>
<td>0.723</td>
</tr>
</tbody>
</table>

As we can see from the figure and table, the overall detection performance of ChIP-BIT in Case 2 is better than competing methods, as shown in Fig. 2.8(a). The improvement is mainly due to the joint modeling of read intensities of the sample and input data. The Gaussian mixture model has enabled ChIP-BIT to detect more weak binding signals than any other existing method, as clearly shown in Fig. 2.8(b).

Since strong peaks, weak peaks and background signals are always mixed together in the sample ChIP-seq data. At either promoter or enhancer region, detection of weak peaks may include some background signals in the result list. In Fig. 2.9, we further present the false positive rate of weak peak detection of each method, when the overall precision (precision on all peaks) is fixed at the same level (in a range of 0.70 – 0.95) for all the methods in comparison. From the figures, we can clearly see that ChIP-BIT has the lowest false positive rate on weak
binding prediction, a major benefit of ChIP-BIT’s joint modelling of read intensity in the sample and input ChIP-seq data. Consequently, in this stimulation study, the ability of ChIP-BIT in differing foreground bindings from background signals is better than the other competing methods, resulting in an improved performance of ChIP-BIT.

Figure 2.9 False positive rate of the detected weak binding signals of ChIP-BIT and existing peak calling methods. (a) Simulation Case 1; (b) simulation Case 2.

2.4 Breast Cancer MCF-7 cells ChIP-seq data analysis

2.4.1 NOTCH3 and PBX1 binding sites identification at promoter regions

NOTCH3-mediated signaling plays an important role in the proliferation of breast cancer cells and has emerged as a possible therapeutic target [66]. In Notch signaling pathway, previously we reported that PBX1 is a target of NOTCH3 in ovarian cancer [67]. An interaction of PBX1 and NOTCH3 in breast cancer cells is implied by the correlation of their gene expression data and the target genes identified from PBX1 ChIP-seq data [68]; NOTCH3 and PBX1 control the expression of a large number of genes associated with endocrine therapy resistance in breast cancer cells. We have acquired NOTCH3 ChIP-seq data from MCF7 cells of to further investigate the association between PBX1 and NOTCH3. The raw distributions of read intensity and relative distance to TSS for NOTCH3 or PBX1 can be found in Fig. 2.10.
Figure 2.10 Raw distributions of NOTCH3 and PBX1 ChIP-seq data. (a) Histogram of read intensity at NOTCH3 candidate regions; (b) Histogram of read intensity at PBX1 candidate regions; (c) histogram of relative distance of NOTCH3 candidate regions; (d) histogram of relative distance of PBX1 candidate regions.

Following the procedure shown in Fig. 2.1, we identified 2,871 TFBSs at promoter regions by applying ChIP-BIT to NOTCH3 ChIP-seq data. We also applied ChIP-BIT to a PBX1 ChIP-Seq data set acquired from MCF7 cells [68] and identified 5,280 TFBSs. In total we identified 621 common target genes with TFBSs from both factors. For comparison, we called peaks using PeakSeq or MACS and predicted target genes using GREAT by setting the promoter region as ±10k bps around TSS. TIP was applied to the sample ChIP-seq data only to directly predict target genes. Since PeakSeq reports read enrichment in sample or input ChIP-seq data for each detected peak, its read intensity distributions of the detected peaks are comparatively shown with those of ChIP-BIT for NOTCH3 or PBX1 in Fig. 2.11.
Figure 2.11 Peak calling results of NOTCH3 or PBX1 by using ChIP-BIT and PeakSeq. (a) Read intensities of PeakSeq detected NOTCH3 peaks in sample data (red) and input data (gray); (b) read intensities of ChIP-BIT detected NOTCH3 peaks; (c) relative distances of ChIP-BIT detected peaks to TSS; (d), (e) and (f) represent the same set of information obtained from PBX1 ChIP-seq data analysis as that of (a), (b) and (c).

Read intensity distributions of NOTCH3 peaks reported by PeakSeq and ChIP-BIT are shown in Fig. 2.11(a) and (b), respectively. We can see from Fig. 2.11(b) that ChIP-BIT separates binding signals from sample and input data sets quite well. Although some peaks have relative ‘weak’ enrichment in the NOTCH3 sample profile, their fold changes are large enough for peak detection. The average fold change of read enrichment between sample and input data is 6.57 for the NOTCH3 peaks identified by ChIP-BIT, which is higher than a commonly used fold change threshold of 4. Even though our exponential distribution assumption assigns higher weights to those peaks close to the TSS, as shown in Fig. 2.11(c), some distant peaks can still be detected if their enrichment in the sample data is significantly higher than that in input data. For PBX1, ChIP-BIT also provides a better separation of sample and input binding signals as well, as shown in Fig. 2.11(e). The average fold change of read enrichment between sample and input
data is 7.26 for the PBX1 peaks identified by ChIP-BIT, also much higher than a commonly used fold change threshold of 4. By comparing Fig. 2.11(f) - (c), we can see that TFBS location-wise distributions are different for different TFs.

As an initial step to validate the ChIP-BIT identified target genes co-regulated by NOTCH3 and PBX1, we used gene expression data acquired from inhibition and knockdown experiments of NOTCH3 and PBX1. First, we inhibited Notch signaling with 1 µM GSI (γ-secretase inhibitor I, EMD Chemicals, San Diego, CA), a well-known Notch signaling inhibitor [67], for 48 hours; both NOTCH3 and PBX1 are inhibited by GSI. Since most ChIP-seq target genes are marginally differentially expressed [69], we set a relatively low fold change threshold, 1.3 (0.3 in its log2 format), for differential expression analysis. 331 (53%) of ChIP-BIT identified NOTCH3-PBX1 common targets are differentially expressed. Second, we used small interfering RNA (siRNA) to knockdown NOTCH3 and PBX1 specifically, since siRNAs are more specific inhibitors of NOTCH3 and PBX1 than the GSI. PBX1 knockdown experiment using siPBX1 was performed previously and microarray gene expression data were made available to us by the authors [68]. In this study, we knocked down NOTCH3 using siNOTCH3 and acquired gene expression data for NOTCH3-PBX1 co-regulated target gene validation. For the knockdown experiment, MCF7 cells were transfected with NOTCH3 siRNA for 48 hours followed by Western blotting to confirm the knockdown efficiency as shown in Fig. 2.12(a). NOTCH3 expression was clearly inhibited with siNOTCH3 compared with its negative control.

Figure 2.12 TF knockdown experiments for target gene validation. (a) Western blot of NOTCH3 protein expression after transfecting MCF7 cell with siRNA of NOTCH3 and scramble (SCR) for 48 hours, including full length (FL), transmembrane form (TM) and intracellular domain (ICD); (b) mRNA expression levels of PBX1 and NOTCH3 across siRNA samples.
We then performed microarray mRNA profiling by using Illumina HumanHT-12 v4 Expression BeadChip before and after siNOTCH3 is introduced to the cells. Under each condition, we generated two replicates. The normalized mRNA expression of NOTCH3 for each siRNA sample is shown in Fig. 2.12(b). NOTCH3 expression was down regulated significantly (p-value 9.7e-3) with siNOTCH3. Among the common genes targeted by NOTCH3-PBX1, gene transcription can be regulated by PBX1, NOTCH3 or both. Knockdown of either TF will provide a set of differentially expressed genes among 621 common target genes, but these two sets of genes are not necessarily the same. With a predefined fold change threshold of 1.3 (0.3 in log2 format), there are 62 genes differentially expressed in the siPBX1 sample, 81 genes differentially expressed in the siNOTCH3 sample and 50 genes differentially expressed in both siRNA samples. In total, we identified 193 differentially expressed target genes. It is expected that a majority of genes identified from siRNA experiments be also differently expressed after GSI treatment because GSI will inhibit both PBX1 and NOTCH3 simultaneously (as described before). After comparing to the differentially expressed genes (331 genes) with or without GSI treatment, we found 149 genes that overlapped.

Functional enrichment analysis was carried out on these 149 differentially expressed common target genes predicted by ChIP-BIT. As shown in Table 2.3, Notch signaling pathway and Wnt signaling pathway are enriched with p-values of 6.7e-4 and 3.2e-3, respectively. It has been known that Notch and Wnt signaling pathways share some common functions [70] and cooperate in breast and ovarian cancers [71, 72]. Both pathways are related to cancer stem cells, which are regarded as a main source of cancer recurrence and chemo-resistance [73]. Our computational analysis supports the hypothesis that crosstalk between these two pathways may exist downstream of transcription factors PBX1 and NOTCH3. The existence of such crosstalk would require further experiments for biological validation so as to establish the association of Notch and Wnt signaling pathways with the development and progression of breast cancer. Also from Table 2.3 it can be found that functional enrichment of target genes predicted by selected competing methods on these two specific pathways are not significant. Conventional tools only predict strong bindings and miss a lot of weak but still functional bindings. As a result, using conventional tools we can only capture a small proportion of functional genes which are not significant enough to claim biological importance.
Table 2.3 Functional enrichment analysis of target genes predicted by ChIP-BIT and competing methods.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>ChIP-BIT</th>
<th>PeakSeq</th>
<th>MACS</th>
<th>TIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOTCH signaling pathway</td>
<td>11</td>
<td>4</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>p-value</td>
<td>6.7e-4</td>
<td>&gt;0.1</td>
<td>-</td>
<td>&gt;0.1</td>
</tr>
<tr>
<td>Wnt signaling pathway</td>
<td>11</td>
<td>3</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>p-value</td>
<td>3.2e-3</td>
<td>&gt;0.1</td>
<td>&gt;0.1</td>
<td>&gt;0.1</td>
</tr>
</tbody>
</table>

2.4.2 ER-α binding site identification at distant enhancer regions

The enhancer region is a specific kind of genomic region with specific epigenetic regulation of histone markers (HMs) [18]. As shown in Fig. 2.13(a), the enhancer region harbors enrichment of both H3K4me1 and H3K27ac with depletion of H3K4me3.

![Figure 2.13 Candidate enhancer region identification using H3K4me1, H3K27ac and H3K4me3 ChIP-seq data. (a) Illustration of ERα activated enhancers; (b) relative distance to the nearest transcription starting site of candidate enhancer regions; (c) histone modification signal enrichment at candidate enhancer regions.](image)
We downloaded E2 treated breast cancer MCF-7 ChIP-seq data of H3K4me1 and H3K4me3 (http://www.ncbi.nlm.nih.gov/geo, under accession number GSE23701) and H3K27ac (GSE45822). HM peaks are called using HOMER with wide peak parameter setting [74]. In total, we identified 7,961 H3K4me1-positive, H3K27ac-positive and H3K4me3-negative candidate enhancer regions, as shown in Fig. 2.13(c). We mapped each of these candidate enhancer regions to the nearest TSS and found that at least 79% of enhancer regions were located between 3k bps and 200k bps away from TSS, as shown in Fig. 2.13(b).

It has been known that ERα is a major activator of enhancer regions in breast cancer MCF-7 cells [18]. To identify enhancer regions with ERα binding sites, we further downloaded E2 treated MCF-7 ERα ChIP-seq and matched input data (GSE23893). The raw distribution of read intensity of sample and input data is shown in Fig. 2.14(a). Using ChIP-BIT with parameter setting for TFBS identification at enhancer regions, we identified in total 1,225 TFBSs (probability >0.9) which were located within ±2k bps from the midpoints of 1,168 candidate enhancer regions.

![Figure 2.14](image)

**Figure 2.14 Read intensity distributions of ERα ChIP-seq data.** (a) Distributions of read intensities in ER-α and input ChIP-seq data; (b) Distributions of read intensities of ChIP-BIT identified ER-α binding sites in ER-α and input ChIP-seq data.

Validation of enhancer regions is challenging since the mapping relationship between each enhancer region and the target gene is still not clear. The enhancer region activation process is tightly linked to enhancer RNA (eRNA) profiling. eRNA is a specific type of non-coding RNA
measured by the GRO-seq data [75], which is a robust indicator of the functional loop between an activated enhancer region and the interacted promoter region. If an enhancer region is activated by an ERα binding site, it should also have high expression of eRNA. We downloaded a time course GRO-seq data with 8 samples measured at 4 time points (GSE27463). To identify overexpressed eRNA under E2 condition, strand-specific read counts from each GRO-Seq experiment were determined for each eRNA using HOMER. EdgeR [76] was then used to identify differentially expressed eRNAs by setting fold change >1.5-fold and false discovery rate <0.05. In total, we identified 8,921 eRNAs overexpressed under E2 treatment (10 mins, 25 mins or 40 mins), as shown in Fig. 2.15(a). Previously we identified 1,168 enhancer regions with ER-α binding sites, where 600 (significance p-value <<0.001) of them contained overexpressed eRNA, as shown in Fig. 2.15(b).

![Figure 2.15](image)

**Figure 2.15 Active enhancer region identification using GRO-seq data.** (a) Heat map of time course eRNA expression of active enhancer regions; (b) common regions of candidate enhancer regions, ERα binding sites and overexpressed eRNA transcripts.

### 2.5 Discussion

In this chapter, a Bayesian approach, ChIP-BIT, was developed and applied to identify TFBSs at promoter and enhancer regions. In contrast to conventional peak detection methods, ChIP-BIT will compute a probability for each peak by joint modelling read intensities in sample and input ChIP-seq data. In addition, binding locations of TFBSs referring to the middle points of promoter regions are also modelled using an exponential distribution. Strong or weak binding
signals are defined according to their read intensities in the sample ChIP-seq data. Weak bindings have an overall lower read intensity in the sample ChIP-seq data but as TF specific binding sites, compared to the low local input signal, their fold changes are still significant. Such weak binding signals can be functional important on gene transcription.

ChIP-BIT is first applied to identify TFBSs at promoter regions. Each identified TFBS can be mapped to a unique target gene. We have validated identified bindings by examining target gene expression change after the knock down of the upstream TF. However, only about 15% of bindings can be successfully validated. A reasonable explanation for those remaining genes without any significant expression change is that, they are simultaneously regulated by multiple TFs so that the knock down of just one TF is not enough to inhibit gene transcription significantly. Running ChIP-BIT on multiple ChIP-seq data we can identify genes co-regulated by multiple TFs. The joint modelling of multiple TFs is very important to infer the complete regulatory map.

ChIP-BIT is then applied to identify TFBSs at distant enhancer regions. As an enhancer region is located far away from its target gene’s TSS, enhancer regions are usually studied without an emphasis on target gene association. However, in recent years, predicting target genes of enhancer regions becomes more and more important since a lot of gene expression change cannot be fully explained using proximal binding theory. Although some new data like DNase-seq and ChIA-PET can be used to link an active enhancer region to the target gene, more computational and biological work is still needed to jointly analyze multiple ChIP-seq data, integrate different data types and validate identified genes or enhancer regions.

2.6 Conclusions

In summary, to identify TFBSs at encoding regions, we have developed a probabilistic method called ChIP-BIT. Each TFBS is annotated by a target gene and an enhancer region. And there is a probability reflecting the binding strength. ChIP-BIT is a novel Bayesian approach in that (1) a Gaussian mixture model is developed to help improve weak binding event detection; (2) an exponential distribution is incorporated to model the impact of TFBSs on their target genes. Through simulation studies, we have demonstrated that ChIP-BIT distinguishes foreground bindings especially those weak ones from background signals better than most
available tools. By using ChIP-BIT to identify common targets regulated by both PBX1 and NOTCH3 in breast cancer MCF-7 cells, we have found that there is a significant interaction between PBX1 and NOTCH3. Functional enrichment analysis of target genes co-regulated by PBX1 and NOTCH3 supports the existence of a crosstalk between the Wnt signaling and Notch signaling pathways. By further applying ChIP-seq to ERα ChIP-seq data we have found that active enhancer regions are intensely regulated by ERα in breast cancer MCF-7 cells.
3. BICORN: Bayesian integration of ChIP-seq and RNA-seq data for cis-regulatory module inference

3.1 Introduction

Recent technological advances have improved the molecular understanding of cancers and the identification of targets for therapeutic interventions. The diversity nature of tumors lowers the consistency of multiple biological replicates such that few reliable predictions can be expected if a single type of omics data is used [77]. Previous studies on regulatory mechanisms were mainly focused at the promoter region [78-81]. It has been known that only ~15% target genes predicted from ChIP-seq data of a single TF are differentially expressed (as identified from downstream microarray or RNA-seq data analysis) when the specific TF is knocked down [69]. It indicates that a large proportion of physical bindings are either not functional or not functional individually. Therefore, inferring functional bindings from observed physical bindings not only refers to limiting false positive predictions in ChIP-seq data, but also includes eliminating binding events that are actually inactive on target gene expression. In recent years, enhancer regulation has been widely studied due to the limited explanations that the promoter region focused study can provide for gene regulation [18, 82]. Through previous ChIP-seq data analysis, we have shown that enhancer regions are activated by specific TFs that bring enhancer regions to interact with promoter regions and regulate gene transcription. TF-enhancer-gene regulation can provide a novel and complementary picture to the conventional TF-gene regulation at promoter regions. An enhancer region can work from a distance, in either orientation, and do not necessarily regulate the closest gene. Therefore, for TFs working at enhancer regions, how to infer their target genes is a challenging task.

Early attempts for functional binding inference only used gene expression data [83, 84] because at that time prior binding knowledge was largely not available. With the accumulation of ChIP-chip data [85], many integrative approaches were proposed and developed. Liao et al. proposed network component analysis (NCA) to estimate activities of multiple TFs jointly by integrating binary binding information (from ChIP-chip data) and gene expression (from microarray data) [86]. Sabatti et al. improved NCA with a Bayesian framework to simultaneously infer hidden TF activities and functional bindings [78]. Chen et al. employed a
similar Bayesian hierarchical model called COGRIM to infer regulatory gene clusters [79]. Recently, large-scale ChIP-seq data generation made CRM inference progress much faster. Wang et al. developed a BETA package for functional target gene prediction by integrating single TF ChIP-seq data with target gene RNA-seq data [80]. Qin et al. developed an integrative approach, least absolute shrinkage and selection operator (LASSO), to infer regulatory networks of multiple TFs [81]. The importance of statistical integration of ChIP-seq and RNA-seq data was discussed in [41] for inferring gene regulatory mechanisms; Bayesian integration models were proposed as optimal approaches for causal inference of genome-wide regulatory networks. However, in existing Bayesian integration methods (e.g. BNCA and COGRIM), the functional evaluation of each TF-gene binding is based on an individual comparison between gene expression fitting performances under the existence of current binding or not. Contributions of other TFs to the occurrence of current binding event are not modelled.

In the real system, several specific TFs serve as major regulators (or activators) and recruit other co-factors (or so called partners) to achieve gene regulation. Binding signals of different TFs are enriched at the same location, which is referred to as a cis-regulatory module (CRM) [87]. TF co-binding or co-regulation has recently also been observed for the enhancer region activation [88]. To study the cooperation of multiple transcription factors on the gene regulation, we propose a novel Bayesian method (BICORN) to integrate ChIP-seq binding signals of multiple TFs and RNA-seq target gene expression and infer CRMs at encoding (promoter or enhancer) regions. In BICORN, each CRM has a unique combination of TFs and each of its target gene expression is modeled as a log-linear combination of the hidden TF activities (TFAs). We model each TF-gene binding event as a Bernoulli random variable (0 for ‘none functional or background binding’ or 1 for ‘functional’). Then, each CRM can be defined by a vector containing a unique combination of multiple related Bernoulli random variables. A Gibbs sampling algorithm iterates between the estimation of hidden TFAs and that of posterior distribution of CRMs (also a joint distribution of multiple TFs). Notably, joint regulation of TFs in individual CRM on target genes are learned from the integrative analysis of binding network and target gene expression so that CRM-gene interactions can be directly predicted.

We demonstrate the robustness of BICORN using simulated data with respect to different noise levels. Then, BICORN is further tested on DREAM4 in silico networks with time course
gene expression data. The results show a significant precision-recall improvement over existing Bayesian integrative methods or gene expression-based approaches. For real data analysis, we apply BICORN to breast cancer MCF-7 cell ChIP-seq and RNA-seq data to infer CRMs at promoter and enhancer regions. Our integrative analysis shows a group of TFs is directly functional at proximal promoter regions while the other group of TFs distantly regulates the same set of genes through a possible enhancer-promoter looping mechanism. In each TF group, we identify several CRMs as well as their major regulators or activators. The breast cancer study highlights that it is necessary and important to investigate TF regulatory effects on both enhancer and promoter regions. Only in that way we can obtain a complete regulatory map for cancer-specific genes.

3.2 Methods

3.2.1 BICORN model description

![Illustration of regulation of cis-regulatory modules.](image)

Identifying initial TF-gene interactions at promoter regions is straightforward. As shown in Fig. 3.1(a), we map each TFBS to the nearest transcription starting site (TSS) if their distance is within certain range, e.g., 10k bps. In order to identify functional target genes regulated by distal regulatory elements (shown in Fig. 3.1(b)), we associate 20 nearby genes (10 genes upstream and
10 genes downstream) with each enhancer region (enriched by histone markers H3K4me1 and H3K27ac). Although we realize that such a simple mapping approach cannot identify target genes that are farther than 10 genes away, we anticipate that many of enhancer regions would regulate a gene within this distance based on existing studies [19, 89]. We then build an initial physical binding network from multiple TFs to a number of target genes for CRM inference at promoter or enhancer regions.

![Diagram of ChIP-seq physical binding and RNA-seq gene expression](image)

**BICORN integrative analysis**

Candidate TF modules:

TF module 1: \( b_{1,1} = 1 \quad b_{1,2} = 1 \quad b_{1,3} = 1 \)

TF module 2: \( b_{2,1} = 1 \quad b_{2,2} = 1 \quad b_{2,3} = 0 \)

Log-linear model: \( \log(y_{ni}) = a_{n,i}b_{n,i}x_i + \sum_{n} + a_{n} \)

Gibbs sampling: \( a_{n,i}, x_{n,i} \) and \( c_n \) with specific distribution assumption on each.

**Binding states**

- \( b_{n,1} = 1 \)
- \( b_{n,2} = 1 \)
- \( b_{n,3} = 1 \)

**Regulation strength**

- \( a_{n,1} = 0.6 \)
- \( a_{n,2} = 0.8 \)
- \( a_{n,3} = 0.2 \)

**TF activities**

- \( x_1 \)
- \( x_2 \)
- \( x_3 \)

![Figure 3.2 A flowchart of the proposed BICORN model.](image)

Given the initial binding network and target gene expression, BICORN infers the most reliable CRM for each gene, as shown in Fig. 3.2. Specifically, each CRM is represented by a binary vector with a unique combination of TFs. Each gene can be regulated by different CRMs (e.g., \( c_1 \) and \( c_2 \)), depending on observed binding signals at its encoding region. Using Bayesian integration, we jointly model ChIP-seq binding signals and RNA-seq gene expression such that
functional CRMs can be inferred. Specifically, the regulation relationship from multiple TFs in a CRM to individual target gene expression is modelled as a log-linear combination of TFAs \[[86]\]. The distribution of CRMs is a joint distribution of multiple TFs, which is difficult to model using a particular distribution shape. Using a Gibbs sampling algorithm we iteratively estimate the CRM distribution and hidden variables. After multiple runs of sampling, for each gene, we then select the most reliable CRM as the final prediction (e.g. \(c_1\)). Marginal distribution of individual TFs can also be calculated by summing up the probabilities of CRMs containing each particular TF, which indicates the major or partner role of each TF. Finally, genes under regulation of each CRM are clustered together and the number of genes is used to denote the importance of each CRM in the whole regulatory system.

### 3.2.2 Log-linear model and Gibbs sampling

Based on biological prior knowledge, we identify a candidate CRM pool, denoted by a matrix \(B\) including \(K\) rows and \(T\) columns. Each row represents a candidate CRM and each column represents a particular TF. Since TFs can only be clustered if they have potential biological interactions, we have \(K << 2^T\). In the \(k\) -th row, a unique vector \([b_{k,1}, b_{k,2}, ..., b_{k,i}, ..., b_{k,T}]\) with binary states \(b_{k,i}\) as ‘0’ or ‘1’ is defined according to prior biological knowledge. In real biological systems, there are always some ‘background’ genes without functional regulation. Hence, there is an all-zero vector \([0, 0, 0, ..., 0, 0, ..., 0]\) in \(B\).

In total we have \(N\) target genes with RNA-seq gene expression data under \(M\) time points or conditions; we have \(T\) TFs with baseline ChIP-seq data. We assume that \(n\) -th gene is regulated by the \(c_n\)-th CRM under \(M\) time points or conditions. \(c_n\) takes a value from \(0 \sim K\) and represents which module (a row of \(B\)) is functional on \(n\) -th gene. Therefore, binary binding states \(\{b_{c_n,t} | t = 1 \sim T\}\) of \(n\) -th gene are jointly determined by unknown \(c_n\) and known \(B\). To infer \(c_n\), RNA-seq expression of \(n\) -th target, \(y_n\), is modelled using a log-linear model as defined in the following equation:

\[
\log(y_n) = a_{c_n} b_{c_n,t} x_t + e_n + \varepsilon_n, \tag{3-1}
\]
where vector $y_n = [y_{n,1}, y_{n,2}, \ldots, y_{n,m}, \ldots, y_{n,M}]$ represents gene expression data observed at $M$ time points or conditions with sample index $m$; vector $x_t = [x_{t,1}, x_{t,2}, \ldots, x_{t,m}, \ldots, x_{t,M}]$ represents the hidden TFAs of $t$-th TF; variable $a_{c_v,t}$ represents the regulation strength of the binary binding variable $b_{c_v,t}$; variable $n$ represents the baseline gene expression level across multiple time points; and vector $\varepsilon_n = [\varepsilon_{n,1}, \varepsilon_{n,2}, \ldots, \varepsilon_{n,m}, \ldots, \varepsilon_{n,M}]$ denotes the noise in gene expression data. Variables $x_{t,m}$, $a_{c_v,t}$, $n$ and $\varepsilon_{n,m}$ are all unknown and needed to be estimated from data.

We make some hypotheses on hidden viable distributions. Specifically, we assume that $x$ follows Gaussian random process and the prior distribution on each variable $x_{t,m}$ is defined as $N(0, \sigma_x^2)$. The regulation strength $a_{c_v,t}$ is conditional on the state of $b_{c_v,t}$. For $b_{c_v,t} = 0$, the regulation strength does not exist and $a_{c_v,t} = 0$. For $b_{c_v,t} = 1$, we assume a prior Gaussian distribution on $a_{c_v,t}$ as $N(0, \sigma_a^2)$. The baseline expression $n$ is a constant value under multiple time points. The prior distribution on $n$ is also assumed to be a Gaussian distribution as $N(0, \sigma_n^2)$. Gene expression data measurement noise $\varepsilon_{n,m}$ is assumed to follow zero-mean Gaussian distribution as $N(0, \sigma_{\varepsilon}^2)$. To limit the scale of $\sigma_{\varepsilon}^2$, we assume that $\sigma_{\varepsilon}^2$ follows inverse Gamma distribution as $\text{inverseGamma}(\alpha_{\varepsilon}, \beta_{\varepsilon})$. Here, $\sigma_x^2$, $\sigma_a^2$, $\sigma_n^2$, and $\sigma_{\varepsilon}^2$ are hyper-parameters.

The prior probability of binding event $b_{c_v,t} = 1$ is denoted as $p_{n,t}$, which is estimated from the ChIP-seq data using ChIP-BIT. Then, a prior distribution for each binding variable $b_{c_v,t}$ can be defined in the following equation:

$$P(b_{c_v,t}) = \frac{b_{c_v,t}}{n,t} (1 - \frac{b_{c_v,t}}{n,t})^{b_{c_v,t}} .$$

(3-2)

Furthermore, the prior probability of CRM $c_n$ is defined as:

$$P(c_n) = \frac{b_{c_n}}{t,n} (1 - \frac{b_{c_n}}{t,n})^{b_{c_n}} .$$

(3-3)
We define \( Y = \{ y_{n,m} \mid n = 1 \sim N, m = 1 \sim M \} \), \( A = \{ a_{e_{n,t}} \mid n = 1 \sim N, t = 1 \sim T \} \), \( X = \{ x_{t,m} \mid t = 1 \sim T, m = 1 \sim M \} \) and \( \eta = \{ \eta_n \mid n = 1 \sim N \} \). To determine the functional regulatory network controlling the expression of genes under a certain condition, we infer CRM indexes for all genes as \( C = [c_1, c_2, \ldots, c_n, \ldots, c_N]^T \). To estimate variables in \( A \), \( X \), \( \eta \) and \( C \), a joint posterior probability is defined in the following equation:

\[
P(A, C, X, \eta, \mathbf{2} | \mathbf{Y, B}) = P(y_n | a_n, c_n, X, \mathbf{2}, \mathbf{B}) 
\cdot P(a_n) \cdot P(c_n) \cdot P(X) \cdot P(\mathbf{2}) \cdot P(\mathbf{2})
\]

Given the structure of Eq. (3-4), there is some conditional independence structure within each of these variables. To learn the distribution of each, we calculate the conditional probability of each variable and draw samples iteratively using a Gibbs sampler. A detailed derivation of the algorithm can be found in the Appendix C. Here we mainly describe the conditional distributions used in the Gibbs sampling algorithm:

**Gibbs sampling of regulation strength**

For each gene, if \( b_{e_{n,t}} = 0 \), we sample \( a_{e_{n,t}} = 0 \); if \( b_{e_{n,t}} = 1 \), we sample \( a_{e_{n,t}} \) according to its conditional probability as defined in the following equation:

\[
P(a_{e_{n,t}} | b_{e_{n,t}} = 1, y_n, X, \mathbf{2}, a_{e_{n,t}}) \cdot P(y_n | X, \mathbf{2}, a_{e_{n,t}}) \end{align*}
\]

\[
1 \exp \left( \frac{1}{2} \left( \eta_n \right)^2 \right) \quad 1 \exp \left( \frac{1}{2} a_{e_{n,t}}^2 \right)
\]

\[
N \left( a_{e_{n,t}}, \frac{2}{2} \right)
\]

**Gibbs sampling of TFA**

We sample \( x_{t,m} \), TFA of \( t \)-th TF under \( m \)-th time point, according to its conditional probability as defined in the following equation:
\[
\begin{align*}
\Pr\left( x_{t,m} | Y, A, C, x_{t', t', m}, \eta, ^2 \right) &= \Pr\left( y_{m} | A, C, X, \eta, ^2 \right) \Pr\left( x_{t,m} \right) \\
&= \frac{1}{n} \exp \left\{ \frac{1}{2} \left( x_{n,m} \right)^2 \right\} \frac{1}{x} \exp \left\{ \frac{1}{2} x_{t,m}^2 \right\} \\
&\times \mathcal{N}\left( x, \frac{1}{x} \right). \\
\end{align*}
\]

**Gibbs sampling of baseline gene expression**

We sample \( n \), baseline expression of \( n \)-th gene, according to its conditional probability as defined in the following equation:

\[
\begin{align*}
\Pr\left( n | y_{n}, X, c_{n}, a_{n}, ^2 \right) &= \Pr\left( y_{n} | X, c_{n}, a_{n}, ^2 \right) \Pr\left( n \right) \\
&= \frac{1}{m} \exp \left\{ \frac{1}{2} \left( n_{m} \right)^2 \right\} \frac{1}{x} \exp \left\{ \frac{1}{2} x_{n}^2 \right\} \\
&\times \mathcal{N}\left( n, \frac{1}{x} \right). \\
\end{align*}
\]

**Gibbs sampling of expression data noise variance**

\( ^2 \) controls the overall fitting performance and can be sampled as follows:

\[
\begin{align*}
\Pr\left( ^2 | Y, A, C, \eta, X \right) &= \Pr\left( Y | A, C, \eta, X, ^2 \right) \Pr\left( ^2 \right) \\
&= \left( \frac{1}{n} \right) \exp \left\{ \frac{1}{2} \left( n_{m} \right)^2 \right\} \left( \frac{1}{x} \right) \exp \left\{ \frac{1}{2} x_{n}^2 \right\} \\
&\times \text{inverse Gamma}\left( , \right). \\
\end{align*}
\]

**Gibbs sampling of CRM**

For CRM distribution learning, there is no particular distribution that can be used to model it. For \( n \)-th gene, we calculate the conditional probability given each CRM with \( c_{n} \) from 0 to \( K \) as follows:

\[
\begin{align*}
\Pr\left( c_{n} | y_{n}, X, a_{n}, ^2 \right) &= \Pr\left( y_{n} | X, a_{n}, ^2 \right) \Pr\left( a_{c_{n}}, c_{n} \right) \Pr\left( c_{n} \right). \\
\end{align*}
\]
Then, we draw a sample of $c_n$ as $c'_n$ according to its posterior probability distribution as defined in the following equation:

$$p(c_n = k) = \frac{P(c_n = k | y_n, X, a_n, \ldots)}{\sum_j P(c_n = j | y_n, X, a_n, \ldots)}.$$  \hspace{1cm} (3-10)

### 3.3 Simulation

To demonstrate the advantage of BICORN over conventional methods on CRM inference, we simulated binding networks and gene expression data under different scenarios. First of all, we generated a regulatory network with 160 genes and 20 TFs. There were 80 foreground genes and on average 2 bindings of each gene. The regulation strength of each binding was generated as following Gaussian distribution. TFAs for individual TFs were simulated using Gaussian random process with mean and variance values as 0 and 1. Then, we simulated two different gene expression datasets using log-linear model as in Eq. (3-1). In Case 1, we generated 20 gene expression samples; in Case 2, we generated only 10 gene expression samples. Case 2 was more challenging since the number of TFs (20) is much larger than that of gene expression samples (10). To compare BICORN against conventional approaches on functional TF-gene binding prediction, we simulated different noise scenarios by varying the false positive rate of initial binding connections (from 0.05 to 0.25 with step 0.05) and the signal-to-noise ratio (SNR) of gene expression data (from 9 to -3 dB with step 3 dB).

Since conventional methods can only infer individual functional bindings rather than the whole module, here we want to show even on the functional binding prediction, BICORN can still provide advanced performance. We define sensitivity and specificity as follows:

$$\text{sensitivity} = \frac{\text{Number of true positive bindings}}{\text{Number of true positive bindings} + \text{Number of false negative bindings}}.$$

$$\text{specificity} = \frac{\text{Number of true negative bindings}}{\text{Number of true negative bindings} + \text{Number of false positive bindings}}.$$
Area under curve (AUC) values of receiver operating characteristic (ROC) of BICORN and competing methods are shown in Fig. 3.3 for performances in Case 1 and Fig. 3.4 for performances in Case 2.

**Figure 3.3 Binding network prediction performance of competing methods for Case 1.** (a) Initial binding networks with different false positive rates; (b) gene expression data with different (Signal-to-Noise Ratio) SNR.

**Figure 3.4 Binding network prediction performance of competing methods for Case 2.** (a) Initial binding networks with different false positive rates; (b) gene expression data with different (Signal-to-Noise Ratio) SNR.

It can be clearly seen from Fig. 3.3(a) that in Case 1 when the total number of expression samples is larger than the number of candidate TFs, BICORN works more robustly against false
positive connections in the initial network. In Fig. 3.3(b) when the noise of gene expression increases, performances of conventional methods degrade dramatically. The performance improvement of BICORN is more significant when the only observation of the whole system, gene expression data is noisy. In Case 2, due to the fewer number of expression data samples, estimation of TFAs will be very challenging. The overfitting issue cannot be overlooked since the number of candidate TFs is larger than expression data observations. As can be seen from Fig. 3.4, in both figures BICORN is much better than competing methods. In conventional Bayesian tools, for each gene they examine fitting performance of each TF iteratively; not enough expression data samples may bring ambiguity to determine which TF or TFs provide the best performance.

Performance evaluation in Fig. 3.3 and Fig. 3.4 was based on individual binding connection. It is necessary to compare the performances of competing methods on identifying the whole CRM. If only partial bindings of a module are predicted, the module or the combination relationship of multiple TFs will not be fully recovered. In that case, the module prediction is false. We changed the evaluation criterion to “all functional bindings of a gene should be simultaneously identified correctly” and summarized precision-recall performances of three Bayesian integration tools including the proposed BICORN, BNCA and COGRIM in Table 3.1. We define precision and recall as follows:

\[
\text{precision} = \frac{\text{Number of true positive modules}}{\text{Number of true positive modules} + \text{Number of false positive modules}},
\]

\[
\text{recall} = \frac{\text{Number of true positive modules}}{\text{Number of true positive modules} + \text{Number of false negative modules}}.
\]

| TABLE 3.1 CRM IDENTIFICATION WITH FULL RECOVERY OF ALL FUNCTIONAL BINDINGS. |
|-------------------------------|-----------|-----------|-----------|
| METHOD                        | BICORN    | BNCA      | COGRIM    |
| Precision                     | 0.768     | 0.730     | 0.725     |
| Recall                        | 0.663     | 0.100     | 0.090     |
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It can be seen from Table 1 that with similar precision performances, BICORN has identified more genes by fully recovering their upstream regulators. BNCA and COGRIM only recover complete bindings or the full modules of a small portion (~10%) of genes.

We also realized in some cases large scale ChIP-seq data experiments were not available and people had to use old type of binding information containing a lot of false positive bindings. In that case, people only cared about whether some genes with at least one functional binding can be captured. Those genes would be used in further downstream analysis. COGRIM was initially proposed to identify target genes based on the noisy initial TF-DNA binding network. We have further simulated more challenging scenarios where the physical binding network was very noisy (high false positive rate) including a lot of background genes. We mainly compared the performance of BICORN against BNCA and COGRIM. In each method, a foreground gene is called if there is at least one binding with sampling frequency over default threshold. We defined the sensitivity and specificity as follows:

\[
\text{sensitivity} = \frac{\text{Number of true positive genes}}{\text{Number of true positive genes} + \text{Number of false negative genes}},
\]

\[
\text{sensitivity} = \frac{\text{Number of true negative genes}}{\text{Number of true negative genes} + \text{Number of false positive genes}}.
\]

![Figure 3.5 AUC performances of competing methods on target gene prediction using severely contaminated physical binding networks.](image)

Figure 3.5 AUC performances of competing methods on target gene prediction using severely contaminated physical binding networks.
AUC values of ROC curves for foreground/background target prediction were shown in Fig. 3.5. It can be found that BICORN is quite robust to identify foreground genes even though the false connection rate in network increases. This robust performance is mainly due to the algorithm design of modelling TF modules directly. Because a background gene is not ‘truly’ regulated by any TFs, in the BICORN learned joint distribution of multiple TFs, there is not any combination of TFs showing a high enough probability. Hence, BICORN reports none binding for the background gene.

3.4 in silico network validation

In most of the tools for regulatory network inference, a log-liner model (as defined in Eq. (3-1)) is used to integrate TF-gene bindings and gene expression data. However, the log-liner model is an approximation, which may not hold in the real biological system. It is necessary to evaluate the performance of each method when gene expression data have a non-linear relationship with TF activities. We downloaded benchmark networks and training time course gene expression data from DREAM challenge 4 (http://gnw.sourceforge.net/dreamchallenge.html). There were 5 different networks simulated from 100 genes and ~15 TFs. On average, each TF regulated 11 genes and each gene had 2 regulators. For each benchmark network, 10 different time-course gene expression datasets with 21 time points in each were generated using Stochastic Differential Equations, which was a non-linear simulation of gene expression data based on the benchmark network. To evaluate the performance of BICORN and competing methods, we perturbed benchmark networks by adding 15% false negative connections and 30% false positive connections. Precision-recall performance on binding connection identification of each method under default setting is recorded. In total, we had 50 case studies (10 simulated gene expression datasets for each of 5 benchmark networks). A box plot of 50 F-measures (calculate by 2/(1/precision+1/recall)) of each competing method is presented in Fig. 3.6.
Figure 3.6 F-measure comparison of competing tools using DREAM 4 in silico benchmark regulatory networks and simulated time course gene expression data.

From Fig. 3.6 it can be seen that BICORN provides the best F-measure performance. The mean of its F-measures of in total 50 cases is the highest and the variance is the smallest. When the real network is very sparse and the log-linear relationship between gene expression and TF activities does not hold, methods using gene expression data only like NARPOMI or GENIE3 cannot provide reliable predictions. It can also be found that conventional Bayesian integration tools do not provide improved performance to the other methods. The advantage of BICORN is mainly due to the shrunk search space of candidate CRMs. Through an initial screening of possible CRMs on all candidate genes, any TF combinations never observed on any gene would not be selected. In comparison to the other Bayesian approaches, this initial CRM searching step narrowed the search space for functional CRM prediction and lowered the chance of BICORN on sampling false bindings.

Using this benchmark data we have further examined the efficiency of each method. We tested BICORN, LASSO, NARROMI, GENIE3 using MATLAB2012b and BNCA, COGRIM using R 2.15 on a desktop computer with 4-core CPU 3.20 GHz and RAM 6.0 GB. The average running time of key functions of each method was shown in Table 3.2. In general, the computational cost of Bayesian methods is higher than LASSO or the other regression based approaches. But among all three Bayesian approaches, BICORN has the shortest running time.
Table 3.2 Average computational time for each competing method.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>BICORN</th>
<th>BNCA</th>
<th>COGRIM</th>
<th>LASSO</th>
<th>NARROMI</th>
<th>GENIE3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average running time (sec.)</td>
<td>186.7</td>
<td>198.2</td>
<td>493.6</td>
<td>0.3</td>
<td>10.3</td>
<td>73.7</td>
</tr>
</tbody>
</table>

3.5 Breast cancer ChIP-seq and RNA-seq integrative analysis

We finally applied BICORN to real ChIP-seq and RNA-seq data acquired from breast cancer MCF-7 cells. We downloaded ChIP-seq data of 39 TFs from ENCODE (https://genome.ucsc.edu/ENCODE/). Those ChIP-seq data samples were generated from baseline MCF-7 cells. To infer their regulatory effects on gene expression when MCF-7 cells are under fast progression, we downloaded two 17b-E2 treated MCF-7 RNA-seq data sets from the GEO database (accession numbers GSE62789 and GSE51403). GSE62789 data include 10 RNA-seq samples measured at baseline (‘0’ time point) and 9 different time points within 24hrs of 10nM 17b-E2 treatment. A candidate target gene was selected if at least at one time point its fold change to the ‘0’ time point is larger than 1.3 (0.3 in its log2 format). GSE51403 data include 7 RNA-seq samples measured under vehicle condition and another 7 steady-state RNA-seq samples measured after 24hrs of 10nM 17b-E2 treatment. A candidate target gene was selected if its false discovery rate (FDR) is smaller than 10% after DeSeq2 [90] differential expression analysis. Finally, we identified 2,768 and 1,158 E2 up-regulated genes respectively from time course and steady state RNA-seq datasets. 275 common target genes were selected as candidate genes for regulatory mechanism study of 39 TFs in E2 treated breast cancer MCF-7 cells. BICORN CRM inference was carried out at promoter and enhancer regions separately since their regulatory mechanisms are very different.

3.5.1 Proximal CRM inference using breast cancer MCF-7 data

We identified TFBSs of 39 TFs at 25,802 promoter regions (annotated by UCSC RefSeq hg19) using ChIP-BIT. Each TFBS was uniquely associated with the nearest target gene. Based on the overall binding similarities among TFs, we selected 105 candidate CRMs including 32 TFs. TF symbols are summarized in Fig. 3.7(a). We used BICORN to integrate physical bindings with time course gene expression and steady state gene expression respectively for CRM.
inference. We ran 1000 rounds of Gibbs sampling to iteratively estimate TFAs, regulation strengths and distributions of CRMs.

Figure 3.7 BICORN integrative analyses of 32 TFs at gene promoter regions. (a) Candidate TF symbols; (b) the similarity of BICORN inferred functional bindings from two different gene expression data sets; (c) a regulatory map of BICORN inferred TF-gene interactions (the color represents sampling frequency (SF)); (d) a CRM rank list sorted by the number of target genes regulated by each.
By setting sampling frequency threshold as quantile 0.85, for each gene, we predicted a most reliable CRM. In total we identified 549 CRM-gene interactions from time-course gene expression data and 545 CRM-gene interactions from steady-state gene expression. There were 466 common CRM-gene interactions, as shown in Fig. 3.7(b). The identified common TF-gene regulatory map included 32 TFs and 113 target genes, as shown in Fig. 3.7(c). Based on the number of target genes regulated by each module, 105 candidate CRMs were sorted and further presented in Fig. 3.7(d), where we only presented specific TF symbols in the top 20 CRMs. It can be seen from the TF-gene regulatory map in Fig. 3.7(c) that POLR2A, CREB1, GATA3, and MBD3 had very dense bindings and they served as major regulators. Another set of TFs from FOXM1 to HSF1 regulated diverse target genes, whose binding connections were sparse but the sampling frequency of each TF-gene interaction was still high. The remaining TFs were much less functional because each of them had few target genes with high sampling frequencies. Comparing TF symbols in top ranked modules in Fig. 3.7(d) to the ranked TF list in Fig. 3.7(c) we found that major TFs were clustered together with different weak factors and some strong-weak combination (labeled as black) were ranked higher than certain strong-strong combinations (labeled as green). This observation supports our hypothesis that the regulatory effects of weak binding signals are still significant on target gene transcription. Conventional tools can only provide a regulatory map similar to Fig. 3.7(c). There is no indicator showing that how TFs collaborate with each other on target gene regulation.

3.5.2 Distant CRM inference using E2-treated breast cancer MCF-7 data

To infer CRMs functional at enhancer regions, we first identified 10,434 candidate enhancer regions using histone modification ChIP-seq data by following the procedure in [91]. Then, we identified TFBSs of 39 TFs at enhancer regions using ChIP-BIT. Based on the overall binding similarities among TFs we identified 59 candidate CRMs including 22 TFs. TF symbols are shown in Fig. 3.8(a). For each enhancer region, we associated it with 20 target genes (10 upstream gene and 10 downstream genes). We found that although the number of TFs under investigation (22 TFs) was smaller than that of the promoter region focused study (32 TFs), the density of current regulatory map was much higher due to the multiple-multiple mapping relationship between enhancer regions and target genes.
Figure 3.8 BICORN integrative analyses of 22 TFs at enhancer regions. (a) Candidate TF symbols; (b) the similarity of BICORN inferred functional bindings from two different gene expression data sets; (c) a regulatory map of TF-gene interactions (the color represents sampling frequency (SF)); (d) a CRM rank list sorted by the number of target genes regulated by each.

BICORN was then used to integrate observed physical bindings with time-course and steady-state gene expression data respectively for CRM inference. After 1000 runs of Gibbs sampling, setting sampling frequency threshold as quantile 0.85, for each gene, we predicted the
most reliable CRM which was functional at a matched enhancer region. In total we identified 822 CRM-gene interactions from time-course gene expression and 816 CRM-gene interactions from state-gene expression. There were 630 common CRM-gene interactions covering 22TFs and 99 target genes, as shown in Fig. 3.8(b) and Fig. 3.8(c). According to the number of target genes regulated by each module, 59 candidate CRMs were sorted and then presented in Fig. 3.8(d), where we only presented TF symbols in the top 20 CRMs. As can be seen from Fig. 3.8(c), TFs from E2F1 to EP300 were more functional. Although there was no clear separation of ‘strong’ or ‘weak’ TFs, comparing TF symbols in the top 20 CRMs in Fig. 3.8(d) to the TF list in Fig. 3.8(c) we could find that a higher ranked TF in Fig. 3.8(c) was more frequently combined with a lower ranked TF. For example, E2F1 was clustered together with MYC. E2F1 was a top ranked TF in Fig. 3.8(c) while MYC was ranked much lower. But their combination was ranked as the first in CRM analysis. It can also be found from Fig. 3.8(d) that pairwise combinations of the top 5 TFs with very dense bindings in Fig. 3.8(c) were not highly ranked in the top 20 CRMs (labeled as purple). The strong-weak TF combinations in the inferred CRMs further support our hypothesis that the regulatory effects of weak bindings are important in the activation of enhancer regions.

Comparing above two CRM studies at promoter and enhancer regions we found that active TFs in each study were very different, as illustrated in Appendix D. There were 6 TFs including E2F1, FOSL2, ELF1, HDAC2, CEBPB and FOXA1 highly active at enhancer regions, as shown in Fig. D.1(a). However, they almost had no strong functional bindings at promoter regions, as can be seen from in Fig. D.1(b). Conversely there were 7 TFs including HSF1, cJUN, EGR1, GABPA, FOXM1, MBD3 and GATA3 with intensive bindings at gene promoter regions. Their bindings at enhancer regions were almost non-functional. There were only 4 TFs functionally working at both regions. These two complimentary figures together provided a complete picture of the regulatory effect of transcription factors on gene transcription.

3.6 Discussion

A novel computational tool, namely BICORN, is proposed and developed for CRM inference by integrating protein-DNA binding and target gene expression. BICORN makes it feasible to analyze a large number of TFs simultaneously and identify potential TF clusters as
CRMs and target genes for each. As a unique feature of BICORN, each CRM (or a combination of TFs) is directly modelled and learned from data. Through simulation study, we have demonstrated that modelling TF modules than individual TFs can provide improved robustness against false positive connections in network and noise in gene expression data. In practical applications, BICORN can not only provide solutions to conventional regulatory network inference at gene promoter regions, but also predicts target genes for TF modules working at enhancer regions. We used a breast cancer focused study to demonstrate that it is necessary to study both enhancer and promoter regions for transcriptional regulation research. Regulatory maps observed from each type of region may be biased because only partial TFs are active at each type of region.

In recent years, more data types appear like DNA-methylation array measuring methylation site, DNase-seq measuring DNA segments with enrichment of general binding signals, CLIP-seq measuring RNAs bound by RNA binding protein, ChIA-PET measuring enhancer-promoter interactions connected by a specific TF, etc. Although BICORN only integrates ChIP-seq and RNA-seq data, it can be easily extended under a Bayesian framework to incorporate more regulation information. DNA Methylation plays an important role for epigenetic gene regulation [92]. Hyper-methylation will greatly repress gene transcription. Therefore, observed methylation signal at promoter or enhancer regions may be used as a prior to represent the possibility that TFs can regulate the transcription process of current gene. Specific for the enhancer region analysis, ChIA-PET provides an experimental measurement for enhancer-gene loop identification [93]. In addition, ROADMAP project (http://www.roadmapepigenomics.org/) provides a public resource of human epigenetic data, including DNA methylation, histone modifications, chromatin accessibility and small RNA transcripts. All these information can be integrated with TF ChIP-seq data and RNA-seq gene expression data by extending the proposed Bayesian framework for a large scale study of transcriptional regulation.

As indicated in the results of breast cancer MCF-7 cells study, TFs functional at promoter or enhancer regions are very different. Spatial interactions of TFs across two types of regions should be further investigated. Although ChIA-PET technology [94] can be used to experimentally measure enhancer-promoter loops, it is a TF specific technology and can only
provide enhancer-promoter loops bound by the same TF at both regions. As shown in active TF comparison at promoter and enhancer regions, only a few TFs work on both types. Therefore, computational efforts are needed for spatial interaction prediction of different TFs forming or maintaining long-range enhancer-promoter loops.

Our study is mainly focused on the regulatory effects of protein-DNA interactions. In very recent years, RNA binding proteins (RBPs) has been demonstrated as key players in gene post-transcriptional regulation through protein-RNA interactions. There are a large number (~1,500) of RBPs and we still do not have a clear understanding of the identity and number of genes involved in post-transcriptional regulation. CLIP-seq [95] has been proposed and applied to identify interactions of RBPs and target RNAs. Currently, its data resources are still limited. When it becomes more cost-effective and be applied to a wide selection of human disease, post-transcriptional gene regulation can be also well investigated by integrating other types of omics data.

### 3.7 Conclusion

A Bayesian integration approach, BICORN, has been developed for CRM inference by jointly analyzing ChIP-seq data of multiple TFs and target gene RNA-seq expression data. As a major difference from conventional methods, BICORN directly learns TF combinations in the form of CRMs from data, providing a deep-level understanding of TF cooperation beyond only predicting common target genes for multiple TFs. Using realistic simulation case studies, we have demonstrated that BICORN is more robust against noisy bindings and/or gene expression than conventional approaches. Applying BICORN to breast cancer MCF-7 ChIP-seq and RNA-seq data, we clearly show that strong and weak TFs can be clustered together as CRMs and their functional effects on gene transcription can be even more significant than some CRMs with all strong TFs. We have also found that the regulatory maps obtained from enhancer and promoter regions are complimentary, with distinct active TF members in each. This observation provides evidence of the existence of spatial interactions between two groups of TFs functionally existed since they work together to regulate the transcription of the same set of genes.
4. PSSV: A novel pattern-based probabilistic approach for somatic structure variation identification

4.1 Introduction

Genomic mutation analysis has been accelerated with the accumulation of DNA sequencing data acquired from exome regions to whole genome. Somatic mutations are likely to be critical factors determining how tumors progress and respond to treatments. To help optimize cancer therapy and predict long-term prognosis, it is important to identify somatic mutations at functional genomic regions like gene coding, promoter or enhancer regions. Structural variation (SV), a major type of genomic mutation [42], has been characterized in several studies [43, 44]. Increasing volumes of whole genome sequencing (WGS) data generated from paired tumor-normal samples makes it feasible to identify somatic SVs by comparing the sequence data of a tumor sample with that of its matched normal sample [45, 46]. Nevertheless, the lack of powerful computational methods poses challenges to the accuracy of somatic SV identification.

Earlier SV detection tools (like BreakDancer [47] and GASVPro [48]) could be used in a two-step approach to predict somatic SVs. These tools identify SVs in a tumor sample and its matched normal sample independently. SVs uniquely identified from the tumor sample can be called somatic. However, there are at least three factors that lower the confidence of SVs predicted using the two-step approach. Firstly, it is well known that germline mutations significantly outnumber somatic mutations [96]. High sensitivity for somatic SV prediction requires accurate differentiation between somatic and germline SVs, rather than a requirement only for somatic SVs. Secondly, the impurity of tumor samples (contamination of normal cells in sampled tumor tissue) increases the difficulty in differentiating somatic mutations from germline mutations [97]. Although the proportion of normal cells in the tumor sample can be estimated by joint analyzing tumor-normal WGS data [49], probabilistic models, as previously proposed for detecting somatic single nucleotide variations [98, 99], are still needed for the identification of those noisy SVs. Finally, cells with heterozygous mutations (only one copy of chromosome mutated) may function normally with the wild type copy until the latter becomes somatically mutated as a homozygous mutation (both copies of chromosome mutated). Thus, chromosome diploid feature should be also considered in modelling SVs [48], which was previously utilized.
in computational modeling for single nucleotide variation [98] and copy number variation detection [100].

We propose a pattern-based probabilistic approach (PSSV) for somatic SV prediction by jointly modelling discordant and concordant read counts from paired samples in a Bayesian framework. PSSV is specifically designed to predict somatic deletions, inversions, and insertions by considering their different formation mechanisms. In detail, we define the ‘true’ mutation pattern (mutation statuses in a paired tumor and normal samples) of a SV as one of six states including three ‘somatic’, two ‘germline’ and one ‘none’ (as a special case of ‘germline’). Under each state, the discordant and concordant read counts are assumed to follow specific Poisson distributions. Since read count observations from tumor samples are quite noisy, each SV is modeled as a mixture of hidden states. A Poisson mixture distribution is then introduced to each type of read count. Through an Expectation-Maximization (EM) algorithm, we iteratively estimate the prior probability for each state as well as the parameters of Poisson mixture distributions. For an individual SV, we can then estimate a most reliable hidden state to represent its mutation pattern, which is finally used to cluster the SV to either somatic or germline catalogs.

The proposed PSSV approach is first evaluated by simulation studies and further tested on TCGA breast cancer WGS data. Our simulation results show that PSSV is robust against the noise in WGS data caused by mapping errors and imperfect classification of discordant reads. The precision-recall performance of PSSV is better than that of conventional approaches, especially on detecting somatic changes from heterozygous status in normal sample to homozygous status in tumor sample. Among somatic SVs predicted by PSSV from the patient data set, we have not only identified several frequent somatic SVs at gene promoter/coding regions (which are reported by another TCGA breast cancer study [101] using whole exome sequencing data), but have also observed some somatic SVs on a high fraction of Polycomb-group (PcG) genes. PcG genes can act as tumor suppressors, and their malfunction can trigger cancer progression [102]. After large scale function enrichment analysis of genes with at least one somatic SV at gene coding, promoter and enhancer regions, we find mutations in genes affecting chemokine, ErbB, apoptosis/P53 and MAPK signaling. Abnormal activities or malfunctions of these cellular processes may play an important role in breast cancer progression.
4.2 Methods

4.2.1 Overview of PSSV

Figure 4.1 Flowchart of PSSV to identify somatic SVs from paired tumor-normal samples. PSSV features (i) read counts that are modeled by a mixture Poisson distribution with three components representing non-mutation, heterozygous and homozygous mutations; (ii) modeling of each SV as a mixture of hidden states representing different somatic and germline mutation patterns.

The workflow of the proposed PSSV approach is shown in Fig. 4.1. First, we identify a candidate SV pool from a pair of tumor and normal samples by hierarchical clustering of discordant reads in each. For each candidate SV, the concordant reads mapped around the mutation region are also counted. Each type of read count is assumed to follow a Poisson mixture distribution with three components respectively representing non-mutation, heterozygous and homozygous mutations. Non-mutation, heterozygous and homozygous
mutations in each sample can be modeled according to local alignments of discordant and concordant reads. Considering the mutation situations in a pair of tumor and normal samples, patterns of somatic or germline SVs can be characterized by six hidden states. Using a Bayesian framework, PSSV analyzes discordant and concordant read counts jointly from paired samples, and iteratively estimates the prior probability and the Poisson distribution parameters for each state, and the posterior probability for an individual SV using the EM algorithm. Finally, highly confident SVs of States 2, 3 and 5 are reported as somatic SVs.

4.2.2 Candidate structural variation detection

For each WGS data, we use the first 10000 paired-end reads to calculate the mean and variance of read insert size distribution. It can be found from Fig. 4.2 that reads come from two different read libraries and in each library their insert size follows a Gaussian like distribution with mean and standard deviation . Usually there is one library with a small mean insert size and another one with a large mean insert size. To predict discordant reads in each library, we set the upper and lower thresholds as , respectively. Paired-end reads with insert size larger than are called discordant reads and are mainly used to predict deletions, as shown in Fig. 4.3(a). Paired-end reads with insert size smaller than are also called discordant but they are mainly used to predict insertions, as shown in Fig. 4.3(b). There are also some reads with paired ends mapping into the same orientation (normally paired ends of each read should be mapped in opposite directions). Such reads are called as discordant as well and are mainly used to predict inversions, as shown in Fig. 4.3(c). Remaining reads with insert size close to the mean value of each read library and paired-ends mapped in opposite directions are call concordant. Concordant reads are still important in SV prediction, especially for deletion. As shown in Fig. 4.3(a), read coverage of a deletion region is significantly lower than that of flank regions. The read coverage change can be used to facilitate deletion prediction. For the other two types, although their read coverage does not change, it is still important in data normalization, which will be further introduced in the following content.
Figure 4.2 Paired-end read insert size distribution of WGS data. (a) Read library #1 with mean insert size 218 bps and standard deviation 26 bps; (b) read library #2 with mean insert size 360 bps and standard deviation 46 bps.

Figure 4.3 Discordant and concordant read alignments around SVs. (a) Paired ends of each read covering a deletion region are mapped at a significant longer insert size and there is a drop of read coverage within deletion region; (b) paired ends of each read covering an insertion region are mapped at a significant shorter insert size; (c) paired ends of each read covering an inversion region are mapped in the same orientation.

To identify candidate SVs of above three major types we apply a hierarchical clustering approach BreakDancer [47] to WGS data of a pair of tumor and normal samples. In each sample,
BreakDancer predicts a list of discordant read clusters as well as the overall average read depth (ARD) of a tumor or normal sample as $C_T$ or $C_N$. We filter detected SVs by setting minimum number of discordant reads in the tumor sample as 4. Then, we use GATK [103] to calculate the average read depth of concordant reads within each candidate SV in both samples. To model read information (denoted by $k_T$ for tumor and $k_N$ for normal) from all candidate SVs, in the proposed PSSV framework we need do two rounds of read count normalizations. Since tumor impurity (contamination of normal cells in tumor sample) severely impacts the prediction of somatic regions, in the first round we calculate the proportion (denoted by ) of normal cells in the tumor sample using THetA [49] and remove contaminations in read counts observed from tumor sample as $(k_T/k_N)/(1 - \epsilon)$. In the second round, to eliminate the impact of local GC bias and copy number change at different regions, we calculate the read coverage at flank regions ($k_{T,FLANK}$ or $k_{N,FLANK}$) of each SV in both samples. We assume there are no mutations at flank regions and each value is proportional to the copy number of current genome segment. By assuming copy number ‘2’ in both samples we normalize $k_T$ as $k_T/(k_{T,FLANK}/C_T)$ and $k_N$ as $k_N/(k_{N,FLANK}/C_N)$.

### 4.2.3 Hypothesis on read count distributions

To get a prior knowledge of read count or read coverage distributions of candidate SVs, we download from The Cancer Genome Atlas (TCGA) Data Portal (http://cancergenome.nih.gov/) a pair of tumor and normal WGS bam files sequenced from a breast cancer patient (TCGA-A2-A04P). We follow the data preprocessing steps as introduced previously to identify candidate SV regions and normalize observed discordant read count and concordant read coverage of each SV. For the selected breast cancer patient sample, the proportion of normal cells in the tumor sample is estimated using THetA as 0.35. Using read count information of deletion regions in the tumor sample, we draw a histogram of normalized discordant read counts in Fig. 4.4(a) and another histogram of normalized concordant read coverage in Fig. 4.4(b).
Figure 4.4 Distribution of discordant and concordant read counts at deletion regions. (a) Discordant read count fitting with a Poisson mixture distribution; (b) Concordant read coverage fitting with a Poisson mixture distribution; (c) Poisson distribution of discordant read count or concordant read coverage of each component (non-mutation, heterozygous or homozygous).

It can be found from Fig. 4.4(a) or (b) that for either discordant or concordant reads, their distribution contains multiple modes. And these two distributions show complementary features. A reasonable explanation is the existence of different mutation patterns, as illustrated in Fig. 4.4(c). Since all read counts have been normalized to copy number 2 (each chromosome has only two copies), each region should be formed by non-mutation, heterozygous mutation (one copy of chromosome deleted) or homozygous mutation (both two copies deleted). For non-mutation (component ‘0’), the number of discordant reads is very small, which are highly possible to false positive discordant read predictions, and the read coverage is quite high. For heterozygous mutation (component ‘1’), there is a significant cluster of discordant reads as well as a loss of read coverage within mutation region. For homozygous mutation (component ‘2’), both
chromosome copies are mutated. The number of discordant reads is much larger than that of heterozygous and the coverage of concordant reads is close to zero. It is obvious that discordant and concordant read counts should be jointly modelled to clearly model different mutation status in each sample. Noisy read count observations of each SV can be modelled as a mixture of multiple patterns. Poisson distribution has been widely used to model read count distribution in NGS data analysis [26, 104]. Hence, we use a Poisson mixture distribution to model discordant read count or concordant read coverage in each sample.

### 4.2.4 PSSV model

After having identified candidate SVs from WGS data of a pair of tumor and normal samples, for the $n$-th SV, we generate four read counts including $k_{n,D,T}$ and $k_{n,C,T}$, discordant ($D$) and concordant ($C$) read counts in a tumor ($T$) sample, and $k_{n,D,N}$ and $k_{n,C,N}$, discordant and concordant read counts in the matched normal ($N$) sample. We use index $m$ to denote each type of read and define a read count vector $\mathbf{n}_k = [n_{m,1}, ..., n_{m,4}]$. As illustrated in Fig. 4.4, we model each type of read count with a Poisson mixture distribution of three components as:

$$
\begin{align*}
P(k_{n,m} | i = 0) &= \text{Pois}(\mu_{n,i}), \ '\text{Non-mutation}' \\
P(k_{n,m} | i = 1) &= \text{Pois}(\mu_{n,1}), \ '\text{Heterozygous}' \\
P(k_{n,m} | i = 2) &= \text{Pois}(\mu_{n,2}), \ '\text{Homozygous}'
\end{align*}
$$

(4-1)

where index $i$ represents different mutation status in a single sample.

For a pair of samples, we jointly model four types of read count stored in $\mathbf{k}_n$ to identify somatic or germline SVs, as shown in Fig.4.5. Here, we use index $i$ (0~2) and $j$ (0~2) to denote mutation statuses in tumor and normal samples respectively. Since somatic or germline mutations refer to genomic changes from normal to tumor samples, only those mutation states with $i > j$ are biologically meaningful. In total we define six states as State 1 ~ 6. States with $i > j$, like States 2, 3 and 5, represent somatic mutations. States with $i = j$, like States 1, 4 and 6, represent germline mutations. Non-mutation ($i = j = 0$) is a special case of germline mutation. For each state, a unique joint Poisson distribution is used to model four types of read information observed from paired samples. Then, each SV is modelled as a mixture of six somatic or
germline states. Under a probabilistic framework, the proposed PSSV learns the joint Poisson distribution of each state using read information from all candidate SVs in paired sample and predicts the most reliable state for each SV.

**Figure 4.5 Relationship between mutation status in each sample and six hidden states.** Somatic mutation occurs during the process of transition from normal cell to neoplastic cell. Only six states (combined pattern of mutation statuses in paired samples) are biological meaningful, including three ‘somatic’, two ‘germline’ and one ‘none’ (as a special case of ‘germline’).

The mutation pattern of the \( n \)-th SV is modeled by a mixture of six hidden states with a posterior probability vector \( a_n = \{ a_{n,(i,j)} \} \). Each posterior probability \( a_{n,(i,j)} \) is defined by:

\[
a_{n,(i,j)} = \frac{P(k_n | i, j)P(i, j)}{\sum_{j,i} P(k_n | i, j)P(i, j)},
\]

where \( n \) is the index of SV, \( P(k_n | i, j) \) is the joint likelihood function for State \((i, j)\), and \( P(i, j) \) is the prior probability for State \((i, j)\).

For the likelihood function \( P(k_n | i, j) \) in Eq. (4-2), given the State \((i, j)\), the distribution of each read type is conditionally independent. Therefore, \( P(k_n | i, j) \) can be calculated as:
\[
P(k_n | i, j) = P(k_{n,1} | i)P(k_{n,2} | i)P(k_{n,3} | j)P(k_{n,4} | j)
= \text{Pois}(k_{n,1} | \lambda_{1,j})\text{Pois}(k_{n,2} | \lambda_{2,j})\text{Pois}(k_{n,3} | \lambda_{3,j})\text{Pois}(k_{n,4} | \lambda_{4,j}). \tag{4-3}
\]

Here, we define a Poisson parameter matrix \( \lambda \) as \( \{ m = i(2), j, i = 0 \sim 2; m = 3(4), j, j = 0 \sim 2 \} \).

Selection of \( \lambda \) will determine the final performance for somatic SV detection. For deletion or insertion, the classification of discordant and concordant reads is based on the insert size distribution of their paired ends, where the value of the cut-off threshold will affect the number of read counts and the overall distribution of each type. Therefore, the actual value of \( \lambda \) is unknown and must be estimated. We assume a Gamma prior \( P(\ ) \) on each as shown in Eq. (4-4), which is a conjugate prior of the Poisson likelihood.

\[
P(\lambda_{m,j}) = \Gamma(\lambda_{m,j}, \lambda_{m,j}) \quad m = 1, 2
P(\lambda_{m,j}) = \Gamma(\lambda_{m,j}, \lambda_{m,j}) \quad m = 3, 4 \tag{4-4}
\]

where mean value ( / ) of each Gamma distribution is determined by the whole genome average read depth (ARD) in the tumor or normal sample, and its mutation status; the variance \( ( / ) \) is designed to control the scale of possible parameter values by avoiding severe overlap between different components. Initial mean value for / of each Poisson component for somatic deletion detection is set as Table 4.1. For the other two subtypes, their parameter settings for discordant read count modelling are the same as deletion. However, at insertion or inversion regions there is no read coverage change even if heterozygous or homozygous mutations occur. Hence, we model their concordant read coverage distribution using a single Poisson distribution with the same parameter setting as component ‘0’.

<table>
<thead>
<tr>
<th>Component ( i ) or ( j )</th>
<th>Tumor sample</th>
<th>Normal sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>discordant read</td>
<td>concordant read</td>
</tr>
<tr>
<td>0</td>
<td>( C_T )</td>
<td>( C_T )</td>
</tr>
<tr>
<td>1</td>
<td>( C_T / 2 )</td>
<td>( C_T / 2 )</td>
</tr>
<tr>
<td>2</td>
<td>( C_T )</td>
<td>( C_N )</td>
</tr>
</tbody>
</table>
For the prior probability $P(i, j)$ (denoted as $(i,j)$) in Eq. (4-2), we assume that $(i,j)$ follows a Dirichlet prior as shown in the following equation with modes $( (i,j) 1 ) / ( (i,j) 6 )$:

$$P(\pi) = \frac{1}{B(\gamma)} \prod_{(i,j)}^{(i,j)} \lambda^{\pi_{ij}} \gamma^{(\pi_{ij}-1)}$$

(4-5)

where $B(\gamma)$ is a constant normalization term, $\pi = \{ (i,j) | 0 \leq j < i \leq 2 \}$ and $\gamma = \{ (i,j) | 0 \leq j < i \leq 2 \}$. For the parameters setting $(i,j)$, we need to consider the practical situation for SV detection. First, our candidate SV list is generated using discordant reads clustering, so there should be very few regions with State 1 $(i = 0, j = 0)$. Second, the probability for ‘homozygous’ (mutation on both copies) is much lower than that for ‘heterozygous’ (mutation on one copy). Therefore, the numbers of mutations belonging to States 3, 5 and 6 $(i = 2)$ should be relatively small. Third, germline mutation outnumbers somatic mutation significantly. Thus, the total number of mutations of States 2, 3 and 5 $(i > j)$ is much smaller than that of State 4 $(i = 1, j = 1)$. Overall, it is reasonable to assume that the prior probability of State 4 is the highest with $i_{1i} = G + 1$, where $G >> 1$, and $i_{ij} = G / 10$ for the other states.

With the probabilistic model formulated, the problem of determining whether the $n$-th SV is a somatic or germline mutation can be mathematically stated as follows: given the model parameters $(\lambda; \pi)$ and read counts $K = \{k_n | n = 1 \sim N \}$, how to estimate the posterior probabilities $\{a_n | n = 1 \sim N \}$. Since both $\lambda$ and $\pi$ are unknown, we define a posterior probability in the following equation to estimate these parameters:

$$P(\lambda, \pi | K) = \prod_{n} P(k_n | \lambda, \pi) P(\lambda) P(\pi)$$

(4-6)
In the following EM algorithm, we use the E-step and the M-step iteratively to update each parameter until the improvement of estimated posterior probability $P(\lambda, \pi | K)$ is smaller than $10^{-4}$. The EM algorithm can be summarized as follows:

**E-step:**

$$
\hat{a}_{n,i,j} = \frac{P(k_{n,m} | i)P(\hat{m}_j)P(k_{n,m} | j)P(\hat{m}_j)}{\sum_{i,j} P(k_{n,m} | i)P(\hat{m}_j)P(k_{n,m} | j)P(\hat{m}_j)}
$$

(4-7)

**M-step:**

$$
\hat{a}_{n,i,j} + \frac{\hat{a}_{n,i,j} + (i,j) \cdot 1}{N + (i,j) \cdot 1}.
$$

(4-8)

$$
m_i = \frac{\sum_{j=0}^{n} a_{n,(i,j)}(k_{n,m} + 1 + m_i)}{\sum_{j=0}^{n} a_{n,(i,j)}(1 + m_i)}
$$

(4-9)

$$
m_j = \frac{\sum_{i=0}^{n} a_{n,(i,j)}(k_{n,m} + 1 + m_j)}{\sum_{i=0}^{n} a_{n,(i,j)}(1 + m_j)}
$$

Note that in our experiments testing PSSV on both simulated and real data, the EM algorithm will usually converge within 20 iterations. After convergence, for the $n$-th SV, we select the state with the highest $a_{n,(i,j)}$ to represent the mutation pattern of the region. If $a_{n,(i,j)} > 0.5$ and $i > j$ (States 2, 3 or 5), we will predict the $n$-th SV as somatic. More details about the estimation of each model parameter can be found in Appendix E.

### 4.3 Simulation

To evaluate PSSV’s performance on somatic SV prediction, especially when discordant and concordant reads are imperfectly classified, for each SV subtype (deletion, insertion, or inversion), we simulated 100 SVs for each mutation state. Discordant and concordant read counts were generated using Poisson mixture distributions. The first component represented non-mutation. The mean value was non-zero due to the existence of tumor impurity. It reflected the residual contaminations after data normalization and affects the detection accuracy of mutation
regions. To test the robustness of PSSV on differentiating mutation and non-mutation regions, we set the average read depth in each sample as 40 (20 on each copy of chromosome) and varied the mean parameter of the first component from 1 to 5 in order. In addition, we added Gaussian distributed noise to all three components to mimic inaccuracy occurring at discordant read prediction, even though all reads were correctly aligned. We simulated multiple data sets with different noise levels and applied PSSV to each data set to predict somatic SVs. The prediction accuracy performances of PSSV on different SV subtypes are shown in Fig. 4.6.

Figure 4.6 Performance evaluation of PSSV on simulated data. (a), (b) or (c) represents the accuracy of PSSV on detecting somatic deletions (a), somatic insertions (b) or somatic inversions (c) under different noise levels.

For deletion SV detection, the performance of PSSV is robust against noise even though the mean value of the first component of Poisson distribution is high (Fig. 4.6(a)). The impact of
Gaussian noise is evident but PSSV provides a high accuracy even when the level of Gaussian noise is high. For insertion SV detection, only discordant read counts can be utilized since there is no concordant read coverage change at insertion regions. However, only partial discordant reads can be recorded because some discordant reads with each read end mapped to the inserted genomic segment cannot be successfully mapped to the reference genome. The accuracy of insertion detection degrades much faster when the level of noise, especially the Gaussian distributed noise, increases (Fig. 4.6(b)). If the discordant read count is accurate and the Gaussian distributed noise is small, PSSV can achieve a high accuracy on insertion SV detection. For inversion detection, as shown in Fig. 4.6(c), PSSV is very robust under different noise conditions. The impact of Gaussian noise is much lower than that on deletion or insertion SV detection because the insert size is not used to define inverted discordant reads, whereas the orientation of two ends of a read is considered.

Average read depth (ARD) has been demonstrated as the major technical factor of WGS data affecting mutation detection. We further simulated WGS data with different ARD. Here, we used a SV simulation tool, RSVSIM [105], to simulate a pair of mutated ‘tumor’ and ‘normal’ genomes refereeing to a segment of human reference genome (GRCh37). For each type of SV, 300 germline (100 for State 1, 4 or 6) and another 300 somatic SVs (100 for State 2, 3 or 5) were implanted to the ‘tumor’ and ‘normal’ genomes. We sequenced each mutated genome using WGSIM [106] by setting the read end length as 100 bps, the mean of insert size as 300 bps and the standard deviation of insert size as 30 bps. We varied ARD from 10, 20 to 40 and in total simulated three pair of ‘tumor’ and ‘normal’ WGS samples. Paired-end reads of simulated WGS data were aligned to human reference genome (GRCh37) using BWA [107]. We applied PSSV to WGS data of each pair of ‘tumor’ and ‘normal’ samples. Curves of Receiver operating characteristic (ROC) of PSSV were presented in Fig. 4.7. It can be seen that when the read coverage comes to 40, the area under the curve (AUC) of ROC curves of PSSV can reach up to 0.94. And its performance does not drop much when ARD comes to 20. However, if ARD further comes down to 10, the performance of PSSV drops dramatically, especially for insertion detection. In real data like TCGA WGS data, ARD is usually between 30 ~ 40 and sometimes even higher. Within this range, PSSV can provide a good performance on all kinds of somatic structural variation detection.
We further compared PSSV with two existing tools (BreakDancer [47] and GASVPro [48] using Poisson statistics to score each SV) which could be used to call somatic regions. BreakDancer only used discordant reads to identify SVs in each sample. For a fair comparison, I also calculated the concordant read coverage of each SV, especially for identified deletion regions. Then, k-means was used to cluster BreakDancer predicted SVs into six somatic or germline groups based on their discordant and concordant read observations from paired samples. GASVPro jointly modelled discordant and concordant reads and predicted heterozygous or homozygous mutation status for each SV in each sample. Comparing mutations statuses in paired samples, we assigned a somatic or germline state to each GASVPro predicted SV. BreakDancer and GASVPro only report SV status in each sample with very strong mutation pattern. Therefore, we only examined how many somatic mutation events can be captured by each method. We set the ARD as 20 and used each comparable method to identify somatic SVs. The F-measures (a joint measurement of precision and recall) of competing methods are shown in Fig. 4.8. Specific precision and recall values of competing methods on State 5 somatic SV (heterozygous mutation in the normal sample and homozygous mutation in the tumor sample) detection are summarized in Table 4.2.

Figure 4.7 ROC performance evaluation of PSSV on simulated data with realistic settings.
Figure 4.8 Performance comparison of PSSV, BreakDancer and GASVPro on simulated WGS data. (a), (b) or (c) represents the F-measures of competing methods on detecting somatic deletions (a), somatic insertions (b) or somatic inversions (c).

Table 4.2 Precision-recall performances of competing methods for somatic SV detection.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>PSSV</th>
<th>GASVPro</th>
<th>BreakDancer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>Precision</td>
</tr>
<tr>
<td>DEL State 5</td>
<td>0.978</td>
<td>0.936</td>
<td>0.976</td>
</tr>
<tr>
<td>INS State 5</td>
<td>0.857</td>
<td>0.857</td>
<td>0.571</td>
</tr>
<tr>
<td>INV State</td>
<td>0.844</td>
<td>0.948</td>
<td>0.878</td>
</tr>
</tbody>
</table>

Note: DEL – deletion; INS – insertion; INV – inversion.

As shown in Fig. 4.8, PSSV achieved a better detection performance on each type of somatic SVs than the other two competing methods. Clearly, differentiating heterozygous and homozygous mutation statuses (as done in both PSSV and GASVPro) significantly improved
performance on somatic SV detection than that of using a universal model (as with BreakDancer). The improvement is especially clear for the detection of somatic SVs with State 5 (homozygous in tumor and heterozygous in normal). Further, by comparing the performances of PSSV and GASVPro, a joint modelling of paired samples by estimating multiple components parameters makes PSSV outperform GASVPro, especially for the more challenging insertion SV detection cases where the number of discordant reads is relatively small. We can see from Table 4.2 that PSSV, without loss of precision, has a higher recall performance than the other two methods.

4.4 TCGA Breast cancer patient WGS data analysis

To demonstrate the capability of PSSV on real WGS data analysis, we analyzed 14 TCGA estrogen receptor negative (ER-) breast cancer patients with paired tumor-normal samples. In total we identified 9520 somatic deletions (State 2: 8414, State 3: 286, State 5: 820), 1233 somatic insertions (State 2: 1169, State 3: 32, State 5: 32) and 3732 somatic inversions (State 2: 3409, State 3: 295, State 5: 28). To study the functional roles of somatic SVs, we mapped PSSV identified somatic SVs to gene coding, promoter and enhancer regions and then did functional enrichment analysis on genes.

4.4.1 PSSV identified somatic SVs at promoter and coding regions

We mapped somatic SVs to promoter (±10 kbps from each transcription starting site) and gene coding regions according to UCSC human RefSeq 19 since these two types of regions have overlap. In total, we identified 3,374 deletions, 515 insertions, and 1,166 inversions with State 2; 105 deletions, 8 insertions, and 87 inversions with State 3; 386 deletions, 15 insertions, and 11 inversions with State 5. We compared the results of different methods for somatic deletion, insertion and inversion, where a common SV is counted if identified by at least two methods on the same gene from the same sample (Fig. 4.9(a)-(c)). For each SV subtype (deletion, insertion, or inversion), PSSV captured novel somatic SVs.
Figure 4.9 Summary of somatic SVs detected from the TCGA breast cancer WGS data at promoter and gene coding regions. (a) Comparison of somatic deletions detected by each method; (b) comparison of somatic insertions detected by each method; (c) comparison of somatic inversions detected by each method; (d) histograms of discordant and concordant read counts of somatic deletions detected by PSSV only; (e) number of PSSV detected somatic deletions with each somatic state; (f) number of PSSV detected somatic insertions with each somatic state; (g) number of PSSV detected somatic inversions with each somatic state.
For those somatic deletions detected by PSSV only (Fig. 4.9(a)), we plotted the histogram of their discordant and concordant read counts of paired samples in Fig. 4.9(d). While the number of discordant reads is non-zero in the normal sample, the number is much smaller than that in the tumor sample. Concordant read counts are significantly higher in the normal sample than in the tumor sample, indicating the existence of somatic deletions at these regions. We then focused on those genes containing at least one PSSV-detected somatic SV. Since one gene can be hit by somatic SVs from multiple samples, we merged gene lists from all samples and obtained 1,620 genes with somatic deletions, 389 genes with somatic insertions, and 558 genes with somatic inversions. From Fig. 4.9(e)-(g), we can see that a proportion of genes have homozygous mutations (17.8% for somatic deletion, 5.7% for somatic insertion, 5% for somatic inversion). Among all somatically mutated genes (regardless of SV subtype), there are 2,186 genes containing heterozygous somatic SVs (State 2, blue part in Fig. 4.9(e)-(g)) and 345 genes of homozygous somatic SVs (State 3 and 5, red and yellow parts in Fig. 4.9(e)-(g)). Homozygous mutations are more likely to cause gene malfunction [108]. After performing functional annotation on these homozygous genes using DAVID [109], we identified 16 cancer related genes (p-value 3e-3), 13 genes enriched in the MAPK signaling pathway (p-value 9.1e-3) and 8 genes enriched in the Wnt pathways. Notably, our results are consistent with the available genomic knowledge that mutations of MAPK signaling pathway members are frequently found in human breast tumors [110].

We proceeded to investigate the PSSV-identified genes in available databases to check whether PSSV had captured somatic SVs occurring at any known breast cancer specific genes. In a previous study [45, 46], researchers reported 20 breast cancer related genes with somatic copy number variations using whole exome sequencing data of 507 TCGA breast cancer patients, including all individuals used in our analysis. PSSV successfully captured 10 genes including PIK3CA, MLL3, RB1, TBX3, CBFB, AFF2, PIK3R1, PTPRD, NF1 and CCND3. We further compared our results with available literature and identified another 6 breast cancer related genes including PGR, KRAS, ESR1, CTCF, CBFB and AR. The posterior probabilities of the somatic SVs occurring at these breast cancer specific genes are shown in Fig. 4.10(a). As major factors in epigenetic regulation, somatic genetic alteration of the Polycomb-group (PcG) genes predisposes normal cells to various types of disease [102]. PcG genes are known tumor suppressor genes,
whose target genes have been demonstrated to be predictive for breast cancer prognosis [111]. Among the 30 PcG genes reported in [102], PSSV identified 13 genes with somatic SVs, of which the posterior probabilities are shown in Fig. 4.10(b).

![Figure 4.10 Detected somatic SVs in breast cancer specific genes and in Polycomb genes. ‘Red’ color represents the posterior probability reported by PSSV for each somatic SV in each sample.](image)

Due to the limited number of breast cancer patient samples used in this study, some predictions of PSSV may not be breast cancer specific. The Structure Variation Analysis Group (SVAG) published and validated 22,025 deletions identified from 179 unrelated individuals [45]. If a somatic SV matches a variant identified from the normal human population, such calls are more likely to be non-somatic, or non-tumor related. We compared 1,620 identified genes with somatic deletions (Fig. 4.9(e)) with any known variants in the normal human population to exclude spurious somatic calls. We found 659 somatic genes without any overlap with previously reported variants [45]. Functional annotations on these somatic genes using DAVID [112] show that 12 genes are significantly enriched in the chemokine signaling pathway (p-value 2.5e-2). Apoptosis and the MAPK signaling pathway are also enriched.

### 4.4.2 PSSV identified somatic SVs at enhancer regions

Candidate enhancer regions were extracted from three different breast cancer cells including MCF-7 (estrogen responsive), LCC-1 (estrogen independent) and LCC-9 (drug
resistant). For each cell type, we generated candidate enhancer regions from vehicle and E2 treated conditions by joint analyzing public and in house ChIP-seq data of H3K4me1, H3K27ac and H3K4me3. We merged regions from three types of cells under two conditions together because we do not have clear knowledge about which cell line model can better represent the cells in real tumors. In total we identified 22,979 candidate enhancer regions. We mapped PSSV predicted somatic SVs to enhancer regions and identified in total 178 enhancer regions with overlap of 186 somatic deletions, 29 somatic insertions and 37 inversions. For each SV subtype, the number of somatic SVs under each state is shown in Fig. 4.1.

Figure 4.11 Summary of somatic SVs detected from the TCGA breast cancer WGS data at enhancer regions. (a) Number of PSSV detected somatic deletions with each somatic state; (b) number of PSSV detected somatic insertions with each somatic state; (c) number of PSSV detected somatic inversions with each somatic state.

Functional study of enhancer regions is very hard due to the lacking of clear mapping relationship between enhancer regions and target genes. First, following the strategy as proposed in [91], we only selected the closest target gene for each enhancer and limited the distance within 200k bps. For 178 enhancer regions containing somatic SVs, we identified 165 target genes. Functional enrichment analysis using DAVID [113] showed that apoptosis was enriched including MNT1, ARHGEF18, BIRC7, DAP3, HSPA9, HIP1, MKL1, PIK3CA, POLB and ZMAT3. Low expression of DAP3 has been observed in human breast cancer [114] but its upstream regulatory mechanism is still not clear. Our study showed that DAP3 would be a potential target gene of enhancer regulation and somatic mutations were found at this enhancer region. This founding may provide an explanation to the low expression of DAP3. HSPA9 was reported as a new target for the reactivation of tumor-suppressive signaling of the pathway in
In a previous promoter-focused study, we already found somatic SVs at gene coding/promoter regions of PIK3CA. Here, we further identified a somatic SV at the enhancer region of PIK3CA. This finding is consistent with the reported coexistence of mutations of PIK3CA and other PI3K-enhancing mechanisms [116]. It is also interesting to find SVs of MKL1 because its activity is enhanced in estrogen-independent breast cancer cell lines like LCC-1 and LCC-9 cells and it is active in ER negative breast cancer [117].

Second, we changed the distance limit on enhancer-gene mapping to 10M bps and selected at most 10 upstream genes and 10 downstream genes for each enhancer region, which is assumed to be the largest scale that each enhancer region can regulate [118]. In total we identified 901 genes. Functional enrichment analysis using DAVID showed that ErbB signaling pathway (8 genes), Pathways in cancer (19 genes), Jak-STAT signaling pathway (9 genes), p53 signaling pathway (5 genes) and MAPK signaling pathway (12 genes) were all enriched. Besides previously mentioned genes, we found BRCA2, CHEK2, E2F1, EGF, ELK4, MAPK8, LAMA family genes and STAT family genes. These genes have been frequently reported in breast cancer research, especially using TCGA breast cancer patient data analysis.

4.5 Discussion

A pattern based probabilistic model has been developed for somatic SV prediction using paired tumor-normal WGS data (PSSV). Based on both simulation and real TCGA breast cancer WGS data studies, we have demonstrated that PSSV can predict highly confident somatic SVs using a probabilistic model with multiple hidden states. We have also shown that PSSV can capture somatic SVs missed by conventional methods such as BreakDancer and GASVPro, for example, somatic mutations with State 5 (heterozygous mutation in normal sample while homozygous mutation status in tumor sample). All the model parameters are learned from the input data during the EM iteration procedure of PSSV. The only prior knowledge incorporated is the ARD of each sample, which can be easily obtained.

Correctly identifying insertions is a particularly challenging task. Reads around insertion regions cannot be fully mapped to the reference genome because a certain segment is unknown. The number of available reads used to detect insertion SVs is so limited that, in our simulation studies, all methods have a relatively low performance on somatic insertion prediction. In
addition, using discordant reads with significant small insert size can only identify insertions with small size. A lot of insertions with longer size may be missed. That’s the major reason for the smaller number of insertions than that of deletions or inversions. Some methods use reads to construct longer contigs first and then map each contig to the reference genome to find longer insertions. However, the insertion detection problem is still not fully solved. Reads with longer insert size in NGS data, high read coverage, more advanced detection methods, and a deeper understanding of the insertion formation mechanism are needed to overcome the current bottleneck of insertion SV detection.

We have observed that a large portion of detected somatic SVs represent heterozygous mutation (State 2). The fraction of somatic SVs with homozygous mutation is relatively low. These observations are biologically reasonable, but bring difficulties to reliably establishing whether heterozygous somatic mutations on one copy of chromosome will affect gene transcription. Even though using gene expression data like RNA-seq we can check gene different expression between tumor and normal samples, if a genomic mutation is not located exactly at the coding region of a gene, it cannot be used as a deterministic factor to explain the gene transcription change. As introduced in previous chapters, transcription factors binding at promoter or enhancer regions also control the gene expression process. Furthermore, for identified somatic mutations in promoter or enhancer regions, without mapping them with binding signals of transcription factors, it is hard to claim them as functional genomic mutations. All in all, a joint data analysis of both binding signals and genomic mutation at gene coding, promoter and enhancer regions is needed to infer the causal factors on gene expression change. Those factors, if validated in biological laboratory and targetable by existing or new drugs, can improve the treatment of tumor patients.

4.6 Conclusion

We developed a novel pattern-based probabilistic approach, namely PSSV, to identify somatic SVs from WGS data. Specifically, we modeled discordant and concordant read counts from paired samples jointly in a Bayesian framework. Each type of read counts at SV regions is modelled to follow a mixture of Poisson distributions in tumor or normal samples and each SV is modelled as a mixture of hidden states representing different somatic and germline mutation
patterns. Using simulated WGS data we demonstrated that PSSV can more effectively detect those somatic SVs with heterozygous mutations in normal samples and homozygous mutations in tumor samples. PSSV was then applied to WGS data acquired from multiple TCGA breast cancer paired samples. Functional enrichment analysis on genes with at least one somatic SV at gene coding, promoter or enhancer regions showed that PSSV successfully captured the somatic SVs of key factors responsible for breast cancer development.
5. Contribution, Future work and Conclusion

5.1 Summary of original contribution

We have developed new computational methods to model or integrate ChIP-seq, RNA-seq and DNA-seq data for gene transcriptional regulation analysis. In this chapter, we briefly summarize the original contributions of this dissertation research.

5.1.1 Transcription factor binding site identification using ChIP-seq data

A novel Bayesian approach, ChIP-BIT, has been proposed to identify transcription factor binding sites (TFBSs) at promoter or enhancer regions. In the approach, read intensities of sample and input ChIP-seq data are jointly analyzed so that weak binding signals can be reliably identified. ChIP-BIT uses a Gaussian mixture model (consisting of global and local Gaussian components) to capture both foreground and background signals in the sample ChIP-seq data. A unique feature of ChIP-BIT is that the component modeling background signals is specially designed as a local Gaussian distribution that can be estimated accurately from the input data. Specific for TFBS inference at the promoter region, an exponential distribution is used to model the relative distance of TFBS to the nearest TSS. Using an Expectation-Maximization algorithm, a posterior probability is estimated for each TFBS.

We have applied ChIP-BIT to simulated ChIP-seq data with known binding sites, and compared the performance of ChIP-BIT with those of several existing tools. In this study, we have mainly simulated two cases by considering different distribution features of TFBSs at gene promoter or enhancer regions. Specifically in Case 2, considering that enhancer regions have many weak bindings, we simulate binding signals with a distribution close to that of background signals. Simulation results show that ChIP-BIT can identify weak binding signals with a high accuracy.

We finally apply ChIP-BIT to real ChIP-seq data acquired from an in-house profiling study of NOTCH3 and PBX1 to help understand their functional role in breast cancer cells, particularly at promoter regions. We have validated target genes of NOTCH3 and PBX1 by performing TF knock down experiments. The functional enrichment analysis shows that NOTCH3 and PBX1
are involved in the regulation of Notch and Wnt signaling pathways. In addition, we apply ChIP-BIT to ER-α ChIP-seq data and identify binding sites at enhancer regions. GRO-seq data measuring enhancer RNA (eRNA) is used to examine whether enhancer regions are activated by ER-α. Results show that over 50% of enhancer regions with ER-α binding sites are active. ER-α is a major activator of enhancer regions in breast cancer cells.

5.1.2 Cis-regulatory module inference by integrating ChIP-seq and RNA-seq data

We have developed a novel Bayesian integration method, BICORN, to infer cis-regulatory modules (CRMs) at promoter or enhancer regions by jointly modelling ChIP-seq binding signals of multiple TFs and RNA-seq target gene expression. In this method, we directly model each CRM (a combination of multiple TFs) as a variable. Target gene expression is modelled as a log-linear combination of hidden activities of TFs in the functional CRM. We use a Gibbs sampling technique to learn the posterior distribution of CRMs as well as the model parameters including TF activities. BICORN provides TF association maps at a deeper level than existing methods.

We apply BICORN to simulated data with respect to different experimental settings of noise in gene expression data and binding network. Results clearly show that BICORN is more effective than existing tools to identify CRMs for each gene even though bindings are weak. In addition, BICORN shows its robust performance against gene expression noise by reducing the overfitting effect for large-scale regulatory network identification. We further validate the performance of BICORN using benchmark time course gene expression data and regulatory networks. BICORN has a significant precision-recall improvement over existing tools for functional binding prediction.

We finally apply BICORN to breast cancer MCF-7 cell ChIP-seq and RNA-seq data to infer CRMs at promoter or enhancer regions. Results show that a group of TFs is functional at proximal promoter regions while another different group of TFs is functional at distant enhancer regions. Only a few TFs are shared working at both regions. In each group of TFs, BICORN predicts several CRMs as well as target genes of each. The results highlight the necessity of investigating regulatory effects of TFs at both enhancer and promoter regions. Using BICORN we can construct a complete regulatory map including major TFs, co-factors, their associations as CRMs and functional target genes.
5.1.3 Somatic structural variation detection using WGS data

We have proposed a probabilistic approach, PSSV, for somatic SV prediction. In a Bayesian framework, we jointly model read count information in whole genome DNA-seq (WGS) data from a pair tumor and normal samples. Specifically, potential mutation patterns (mutation statuses in a paired tumor and normal samples) including three ‘somatic’, two ‘germline’, and one ‘none’ (as a special case of ‘germline’) are defined as hidden states using the diploid feature of human chromosome. The observed pattern of each SV is modeled as a mixture of hidden states and its read count observation is modelled using a Poisson mixture distribution. Using an Expectation-Maximization algorithm, for an individual SV, we estimate a most reliable hidden state to represent its mutation pattern, which is finally used to cluster this SV to either the somatic or germline category.

We have evaluated the performance of PSSV using simulated WGS data. Results show that PSSV is quite robust against the noise in WGS data caused by the read mapping errors and the imperfect classification of discordant reads. With average read coverage between 20x ~ 40x in both tumor and normal samples, PSSV can predict somatic SVs with a high accuracy. Further comparison with existing SV detection methods shows that PSSV significantly improves the detection accuracy for a particular type of somatic SVs with heterozygous mutation status in the normal sample and homozygous mutation status in the tumor sample.

We finally apply PSSV to TCGA breast cancer patient WGS data and identify somatic SVs at gene coding, promoter and enhancer regions. We have not only identified several frequent somatic SVs at gene promoter/coding regions (which are reported by another TCGA breast cancer study [101] using whole exome sequencing data), but have also identified some somatic SVs on a high fraction of Polycomb-group (PcG) genes. PcG genes can act as tumor suppressors, and their malfunction can trigger cancer progression [102]. Functional enrichment analysis of genes with at least one somatic SV at gene coding, promoter or enhancer regions reveals that chemokine, ErbB, apoptosis/P53 and MAPK signaling pathways are highly enriched. Literature survey of genes involved in the above-mentioned signaling pathways indicates that abnormal activities or malfunctions of these cellular processes may play an important role in breast cancer progression.
5.2 Future work

5.2.1 Transcriptional regulation analysis

*Differential binding signal detection using ChIP-seq data of TF knockdown experiment*

The proposed ChIP-BIT method is mainly used to detect TFBSs of a single TF. In results validation, only 15% of genes with TFBSs have been successfully validated. This is also observed in other studies using similar validation strategy [119]. It indicates that binding signals of those non-differentially expressed genes are not fully silenced by the TF knockdown experiment and/or those genes are not regulated by the selected TF alone. However, using gene expression as binding signal validation cannot provide more detailed explanations. In recent years, as the cost of ChIP-seq experiment is coming down, researchers can measure binding signals directly associated with one specific TF by generating two ChIP-seq experiments: TF sample and TF knockdown sample [120]. Binding signals unique in the TF sample ChIP-seq experiment can be used to locate very specific binding sites for the TF under investigation.

Instead of examining differential signals between TF sample and input ChIP-seq data for one TF, the proposed ChIP-BIT method can be extended to model differential signals between TF sample and TF knockdown sample. ChIP-BIT currently uses a two component Gaussian mixture model to analyze binding and background signals. It can be extended to include multiple components; each component represents a certain level of binding signal enrichment. Genomic regions with different levels of binding signal enrichment are more possible to be direct binding sites. The advantage of using the extended ChIP-BIT method is still on detecting weak binding signals. If a genomic region has a weak binding signal in the TF sample experiment and no binding signal enrichment in the TF knockdown experiment, it will be detected by ChIP-BIT and further predicted as a direct binding site. We have already generated ChIP-seq data of a few TFs as well as their knockdown experiments. Extension and application of ChIP-BIT to the new data set will provide more specific binding signals for those TFs of interest.

*Enhancer region identification by integrating multiple data types*

In this dissertation research we develop BICORN for cis-regulatory module inference by integrating ChIP-seq and RNA-seq data, especially at distant enhancer regions. However, the
initial enhancer-gene mapping is arbitrary and the ambiguity of mapping each enhancer region to 20 target genes is very high. There are also some other data types that can be used to facilitate the identification of enhancer-gene promoter interactions, e.g. DNase-seq and ChIA-PET. DNase-seq technology is a more general measurement of binding signals along the whole genome compared to ChIP-seq [121]. In one DNase-seq experiment, binding signals of multiple TFs can be simultaneously captured. At an enhancer region, if we observe a binding signal enrichment in DNase-seq data and in the meanwhile, we observe binding signal enrichment in one or a few promoter regions within the scale of 10 upstream genes and 10 downstream genes, we can match them together as enhancer-promoter pairs. Using DNase-seq data we can greatly narrow down the search space of BICORN. The ChIA-PET technology provides DNA 3D structure measurement [122], particular for the enhancer-promoter interactions activated by a specific TF, which is usually the major activator of enhancer regions. Experimentally measured enhancer-promoter interactions by ChIA-PET can be used as an input to BICORN for functional enhancer-promoter interaction prediction.

Current design of BICORN is under a Bayesian framework. The Bayesian design clearly models the dependency between hidden variable, brings convenience to extend the method, and includes more variables which can be measured using other types of data. Raw signals in DNase-seq or ChIA-PET can be modeled in a probabilistic way to provide prior probabilities for candidate enhancer-gene mappings. These data sets can greatly lower the false positive rate in the initial enhancer-gene mapping network, narrow down the search space of BICORN, speed up the convergence of Gibbs sampling and finally improve the prediction accuracy of the proposed algorithm.

5.2.2 Functional genomic mutation identification

Identify somatic intra or inter-chromosome translations

The proposed PSSV method is mainly used to predict somatic deletions, insertions and inversions. Structural variation is not limited to these three types, but also includes intra or inter-chromosome translocations that frequently occur in tumor cells. Such type of SVs can be identified using discordant reads with paired ends mapped to distant locations in the same chromosome (for intra) or two different chromosomes (for inter). We check the distribution of
discordant read count associated with inter or intra chromosome translations and find that it can also be modelled using a mixture of Poisson distributions but with only two components: ‘non-mutation’ and ‘heterozygous’. The possibility that both copies of chromosome are simultaneously translocated is very low. To detect more complex mutation patterns, a mixture of Poisson distributions (of two components) can be used to model discordant read counts in each tumor or normal sample and each chromosome translocation is modeled as a mixture of three hidden states as previously defined: State 1 (non-mutation), State 2 (somatic heterozygous mutation) and State 4 (germline heterozygous mutation). Only State 2 represents the somatic mutation status.

*Jointly modelling multiple samples for recurrent somatic SV identification*

Current design of PSSV is for somatic SV detection using one pair of tumor and normal samples. With the accumulation of WGS data, for each cancer type, we can now collect tens or hundreds of sample pairs. Although somatic mutation is quite diverse, there are some recurrent mutations serving as main drivers in cancer development [123]. Therefore, it is necessary to further extend the current framework of PSSV to identify recurrent somatic mutations across multiple samples. A possible solution is to add another layer over current framework and statistically calculate a probability for each SV based on its posterior probability of somatic state under each sample. Then, a SV predicted as somatic with higher posterior probabilities in more samples will be also ranked higher in the final prediction list. For each recurrent somatic SV at gene coding, promoter or enhancer regions, we can map it to the target gene and examine gene expression change between the sample set containing current SV and the other sample set without current SV. Functional enrichment analysis on differentially expressed genes containing driver mutations would provide insights about what functions or signaling pathways are driven by the somatic SVs.

**5.3 Conclusions**

In this dissertation research, we have developed novel Bayesian methods to infer transcriptional regulation mechanisms. Using distribution learning, we achieve the final predictions of foreground signals from each type of NGS data. Specific for promoter and enhancer regions, we have proposed or developed (1) a Gaussian mixture model to detect
transcription factor binding sites; (2) a Gibbs sampling framework to infer cis-regulatory modules; (3) a Poisson mixture model to identify somatic structural variations. We have demonstrated the advantages of the proposed methods over existing approaches using simulated NGS data and further applied our methods to real NGS data of breast cancer. Results of each method have been initially validated using biological experiments, independent data recourses or available databases.
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Appendix B. ChIP-BIT model parameter estimation

By introducing Jensen’s inequality with \( \hat{a}_{n,w,i} = 1 \) to Eq. (2.12), we obtain the following inequality:

\[
\log P(s_{n,w}, \pi_{TFBS}, \pi_{\text{d}} | s, d) = \log P(s_{n,w} | b_{n,w}) P(d_{n,w} | b_{n,w}) b_{n,w}(1) b_{n,w}^{(1)} \log P(\pi) P(\pi_{\text{d}}) + \log C_2 \tag{B-1}
\]

Estimate \( i \)

Extending (S-5) and excluding items independent of \( i \), we obtain \( f(\pi) \) as

\[
f(\pi) = \hat{a}_{n,w,i} \log i \log P(\pi), \quad i = 1. \tag{B-2}
\]

Minimizing the upper bound of Eq. (B-1) is equivalent to finding \( i \) to meet \( \frac{f(\pi)}{i} = 0 \).

To address the constraint of \( i = 1 \), we introduce a Lagrange parameter to Eq. (B-2) as:

\[
f(\pi) = \hat{a}_{n,w,i} \log i \log P(\pi) + (i - 1). \tag{B-3}
\]

The derivative of Eq. (B-3) in term of \( i \) is computed as:

\[
\frac{f}{i} = \hat{a}_{n,w,i} \frac{1}{i} (1 - 1) = 0. \tag{B-4}
\]

Since \( i = 1 \) and \( \hat{a}_{n,w,i} = 1 \), we sum Eq. (B-4) using the value(s) of \( i \) and obtain

\[
= T + 1 + 2. \quad \text{Bring back to Eq. (B-4), we can estimate} \quad \hat{a}_{n,w,i} \quad \text{as:}
\]
Estimate $TFBS$

Extending Eq. (B-1) and excluding items independent on $TFBS$, we obtain $f(TFBS)$ as defined in the following equation:

$$f(TFBS) = \sum_{n} \log \left( \frac{1}{\sqrt{2}} \left( \frac{s_{n,w}}{TFBS} \right)^2 \right).$$  \hspace{1cm} (B-6)

Minimizing the upper bound of Eq. (B-6) is equivalent to finding $TFBS$ to meet $\frac{df(TFBS)}{dTFBS} = 0$. The derivative of Eq. (B-6) in terms of $TFBS$ is computed as:

$$\frac{df(TFBS)}{dTFBS} = \sum_{n} \hat{a}_{n,w,1} \left( \frac{1}{2} \frac{s_{n,w}}{TFBS} \right) = 0. \hspace{1cm} (B-7)$$

Finally, we can estimate $TFBS$ as:

$$TFBS = \sum_{n} \hat{a}_{n,w,1} s_{n,w} / \sum_{n} \hat{a}_{n,w,1}. \hspace{1cm} (B-8)$$

Estimate $TFBS$

Extending Eq. (B-1) and excluding items independent on $TFBS$, we obtain $f(TFBS)$ as defined in the following equation:

$$f(TFBS) = \sum_{n} \hat{a}_{n,w,1} \log P(s_{n,w} | b_{n,w} = 1, TFBS, \frac{2}{TFBS}) \log P\left(\frac{2}{TFBS}\right). \hspace{1cm} (B-9)$$
Minimizing the upper bound of Eq. (B-9) is equivalent to finding $\frac{df}{dTFS} = 0$. The derivative of Eq. (B-9), relative to $TFS$, is computed as:

$$\frac{1}{3} TFS \hat{a}_{n,w,1}(s_{n,w} TFS)^2 + \frac{1}{TFS} TFS \hat{a}_{n,w,1} + 2(1 + 1) \frac{1}{TFS} TFS 2^{-\frac{3}{TFS}} = 0. \quad (B-10)$$

Finally, we can estimate $\frac{2}{TFS}$ as

$$\frac{2}{TFS} = \frac{2 + \hat{a}_{n,w,1}(s_{n,w} TFS)^2}{(2 + 2 + \hat{a}_{n,w,1})}. \quad (B-11)$$

Estimate specifically for TFBS prediction at promoter regions

To identify TFBSs at promoter regions, we need estimate the exponential distribution parameter $\lambda$. Extending Eq. (B-1) and excluding items independent on $\lambda$, we obtain $f(\lambda)$ as

$$f(\lambda) = \hat{a}_{n,w,1} \log P(d_{n,w} | b_{n,w} = 1, \lambda) = \hat{a}_{n,w,1} \log \left( \frac{1}{2} \exp \left( \left| w \right| d \right) \exp \left( \left| w \right| d \right) \right). \quad (B-12)$$

Minimizing the upper bound of Eq. (B-12) is equivalent to finding $\lambda$ to meet $\frac{df(\lambda)}{d\lambda} = 0$. The derivative of Eq. (B-12), relative to $\lambda$, is computed as follows:

Let $x = \exp(-\lambda d)$, then we have $f(x) = \hat{a}_{n,w,1} \log \left( \frac{1}{2} x \right) \exp \left( \left| w \right| x \right)$. Therefore,

$$\frac{df(x)}{dx} = \hat{a}_{n,w,1} \left| w \right| - \frac{1}{x} + \hat{a}_{n,w,1} \left( \frac{1}{x} \right) = 0. \quad (B-13)$$
Finally, we can estimate as

\[ x = \frac{\hat{a}_{n,w,1} |w|}{\hat{a}_{n,w,1} + \hat{a}_{n,w,1} |w|} \]  

(B-14)

\[ = \frac{1}{d} \ln \frac{1}{x} = \frac{1}{d} \ln \frac{\hat{a}_{n,w,1} + \hat{a}_{n,w,1} |w|}{\hat{a}_{n,w,1} |w|} . \]  

(B-15)
Appendix C. BICORN model parameter estimation

A hierarchical model with previously defined variables is shown Fig. C.1. The most important variable is CRM index \( c_n \), a row index of the candidate module matrix B. \( c_n \) controls which binding \( (b_{c_n,t}) \) is ‘functional’ on the \( n \)-th target gene. For each binding event \( b_{c_n,t} \), using ChIP-BIT we can calculate a prior probability as \( n_{c,t} \). If \( b_{c_n,t} = 1 \), it is a functional binding and will regulate target gene expression with certain strength. Then the activity of the \( t \)-th TF will affect the abundance of gene expression profiling through the TF-gene interaction. Sometimes even without any TF regulation, a gene still has a certain amount of sRNA. We call this expression as ‘baseline’ expression and model it in the proposed framework. There is always data noise in the measured gene expression data, and we define the noise power as \( \sigma^2 \).

![Diagram](image)

**Figure C. 1 A hierarchical model of defined hidden variables in BICORN.**

Considering above dependency relationship between hidden variables, Gibbs sampling based on conditional probability calculation is an optimal approach to estimate each variable and finally learn the distribution of CRMs. Note, each CRM is a unique combination of TFs and the distribution of CRMs is actually a joint distribution of multiple TFs. It is hard to model a joint
distribution using a particular distribution shape. Thence, we need generated enough samples for CRMs and learn the distribution from data directly.

The posterior probability defined in Eq. (3-4) can be further extended as follows:

\[
P(A, C, \eta, X, \theta | Y, B) = \frac{G(C, \theta)}{G(C)} \cdot P(Y | A, C, B, \eta, X, \theta) \cdot P(A, C, \eta, X, \theta)
\]

\[
P(Y_n | a_n, c_n, B, \eta, X, \theta) \cdot P(a_n) \cdot P(c_n) \cdot P(X) \cdot P(\theta)
\]

\[
\begin{align*}
&= \frac{1}{(2\pi)^{\frac{m}{2}} |A|} \cdot \exp \left( -\frac{1}{2} \sum_{m} \log(y_{n,m}) - \frac{1}{2} \sum_{m} a_n b_{c_n,t} x_{n,m} \right) \\
&\quad \cdot \frac{1}{(2\pi)^{\frac{1}{2}} a_n} \exp \left( -\frac{1}{2} \frac{a_n^2}{a_n} x_{n,m}^2 \right) \\
&\quad \cdot \frac{1}{(2\pi)^{\frac{1}{2}} c_n} \exp \left( -\frac{1}{2} \frac{c_n^2}{c_n} y_{n,m}^2 \right) \\
&\quad \cdot \frac{1}{(2\pi)^{\frac{1}{2}} \eta} \exp \left( -\frac{1}{2} \frac{\eta^2}{\eta} \right).
\end{align*}
\]

\[(C-1)\]

**Step 1: Gibbs sampling of** \(a_{c_n,t}\)

For each gene, if \(b_{c_n,t} = 1\), we sample \(a_{c_n,t}\) by considering \(a_{c_n,t} \sim N(0, a_n)\); if \(b_{c_n,t} = 0\), we sample \(a_{c_n,t} = 0\).

\[
P(a_{c_n,t} \mid b_{c_n,t} = 1, Y_n, X_n, a_{c_n,t'}, t', \theta)
\]

\[
= \frac{1}{(2\pi)^{\frac{1}{2}} a_n} \exp \left( -\frac{1}{2} \frac{a_n^2}{a_n} x_{n,m}^2 \right) \\
= \frac{1}{2} \left( \frac{a_n}{2} \right)^{\frac{1}{2}} \frac{a_n^2}{a_n}
\]

\[(C-2)\]

The posterior distribution of \(a_{c_n,t}\) is a Gaussian distribution with mean and variance parameters as follows:

\[
a = \frac{2}{a} \left( \frac{\log(y_{n,m})}{2} + \frac{a_n b_{c_n,t} x_{n,m}}{2} \right), \quad \theta = \frac{1}{a} \frac{2M}{a} \]

\[(C-3)\]

Note: we need iteratively sample \(a_{c_n,t}\) for \(t = 1 \sim T\) because this probability is conditional on all \(a_{c_n,t'}\) for \(t' < t\). We assign non-informative large value to hyper-parameter \(a\) (e.g., \(a = 100\)) to assume no knowledge of the model parameter.
Step 2: Gibbs sampling of $x_{i,m}$

$$P\left(x_{i,m} \mid Y, C, A, x_{i', t, m}, n, \eta, 2\right)$$

$$= \frac{1}{\pi x} \exp \left( -\frac{1}{2} \log(y_{n,m}) - \frac{1}{2} \sum_{i} \frac{1}{x} x_{i,m}^2 \right)$$

The posterior distribution of $x_{i,m}$ is a Gaussian distribution with mean and variance parameters as follows:

$$\mu = \frac{2}{x} \left( \sum_{m} \frac{1}{x} x_{i,m} \right)$$

$$\sigma^2 = \frac{2}{x} \frac{\sum_{m} a_{s,i} b_{s,i} x_{i,m}^2}{\sum_{m} a_{s,i}^2 b_{s,i}^2} + \frac{2}{x} N$$

Note: we iteratively sample $x_{i,m}$ because this probability is condition on $x_{i', t, m}$. For the hyper parameter $\frac{2}{x}$, we set an informative prior on $x$ with $\frac{2}{x} = 1$.

Step 3: Gibbs sampling of $n$

$$P\left( n \mid y, X, C_n, a_n, \eta, 2\right)$$

$$= \frac{1}{\pi x} \exp \left( -\frac{1}{2} \log(y_{n,m}) - \frac{1}{2} \sum_{m} \frac{1}{x} x_{i,m}^2 \right)$$

The posterior distribution of $n$ is a Gaussian distribution with mean and variance parameters as follows:

$$\mu = \frac{2}{m} \left( \sum_{m} \frac{1}{x} x_{i,m} \right)$$

$$\sigma^2 = \frac{2}{m} \frac{\sum_{m} a_{s,i} b_{s,i} x_{i,m}^2}{\sum_{m} a_{s,i}^2 b_{s,i}^2} + \frac{2}{m} N$$

We use non-informative prior for $n$ by setting hyper-parameter $\frac{2}{x} = 100$. 
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Step 4: Gibbs sampling of $\sigma^2$

$$P\left( \sigma^2 | Y, A, C, \eta, X \right) = \left( \frac{1}{2} \right)^{\frac{n}{2}} \exp \left( \frac{1}{2} \log(y_{n,m}) \right) \cdot \frac{1}{2} \left( \frac{2}{n} \right)^{\frac{1}{2}} \exp \left( - \frac{1}{2} \right).$$

The prior distribution of $\sigma^2$ is assumed as inverse Gamma distribution, which is the conjugate prior of its likelihood function (Gaussian distribution), therefore the posterior distribution of $\sigma^2$ also follows inverse Gamma:

$$a' = + \frac{1}{2} \sigma^2 \left( \frac{1}{2} \right) \exp \left( \frac{1}{2} \log(y_{n,m}) \right) \cdot \frac{1}{2} \left( \frac{2}{n} \right)^{\frac{1}{2}} \exp \left( - \frac{1}{2} \right).$$

where $N$ is the number of genes and $M$ is the total number of gene expression experiments. We set hyper-parameters $\alpha = 1$ and $\beta = 1$ to make the prior distribution of $\frac{1}{2}$ non-informative.

Step 5: Gibbs sampling of $c_n$

$$P(c_n | y_n, X, a_n, \sigma^2) = \frac{1}{\sqrt{2 \pi}^d} \exp \left( - \frac{1}{2} \sigma_n^2 \right) \cdot \frac{1}{\sqrt{2 \pi}^d} \exp \left( - \frac{1}{2} \sigma_n^2 \right)$$

where $N$ is the number of genes and $M$ is the total number of gene expression experiments. We calculate above probability for all candidate values of $c_n$ including $0, 1, 2, ..., K$. Then, we sample $c_n$ according to

$$p(c_n = k) = \frac{P(c_n = k | y_n, X, a_n, \sigma^2)}{P(c_n = l | y_n, X, a_n, \sigma^2)}.$$
Appendix D. Comparison of active TFs at promoter and enhancer regions

Figure D.1 TFs functional at promoter or enhancer regions of E2 responsive target genes in breast cancer MCF-7 cells. (a) Foreground (green) and background (grey) TFs at promoter regions; (b) foreground (purple) and background (grey) TFs at enhancer regions. Common foreground TFs at both types of regions are labeled as ‘red’.
Appendix E. PSSV model parameter estimation

The posterior probability $P(\pi, \lambda | K)$ can be extended as follows:

$$\log P(\pi, \lambda | K) = \log \frac{1}{C} P(K, \lambda | \pi) P(\pi)$$

$$= \log \frac{1}{C} \prod_{n} P(k_n | \lambda) P(\lambda) P(\pi)$$

$$= \log \frac{1}{C} \prod_{n \in [1, 4]} \prod_{(i,j) \in E} P(k_{n,m} | i) P(\frac{k_{n,w}}{m}) P(\frac{k_{n,m}}{j}) P(\frac{k_{n,w}}{m}) P(\pi)$$

$$\log P(\pi, \lambda | K) = \log C \log \prod_{n \in [1, 4]} \prod_{(i,j) \in E} P(k_{n,m} | i) P(\frac{k_{n,w}}{m}) P(\pi)$$

By constraining $a_{n,(i,j)} = 1$ and applying Jensen’s inequality to Eq. (E-1), we can obtain the following inequality:

$$\log P(\pi, \lambda | K) = \log C \log \prod_{n \in [1, 4]} \prod_{(i,j) \in E} P(k_{n,m} | i) P(\frac{k_{n,w}}{m}) P(\pi)$$

Maximizing the equation in Eq. (E-1) is equivalent to minimizing the upper bound of the inequality in Eq. (E-2). Thus, we estimate each parameter based on Eq. (E-2) using an iterative Expectation-Maximization (EM) approach.

**Estimate $a_{n,(i,j)}$**

To minimize the upper bound of the above inequality, with $a_{n,(i,j)} = 1$, we seek $a_{n,(i,j)}$ to meet the equality condition.
\[
\log \frac{(i,j)}{a_{n(i,j)}} = \sum_{m=1,2} \sum_{j=i} P(k_{n,m} | i)P(m,j) \sum_{m=1,2} \sum_{j=i} P(k_{n,m} | j)P(m,j).
\]

\[
= \sum_{j<i, j} P(k_{n,m} | i)P(m,j) \sum_{j<i, j} P(k_{n,m} | j)P(m,j).
\]

Then, \(a_{n(i,j)}\) can be obtained as:

\[
a_{n(i,j)} = \sum_{m=1,2} \sum_{j<i, j} P(k_{n,m} | i)P(m,j) \sum_{m=1,2} \sum_{j<i, j} P(k_{n,m} | j)P(m,j) \sum_{j<i, j} P(k_{n,m} | i)P(m,j) \sum_{m=1,2} \sum_{j<i, j} P(k_{n,m} | j)P(m,j).
\]

**Estimate \((i,j)\)**

Searching for \((i,j)\) to minimize the upper bound of Eq. (E-2) is equivalent to minimizing \(f(\pi) = \sum_{n} \sum_{i,j} a_{n(i,j)} \log(i,j) \log P(\pi)\) by deleting those unrelated items in Eq. (E-2), with the constraint of \(\sum_{j<i, j} a_{n(i,j)} = 1\).

We define the Lagrangian equation \(L\) by introducing Lagrange parameter \((i,j)\) as follows:

\[
L = \sum_{n} \sum_{i,j} (i,j) \log P(\pi) + \sum_{(i,j)} 1.
\]

Then, searching for \((i,j)\) to minimize the upper bound of Eq. (E-2) is equivalent to calculating \((i,j)\) to meet the equation condition of the following equation.

\[
\frac{L}{(i,j)} = \sum_{n} \frac{1}{(i,j)} \frac{1}{(i,j)} \frac{1}{(i,j)} = 0.
\]

Considering the constraints of \(\sum_{j<i, j} a_{n(i,j)} = 1\) and \(a_{n(i,j)} = 1\), we sum up Eq. (E-6) in term of \((i,j)\) and finally get the solution of Lagrange parameter \((i,j)\) as
\[ N = \sum_{i,j} \left( \hat{a}_{n(i,j)} + (i,j) \right). \]  

(E-7)

We bring back to Eq. (E-6) and update \((i,j)\) with previously updated \(\hat{a}_{n(i,j)}\) as follows:

\[
(i,j) = \frac{n}{\sum_{i,j} (i,j) + 1}. 
\]  

(E-8)

Estimate \(m_i\) and \(m_j\)

Searching for \(m_i\) and \(m_j\) to minimize the upper bound of Eq. (E-2) is equivalent to minimizing

\[
f(\lambda) = \sum_{n,j,i,j} \hat{a}_{n(i,j)} \log P(k_{n,m} | i) P(m_j) P(k_{n,m} | j) P(m_j) \]  

by deleting those unrelated items in Eq. (E-2).

Function \(f(\lambda)\) can further extended as follows:

\[
f(\lambda) = \sum_{n,j,i,j} \hat{a}_{n(i,j)} \log \left( P(k_{n,1} | i) P(1,j) \right) + \log \left( P(k_{n,2} | i) P(2,j) \right) + \log \left( P(k_{n,3} | j) P(3,j) \right) + \log \left( P(k_{n,4} | j) P(4,j) \right). 
\]  

(E-9)

Now, searching for \(1,i\) to minimize the upper bound of Eq. (E-2) is equivalent to calculating \(1,i\) to meet the equation condition of the following equation.

\[
f(\lambda) = \sum_{n,0,j,i} \hat{a}_{n(i,j)} \log \left( P(k_{n,1} | i) P(1,j) \right) = 0 
\]  

(E-10)

Then, \(1,i\) can be updated as:

\[
1,i = \frac{\sum_{n,j=0}^i \hat{a}_{n(i,j)} \left( k_{n,1} + 1,i \right) / \sum_{n,j=0}^i \hat{a}_{n(i,j)} (1+1,i)}{\hat{a}_{n(i,j)} \left( 1+1,i \right)}. 
\]  

(E-11)
Similarly, all $a_{m,j}$ or $a_{i,j}$ for $m = 1 \sim 4$ can be updated as:

$$
m_{i,j} = \frac{\sum_{n=1}^{i} a_{n(i,j)} (k_{n,m} + m_{i,j})}{\sum_{n=1}^{i} a_{n(i,j)} (1 + m_{i,j})}
$$

$$
m_{i,j} = \frac{\sum_{n=1}^{i} a_{n(i,j)} (k_{n,m} + m_{i,j})}{\sum_{n=1}^{i} a_{n(i,j)} (1 + m_{i,j})}
$$
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