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Efficient Sharing of Radio Spectrum for Wireless Networks

Xu Yuan

ABSTRACT

The radio spectrum that can be used for wireless communications is a finite but extremely valuable

resource. During the past two decades, with the proliferation of new wireless applications, the use

of the radio spectrum has intensified to the point that improved spectrum sharing policies and new

mechanisms are needed to enhance its utilization efficiency.

This dissertation studies spectrum sharing and coexistence on both licensed and unlicensed

bands for wireless networks. For licensed bands, we study two coexistence paradigms: transparent

coexistence (a.k.a., underlay) and policy-based network cooperation (a.k.a., overlay). These two

paradigms can offer significant improvement in spectrum utilization and throughput performance

than the interweave paradigm. For unlicensed band, we study coexistence of Wi-Fi and LTE, the

two most poplar wireless networks. We summarize our contributions as follows.

Under the transparent coexistence paradigm, we study how to achieve optimal spectrum sharing

between primary and secondary users in a multi-hop network environment, where the secondary

multi-hop wireless network is allowed to use the same spectrum simultaneously with the primary

multi-hop wireless network as along as their interference is properly managed. For interference

cancelation, we employ MIMO at the secondary nodes. We study the following three problems:

• Transparent Coexistence: Modeling and Optimization We develop a rigorous mathemat-

ical model to address channel/time slot scheduling, inter-network interference cancelation

(IC) between primary and secondary networks, and intra-network IC within the secondary

network. As an application, we study a throughput maximization problem with the objec-

tive of maximizing the secondary network throughput and show that transparent coexistence

paradigm offers significant improvement in spectrum access and throughput performance

over the interweave paradigm.

• Transparent Coexistence: A Distributed Algorithm Following our efforts on establishing



mathematical model for transparent coexistence, we develop a distributed algorithm to max-

imize throughput. Our proposed algorithm is based on local information exchange among

neighboring nodes. We prove that IC among the nodes by our distributed data structure at

each node can be mapped to a global MIMO IC model among all nodes in the network. This

is significant as it guarantees the existences of feasible precoding/decoding vectors at all

secondary nodes to achieve our desired IC in the network (i.e., feasibility at the PHY layer).

• Transparent Coexistence: An Online Algorithm To accommodate dynamic user arrival

and departure, we develop an online algorithm for transparent coexistence. Our traffic man-

agement algorithm is to address session (flow) level dynamics, i.e., to determine if a new

session can be admitted into the network and how to control the additional IC that comes

with it. More important, we prove that all inter- and intra-network IC through our DoF

allocation is indeed feasible at the PHY layer at all time under traffic dynamics.

Under policy-based network cooperation, the primary and secondary nodes are allowed to co-

operate with each other at the node level to relay each other’s traffic. We are interesting in exploring

how such cooperation can help improve throughput. We study the following two problems:

• Policy-based Network Cooperation: Modeling and Optimization We develop a policy-

based network cooperation paradigm for efficient spectrum sharing between the primary and

secondary users. Such network cooperation can be defined by a set of policies under which

different degrees of cooperation are to be achieved. As an example, we study a specific pol-

icy called UPS, which allows a complete cooperation between the primary and secondary

networks at the node level to relay each other’s traffic. Through rigorous mathematical mod-

eling, problem formulation, approximation solution, and simulation results, we show that

the UPS offers significantly better throughput performance than that under the interweave

paradigm.

• Policy-based Network Cooperation: The Throughput Region We are interested in max-

imizing the achievable throughput for both the primary and secondary networks. We formu-

late the problem as a multicriteria optimization problem. Through a novel approach based
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on weighted Chebyshev norm, we transform the multicriteria optimization problem into a

single criteria optimization problem and find a sequence of Pareto-optimal points iteratively.

Based on the Pareto-optimal points, we construct the throughput curve and show that it is

ε-approximation to the optimal curve. Further, we demonstrate that the throughput region

(the area under the throughput curve) under node-level cooperation is substantially larger

than that when there is no node-level cooperation.

For spectrum sharing and coexistence on the unlicensed band, we study coexistence of Wi-

Fi and LTE, the two most popular wireless networks. We take a novel and neutral approach to

understand coexistence between the two technologies from the perspective of user satisfaction. We

have two interesting findings: (i) In terms of maximizing total users satisfaction function, there

does not appear to be any advantage with coexistence of unlicensed spectrum for Wi-Fi and LTE

under static spectrum allocation; (ii) There is significant advantage in coexistence between Wi-Fi

and LTE under adaptive spectrum partitioning over Wi-Fi only and static partitioning strategies.
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Chapter 1

Introduction

1.1 Background and Motivation

The last decade has witnessed rapid advance in research and development of spectrum sharing

technologies. Recent report by the President’s Council of Advisors on Science and Technology

(PCAST) [46] called for the sharing of 1 GHz of federal government radio spectrum with non-

government entities to spur economic growth. This report further accelerated the pace of commer-

cialization of innovative spectrum sharing technologies. A number of grand challenges has been

raised, which include: (1) accessing the economic trade-offs of incentivizing spectrum sharing

under multiple scenarios; (2) devising models and process that can operate on huge datasets of

wireless feedback, rapidly access spectrum usage, and adjust spectrum sharing parameters in real-

time; (3) understanding what data from spectrum usage can be collected and analyzed to access

spectrum utilization without infringing on users’ privacy; (4) facilitating radio-frequency propaga-

tion measurements that provide a baseline for expected sharing efficiency in different bands; (5)

researching protocols, policies, models, and frameworks to enable future spectrum sharing archi-

tectures. In this dissertation, we focus on (5) and specifically on researching new policies, models

and frameworks to enable future spectrum sharing architectures.

1
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Figure 1.1: Interference avoidance in time, frequency, or space domain [3].

On the licensed spectrum, there has been extensive research on exploring spectrum sharing and

coexistence between primary and secondary networks in recent years. In [22], Goldsmith et al.

outlined three spectrum sharing paradigms for cognitive radios (CR), namely underlay, overlay, and

interweave. These three paradigms were defined from an information theoretic perspective, solely

based on how much side information (e.g., channel conditions, codebooks) is available to the CRs.

In the networking community, these three paradigms have been mapped into specific scenarios of

how primary and secondary networks interact with each other for data forwarding. Specifically, the

interweave paradigm follows traditional interference avoidance, which refers to that the secondary

nodes are allowed to use a spectrum allocated to the primary nodes only when the primary nodes do

not use it in the same time, frequency, or space (see Figure 1.1) [21,26,72]. This is in analogy to the

classic interference avoidance in medium access, or in CR terminology, dynamic spectrum access

(DSA). This is the prevailing paradigm on which most of the research efforts have been devoted

by the CR community in recent years. The underlay paradigm refers to that secondary users’

activities or interference on primary users is negligible (or below a given threshold). In contrast

to the interweave paradigm, secondary users may be active concurrently with the primary users
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in the same vicinity and in the same frequency. Potential interference from secondary users may

be properly canceled (by secondary users) via various interference cancellation (IC) techniques so

that residual interfering signals by secondary users are negligible to the primary users [23, 33, 85,

86]). Finally, the overlay paradigm requires that secondary users have primary users codebook

and messages so that secondary users can help maintain or improve the communication of primary

users while still achieving some communication on their own [31,42,61,79,83]. From a networking

perspective, the overlay paradigm can be interpreted as having secondary users help forward traffic

of primary users on top of its own communications.

On the unlicensed bands, there has been great interest from the cellular service providers to use

unlicensed spectrum for their service offerings. However, existing unlicensed users in these bands

(e.g., Wi-Fi in 5 GHz band) have serious concern that such coexistence will jeopardize their service

quality. In [29,53,69], experimental results showed that Wi-Fi throughput may be reduced by 90%

when interfered by LTE. This is unfair to Wi-Fi and has led to protest by the Wi-Fi Alliance. An

efficient and fair coexistence approach between Wi-Fi and LTE remains to be found.

The goal of this dissertation is to address different spectrum sharing approaches for both li-

censed and unlicensed bands. For the licensed bands, we focus on underlay and overlay paradigms

for the coexistence of multi-hop primary and secondary networks. For unlicensed bands, we focus

on interweave coexsitence between Wi-Fi and LTE.

1.2 Dissertation Outline and Contributions

This dissertation proposes the new spectrum sharing policies and coexistence approaches for en-

hancing spectrum utilization on both licensed and unlicensed bands. An illustration of the structure

of this dissertation is given in Fig. 1.2. The main contributions of each chapter are summarized as

follows:

• In Chapter 2, we explore the “transparent coexistence” for spectrum sharing between pri-

mary and secondary nodes in a multi-hop network environment. Under this paradigm, the
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Spectrum Sharing and Coexistence
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Figure 1.2: The structure of this dissertation.

secondary network is allowed to use the same spectrum simultaneously with the primary

network as long as their activities are “transparent” (or “invisible”) to the primary network.

Such transparency is accomplished through a systematic interference cancelation (IC) by

the secondary nodes without any impact on the primary network. Although such a paradigm

has been studied in the information theory (IT) and communications (COMM) communities,

it is not well understood in the wireless networking community, particularly for multi-hop

networks. The new technical challenges in a multi-hop network include channel/time slot

scheduling, inter-network IC between primary and secondary networks, and intra-network

IC within the secondary network. We develop a rigorous mathematical model for a sec-

ondary multi-hop network in the transparent coexistence paradigm. As an application, we

apply this model to study a throughput maximization problem and develop an efficient poly-

nomial time algorithm. We offer simulation results to show the significant improvement

in spectrum access and throughput performance when compared to interference avoidance

paradigm.

• In Chapter 3, we design a distributed iterative algorithm to achieve transparent coexistence
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for multi-hop primary and secondary networks. The main challenge in this algorithm is to

ensure that IC is done efficiently (i.e., canceled once by a secondary node) and in a feasible

manner (i.e., implementable at the PHY layer). In contrary to a centralized IC algorithm

which relies on a global node ordering for IC, we only maintain two local sets for each node

to keep track of the node’s IC responsibilities. We show how to establish, maintain, and

update these two local sets for each node in our distributed algorithm. Our distributed algo-

rithm increases the data stream on each active link iteratively based on local computation.

Since the nodes in the two local set of a node directly affect the node’s IC responsibility,

our algorithm attempts to switch nodes in the two sets if it can improve the IC structure.

Although no explicit node ordering is maintained in our distributed algorithm, we prove that

our distributed data structure at each node (with the use of two local sets) can be mapped

to an explicit global node ordering for IC among all nodes in the network. This guarantees

the existences of feasible precoding/decoding vectors at the secondary nodes to achieve our

desired IC in the network (i.e., feasibility at the PHY layer). Our algorithm is iterative in

nature and all steps can be accomplished based on local information exchange among the

neighboring nodes. We present simulation results to show that the performance of our dis-

tributed algorithm is highly competitive when compared to an upper bound solution from the

corresponding centralized problem.

• In Chapter 4, we design an online distributed algorithm to handle dynamic session arrival

and departure in the transparent coexistence paradigm. For IC, we again employ multiple

antennas on the secondary nodes. Since it takes time to configure the precoding/decoding

vectors at a secondary node for spatial multiplexing (SM) and IC, per packet level dynamic

traffic management does not appear to be practical. Instead, our traffic management algo-

rithm is to address session (flow) level dynamics, i.e., to determine if a new session can be

admitted into the network and how to perform the additional IC that comes with it. Our

algorithm ensures that all interferences to/from the primary network and interference within

the secondary network are canceled properly so that data transport is free of interference in

both the primary and secondary networks at any time. More importantly, we prove that such
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inter-network and intra-network IC through our DoF allocation is indeed feasible at the PHY

layer at all time under traffic dynamics. We conduct extensive performance evaluation under

various traffic loads to show that our online algorithm offers competitive performance when

compared to an offline centralized algorithm.

• In Chapter 5, we studies a new and bold spectrum-sharing paradigm beyond the state of

the art for future wireless networks. We explore network cooperation as a new dimension

for spectrum sharing between the primary and secondary users. Such network cooperation

can be defined as a set of policies under which different degrees of cooperation are to be

achieved. There are many possible node-level cooperation policies that one can employ

under this paradigm. For the purpose of performance study, we consider a specific policy

called United cooperation of Primary and Secondary networks (UPS), which allows a com-

plete cooperation between the primary and secondary networks at the node level to relay

each other’s traffic. We study a problem with the goal of supporting the rate requirement of

the primary network traffic while maximizing the throughput of the secondary sessions. For

this problem, we develop an optimization model and formulate a combinatorial optimization

problem. We also develop an approximation solution based on a piece-wise linearization

technique. Through simulation results, we show that the UPS offers significantly better

throughput performance than that under the interweave paradigm.

• In Chapter 6, we have an in-depth study of the UPS paradigm in terms of its optimal through-

put curve - the maximum achievable throughput for both primary and secondary users. We

formulate the problem as a multicriteria optimization problem with the goal of maximiz-

ing the throughput of both the primary and secondary users. Through a novel approach

based on a weighted Chebyshev norm, we transform the multicriteria optimization problem

into a single criteria optimization problem and iteratively find a sequence of Pareto-optimal

points. We show that the throughput curve (by connecting consecutive known Pareto-optimal

points via “L”-shaped line segments) is (1− ε)-optimal. Through a case study, we show that

the throughput region for the UPS paradigm can be substantially larger than that in the in-

terweave paradigm. In addition to demonstrating the large throughput region of the UPS
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paradigm, the throughput curve offers a complete landscape of achievable throughput for the

primary and secondary users.

• In Chapter 7, we study the coexistence of Wi-Fi and LTE on the unlicensed band. Although

there are some proposals on how to achieve coexistence, there remain issues and skepticism.

Instead of taking a side in this debate, we take a novel and neutral approach to understand

coexistence between Wi-Fi and LTE from the perspective of user satisfaction. Through math-

ematical modeling, problem formulation and extensive simulations studies, we show that in

terms of maximizing total users satisfaction function, there does not appear to be any ad-

vantage with coexistence of unlicensed spectrum for Wi-Fi and LTE under static partition of

unlicensed spectrum. This finding serves as a powerful counter argument to some telecom

carriers’ proposal to use the unlicensed spectrum through static partitioning of the unlicensed

band for Wi-Fi and LTE. On the other hand, there is a significant advantage in coexistence

between Wi-Fi and LTE under adaptive spectrum allocation. Since adaptive spectrum allo-

cation may require a user to change its service provider whenever there is a change among

the users, we propose a practical (semi-adaptive) algorithm to implement adaptive spec-

trum allocation without affecting existing users’ service providers. Through performance

evaluation, we show that the proposed semi-adaptive algorithm is highly competitive when

compared to adaptive spectrum allocation.



Chapter 2

Transparent Coexistence: Mathematical

Modeling and Optimization

2.1 Introduction

Recent push by the government agencies to share federal government radio spectrum with non-

government entities has fueled the development of innovative technologies for spectrum shar-

ing [46]. The current prevailing spectrum-sharing paradigm is that secondary nodes (typically

equipped with cognitive radios (CRs)) are allowed to use a spectrum channel allocated to the pri-

mary nodes only when such a use will not cause interference to the primary nodes [3, 21, 26, 58].

This is also called “interweave” paradigm in [22], which we call interference avoidance paradigm

in this chapter. Under this paradigm, the wireless networking community has invested significant

research efforts in algorithm design and protocol implementation to optimize secondary CR users’

performance while ensuring that their activities will not interfere with the primary users.

On the other hand, in the information theory (IT) community, there is a strong interest in

exploring information theoretic limit of CR [22]. In particular, researchers have been exploring

the potential of simultaneous activation of a secondary network with the primary network, as long

8
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as the interference produced by secondary nodes can be properly “controlled” (e.g., canceled) by

the secondary nodes. Here, secondary nodes are allowed to access the spectrum as long as they

can cancel their interference to the primary nodes in such a way that the primary nodes do not feel

the presence of the secondary nodes. In other words, activities by the secondary nodes are made

transparent (or “invisible”) to the primary nodes. We call this transparent coexistence paradigm

(also called “underlay” paradigm in [22]) in this chapter. Under this paradigm, secondary nodes

are assumed to have powerful (physical layer) capabilities to perform interference cancelation

(IC), thereby, allowing them to access the spectrum in a much more aggressive manner than the

interference avoidance paradigm.

Although the idea of the transparent coexistence paradigm has been explored in the IT com-

munity, results from the IT and communications (COMM) communities have mainly limited to

very simple network settings, e.g., several nodes or link pairs, all for single-hop communica-

tions [5,23,33,85,86]. The more difficult problem of how transparent coexistence can be achieved

in a multi-hop secondary network remains open. As shown in [26, 58], the problem complexity

associated with multi-hop CR networks is much higher than single-hop CR networks. To date,

there are no prior results on transparent coexistence for a multi-hop CR networks.

The goal of this chapter is to advance the theoretical foundation of transparent coexistence

paradigm for a multi-hop secondary CR network. We study how a multi-hop secondary CR net-

work can co-exist with a primary network transparently. For IC, we assume that each secondary

node is equipped with multiple transmit/receive antennas (MIMO).1 For a set of channels owned

by the primary networks, the primary nodes may use them in whatever manner to suit their needs.

On the other hand, the secondary nodes are only allowed to use these channels if they can can-

cel their interference to the primary nodes. Further, to ensure successful transmission among the

secondary nodes, the secondary nodes also need to perform IC to/from the primary nodes as well

as potential interference among the secondary nodes. Simply put, all IC burden should rest solely

on the secondary nodes and remain invisible to the primary nodes. For this paradigm, we offer a

mathematical modeling of channel/time slot scheduling, IC between primary and secondary nodes,

1Other IC techniques may also be employed and will be explored in our future studies.
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and IC within the secondary network. Based on this model, we study a throughput maximization

problem (with the objective of maximizing the minimum throughput among all sessions in the sec-

ondary network) without any impact on the primary users. Since the problem has a mixed-integer

linear program (MILP) formulation, we develop an efficient solution based on a sequential fix-

ing (SF) technique. Through simulation results, we demonstrate how the transparent coexistence

paradigm can offer much improved spectrum access and throughput performance than the current

interference avoidance paradigm.

The remainder of this chapter is organized as follows. In Section 2.2, we give essential back-

ground on how IC may be performed by MIMO. Section 2.3 describes our problem and key chal-

lenges. In Section 6.2, we present a mathematical model for the transparent coexistence paradigm

where both the primary and secondary networks are multi-hop. Based on this model, in Sec-

tion 2.5, we study a throughput maximization problem and presents an efficient solution algorithm.

Section 6.4 presents simulation results and demonstrates the significant improvement in spectrum

access and throughput performance under the transparent coexistence paradigm. Section 2.7 con-

cludes this chapter and discusses the further work.

2.2 Background and Motivation

We give a brief review of MIMO in terms of its spatial multiplexing (SM) and IC capabilities

[13,30,65,68]. Other capabilities such as spatial diversity [90] are not explored in this chapter and

will be considered in our future work.

A simple representation of MIMO can be built upon the so-called degree-of-freedom (DoF)

concept [30, 68]. Simply put, the total number of DoFs at a node (no more than the number of

antenna elements) represents the available resources at the node. A DoF can be used for either

data transmission/reception or IC. Typically, transmitting one data stream requires one DoF at a

transmitter and one DoF at its receiver. SM refers to the scenario where multiple DoFs are used

to transmit multiple data streams, thus substantially increasing data throughput between the two
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Figure 2.1: A simple example illustrating the benefits of using MIMO to allow simultaneous acti-

vation of primary and secondary nodes.

nodes. On the other hand, IC refers to a node’s capability to use some of its DoFs to cancel inter-

ference, either as a transmitter or as a receiver. Depending on whether IC is done at a transmitter

or receiver, the number of required DoF consumption may be different.

• IC by Tx. If a transmitter (Tx) is to cancel its interference to an unintended receiver, the

number of DoFs required at this transmitter is equal to the number of data streams (or DoFs)

that the unintended receiver is trying to receive from its transmitter.

• IC by Rx. If a receiver (Rx) is to cancel the interference from an interfering transmitter,

the number of DoFs required at this receiver is equal to the number of data streams (or DoFs)

that the interfering transmitter is trying to transmit to its intended receiver.

At any node, the sum of DoFs used for SM and IC cannot exceed the total number of DoFs at the

node.

A MIMO node’s ability to use a subset of its DoFs to cancel interference while to use the

remaining subset of DoFs for data transmission allows the possibility of simultaneous activation of

the secondary nodes with the primary nodes. We use a simple example to illustrate this point. In

Fig. 2.1, suppose Tp and Rp are a pair of transmit and receive nodes in the primary network, while
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Ts and Rs are a pair of transmit and receive nodes in the secondary network. Assume that all nodes

share the same channel. Suppose Tp is transmitting 1 data stream to Rp. Under the interference

avoidance paradigm, secondary transmit node Ts is prohibited from transmission on the same

channel as it will interfere with primary receive node Rp. However, when MIMO is employed

on the secondary nodes, simultaneous transmissions can be achieved. Assume secondary nodes

Ts and Rs are each equipped with 4 antennas (4 DoFs). Ts can use 1 of its DoFs to cancel its

interference to Rp so that Rp can receive its 1 data stream correctly from Tp. At node Rs, Rs

can use 1 of its DoFs to cancel interference from Tp. After IC, both Ts and Rs still have 3 DoFs

remaining, which can be used for SM of 3 data stream from Ts to Rs.

2.2.1 Channel State Information

As the above example shows, under transparent coexistence, all IC burden rests upon the secondary

nodes. Specifically, a secondary transmit node needs to cancel its interference to all neighboring

primary receive nodes who are interfered by this secondary transmitter; a secondary receive node

needs to cancel interference from all neighboring primary transmit nodes that interfere with this

secondary receiver. To achieve transparency to the primary nodes, it is important for the secondary

nodes to have accurate channel state information (CSI). The problem is: how can a secondary node

obtain the CSI between itself and its neighboring primary nodes while remaining transparent to the

primary nodes?

We propose the following solution to resolve this problem. For each primary node, it typically

sends out a pilot sequence (training sequence) to its neighboring primary nodes so that those pri-

mary nodes can estimate the CSI. This is the practice for current cellular networks and we assume

such a mechanism is available for a primary network. Since we consider a multi-hop network,

where each node will act as a transmitter in one time slot but as a receiver in another time slot.

Then, each secondary node can overhear the pilot sequence signal from the primary node while

staying transparent. For example, in Fig. 2.2(a), in time slot t1, when P1 is transmitting the pilot

sequence, a secondary node S1 can overhear this sequence from P1. Likewise, in Fig. 2.2(b), in
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time slot t2, when P2 is transmitting its pilot sequence, the secondary node S1 can overhear this

pilot sequence from P2. Suppose the pilot sequence from the primary nodes is publicly available

(as in cellular networks) and is known to the secondary nodes. Then the secondary node S1 can use

this information and the actual received pilot sequence signal from the primary nodes for channel

estimation. Based on the reciprocity property of a wireless channel [63], a secondary node S1 will

be able to estimate the CSI in both directions to/from P1 and P2. Likewise, the CSI among the

secondary nodes may be derived following a similar approach.

2.3 Problem Statement

We consider a primary multi-hop ad hoc network P shown in Fig. 2.3, which is co-located with

a secondary multi-hop network S in the same geographical region. Suppose that there is a set of

channels B owned by the primary network. For scheduling on each channel, we consider a time

frame with T equal-length time slots. The primary nodes can use this set of channels and time

slots freely as if they were the only nodes in the network. The primary nodes are assumed to be

single-antenna nodes. For the secondary nodes, they are allowed to use a time slot t (1 ≤ t ≤ T )

on a channel only if their interference to the primary nodes are canceled properly, with complete

transparency to the primary nodes. For IC, we assume that the secondary nodes are equipped with

MIMO. Some key assumptions that we make in this chapter are the following:

• In primary network, we assume that each primary node is a single-antenna node.2

• The secondary nodes need to know the primary nodes’ transmission behavior (link schedul-

ing). We assume this information can be derived by the secondary nodes through monitor-

ing/sensing of the primary nodes’ activities.

• The secondary nodes need to have CSI to perform IC (to/from the primary nodes and within

the secondary nodes). A proposed solution was given in Section 2.2.1.

2The case where the primary nodes also have multiple antennas will be left for further research.
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P1

P2

S1

P3

(a) Time slot t1

P1

P2

S1

P3

(b) Time slot t2

Figure 2.2: CSI estimation at secondary node S1.
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Primary node Secondary node

Figure 2.3: A multi-hop secondary network co-located with a multi-hop primary network.

• We further assume that the CSI obtained at the secondary nodes is perfect. This assump-

tion allows us to develop an information theoretic understanding on the potential benefits of

transparent coexistence paradigm. In practice, perfect CSI is hard to achieve and inaccurate

CSI will cause interference leakage. This may be treated as additional noise and will degrade

link quality. Just like any other system, there is a gap between what a theoretical limit is and

what can actually be achieved in practice. Investigation of this gap (between theoretical limit

and achievable performance in practice) and how to close this gap will be deferred for future

research.

• We assume each data stream is associated with the same constant rate. In practice, the

data rate of a data stream depends on channel condition and many other factors. But for

tractability, we assume that we use a simple fixed rate coding and modulation scheme for

a data stream. In other words, we assume that there is a minimum rate with our fixed rate

coding and modulation for a data stream and we will just use this minimum rate for all data

streams, despite that some streams with better channels could in fact achieve higher rates if



16

an adaptive coding and modulation scheme is used. We agree that such a simple fixed rate

coding and modulation scheme is not optimal. But this assumption allows us to keep the

problem tractable when performing performance study.

• In our throughput optimization problem in the transparent coexistence paradigm, we assume

to have global knowledge so that we can develop a centralized solution and use it to examine

the benefits of such a paradigm.

Based on these assumptions, we explore the following challenges in the secondary network:

• Channel/time slot scheduling In a secondary network, an intermediate relay node is both

a transmitter and a receiver. Under the half-duplex, a node cannot transmit and receive on the

same channel within the same time slot. Therefore, scheduling (either in time slot or channel)

is needed. Here, scheduling can be performed both in time slot and channel allocation (time

and frequency domains). Note that scheduling transmission/reception at a secondary node

will lead to a particular interference relationship among the primary and secondary nodes in

the underlying time slot and channel. This joint time/channel scheduling plays an integral

role for IC in the network.

• Inter-network IC We discussed this challenge in Section 2.2 (see Fig. 2.1), where a

secondary transmitter needs to cancel its interference to its neighboring primary receivers

while a secondary receiver needs to cancel the interference from its neighboring primary

transmitters.

• Intra-network IC In addition to inter-network IC, interference from a secondary node may

also interfere with another secondary node within their own network (i.e., “intra-network”

interference). Such an interference must also be canceled properly (either by a secondary

transmitter or receiver) to ensure successful data communications inside the secondary net-

work.

It is important to realize that the above three key challenges are not independent, but deeply

intertwined with each other. In particular, channel/time slot scheduling at a secondary node is
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directly tied to the interference relationship between the primary and secondary nodes as well

as interference among the secondary nodes. Therefore, a mathematical modeling of transparent

coexistence paradigm must capture all these components jointly.

2.4 Mathematical Modeling

In this section, we develop a mathematical model for the transparent coexistence paradigm under

which a multi-hop secondary network can access the same spectrum as a primary network (see

Fig. 2.3). This mathematical model will address the challenges outlined in the last section through

a joint formulation.

2.4.1 Notation

Table 7.1 lists notation in this chapter. Suppose there is a set of sessions F̃ within the primary

network P . For a given routing for each session, denote L̃ as the set of links in the primary

network that are traversed by these sessions (shown in solid arrow lines in Fig. 2.3). Denote z̃b
(l̃)
(t)

as the number of data streams over primary link l̃ ∈ L̃ on channel b in time slot t. Since a primary

node only has one antenna, z̃b
(l̃)
(t) = 1 if link l̃ is active (on channel b and time slot t) and 0

otherwise.

For the secondary network, we assume MIMO capability at each node. Denote Ai as the

number of antennas on a secondary node i ∈ S. Suppose there is a set of multi-hop sessions F in

S . For a given routing for each session, denote L as the set of secondary links (shown in dashed

arrow line in Fig. 2.3).

To model scheduling at a secondary node for transmission or reception, we denote xb
i(t) and

ybi (t) (i ∈ S, b ∈ B and 1 ≤ t ≤ T ) as whether node i is a transmitter or receiver on channel b in
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Table 2.1: Notation

Primary Network

P The set of nodes in the primary network

T The number of time slots in a frame

B The sets of channels owned by the primary network

B The number of channels in set B, B = |B|

F̃ The set of sessions in the primary network

Ĩi The set of primary nodes within the interference range of secondary node i

L̃In
i The set of incoming links (from other primary nodes) at node i ∈ P

L̃Out
i The set of outgoing links (to other primary nodes) at node i ∈ P

L̃ The set of links in the primary network

z̃b
(l̃)
(t) The number of data streams over primary link l̃ on channel b in time slot t

Secondary Network

S The set of nodes in the secondary network

Ai The number of antennas at secondary node i ∈ S

F The set of sessions in the secondary network

Ii The set of node in S that are within the interference range of secondary node i

LIn
i The set of incoming links (from other secondary nodes) at node i ∈ S

LOut
i The set of outgoing links (to other secondary nodes) at node i ∈ S

L The set of secondary links

r(f) The data rate of the session f ∈ F

rmin The minimum data rate among all secondary sessions

Rx(l) The receiver of link l ∈ L

Tx(l) The transmitter of link l ∈ L

xb
i (t) = 1 if node i ∈ S is a transmitter on channel b in time slot t, and is 0 otherwise

ybi (t) = 1 if node i ∈ S is a receiver on channel b in time slot t, and is 0 otherwise

zb(l)(t) The number of data streams over link l ∈ L on channel b in time slot t

λb
j,i(t) The number of DoFs used by transmit node i ∈ S to cancel its interference to receive node j ∈ S

on channel b in time slot t

µb
j,i(t) The number of DoFs used by receive node i ∈ S to cancel the interference from transmit node j ∈ S

on channel b in time slot t

θbj,i(t) Binary indicator showing the relationship between nodes i and j in ordered list on channel b in time slot t

πb(t) An ordering for IC among the secondary nodes on channel b in the time slot t

πb
i (t) The position of node i ∈ S in πb(t)
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time slot t, respectively. We have

xb
i(t) =


1 if node i is a transmitter on channel b

in time slot t;

0 otherwise.

ybi (t) =


1 if node i is a receiver on channel b

in time slot t;

0 otherwise.

Under half-duplex (a node cannot transmit and receive on the same channel in the same time

slot), we have the following constraint on xb
i(t) and ybi (t):

xb
i(t) + ybi (t) ≤ 1 (i ∈ S, b ∈ B, 1 ≤ t ≤ T ). (2.4.1)

2.4.2 Node Ordering for IC in Secondary Network

Recall that the secondary network is solely responsible for “inter-network” IC (in addition to “intra-

network” IC). To avoid unnecessary duplication in allocating DoFs for IC, it was shown in [59]

that node-ordering based IC is very effective. Under this scheme, all secondary nodes are put into

an ordered list. DoF allocation at each secondary node for IC is based on the position of the node in

the list. It was shown in [59] that such disciplined approach can ensure: (i) there is no duplication

in IC (and thus no waste of DoF resources), and (ii) the final DoF allocation is feasible. We will

describe the specific rules for DoF allocation at a secondary node for IC (depending on whether it

is a transmitter or receiver) in the following two sections. But first, we give a mathematical model

for the node ordering concept.

Denote πb(t) as an ordered list of the secondary nodes in the network on b ∈ B and 1 ≤ t ≤ T ,

and denote πb
i (t) as the position of node i ∈ S in πb(t). Therefore, 1 ≤ πb

i (t) ≤ S, where S = |S|.

For example, if πb
i (t) = 3, then it means that node i is the third node in the list πb(t).

To model the relative ordering between any two secondary nodes i and j in πb(t), we use a
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binary variable θbj,i(t) and define it as follows:

θbj,i(t) =

 1 if node j is before node i in πb(t);

0 otherwise.

It was shown in [59] that the following relationships hold among πb
i (t), π

b
j(t) and θbj,i(t).

πb
i (t)− S · θbj,i(t) + 1 ≤ πb

j(t) ≤ πb
i (t)− S · θbj,i(t) + S − 1 , (2.4.2)

where i, j ∈ S, b ∈ B, and 1 ≤ t ≤ T .

We point out that such a node ordering approach for DoF allocation is the most efficient ap-

proach among all existing DoF models that can guarantee feasibility. As pointed out in [59], an

“optimal” node ordering can be found by inserting the above ordering relationship as a constraint

into the overall formulation of the optimization problem, as we shall do in Section 2.5.

2.4.3 DoF Allocation at A Secondary Transmitter

At a secondary transmitter i, it needs to expend DoFs for (i) SM, (ii) IC to neighboring primary

receivers, and (iii) IC to a subset of its neighboring secondary receivers based on their orders in the

node list.

(i) DoF for SM. For SM, denote zb(l)(t) and LOut
i as the number of data streams on link l ∈ L

and the set of outgoing links from secondary node i. Then the number of DoFs at secondary node

i ∈ S for SM is
∑

l∈LOut
i

zb(l)(t) for b ∈ B and 1 ≤ t ≤ T .

(ii) DoF for IC to neighboring primary receivers. To ensure transparent coexistence, a sec-

ondary transmitter needs to cancel its interference to neighboring primary receivers. Recall that if

a primary receiver p ∈ P is within the interference range of node i, the number of DoFs at node i

that is used for canceling the interference to node p is equal to the number of data stream that are

received at node p. Denote L̃In
p as the set of incoming primary links to node p. Denote Ĩi as the set

of primary nodes that are located within the interference range of secondary transmitter i. For node
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p ∈ Ĩi, the number of DoFs used at node i for canceling interference to node p is
∑

l̃∈L̃In
p
z̃b
(l̃)
(t) for

b ∈ B and 1 ≤ t ≤ T . Now for all primary receive nodes in Ĩi, the number of DoFs used at node i

to cancel interference to these nodes is
(∑

p∈Ĩi

∑
l̃∈L̃In

p
z̃b
(l̃)
(t)

)
for b ∈ B and 1 ≤ t ≤ T .

(iii) DoF for IC to secondary receivers. For IC within the secondary network, this secondary

transmitter i only needs to cancel its interference to a subset (instead of all) of its neighboring

secondary receivers based on the node ordering list [59]. Specifically, this secondary transmitter

i only needs to expend DoFs to null its interference to neighboring secondary receivers that are

before itself in the ordered secondary node list πb(t). Node i does not need to expend any DoF to

null its interference to those secondary receivers that are after itself in the ordered node list πb(t).

This is because the interference from node i to those secondary receivers (that are after this node in

πb(t)) will be nulled by those secondary receivers later (when we perform DoF allocation at those

nodes). This is the key to avoid duplication in IC.

Recall that if a secondary receiver j ∈ S is within the interference range of secondary transmit

node i, the number of DoFs required at transmit node i to cancel its interference to node j is equal

to the number of data stream that are being received at node j. Denote LIn
j as the set of incoming

links to node j. Denote Ii as the set of secondary nodes that are located within the interference

range of node i. For secondary receive node j ∈ Ii, the number of DoFs used at secondary transmit

node i for canceling its interference to node j is
(
θbj,i(t) ·

∑Tx(k) ̸=i

k∈LIn
j

zb(k)(t)
)

. Note that we are using

the indicator variable θbj,i(t) to consider only those secondary receive nodes that are before node i

in the ordered node list πb(t). Now for all secondary receive nodes in Ii, the number of DoFs used

at node i to cancel interference to these nodes is
∑

j∈Ii

(
θbj,i(t) ·

∑Tx(k)̸=i

k∈LIn
j

zb(k)(t)
)

for b ∈ B and

1 ≤ t ≤ T .

Total DoF consumption. Putting all these DoF consumptions together at a secondary transmitter

i, we have the following constraints:

• If this secondary transmit node i is active, i.e., xb
i(t) = 1, we have

xb
i(t) ≤

∑
l∈LOut

i

zb(l)(t) +

∑
p∈Ĩi

∑
l̃∈L̃In

p

z̃b
(l̃)
(t)

+
∑
j∈Ii

θbj,i(t) ·
Tx(k)̸=i∑
k∈LIn

j

zb(k)(t)

 ≤ Ai ,(2.4.3)
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which means that the DoF consumption at node i cannot be more that the total number of its

antennas.

• If node i is not active, i.e., xb
i(t) = 0, we have∑

l∈LOut
i

zb(l)(t) = 0 . (2.4.4)

We can rewrite (2.4.3) and (2.4.4) into the following two mathematical constraints:

xbi(t) ≤
∑

l∈LOut
i

zb(l)(t) +

∑
p∈Ĩi

∑
l̃∈L̃In

p

z̃b
(l̃)
(t)

+

∑
j∈Ii

θbj,i(t) · Tx(k) ̸=i∑
k∈LIn

j

zb(k)(t)

 ≤ Aix
b
i(t) +

(
1− xbi(t)

)
M, (2.4.5)

∑
l∈LOut

i

zb(l)(t) ≤ xb
i(t) · Ai , (2.4.6)

where M is a large constant, which is an upper bound of [
∑

p∈Ĩi

∑
l̃∈L̃In

p
z̃b
(l̃)
(t)+

∑
j∈Ii θ

b
j,i(t) ·∑Tx(k)̸=i

k∈LIn
j

zb(k)(t)] when xb
i(t) = 0. For example, we can set M =

∑
j∈Ii Aj +

∑
p∈Ĩi

∑
l̃∈L̃In

p
z̃b
(l̃)
(t).

To see that (2.4.5) and (2.4.6) can replace (2.4.3) and (2.4.4), note that (i) when xb
i(t) = 1,

(2.4.5) becomes (2.4.3) and (2.4.6) holds trivially; (ii) when xb
i(t) = 0, (2.4.4) and (2.4.6) are

equivalent, and (2.4.5) holds trivially.

Reformulation. Since (2.4.5) has a nonlinear term
(
θbj,i(t) ·

∑Tx(k)̸=i

k∈LIn
j

zb(k)(t)
)

, we can use

Reformulation-Linearization Technique (RLT) [27, Chapter 6] to reformulate this nonlinear term

by introducing new variables and adding new linear constraints. We define a new variable λb
j,i(t)

as follows:

λb
j,i(t) = θbj,i(t) ·

Tx(k)̸=i∑
k∈LIn

j

zb(k)(t) ,

where i ∈ S, j ∈ Ii, b ∈ B, and 1 ≤ t ≤ T . For binary variable θbj,i(t), we have the following
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associated constraints:

θbj,i(t) ≥ 0 ,

(1− θbj,i(t)) ≥ 0 .

For
∑Tx(k) ̸=i

k∈LIn
j

zb(k)(t), we have:

Tx(k)̸=i∑
k∈LIn

j

zb(k)(t) ≥ 0 ,

Aj −
Tx(k)̸=i∑
k∈LIn

j

zb(k)(t) ≥ 0 .

We can cross-multiply the two constraints involving θbj,i(t) with the two constraints involving∑Tx(k)̸=i

k∈LIn
j

zb(k)(t), and replacing the product term
(
θbj,i(t) ·

∑Tx(k)̸=i

k∈LIn
j

zb(k)(t)
)

with λb
j,i(t). Then

(2.4.5) can be replaced by the following linear constraints:

xb
i(t) ≤

∑
l∈LOut

i

zb(l)(t) +

∑
p∈Ĩi

∑
l̃∈L̃In

p

z̃b
(l̃)
(t)

+
∑
j∈Ii

λb
j,i(t) ≤ Aix

b
i(t) +

(
1− xb

i(t)
)
M, (2.4.7)

λb
j,i(t) ≥ 0, (2.4.8)

λb
j,i(t) ≤

Tx(k) ̸=i∑
k∈LIn

j

zb(k)(t), (2.4.9)

λb
j,i(t) ≤ Aj · θbj,i(t), (2.4.10)

λb
j,i(t) ≥ Aj · θbj,i(t)− Aj +

Tx(k)̸=i∑
k∈LIn

j

zb(k)(t), (2.4.11)

where i ∈ S, j ∈ Ii, b ∈ B, and 1 ≤ t ≤ T .

2.4.4 DoF Allocation at A Secondary Receiver

At a secondary receiver i, it needs to expend DoFs for (i) SM, (ii) canceling interference from

neighboring primary transmitters, and (iii) canceling interference from a subset of its neighboring

secondary transmitters based on their orders in the node list.



24

(i) DoF for SM. For SM, the number of DoFs consumed at a secondary receiver i ∈ S is∑
k∈LIn

i
zb(k)(t) for b ∈ B and 1 ≤ t ≤ T .

(ii) DoF for IC from neighboring primary transmitters. A secondary receiver needs to cancel

the interference from neighboring primary transmitters. If a primary transmitter p ∈ P is within

the interference range of secondary receive node i ∈ S , the number of DoFs at node i required

for canceling this interference from node p is equal to the number of data streams that are being

transmitted by node p. Denote L̃Out
p as the set of outgoing links from primary node p. For p ∈ Ĩi,

the number of DoFs used at node i for canceling interference from node p is
∑

l̃∈L̃Out
p

z̃b
(l̃)
(t). Now

for all primary transmit nodes in Ĩi, the number of DoFs used at node i to cancel interference from

these nodes is
(∑

p∈Ĩi

∑
l̃∈L̃Out

p
z̃b
(l̃)
(t)

)
for b ∈ B and 1 ≤ t ≤ T .

(iii) DoF for IC from secondary transmitters. For IC within the secondary network, this sec-

ondary receiver i only needs to null the interference from a subset (instead of all) of its neighbor-

ing secondary transmitters based on node ordering list. Specifically, this secondary receiver i only

needs to expend DoFs to null the interference from neighboring secondary transmitters that are

before itself in the ordered secondary node list πb(t). Node i does not need to expend any DoF to

null the interference from those secondary transmitters that are after itself in the ordered node list

πb(t). This is because the interference to node i from those secondary transmitters will be nulled

by those secondary transmitters later (when we perform DoF allocation at those nodes).

Recall that if node i is within the interference range of a secondary transmit node j ∈ S ,

the number of DoFs at node i that is used for canceling the interference from node j is equal to

the number of data stream that are being transmitted at node j. For a secondary transmit node

j ∈ Ii, the number of DoFs used at secondary receive node i for canceling interference from node

j is
(
θbj,i(t) ·

∑Rx(l)̸=i

l∈LOut
j

zb(l)(t)
)

. Now for all other secondary transmit nodes in Ii, the number of

DoFs used at node i to cancel interference from those nodes is
∑

j∈Ii

(
θbj,i(t) ·

∑Rx(l)̸=i

l∈LOut
j

zb(l)(t)
)

for b ∈ B and 1 ≤ t ≤ T .
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Total DoF consumption. We can put all DoF consumption at a secondary receiver as follows:

ybi (t) ≤
∑
k∈LIn

i

zb(k)(t)+

∑
p∈Ĩi

∑
l̃∈L̃Out

p

z̃b
(l̃)
(t)

+
∑
j∈ Ii

θbj,i(t) ·
Rx(l)̸=i∑
l∈LOut

j

zb(l)(t)

≤Aiy
b
i (t)+

(
1−ybi (t)

)
N,(2.4.12)

∑
k∈LIn

i

zb(k)(t) ≤ ybi (t) · Ai , (2.4.13)

where N is a large constant, which is an upper bound of [
∑

p∈Ĩi

∑
l̃∈L̃Out

p
z̃b
(l̃)
(t) +

∑
j∈ Ii(θ

b
j,i(t) ·∑Rx(l)̸=i

l∈LOut
j

zb(l)(t)] when ybi (t) = 0. For example, we can set N =
∑

j∈Ii Aj +
∑

p∈Ĩi

∑
l̃∈L̃Out

p
z̃b
(l̃)
(t).

Reformulation. Following the same token as in the last section, we use RLT to linearize the

nonlinear term
(
θbj,i(t) ·

∑Rx(l)̸=i

l∈LOut
j

zb(l)(t)
)

in (2.4.12). Denote µb
j,i(t) as

(
θbj,i(t) ·

∑Rx(l)̸=i

l∈LOut
j

zb(l)(t)
)

.

Then (2.4.12) can be replaced by the following linear constraints:

ybi (t) ≤
∑
k∈LIn

i

zb(k)(t) +

∑
p∈Ĩi

∑
l̃∈LOut

p

z̃b
(l̃)
(t)

+
∑
j∈Ii

µb
j,i(t) ≤ Aiy

b
i (t) +

(
1− ybi (t)

)
N, (2.4.14)

µb
j,i(t) ≥ 0, (2.4.15)

µb
j,i(t) ≤

Rx(l)̸=i∑
l∈LOut

j

zb(l)(t), (2.4.16)

µb
j,i(t) ≤ Aj · θbj,i(t), (2.4.17)

µb
j,i(t) ≥ Aj · θbj,i(t)− Aj +

Rx(l) ̸=i∑
l∈LOut

j

zb(l)(t), (2.4.18)

where i ∈ S, j ∈ Ii, b ∈ B, and 1 ≤ t ≤ T .

2.5 Case Study: A Throughput Maximization Problem

2.5.1 Problem Formulation

Using the above mathematical model for the transparent coexistence paradigm for a multi-hop

secondary network, various problems can be studied. In this section, we study a throughput opti-
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mization problem in the secondary network. Denote r(f) as the rate of session f ∈ F . Then at

any link l ∈ L in the network, the aggregate throughput rate among the flows that traverse this link

cannot exceed the link’s scheduling capacity (over a time frame). That is,

f traversing l∑
f∈F

r(f) ≤ c · 1
T

∑
b∈B

T∑
t=1

zb(l)(t) (l ∈ L), (2.5.1)

where c is the data rate carried by a data stream.

For the throughput maximization problem, suppose we are interested in maximizing the min-

imum throughput rate among all secondary sessions. Then the problem can be formulated as

follows:

OPT

max rmin

s.t rmin ≤ r(f) (f ∈ F);

Half-duplex constraints: (2.4.1);

Node ordering constraints: (2.4.2);

Transmitter DoF constraints: (2.4.6)–(2.4.11);

Receiver DoF constraints: (2.4.13)–(2.4.18);

Link capacity constraints: (2.5.1).

In this formulation, rmin, r(f), x
b
i(t), y

b
i (t), z

b
(l)(t), π

b
i (t), λ

b
j,i(t), µ

b
j,i(t) and θbj,i(t) are optimization

variables, and Ai,M,N, z̃b
(l̃)
(t) and c are given constants. This optimization problem is in the form

of a mixed-integer linear program (MILP), which is NP-hard in general. Although commercial

solvers such as CPLEX can be used, they are not scalable to address problems with moderate to

large-sized networks. In this section, we develop an efficient heuristic algorithm.

2.5.2 Overview of Solution Algorithm

The algorithm that we propose is based on the so-called sequential fixing (SF) technique in [27,

Chapter 5]. SF offers a general framework to handle integer variables in a MILP problem, and has
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a polynomial time complexity. The basic idea of SF is as follows. For a MILP like ours, if we

were able to set the optimal values for all integer variables, then the original problem would be

reduced to an LP, which can be solved in polynomial time. So the key challenge in MILP is how to

determine the values for all the integer variables. Under SF, this can be done by studying the linear

relaxation of the original problem, obtained by relaxing all the integer variables to continuous

variables. Although the solution to this linear relaxation may not have an integer value for each

integer variable, we can fix the values of one or more integer variables based on their closeness to

certain integer values. Instead of determining all the integer variables in one iteration, we can fix

only one or a few integer variables in each iteration. For the remaining (unfixed) integer variables,

we can solve a new linear relaxation and then fix one or more remaining integer variables. This SF

procedure terminates after all integer variables are fixed. At this point, the MILP becomes an LP.

Any remaining continuous variable in the LP can be solved efficiently.

Although the idea of SF is straightforward, it requires a careful design to ensure its perfor-

mance. A naive application of SF, as we have experienced, may lead to either infeasible solution

or poor performance. This is because that fixing relaxed variables solely based on their closeness

to integers do not take into consideration of the physical significance of different variables in the

particular problem and their intricate relationships. In our design, we propose to classify integer

variables into three groups: (π, θ), (x, y), and z. The first group (π, θ), determines the ordering

among the secondary nodes in DoF allocation and is considered the structural foundation of all

integer variables. Therefore, we will determine (π, θ) first in our SF algorithm. For the remaining

(x, y) and z variables, (x, y) can be determined if we know the link status for the corresponding z.

Therefore, we will determine the link status (i.e., whether z = 0 or z ≥ 1) first and then we can fix

the corresponding (x, y). Note that in this step, we only determine whether z = 0 (link inactive)

or z ≥ 1 (link active). In the last step, we will fix those z’s with z ≥ 1 to exact integer values

iteratively. Some important details of each step are given in the following section.
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2.5.3 Algorithm Details

Phase I: Fixing π and θ variables. In this phase, for b ∈ B and 1 ≤ t ≤ T , we will fix one

πb
i (t) variable, and further fix related θbi,j(t) (or θbj,i(t)) variables during an iteration. Since there

are a total of S of πb
i (t)’s (i ∈ S) for b ∈ B and 1 ≤ t ≤ T , there are S iterations in Phase I.

Specifically, in the first iteration, for b ∈ B and 1 ≤ t ≤ T , we identify node i with the smallest

value of πb
i (t) among all πb

j(t)’s (j ∈ S). We set πb
i (t) = 1. Since this is the first node on channel

b in time slot t, we set θbi,j(t) = 1 and θbj,i(t) = 0 for j ̸= i. In the second iteration, another node

k with the smallest value πb
k(t) among all un-fixed πb

j(t)’s will be chosen and we set πb
k(t) = 2.

Likewise, we set θbk,j(t) = 1 and θbj,k(t) = 0 for j ̸= i, j ̸= k. This process continues till the end of

S-th iteration, when all πb
i (t) and θbi,j(t) (i, j ∈ S) are fixed for b ∈ B, 1 ≤ t ≤ T .

Phase II: Fixing x and y variables. In this phase, we will determine each link l’s status

(i.e., active or inactive) and fix xb
i(t) and ybi (t) variables. In the case of an inactive link l, we set

zb(l)(t) = 0; in the case of an active link l, we will leave the determination of zb(l)(t) to Phase III.

Specifically, in each iteration, we choose the largest zb(l)(t) on channel b in time slot t and

determine the status of the corresponding link l (i.e., active or inactive). This link l is determined

to be active for b ∈ B and 1 ≤ t ≤ T if it satisfies the following conditions:

• (2.4.1) is satisfied, which means that the transmitter and receiver of this link each meets

half-duplex constraint.

• Link l’s transmitter should satisfy (2.4.5) and its receiver should satisfy (2.4.12), i.e., not

exceeding DoF resources at both transmitter and receiver. In the case that the status of

another associated link k is yet to be determined, we assume its zb(k)(t) = 0. Similarly, in the

case that the status of another associated link k is active, we assume zb(k)(t) = 1. Note that in

either case, we do not set the values for these zb(k)(t)’s permanently, but rather, only a lower

bound value so that we can test whether (2.4.5) and (2.4.12) can hold.

If link l does not meet the above two conditions, it is considered inactive. Depending on
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whether link l is active or inactive, we can fix (xb
i(t), y

b
i (t)) and possibly some other zb(k)(t) vari-

ables based on the following three rules:

(a) If link l is active for b ∈ B and 1 ≤ t ≤ T , we can fix xb
Tx(l)(t) = 1 and ybRx(l)(t) = 1. As

a result of this fixing, we can also fix ybTx(l)(t) = 0 and xb
Rx(l)(t) = 0 by (2.4.1). Otherwise

(i.e., link l is inactive for b ∈ B and 1 ≤ t ≤ T ), we can fix zb(l)(t) = 0. Further, if all links

in LOut
Tx(l) are inactive for b ∈ B and 1 ≤ t ≤ T , we set xb

Tx(l)(t) = 0. Similarly, if all links in

LIn
Rx(l) are inactive for b ∈ B and 1 ≤ t ≤ T , we set ybRx(l)(t) = 0.

(b) If xb
i(t) = 0, i.e., node i does not transmit data for b ∈ B and 1 ≤ t ≤ T , then we set all

links k ∈ LOut
i to be inactive. Further, we set zb(k)(t) = 0 on these links.

(c) If ybi (t) = 0, i.e., node i does not receive data for b ∈ B and 1 ≤ t ≤ T , then we set all link

k ∈ LIn
i to be inactive. Further, we set zb(k)(t) = 0 on these links.

We use an example to illustrate the case when a link is determined to be active. Referring to

Fig. 2.4, suppose the status on links 6, 8, and 10 are determined to be inactive on b and t in the

last iteration. In this iteration, suppose link 1’s status is determined to be active. Then, we can set

xb
Tx(1)(t) = 1 and ybRx(1)(t) = 1. Since xb

Tx(1)(t) = 1, we can set ybTx(1)(t) = 0 and zb(2)(t) = 0,

zb(3)(t) = 0. The link status of 2 and 3 can be set to be inactive. Since all outgoing links from

node Tx(3) are inactive, we can set xb
Tx(3)(t) = 0. Similarly, since ybRx(1)(t) = 1, we can set

xb
Rx(1)(t) = 0 and zb(4)(t) = 0, zb(5)(t) = 0. The link status of 4 and 5 can be set to be inactive.

Since all incoming links to Rx(4) are inactive, we can set xb
Rx(4)(t) = 0.

Phase III: Fixing z variables. In Phase II, we have fixed zb(l)(t)’s to 0 for those inactive links.

For those links that are active, we have not yet determined the exact integer values for zb(l)(t)’s. In

Phase III, we will fix these integer values.

On all active links l, if there exists some zb(l)(t)’s that are not yet integer, we use SF to fix these

zb(l)(t)’s iteratively until they are all integers. In particular, during each iteration, we identify link l

with the min
l
{zb(l)(t)− ⌊zb(l)(t)⌋} for each for b ∈ B and 1 ≤ t ≤ T and set zb(l)(t) = ⌊zb(l)(t)⌋.
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Figure 2.4: An example illustrating how to fix x, y, and some z variables in Phase II.

2.6 Performance Evaluation

The goal of this section is twofold. First, we want to use numerical results to illustrate how trans-

parent coexistence can be achieved for a multi-hop secondary network. Note that we cannot com-

pare our heuristic solution to the global optimal solution because a global optimal solution is not

available due to the exponential complexity of an MILP formulation. But this limitation does

not prevent us from demonstrating the potential benefits of the transparent coexistence paradigm.

Therefore, our second goal in this section is to show the tremendous benefits (in terms of spectrum

access and throughput gain) of the transparent coexistent paradigm over the existing interference

avoidance paradigm.

2.6.1 An Example

Consider a 20-node primary network and a 30-node secondary network randomly deployed in the

same 100×100 area. For the ease of scalability and generality, we normalize all units for distance,

bandwidth, and throughput with appropriate dimensions. The location for each node (both primary

and secondary) is generated at random and is listed in Table 2.2. We assume that there are four
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Table 2.2: Location of each node for the 20-node primary network and 30-node secondary network.

Primary Network

Node Location Node Location Node Location

P1 (10, 10) P8 (15, 50) P15 (20, 80)

P2 (30, 30) P9 (40, 70) P16 (31, 48)

P3 (50, 30) P10 (60, 90) P17 (35, 85)

P4 (75, 50) P11 (85, 90) P18 (90, 80)

P5 (90, 20) P12 (40, 10) P19 (3, 35)

P6 (90, 45) P13 (70,10) P20 (6, 97)

P7 (75, 65) P14 (55, 55)

Secondary Network

Node Location Node Location Node Location

S1 (23, 66) S11 (55, 60) S21 (88, 62)

S2 (3, 89) S12 (8, 56) S22 (70, 20)

S3 (42, 41) S13 (3, 78) S23 (76, 74)

S4 (19, 37) S14 (62, 2) S24 (84, 30)

S5 (10, 70) S15 (92, 92) S25 (22, 92)

S6 (29, 6) S16 (36, 94) S26 (60, 40)

S7 (8, 25) S17 (82, 4) S27 (28, 16)

S8 (51, 10) S18 (35, 60) S28 (99, 3)

S9 (63, 75) S19 (76, 40) S29 (98, 38)

S10 (65, 98) S20 (48, 21) S30 (47, 85)

antennas on each secondary node, and all nodes’ transmission range and interference range are 30

and 50, respectively.3 There are two channels owned by the primary network (B = 2). A time

frame is divided into four time slots (T = 4). For simplicity, we assume the data rate of one data

stream in a time slot is 1 unit (c = 1).

We assume there are three active sessions in the primary network and four active sessions in

the secondary network (see Table 2.3). For simplicity, we assume that minimum-hop routing is

used for the primary and secondary sessions, although other routing methods will also work here.

3For an indepth study on how to set interference range, we refer readers to our previous work in [60].
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Table 2.3: Source and destination nodes of each session in the primary and secondary networks.

Primary Network

Session Source Node Destination Node

1 P1 P14

2 P5 P7

3 P11 P15

Secondary Network

Session Source Node Destination Node

1 S7 S25

2 S21 S17

3 S14 S3

4 S30 S23

Further, the channel and time slot allocation on each hop for each primary session is known a

priori and is shown in Fig. 2.5, where (b, t) means this link is transmitting on channel b in time slot

t. The solid arrows represent the links in the primary network, while the dashed arrows represent

the links in the secondary network.

For this network setting, we apply our solution algorithm to solve OPT. The obtained objective

value is 1.0. The channel and time slot scheduling on each link for each secondary session is

shown in the shaded box as in Fig. 2.6, where (b, t) on each secondary link represents that this link

transmits on channel b in time slot t. The details of DoFs used for SM on each channel in each time

slot on each link in the secondary network are shown in Table 2.4. The link rate (i.e., total number

of DoFs used for SM averaged over a 4-time-slot frame) on a link is also shown in this table.

To see how the secondary node can be active simultaneously with the primary nodes while

remain transparent, consider (b, t) = (1, 2) (channel 1, time slot 2) in Fig. 2.6. Here, link P3 → P14

in the primary network is active; links S14 → S20, S22 → S17, S21 → S19, S30 → S9 and S4 → S1

in the secondary network are also active. Based on a node’s interference range, the interference

relationships among the nodes associated with these active links are shown in Fig. 2.7, where the

dotted arrow lines show the interference from a (primary or secondary) transmitter to an unintended
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Figure 2.5: Active sessions in the primary and secondary networks.
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Figure 2.6: Channel and time slot scheduling on each link for the secondary sessions by our solu-

tion algorithm. Channel and time slot scheduling on each link for the primary sessions are given

in Fig. 2.5.
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Table 2.4: Channel and time slot scheduling on each link, DoF allocation for SM, and throughput

on each link for the secondary sessions.

Session Link
(channel, time slot) DoF Link

scheduling for SM rate

1

S7 −→ S4

(1, 3) 2

1.0(2, 1) 1.

(2, 2) 1

S4 −→ S1

(1, 1) 1

1.0(1, 2) 1

(2, 4) 2

S1 −→ S25

(1, 3) 1

1.0
(1, 4) 1

(2, 1) 1

(2, 2) 1

2

S21 −→ S19

(1, 2) 1

1.0(1, 4) 2

(2, 3) 1

S19 −→ S22

(1, 1) 1

1.0(1, 3) 1

(2, 1) 1

(2, 2) 1

S22 −→ S17

(1, 2) 1

1.0(2, 3) 1

(2, 4) 2

3

S14 −→ S20

(1, 2) 1

1.0
(2, 1) 1

(2, 2) 1

(2, 4) 1

S20 −→ S3

(1, 1) 2

1.0(1, 4) 2

(2, 3) 1

4

S30 −→ S9

(1, 1) 1

1.0
(1, 2) 1

(1, 4) 1

(2, 3) 1

S9 −→ S23

(1, 3) 1

1.0
(2, 1) 1

(2, 2) 1

(2, 4) 1
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Table 2.5: DOF allocation for SM and IC on (b, t) = (1, 2) at each node in the secondary network.

Node i TX/RX π1
i (2)

DoF DoF for IC to/from DoF for IC within

for SM primary nodes secondary network

S19 RX 1 1 1 from P3 0

S14 TX 2 1 0 1 to S19

S22 TX 4 1 1 to P14 1 to S19

S21 TX 5 1 1 to P14 0

S17 RX 6 1 1 from P3 1 from S14

S20 RX 8 1 1 from P3 1 from S22

S30 TX 9 1 1 to P14 0

S9 RX 11 1 1 from P3 1 from S21

S4 TX 12 1 1 to P14 1 to S20

S1 RX 13 1 1 from P3 1 from S30

(primary or secondary) receiver. Table 2.5 shows the DoF allocation at each secondary node for

SM, IC to/from primary nodes, and IC within the secondary network for (b, t) = (1, 2).

• First, we check whether there is any interference to primary receiver P14. Note that there are

four potential interference from secondary transmitters, i.e., S4, S21, S22 and S30. Since each

of these secondary transmitter uses one DoF to cancel its interference to primary receiver

P14 (fifth column in Table 2.5), all interference on the primary receiver P14 is effectively

nulled. Therefore, the primary receiver P14 is not interfered by the simultaneous activation

of its neighboring secondary transmitters.

• Next, we check whether the interference from the primary transmitter is nulled properly at its

neighboring secondary receivers (“inter-network” interference). Note that primary transmit

node P3 is interfering its neighboring secondary receive nodes S1, S20, S17, S19 and S9.

Since each of these secondary receive nodes uses one DoF to cancel this interference (fifth

column in Table 2.5), this interference from primary transmit node P3 is effectively nulled at

these secondary receive nodes.
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• Finally, we check whether the interference within the secondary network (“intra-network”

interference) is nulled properly by the secondary nodes themselves. The IC within the sec-

ondary network follows the node ordering, which is shown in the third column of Table 2.5.

The number of DoFs used for IC to/from other secondary nodes is shown in the last column

of Table 2.5. As an example, consider node S22, which is a transmit node. Referring to

Table 2.5, S22 only needs to cancel its interference to those receive nodes that are before

itself in the ordered node list and within S22’s interference range, i.e., node S19. Table 2.5

(last column) shows that S22 indeed uses one DoF to cancel its interference to S19. For its

interference to the secondary receive node S20 which is also in S22’s interference range, S22

does not need to do anything as S20 is after node S22 in the ordered list. This interference to

S20 will be canceled by S20 (as shown in Table 2.5, last column).

It can be easily verified that for all interference among the active secondary nodes are prop-

erly canceled. Further, at each active secondary node, the DoFs used for SM, IC to/from the

primary nodes, IC within the secondary network is not more than its total DoFs (i.e., 4).

The above illustration is for (b, t) = (1, 2) (i.e., channel 1, time slot 2), the results for the other

channel and time slots (i.e., (1, 1), (1, 4), (1, 3), (2, 2), (2, 3) and (2, 4)) are similar and are omitted

to conserve space.

2.6.2 Comparison to Interference Avoidance Paradigm

To see the benefits of the transparent coexistence paradigm, we compare it to the prevailing inter-

ference avoidance paradigm. Under the interference avoidance paradigm, a secondary node is not

allowed to transmit (receive) on the same channel at the same time when a nearby primary receiver

(transmitter) is using this channel. Therefore, the set of available channel and time slots that can

be used by secondary nodes is smaller. The problem formulation for this paradigm is similar to

(but simpler than) OPT. In particular, we can remove the second term (
∑

p∈Ĩi

∑
l̃∈L̃In

p
z̃b
(l̃)
(t) and∑

p∈Ĩi

∑
l̃∈L̃Out

p
z̃b
(l̃)

) in constraints (2.4.5) and (2.4.12) in OPT that are used for secondary nodes
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Figure 2.7: Illustration of interference relationships among the primary and secondary links on

channel 1 in time slot 2 in the case study.

to cancel interference to/from the primary nodes. The problem formulation remains an MILP and

a solution algorithm similar to that in Section 2.5.3 can be used to solve it.

Following the same setting as in the case study in Section 2.6.1, we solve the above optimiza-

tion problem under the interference avoidance paradigm. Note that the available channels and time

slot resources at each node are only a subset of 2 channels and 4 time slots, versus full 2 channels

and 4 time slots for each secondary node in the transparent coexistence paradigm. The obtained

objective value is 0.5 (compared to 1.0 in Section 2.6.1). The channel and time slot scheduling on

each link of each secondary session is shown in Fig. 2.8. Comparing Figs. 2.6 and 2.8, we find

that the set of channels and time slots used by each secondary link under interference avoidance

paradigm is smaller. The details for the DoF allocation for SM on each channel in each time slot

and link rate are shown in Table 2.6. Comparing Tables 2.6 and 2.4, the rates on most links are

smaller under the interference avoidance paradigm.



38

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

P
1

P
2 P

3

P
4

P
5

P
6

P
7

P
8

P
9

P
10

P
11

P
12

P
13

P
14

P
15

P
16

P
17

P
18

P
19

P
20

S
1

S
2

S
3S

4

S
5

S
6

S
7

S
8

S
9

S
10

S
11S

12

S
13

S
14

S
15

S
16

S
17

S
18

S
19

S
20

S
21

S
22

S
23

S
24

S
25

S
26

S
27

S
28

S
29

S
30

(1, 1)

(1, 4)

(1, 2)

(1, 3)

(2, 3)

(2, 4)

(1, 3)
(2, 2)

(2, 4)

(2, 3)

(2, 1)

(2, 1)

(2, 4)

(2, 2)(2, 1)

(2, 4)

(2, 1)
(1, 1)

Figure 2.8: Channel and time slot scheduling on each link for the secondary sessions under the

interference avoidance paradigm.

2.6.3 Impact of Various System Parameters

The results in Sections 2.6.1 and 2.6.2 show the solution details for a case study in the transparent

coexistence paradigm and its improvement in objective value over that in the interference avoid-

ance paradigm. To show the robustness of our results, we further perform numerical study for the

same network under different system parameters, such as interference range setting, the number of

antennas on each node, and the number of sessions in the secondary network.

Fig. 2.9(a) shows the objective values under the transparent coexistence paradigm and the inter-

ference avoidance paradigm when the interference range for the secondary network is varied from

40 to 90 (while keeping the transmission range at 30). As shown in the figure, the performance

under the transparent coexistence paradigm is always better than that under the interference avoid-

ance paradigm for the same interference range, although the performance under both paradigms

degrades when the interference range increases.
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Figure 2.9: Impact of the various system parameters on the performance of transparent coexistence

and interference avoidance paradigms.
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Table 2.6: Channel and time slot scheduling on each link, DoF allocation for SM, and link rate on

each link for the secondary sessions under the interference avoidance paradigm.

Session Link
(channel, time slot) DoF Link

scheduling for SM rate

1

S7 −→ S4 (2, 4) 2 0.5

S4 −→ S1 (2, 3) 4 1.0

S1 −→ S25 (2, 1) 2 0.5

2

S21 −→ S19 (2, 1) 2 0.5

S19 −→ S22 (2, 4) 2 0.5

S22 −→ S17 (2, 2) 4 1.0

3
S14 −→ S20 (2, 1) 2 0.5

S20 −→ S3 (2, 4) 2 0.5

4
S30 −→ S9 (2, 1) 2 0.5

S9 −→ S23 (1, 1) 4 1.0

Fig. 2.9(b) shows the comparison of objective values with different antenna numbers for each

secondary node under the two paradigms. Interference range for the secondary nodes is set to 50.

For MIMO, the minimum number of antennas on a node is 2. As shown in the figure, the objective

value under the transparent coexistence paradigm is always better than that under the interference

avoidance paradigm for the same number of antennas. Further, the objective value increases under

both paradigms.

Fig. 2.9(c) shows the comparison of objective values with different number of secondary ses-

sions under the two paradigms. The number of antennas on each secondary node is 4. As shown in

the figure, the objective value under the transparent coexistence paradigm is always better than that

under the interference avoidance paradigm for the same number of secondary sessions, although

the objective value decreases under both paradigms when the number of secondary sessions in-

creases.
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Table 2.7: Achievable minimum session throughput under transparent coexistence paradigm and

interference avoidance paradigm for 50 cases.

Network Transparent Interference
Improvement

Network Transparent Interference
Improvement

Instance Coexistence Avoidance Instance Coexistence Avoidance

1 1.0 0.5 100% 26 0.5 0 ∞

2 1.0 0.5 100% 27 0.75 0.5 50%

3 1.25 0.75 66.7% 28 1.0 0.5 100%

4 1.0 0.5 100% 29 0.25 0 ∞

5 1.0 0 ∞ 30 1.0 0.75 33.3%

6 1.0 0.75 33.3% 31 1.5 0.75 100%

7 1.0 0 ∞ 32 1.25 0 ∞

8 1.0 0.5 100% 33 1.0 0.5 100%

9 1.5 1 50% 34 1.0 0.5 100%

10 1.0 0.5 50% 35 1.25 0.75 66.7%

11 1.0 0.5 50% 36 0.75 0.5 50%

12 1.0 0.75 33.3% 37 0.5 0 ∞

13 1.25 0.75 66.7% 38 1.0 0.25 300%

14 1.0 0 ∞ 39 0.25 0 ∞

15 1.0 0.5 100% 40 1.0 0.5 100%

16 1.0 0.5 100% 41 1.25 1.0 25%

17 1.0 0.75 33.3% 42 1.0 0.5 100%

18 0.75 0.5 50% 43 1.0 0.5 100%

19 1.0 0.5 100% 44 0.5 0 ∞

20 0.75 0 ∞ 45 1.0 0.5 100%

21 1.0 0 ∞ 46 1.0 0.5 100%

22 0.75 0.5 50% 47 0.75 0.5 50%

23 1.0 0.5 100% 48 0.25 0 ∞

24 1.25 0.75 66.7% 49 1.0 0.5 100%

25 0.5 0 ∞ 50 1.0 0.5 100%
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2.6.4 Complete Results

Following the same setting as for the case study of one network instance in the Section 2.6.1,

we randomly generate 50 instances, each with 20-node primary network and 30-node secondary

network. For each instance, we randomly generate primary and secondary sessions, and compare

the objective values obtained by the transparent coexistence paradigm and interference avoidance

paradigm. Table 3.3 shows the results from 50 network instances. The fourth column shows

the percentage improvement for transparent coexistence paradigm over interference avoidance

paradigm. Note that some of the entries have ∞, indicating that the achievable session through-

put (in DoFs) in the interference avoidance paradigm is 0. Overall, we find that the achievable

session throughput under the transparent coexistence paradigm is much higher than that under the

interference avoidance paradigm.

2.7 Chapter Summary

This chapter explores the transparent coexistence paradigm for a multi-hop secondary network.

This paradigm allows a secondary network to use the same spectrum simultaneously with the pri-

mary network as long as its activities are “transparent” (or “invisible”) to the primary network.

Such transparency is accomplished through a systematic interference cancelation (IC) by the sec-

ondary nodes without any impact on the primary network. The new technical challenges in a multi-

hop network include channel/time slot scheduling, IC to/from primary network by the secondary

network, and IC within the secondary network. We develop a rigorous mathematical modeling for

a secondary multi-hop network in the transparent coexistence paradigm. As an application, we ap-

ply this model to study a throughput maximization problem with the objective of maximizing the

minimum throughput among all secondary sessions. For the optimization problem, we develop an

efficient polynomial time algorithm. Through simulation results, we show that the transparent co-

existence paradigm offers significant improvement in spectrum access and throughput performance

over the existing prevailing interference avoidance paradigm.



Chapter 3

Transparent Coexistence: A Distributed

Algorithm

3.1 Introduction

A spectrum sharing paradigm is defined by how the secondary and the primary users achieve

coexistence. In [22], Goldsmith et al. outlined three main paradigms, namely interweave, un-

derlay, and overlay. Interweave is a simple but conservative approach that follows the traditional

interference avoidance paradigm. Under interweave, a secondary network is allowed to access

radio spectrum only when it is not in conflict with the primary network’s user in time, frequency,

or space [21, 26, 72]. On the other hand, overlay is considered an aggressive spectrum sharing

paradigm as it encourages proactive cooperation between the primary and secondary networks in

data forwarding [28, 31, 42, 61, 79, 83]. In terms of spectrum sharing efficiency and network per-

formance, overlay represents the ultimate coexistence paradigm, although its actual adaptation and

deployment may still be years away due to the need of significant change in primary users’ be-

havior. In this research, we focus on the underlay paradigm, which is considered as a major step

forward beyond the interweave paradigm while requiring minimal change on the primary network.

The underlay refers to that secondary users may be active simultaneously with the primary users in

43
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the same vicinity and in the same frequency, as long as the secondary user’s interference to primary

users are negligible (or below a given threshold).

Underlay coexistence paradigm has been explored in [23,33,85,86]. In [23], Gao et al. studied

the transmission strategies for a MIMO secondary link with a primary link. They proposed a

secondary transmission strategy consisting of environment learning, channel training, and data

transmission. In [85], Zhang and Liang studied the transmission strategy for a single secondary

MIMO link coexisting with multiple primary receivers with interference-power constraints. In

[86], Zhang et al. studied the secondary-link beamforming pattern to achieve the coexistence of a

single secondary link with multiple primary links. They aimed to maximize the secondary user’s

throughput while keeping the interference temperature at the primary receivers below a certain

threshold. In [33], Kim and Giannakis studied the coexistence of multiple secondary links with one

primary link. They proposed a distributed resource allocation algorithm to maximize the weighted

sum rate of secondary links under a transmit power constraint at the secondary transmitters and an

interference power constraint at the primary receiver. All these prior efforts were from information

theoretic perspective. A common limitation of these prior efforts is that they are all limited to very

simple network settings, e.g., several nodes or link pairs, all for single-hop communications.

In a recent study [75], we explored the underlay paradigm for a secondary multi-hop network

under the name of transparent coexistence (TC). Under TC, there is no change on the primary

network’s behavior. It uses the spectrum as it wishes and is not concerned with the needs of the

secondary network. On the other hand, the secondary network is allowed to access the spectrum

in the same time, frequency, and location with the primary network, as long as its activities are

“invisible” to the primary network. Such transparency is achieved by having the secondary network

proactively cancel its interference to the primary network with powerful physical (PHY) layer

techniques so that the primary nodes do not feel the presence of the secondary nodes. As a result,

simultaneous activation of the secondary network along with the primary network is possible. In

[75], we developed centralized mathematical models to characterize (i) inter-network interference

cancelation (IC) relationships between two networks – secondary transmitters need to cancel their

interference to the primary receivers while secondary receivers need to cancel the interference from



45

the primary transmitters; and (ii) intra-network IC – secondary nodes need to perform IC within

their own network so that data can be transported successfully within the secondary network.

The results in [75] showed the concept of achieving TC for a multi-hop primary and secondary

network through a centralized solution. But it is also desirable to have a distributed solution to

achieve TC. The main contribution of this chapter is the development of a distributed scheduling

algorithm for the secondary network to achieve TC with the primary network, while maximizing its

own network throughput. For IC, we assume each secondary node is equipped with MIMO, while

there is no requirement on the primary nodes. We employ a MIMO IC model that was developed

in [59] to keep track of degree-of-freedoms (DoFs) allocation for transporting data streams (i.e.,

spatial multiplexing (SM)) and IC. It was shown in [59] that this IC model is efficient in DoF

allocation while guaranteeing feasibility in the final solution. By feasibility, we mean there exists a

feasible precoding and decoding vector for each data stream at the PHY layer. However, this model

is centralized in nature and requires to maintain a global node ordering among the secondary nodes

in the network, which is not possible in a distributed network environment. In this chapter, instead

of maintaining a global node ordering, we only maintain two local sets at each node to keep track

of the node’s IC responsibilities. We show how to establish, maintain, and update these two local

sets at each node in each iteration of our distributed algorithm. Our distributed algorithm increases

the data stream on each active link iteratively based on local computation. Since the nodes in

the two local sets of a node directly affect the node’s IC responsibility, our algorithm attempts to

switch nodes in the two sets if it can improve the IC structure. Although no explicit node ordering

is maintained in our distributed algorithm, we prove that our distributed data structure at each node

(with the use of two local sets) can be mapped to an explicit global node ordering for IC among all

nodes in the network. From this global node ordering for IC among all nodes, we show there exist

a set of feasible precoding vectors at each secondary transmitter and a feasible set of decoding

vectors at each secondary receiver so that all data (in both primary and secondary networks) can be

transported free of interference. Through numerical results, we show that the iterative distributed

algorithm that we propose offers competitive performance when compared with an upper bound

result from centralized optimization.
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Primary nodes Secondary  nodes

Figure 3.1: A multi-hop secondary network co-located in the same area as a multi-hop primary

network.

The remainder of this chapter is organized as follows. In Section 3.2, we describe our problem.

Section 6.3 presents the design of an iterative distributed algorithm to achieve TC for a secondary

multi-hop network. In Section 3.4, we present a feasibility proof of our distributed algorithm at

the PHY layer. In Section 3.5, we analyze the complexity our distributed algorithm. Section 6.4

presents numerical results and demonstrates the competitive performance of the proposed dis-

tributed algorithm. Section 6.5 concludes this chapter.

3.2 Problem Statement

In this chapter, we consider a multi-hop primary network (with a set of nodes P) and a multi-hop

secondary network (with a set of nodes S) that are co-located in the same geographical area, as

shown in Fig. 3.1. The primary network is assigned a certain spectrum band for its communi-
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Figure 3.2: A simple example illustrating SM and IC. A solid line represents the primary link, a

dashed line represents a secondary link, and a dotted line represents an interference.

cation. Suppose scheduling is done in the time domain, with T time slots in a frame. For the

primary network, it performs scheduling for transmission/reception without any consideration of

the secondary network. A secondary node, however, is allowed to transmit in a time slot only if

it is able to cancel its interference to its neighboring primary receivers. We assume the primary

nodes are single antenna nodes. Suppose that there is a set of sessions F̃ in the primary network

P . Each session has a source node and a destination node and traverses multi-hop relay nodes as

needed. The route from a session’s source node to its destination node is given a prior, which may

be found by some standard routing protocols (e.g., AODV [45], DSR [32]). Denote L̃ as a set of

links in the network that are traversed by the active sessions in F̃ . Suppose the set of links L̃ is

operating under a feasible scheduling solution (for transmisson/reception) for the primary sessions

F̃ , where interference at a primary receive node is avoided either through time slot or sufficient

spatial separation. Since each primary node has only a single antenna, it can transmit at most one

data stream to another node in a time slot.
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For the secondary network, we assume each node is equipped with MIMO, which offers IC

capability that is needed to achieve TC. We assume the number of antennas at a secondary node

i ∈ S is Ai. For the secondary network S, suppose that there is a set of sessions F in S. Similar to

a primary session, a secondary session has a source node, a destination node, and traverses multi-

hop relay nodes as needed. The route from a secondary session’s source node to its destination

node is again given a priori. Denote L as the set of links that are traversed by any session in F .

We use DoFs at a secondary node (no more than the number of antennas at the node) to rep-

resent its available resources. A DoF can be used for SM or IC. For SM, transmitting one data

stream requires one DoF at the transmitter and one DoF at the receiver. In practice, the data rate

carried in each data stream may vary with different channel conditions. For simplicity, we assume

that the fixed modulation and coding scheme (MCS) is used for a link’s data stream transmission,

and one data stream in one time slot corresponds to one unit data rate. On the other hand, DoF con-

sumption for IC depends on whether the IC is done at the transmitter or receiver. We use a simple

example to illustrate this point. In Fig. 3.2, suppose P1 and P2 are a pair of primary transmit and

receive nodes, while S1 and S2, S3 and S4 are two pairs of secondary transmit and receive nodes.

Suppose that both the primary nodes P1 and P2 have one antenna, and the secondary nodes S1, S2,

S3, and S4 are each equipped with 4 antennas (4 DoFs). P1 is transmitting 1 data stream to P2, S1

is transmitting 1 data stream to S2, and S3 is transmitting 2 data stream to S4. For the interference

from S1 to S4, either transmitter S1 or receiver S4 can cancel this interference. If S1 is to cancel

this interference, then it will use 2 DoFs since S4 is receiving 2 data streams; if S4 is to cancel this

interference, then it will use 1 DoF since S1 is transmitting 1 data stream. Note the difference in

DoF consumptions in IC by different nodes.

As described, to achieve TC, the secondary nodes have the sole responsibility to cancel in-

terference to/from the primary nodes (i.e., inter-network interference) and interference within the

secondary network (i.e., intra-network interference). In this example, for inter-network IC, sec-

ondary nodes S2 and S4 need to cancel the inference from primary transmit node P1 with 1 DoF,

respectively; the secondary transmit nodes S1 and S3 need to cancel their interference to primary

receive node P2 with 1 DoF, respectively. For intra-network IC, the interference from S1 to S4
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needs to be cancelled, either by S1 (with 2 DoF) or by S4 (with 1 DoF) as discussed earlier; the

interference from S3 to S2 needs to be cancelled, either by S3 (with 1 DoF) or by S2 (with 2 DoFs).

To successful perform inter- and intra-network IC, it is crucial for the secondary nodes to have

accurate channel state information (CSI). A practical problem to address is: how can a secondary

node obtain the CSI between itself and its neighboring primary nodes while remaining transparent

to the primary nodes? There are many schemes that have been proposed to address this issue (see,

e.g., [49, 62, 74, 75, 77, 84]). We omit their discussions here to conserve space. But the point here

is that there exist schemes that we can use to obtain the necessary CSI for the secondary nodes to

perform inter- and intra-network IC.

In our design of distributed algorithm for the secondary nodes to achieve TC, we consider

a throughput maximization problem, with the objective of maximizing the minimum achievable

session rate (in terms of data streams) among all secondary sessions. We choose this objective

since it focuses on the worst case (minimum) achievable secondary session throughput, which

ensures fairness across all secondary sessions.

3.3 A Distributed Algorithm

We propose a distributed scheduling algorithm to the throughput maximization problem while

meeting all IC requirements for the secondary nodes. As described in our network setting, the set

of sessions F̃ in the primary network are transmitting under a given feasible scheduling solution.

To have the secondary sessions operate in the same set of time slots (to achieve TC), we employ

MIMO at the secondary nodes for IC. The algorithm that we propose is an iterative greedy algo-

rithm. We consider one link (from the set of links L) at a time and try to increase the data streams

on this link by 1 in this iteration. This increment is successful only if the transmitter, receiver and

neighboring nodes of this link have enough remaining DoFs to cancel this new interference on

neighboring primary and secondary nodes.

As discussed earlier, an interference can be canceled either by a secondary transmit or receive
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node. For efficient and feasible IC, a global node ordering scheme proposed in [59] would be

useful. But such a global node ordering scheme is centralized in nature. Nevertheless, it gives us

some hints in our design of distributed algorithm.

We propose to maintain two local sets at each node to keep track of the IC responsibility

between this node and neighboring nodes. For example, at each secondary node i ∈ S, we maintain

one local set Bi(t) to store i’s neighboring nodes that require node i to use its DoFs for IC and

the other local set Yi(t) to store i’s neighboring nodes that use their own DoFs for canceling

interference to/from node i (see Fig. 3.3). Note that there is no explicit node ordering among the

nodes in sets Bi(t) and Yi(t). By maintaining these two sets (with Bi(t) before node i and Yi(t)

after node i), we have achieved the desired efficiency in IC locally at node i. We will discuss the

feasibility issue in Section 3.4.

The use of two local sets Bi(t) and Yi(t) at each secondary node i is centerpiece in our design

of distributed scheduling algorithm to achieve TC. In our algorithm, we will exploit these two sets

at each node to its fullest extent to achieve IC at the secondary nodes while meeting the resource

constraints (limited DoFs at each node). In particular, when we find that a data stream cannot be

further increased on a bottleneck link, we will consider moving some nodes from one local set

into the other set so that the DoFs at a node can be re-allocated. This step is called adjusting IC

responsibility in our algorithm (Step 3) and is a critical component to maximize the performance

of our algorithm. At any iteration when this IC responsibility adjustment is not successful (and

thus the number of data streams on the associated link cannot be further increased) for all time

slots in a frame, our algorithm terminates.

3.3.1 State Information at Secondary Nodes

The state information that needs to be maintained at a secondary node (say i) is shown in Table 3.1.

Local sets Bi(t) and Yi(t): For each interference involving node i, it can be canceled by either

node i or the other node involved in this interference. To explicitly distinguish who is responsible
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Table 3.1: State information at each node i

Symbol Definition

si(t) The status of node i in time slot t. si(t) can be either Tx, Rx or Idle.

Bi(t) The set of nodes that node i allocates DoFs for IC to/from them in time slot t.

Yi(t) The set of nodes that allocate their own DoFs for IC to/from node i in time slot t.

λSM
i (t) The number of DoFs that node i has allocated for SM in time slot t.

λIC
i (t) The number of DoFs that node i has allocated for IC in time slot t.

λRM
i (t) The number of remaining DoFs at node i ∈ S in time slot t,

i.e., λRM
i (t) = Ai − λSM

i (t)− λIC
i (t).

α̃i(t) The total number of data streams from node i’s neighboring primary transmitters

in time slot t.

β̃i(t) The total number of data streams received by node i’s neighboring primary receivers

in time slot t.

αi(t) The total number of data streams from node i’s neighboring secondary transmitters

in time slot t.

βi(t) The total number of data stream received by node i’s neighboring secondary receivers

in time slot t.

zi,j(t) The number of data streams from transmit node i to receive node j.
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i

Figure 3.3: Maintaining two local sets at node i to distinguish IC responsibility between node i

and its neighboring nodes.

for IC for each interference, we maintain two local sets Bi(t) and Yi(t) at each node i, as shown

in Figure 3.3. We denote Bi(t) as the set of secondary nodes that node i (i ∈ S) allocates DoFs to

cancel interference to/from them, and denote Yi(t) as the set of secondary nodes that allocate their

DoFs to cancel interference to/from i. At the beginning of our algorithm, we initialize Bi(t) and

Yi(t) as empty sets, i.e., Bi(t) = ∅ and Yi(t) = ∅ for i ∈ S .

Accounting of DoF resource: In Table 3.1, zi,j(t) represents the number of data stream trans-

mitted from node i to node j. λSM
i (t) and λIC

i (t) represents the number of DoFs allocated for SM

and IC at secondary node i in time slot t, respectively. λRM
i (t) represents the number of remain-

ing DoFs at a node i in time slot t. At the beginning of our algorithm, the status of each node

i ∈ S is set to Idle, i.e., si(t) =Idle for t = 1, 2, · · · , T . Then, the initial DoF allocation for

SM and IC at each node is 0. We have λSM
i (t) = λIC

i (t) = 0, λRM
i (t) = Ai and zi,j(t) = 0 for

i, j ∈ S, t = 1, 2, · · · , T in the initialization stage. α̃i(t) and β̃i(t) are constants and are calculated

based on active sessions in the primary network. These can be derived by the secondary nodes

through monitoring/sensing of the neighboring primary nodes’s activities. On the other hand, the
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initial values for αi(t) and βi(t) are 0.

For these state information, except that α̃i(t) and β̃i(t) are constants, the values for si(t), Bi(t),

Yi(t), λ
SM
i (t), λIC

i (t), λRM
i (t), zi,j(t), αi(t) and βi(t) are variables and will be updated during each

iteration of the algorithm.

3.3.2 Step 1: Link Selection

To make a rate increment of each session by 1 DoF is equivalent to increasing the DoF on each

active link by 1 DoF if each active link is traversed by 1 session. In the general case when an active

link is traversed by multiple sessions, we need to increase the DoFs on this active link by multiple

times, each for one session. In our distributed algorithm, we choose an active link for increment

during an iteration. If a link is traversed by multiple sessions, then it is necessary to represent

the link multiple times so that each session traversing this link is to be considered for data stream

increment. Suppose there are k sessions traversing a link l ∈ L. Then we represent link l by k

logical links. We want to set a round robin for these logical links for rate increment so that each

logical link is considered once in each cycle.

To do this, we employ the so-called distributed ranking algorithm by Zaks [81]. This algorithm

was designed to solve the problem of sorting and ranking n processors in a distributed system.

The input is an initial value unique for each processor. The output is a ranking of all n processors.

To apply the distributed ranking algorithm, we assign an initial value for each logical link. Each

initial value is generated randomly and guaranteed to be unique (under a reasonably good random

number generator). We let the transmitter of each logical link to maintain the logical link’s rank.

After a logical link obtains its rank, it will know precisely when it will be considered for data

stream increment.
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Figure 3.4: Four cases of link status.

3.3.3 Step 2: Data Stream Increment

After we identify a logical link (in Step 1), our algorithm will try to increase one data stream on

the selected link, while satisfying IC constraints and transparency to the primary network.1 We

first present the necessary conditions under which one more data stream can be added on the link

in a time slot. Then we describe how to update state information on the nodes that are involved in

this increment.

Sufficient Conditions for Data Stream Increment. We now discuss when the number of data

streams on a chosen link can be increased by 1 in a given time slot. Suppose link (i, j) is the link.

Then both nodes i and j first check their current status (“Tx”, “Rx”, or “Idle”). Some cases can

be clearly ruled out for consideration, i.e., si(t) = Rx or sj(t) = Tx. In these cases, link (i, j)

cannot be considered for data stream increment in time slot t and we move to the next time slot

(t+ 1) immediately. When link (i, j) is suitable for data stream increment, there are four possible

statuses as shown in Figure 3.4. The sufficient conditions for data stream increment on link (i, j)

are as follows.

Case (a): si(t) = Idle and sj(t) = Idle.

• si(t) = Idle: Since node i is idle, the local sets Bi(t) and Yi(t) are empty. We need to

establish the sets Bi(t) and Yi(t) (see Figure 3.3) to decide the IC relationships between

node i and its neighboring secondary receive nodes that will be interfered by i. We can put
1We drop the fine distinction between “link” and “logical link” when there is no confusion.



55

all these neighboring receive nodes in time slot t either in Bi(t) or Yi(t).

– If all neighboring receive nodes are put into Yi(t), then the interference from node i to

them will be canceled by these receive nodes. The following two conditions must be

satisfied: (i) the total number of DoFs at node i should be greater than the total number

of data streams received by its neighboring primary receivers, i.e., Ai > β̃i(t), (ii) all

secondary receivers that are in Yi(t) must have at least one remaining DoFs to cancel

one more data stream interference from node i.

– If all neighboring receive nodes are put intoBi(t), node i needs to cancel its interference

to all these neighboring receive nodes. The following condition must be satisfied: the

total number of DoFs at node i is more than the sum of data streams received by both

neighboring primary and secondary receivers, i.e., Ai > β̃i(t) + βi(t).

• sj(t) = Idle: Similar to node i, we put node j’s neighboring transmit nodes in either Bj(t)

or Yj(t).

– If all neighboring transmit nodes are put into Yj(t), these transmit nodes should cancel

their interference to node j. Then the following two conditions must be satisfied: (i)

the total number of DoFs at node j should be greater than the total number of data

streams transmitted by its neighboring primary transmitters, i.e., Aj > α̃j(t), (ii) all

secondary transmitters that are inYj(t) must have at least one remaining DoFs to cancel

its interference to node j.

– If all neighboring transmit nodes are put into Bj(t), node j should cancel interference

from all these transmit nodes. The following condition must be satisfied: the total

number of DoFs at node j is more than the sum of data streams transmitted by both

neighboring primary and secondary transmitters, i.e., Aj > α̃j(t) + αj(t).

If the conditions for si(t) = Idle and sj(t) = Idle are both satisfied, we proceed with this

increment and update state information at nodes i, j and their neighboring nodes according to

Figure 3.5 and Figure 3.6.
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State update at idle node i and neighboring receiver k

1. If si(t) = Idle:

2. Update si(t) = Tx; λSM
i (t)← λSM

i (t) + 1;

λRM
i (t)← λRM

i (t)− 1; zi,j(t)← zi,j(t) + 1.

3. If Yi(t)← {Neighboring active secondary receivers.}

4. Update λIC
i (t)← β̃i(t);λ

RM
i (t)← λRM

i (t)− λIC
i (t);

5. For each receive node k ∈ Yi(t):

6. Bk(t)← Bk(t) ∪ {i}; λIC
k (t)← λIC

k (t) + 1; λRM
k (t)← λRM

k (t)− 1.

7. Else if Bi(t)← {Neighboring active secondary receivers.}

8. Update λIC
i (t)← β̃i(t) + βi(t); λRM

i (t)← λRM
i (t)− λIC

i (t).

9. For each node k ∈ Bi(t): Yk(t) = Yk(t) ∪ {i}.

Figure 3.5: Pseudocode to update state information when si(t) = Idle.

Case (b): si(t) = Tx and sj(t) = Idle.

• si(t) = Tx : In this case, the following conditions must be satisfied if node i wants to

increase one more data stream on link (i, j): (i) node i has at least one remaining DoF for

SM, i.e., λRM
i (t) ≥ 1; (ii) each receive node k ∈ Yi(t) has at least one remaining DoF to

cancel the new interference from node i.

• sj(t) = Idle : This case has been discussed in Case (a).

If the conditions for si(t) = Tx and sj(t) = Idle are both satisfied, we proceed with this

increment and update state information at nodes i, j and their neighboring nodes according to

Figure 3.6 and Figure 3.7.

Case (c): si(t) = Idle and sj(t) = Rx.

• si(t) = Idle: This case has been discussed in Case (a).

• sj(t) = Rx: In this case, the following condition must be satisfied if node j wants to increase

one more data stream on link (i, j): (i) node j has at least one remaining DoF for SM, i.e.,
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State update at idle node j and neighboring transmitter k

1. If sj(t) = Idle:

2. Update sj(t) = Rx; λSM
j (t)← λSM

j (t) + 1;

λRM
j (t)← λRM

j (t)− 1; zi,j(t)← zi,j(t) + 1.

3. If Yj(t)← {Neighboring active secondary transmitters.}

4. Update λIC
j (t)← α̃j(t);λ

RM
j (t)← λRM

j (t)− λIC
j (t)

5. For each transmit node k ∈ Yj(t):

6. Bk(t)← Bk(t) ∪ {j}; λIC
k (t) = λIC

k (t) + 1; λRM
k (t) = λRM

k (t)− 1.

7. Else if Bj(t)← {Neighboring active secondary transmitters.}

8. Update λIC
j (t)← α̃j(t) + αj(t); λRM

j (t)← λRM
j (t)− λIC

j (t).

9. For each k ∈ Bj(t): Yk(t)← Yk(t) ∪ {j}.

Figure 3.6: Pseudocode to update state information when sj(t) = Idle.

State update at transmit node i and neighboring receiver k

1. If si(t) = Tx:

2. Update λSM
i (t)← λSM

i (t) + 1; λRM
i (t)← λRM

i (t)− 1; zi,j(t) = zi,j(t) + 1.

3. For each receive node k ∈ Yi(t):

4. Update λIC
k (t)← λIC

k (t) + 1;λRM
k (t)← λRM

k (t)− 1.

Figure 3.7: Pseudocode to update state information when si(t) = Tx.

λRM
j (t) ≥ 1; (ii) each transmit node k ∈ Yj(t) has at least one remaining DoF to cancel its

interference to node j.

If the conditions for si(t) = Idle and sj(t) = Rx are both satisfied, we proceed with this

increment and update state information at nodes i, j and their neighboring nodes according to

Figure 3.5 and Figure 3.8.

Case (d): si(t) = Tx and sj(t) = Rx. The case for si(t) = Tx has been discussed in Case (b)

and sj(t) = Rx has been discussed in Case (c). If the conditions for si(t) = Tx and sj(t) = Rx are

both satisfied, we proceed with this increment and update state information at nodes i, j and their

neighboring nodes according to Figure 3.7 and Figure 3.8.
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State update at receive node j and neighboring transmitter k

1. If sj(t) = Rx:

2. Update λSM
j (t)← λSM

j (t) + 1; λRM
j (t)← λRM

j (t)− 1; zi,j(t) = zi,j(t) + 1.

3. For each transmit node k ∈ Yj(t):

4. Update λIC
k (t)← λIC

k (t) + 1;λRM
k (t)← λRM

k (t)− 1.

Figure 3.8: Pseudocode to update state information when sj(t) = Rx.

Recall that there are T time slots in a time frame. Node activities (both primary and secondary)

and interference patterns in each time slot are different. If the data stream increment operation

described above fails in the first time slot, we try it again in the second time slot and so forth, until

a data stream increment is successful in a time slot or fails after all T time slots.

3.3.4 Step 3: Adjusting Node’s IC Responsibility

If the sufficient conditions at either node i or node j cannot be satisfied, we move on to this step.

The only reason why link (i, j) fails to increase one data stream in step 2 is the lack of DoF

resources at some nodes (bottleneck nodes), i.e., node i, j or nodes in Yi(t) and Yj(t). Since a

node’s local sets B and Y directly affects its DoF consumption for IC, we will try to swap some

nodes between the sets B and Y , and thus change their IC responsibilities. For example, if node

k is short on DoFs, we can move some node m ∈ Bk(t) to Yk(t), thereby transferring the IC

responsibility from k to m. Through this change, some new DoF resources for the bottleneck node

k become available, possibly allowing a new data stream increment to be made on the link under

consideration.

The main idea of this step is as follows. For each time slot t, we identify the set of bottle-

neck nodes (denoted as D(i,j)(t)), which do not have enough remaining DoF resources should one

more data stream is added onto link (i, j). For each node k ∈ D(i,j)(t), we adjust node k’s IC

responsibility by moving some other nodes in Bk(t) to Yk(t). To ensure feasibility, only a subset

of nodes (denoted as B̄k(t)), B̄k(t) ⊆ Bk(t), is eligible for moving from Bk(t) to Yk(t). After
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identifying B̄k(t) for k, we consider nodes in B̄k(t) in the order of non-increasing remaining DoFs,

i.e., starting with the one that has the maximum remaining DoF (denoted as node a) if it is moved

to Yk(t). If this movement is infeasible, then our attempted adjustment fails in this time slot and

we move on to the next time slot. Otherwise, we move a from Bk(t) to Yk(t) and update their

state information. After this movement, if a new data stream can be added on link (i, j), we are

done. Otherwise, we continue moving the next node in B̄k(t) that has the maximum remaining

DoF (denoted as node b) to Yk(t) following the same process. This step terminates upon a new

data stream can be successfully added on link (i, j) or all nodes in D(i,j)(t) are considered for all

time slots in a frame. In the rest of this section, we give more details for this idea.

Finding bottleneck nodes D(i,j)(t): D(i,j)(t) can be easily found by identifying those nodes that

would need more DoFs than their remaining DoFs should one more data stream were added on

link (i, j).

Node sequence in D(i,j)(t): To consider nodes one at a time in D(i,j)(t) in a distributed environ-

ment, we could use a token to pass along from one node to the next so that at any time, only one

node is considered for adjustment. There is no preference on which node to start but for the rest

of the discussion, we assume that we start with node i, then j, before the other nodes in D(i,j)(t).

Note that a token is passed to the next node in D(i,j)(t) only if the adjustment in the previous node

is successful. Otherwise, the algorithm moves on to the next time slot in the frame.

Finding eligible subset nodes for swapping: Suppose the token is now passed onto node

k ∈ D(i,j)(t). To adjust node k’s IC responsibility, we want to move one or more nodes in Bk(t) to

Yk(t), thus relieving node k’s IC responsibility for these nodes. But for feasibility, not every node

in Bk(t) is eligible for swapping. Now we discuss how to identify a subset of nodes B̄k(t) that are

eligible to be moved to Yk(t). By “eligible”, we mean that when we move the subset of nodes from

Bk(t) to Yk(t), the IC responsibilities for all other nodes in B̄k(t) and Yk(t) are not affected. We

propose a sufficient condition to check whether or not a node is an eligible node as follows.

Suppose node k is a transmitter. Then it can consider those receive nodes in Bk(t) for moving to

Yk(t). We denote c← b as node b cancels interference to or from c. For a receive node a ∈ Bk(t),
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Figure 3.9: Determining the eligibility of receive node a ∈ Bk(t) when node k is a transmit node.
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it can be moved to Yk(t) if the following conditions are satisfied. For each transmit node x ∈ Ya(t)

that needs to do IC to a (i.e., a ← x), there cannot exist a receive node y ∈ Yx(t) that y handles

IC from x (i.e., x ← y), and k handles IC to y (i.e., y ← k) (see Figure 3.9 (a)). That is, there

does not exist a receive node y, such that the following IC relationship holds: a ← x ← y ← k.

If this condition is satisfied and a’s remaining DoFs is at least one after moving to Yk(t), a is an

eligible node; otherwise, a is not. In Section 3.4, we will show that this condition can guarantee

IC feasibility among all nodes.

To do this check, we have node a send a request for state information to those transmit nodes

in Ya(t). Upon receiving this request, each transmit node x ∈ Ya(t) will send its state information

Yx(t) to node a (see Figure 3.9(b)). Upon receiving this state information, node a can check

whether some receive nodes in Yx(t) are also in Bk(t). If none of these receive nodes are in Bk(t)

and a’s remaining DoFs is at least one after moving to Yk(t), then a is eligible. Otherwise, a is not

eligible.

The above discussion is for the case when node k is a transmit node. The case when node k is

a receive or idle node can be handled in a similar manner.

Moving node(s) in B̄k(t) to Yk(t): Assume node a ∈ B̄k(t) has the maximum remaining DoFs

after moving to Yk(t). If B̄k(t) = ∅, there is no eligible node and we move to next time slot

immediately. Otherwise, at node k, we move a from B̄k(t) to Yk(t) while at node a, we move k

from Ya(t) to Ba(t), and update their state information as follows.

• Case sk(t) = Tx or sk(t) = Rx: In this case, k only needs to release one DoF. Since at node

k, we move a from Bk(t) to Yk(t) while at node a, we move k from Ya(t) to Ba(t), then at

least one DoF can be released from k. The node k updates the state information based on

Figure 3.11, and the node a updates its state information based on Figure 3.12.

• Case sk(t) = Idle: Recall that for the bottleneck node k in D(i,j)(t), it might be i, j, or

node in Yi(t) or in Yj(t). Since Yi(t) represents the set of i’s neighboring receive nodes

that should allocate DoFs to cancel interference from node i, and Yj(t) represents the set of
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Figure 3.10: An illustration of movement process when node k is an idle node.
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j’s neighboring transmit nodes that should allocate DoFs to cancel their interference to node

j, then all nodes in Yi(t) and Yj(t) are active nodes. Therefore, node k can only represent

node i or node j. Let’s consider the case when node k is node i. The case when node k

is node j is similar. Recall that when sk(t) = Idle, both Bk(t) and Yk(t) are empty. We

establish Bk(t) and Yk(t) by putting all neighboring active nodes in either Bk(t) or Yk(t).

Clearly, putting all neighboring receive nodes in Yk(t) will add additional IC burden on all

these nodes in Yk(t) and may require adjusting each node’s IC responsibility in Yk(t). On

the other hand, putting all neighboring receive nodes to Bk(t) will not have this issue as

the IC responsibility on those nodes in Bk(t) are not affected and we only need to focus on

adjusting node k’s responsibility with one node in Bk(t). We adopt the latter approach and

put all neighboring receive nodes in Bk(t) and set Yk(t) = ∅ (see Figure 3.10 (a)). For each

node p ∈ Bk(t), node k is added to Yp(t). Therefore, λIC
k (t) =

∑sn(t)=Rx
n∈Bk(t)

λSM
n (t) + β̃k(t),

where β̃k(t) is the total number of data streams received by node i’s neighboring primary

receivers, and λRM
k (t) = Ak − λIC

k (t). We start to put node a (the node in B̄k(t) that has the

maximum remaining DoFs after movement) (see Figure 3.10 (b)) into Yk(t) . Both nodes

k and a’s state information is updated based on Figures 3.11 and 3.12, respectively. For

the new sets, if a new data stream can be added on link (i, j), we are done. Otherwise,

we continue to move another node b ∈ B̄k(t) that has the maximum remaining DoFs after

movement following the same process (see Figure 3.10(c)). The process terminates if node

k has at least one remaining DoF or B̄k(t) = ∅. For the latter case, the adjustment fails and

we move on to the next time slot.

3.4 Physical Layer Feasibility

In our design of distributed algorithm, for each node k, we put its neighboring nodes in two sets:

Bk(t) and Yk(t). For the set of nodes in Bk(t), node k is responsible to cancel its interference to

them if k is a transmit node or cancel the interference from them if k is a receive node. For the ease

of understanding, we can consider the set of nodes in Bk(t) being positioned before node k while
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State Information Update at node k

1. Update Bk(t)← Bk(t)− {a}, Yk(t)← Yk(t) ∪ {a};

2. If sk(t) = Tx:

3. Update λIC
k (t)← λIC

k (t)− (λSM
a (t)− zk,a(t)); λRM

k (t)← λRM
k (t) + (λSM

a (t)− zk,a(t));

4. Else if sk(t) = Rx:

5. Update λIC
k (t)← λIC

k (t)− (λSM
a (t)− za,k(t)); λRM

k (t)← λRM
k (t) + (λSM

a (t)− za,k(t));

6. Else if sk(t) = Idle:

λIC
k (t)← λIC

k (t)− λSM
a (t); λRM

k (t)← λRM
k (t) + λSM

a (t);

Figure 3.11: Update state information at k.

State Information Update at node a

1. Update Ya(t)← Ya(t)− {k},Ba(t)← Ba(t) ∪ {k};

2. If sk(t) = Tx:

3. Update λIC
a (t)← λIC

a (t) + (λSM
k (t)− zk,a(t)); λRM

a (t)← λRM
a (t)− (λSM

k (t)− zk,a(t));

4. Else if sk(t) = Rx:

5. Update λIC
a (t)← λIC

a (t) + (λSM
k (t)− za,k(t)); λRM

a (t)← λRM
a (t)− (λSM

k (t)− za,k(t));

6. Else if sk(t) = Idle: No Changes;

Figure 3.12: Update state information at a.
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the set of nodes in Yk(t) being positioned after node k. That is, there is a relative ordering among

nodes in Bk(t), node k, and nodes in Yk(t). Under this notion, node k, being positioned after the

set of nodes in Bk(t), is responsible to cancel interference to/from nodes in Bk(t). Note that we did

not make a finer distinction of the relative positions (or ordering) among the set of nodes in Bk(t)

or Yk(t).

In this section, we show that the coarse set-based ordering Bk(t) or Yk(t) at node k locally

can in fact be mapped into a “global node ordering” for IC among all the nodes explicitly. More

formally, we give the following definition.

Definition 3.1. A global node ordering for IC is a list of nodes where the position of a node in

the list determines its IC responsibility. Based on this list, a node is responsible for canceling

interference to/from these nodes that are before itself in the list; a node does not need to cancel the

interference to/from those nodes that are after itself in the list as that interference will be canceled

by those nodes.

Based on this definition, we show if there exists a global node ordering for IC among the

active nodes in the network, then there exists a set of feasible precoding vectors at each secondary

transmitter and decoding vectors at each secondary receiver so that all data (in both primary and

secondary networks) can be transported free of interference using zero-forcing technique on the

secondary nodes. That is, if a global node ordering for IC exists among the active nodes, then there

exist feasible precoding and decoding vectors at the PHY layer to implement the desired IC and

SM in the network.

Lemma 3.1. Upon the termination of the distributed algorithm, there exists a global node ordering

for IC among all nodes in each time slot t.

Proof. Before we start our algorithm, all secondary nodes are inactive and there does not exist

any ordering among the nodes. Since none of the primary nodes perform IC (due to the fact that

potential interference among the primary nodes is handled by interference avoidance through time

slot), we can envision a list containing all active primary nodes with arbitrary order among them.
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We will build upon this list to establish a global node ordering for IC.

To achieve TC, all interferences to/from primary network is canceled by the secondary nodes.

Following the definition of global node ordering for IC, the secondary nodes must be placed after

the primary nodes. We now show that we can maintain a global node ordering for IC at each

iteration. Upon termination of the last iteration, the list remains a global node ordering for IC.

If a link fails to increase one data stream at the end of any iteration, the current global ordering

for IC will not be affected. So in our proof, we only need to discuss the case that we can increase

one data stream upon the end of the an iteration. Our proof is based on induction. For the first

iteration, a secondary link is selected for data stream increment. We append the secondary transmit

and receive nodes of this link at the end of the current list. Since there is no IC relationship between

the secondary transmit and receive nodes of the chosen link, we can put transmit node either before

or after the receive node. The new global ordering list consists of all active primary nodes, plus the

secondary transmit and receive nodes of the chosen link. Since we can increase one data stream on

this link, all interference from this link’s transmit node to the neighboring primary receivers can be

canceled by this transmit node, and all interference from neighboring primary transmitters to the

chosen link’s receive node can be canceled by this receive node. Obviously, this new list satisfies

global node ordering for IC by definition.

Upon the end of n-th iteration, suppose there exists a global node ordering for IC. Then, we

show that at the end of the (n + 1)-th iteration, there still exists a global node ordering for IC.

Denote link (i, j) as the link chosen for data stream increment during the (n + 1) iteration. We

consider two cases: (i) a data stream can be added onto (i, j) without adjusting node ordering; (ii)

a data stream can be added onto (i, j) but requiring adjusting node ordering:

• (i) We first consider that one data stream can be added onto (i, j) without adjusting node

ordering in the current global node ordering list. We take node i as an example. There are

two cases:

– Node i is not yet on the current global node ordering list. In this case, si(t) =Idle and
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our algorithm will put node i’s neighboring receive nodes (not including j) either in

Bi(t) or Yi(t). Since all these neighboring receive nodes are active, they already have

their positions in the current global ordering list in a previous iteration. If node i’s

neighboring receive nodes are put in Bi(t), it is the same as putting node i after these

neighboring receive nodes. If node i’s neighboring receive nodes are put in Yi(t), it is

the same as putting node i before these neighboring receive nodes. In either case, other

nodes’ relative ordering on the current global node ordering list is not affected, and thus

IC responsibilities among them remain the same. Since one data stream can be added

onto link (i, j) successfully, node i must be able to cancel interference to these nodes

in Bi(t) (if these receive nodes are put into Bi(t)), or the interference from i can be

canceled by these nodes in Yi(t) (if these receive nodes are put into Yi(t)). Therefore,

on the new list, each node is responsible for canceling interference to/from these nodes

that are before itself in the list; each node does not need to cancel the interference

to/from those nodes that are after itself in the list as that interference will be canceled

by those nodes. By definition, the new list satisfies the global node ordering for IC.

– Node i is already on the global node ordering list. In this case, si(t)=Tx and the node

i only performs data stream increment. There is no new node to be added to the list or

none of the nodes change its position in the list. Therefore, the current ordering list is

the same as that in the n-th iteration and satisfies the global node ordering for IC.

The case for node j is similar and we omit its discussion here to conserve space.

• (ii) We then consider that one data stream can be added onto (i, j) but requiring adjusting

node ordering in the current global node ordering. We assume that node k ∈ D(i,j)(t) is

under consideration for adjustment. Suppose k is a transmit node. Recall that a necessary

condition for a receive node a ∈ Bk(t) to be moved to Yk(t) is that: for each transmit node

x ∈ Ya(t) that needs to do IC to a (i.e., a← x), there cannot exist a receive node y ∈ Yx(t)

that y handles IC from x (i.e., x← y), and k handles IC to y (i.e., y ← k) (see Figure 3.9(a)).

That is, there does not exist a transmit node x and a receive node y, such that the following
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i

Figure 3.13: A secondary transmit node i performs IC to neighboring primary and secondary

receive nodes in a time slot t.

IC relationship holds: a ← x ← y ← k. Therefore, when node a is chosen to move

from Bk(t) to Yk(t), node a’s IC responsibility for other transmit nodes, and node k’s IC

responsibility for other receive nodes will not change, except changing the position of k and

a (i.e., moving a after k). Since this change is successful, a is able to cancel the interference

from k and other transmit nodes that are before k. Therefore, the new list satisfies the global

node ordering for IC. The discussion when k is a receiver is similar.

Therefore, we conclude that after the (n + 1)-th iteration, the new list satisfies the global node

ordering for IC.

Based on the above discussion, we conclude that upon the termination of the distributed algo-

rithm, we have a global node ordering for IC.

Theorem 1. There exists a set of feasible precoding vectors at each secondary transmitter and a

feasible set of decoding vectors at each secondary receiver so that all data (in both primary and

secondary networks) can be transported free of interference based on the global node ordering for

IC.

Proof. We first consider a secondary transmit node i on the global node ordering list, as shown in

Figure 3.13. The dashed arrows represent the interference from node i to those receive nodes that

are before node i on the global node ordering list. The nodes p1 · · · pM are i’s neighboring primary
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receivers, while nodes r1 · · · rN are i’s neighboring secondary receivers. Suppose that i transmits

z(i,j) data streams to secondary node j. Denote uq
i as an Ai× 1 transmit weight vector at i for each

data stream q (1 ≤ q ≤ z(i,j)), and vq
j as an Aj × 1 receive weight vector at receiver node j to

receive data stream q. Since each primary link only transmits one data stream, we use u1
p and v1

p

to denote the primary node p’s (p ∈ {p1, · · · , pM}) transmit and receive vectors .

Denote H(i,b) (b ∈ {p1, · · · , pM , r1, · · · , rN}) as the Ai × Ab channel gain matrix between

nodes i and b. We assume a rich scattering environment, where all channels Hi,b have full rank and

independent with each other. To successfully transmit z(i,j) data stream from node i to its intended

receive node j, the transmit node i should cancel all its interference to primary receive nodes p1 to

pM and secondary receive nodes r1 to rN . Then, we should have the following constraints:

(uq
i )

TH(i,j)v
q
j = 1 , (1 ≤ q ≤ z(i,j)) , (3.4.1)

(uq
i )

TH(i,j)v
d
j = 0 , (1 ≤ q, d ≤ z(i,j), d ̸= q) , (3.4.2)

(uq
i )

TH(i,pm)v
1
pm = 0 , (1 ≤ q ≤ z(i,j), 1 ≤ m ≤M) , (3.4.3)

(uq
i )

TH(i,rn)v
d
rn = 0 , (1 ≤ q ≤ z(i,j), 1 ≤ n ≤ N, 1 ≤ d ≤ z(sn,rn)) , (3.4.4)

where sn is the transmit node which transports z(sn,rn) data streams to secondary receive node rn.

The number of constraints from (4.5.1) and (4.5.2) are (z(i,j))
2. The number of constraints

from (4.5.3) is z(i,j)
∑M

m=1 1. The number of constraints from (4.5.4) is z(i,j)
∑N

n=1 z(sn,rn). The

total number of constraints is therefore (z(i,j)
∑M

m=1 1+ (z(i,j))
2 + z(i,j)

∑N
n=1 z(sn,rn)). Recall that

in our algorithm, in either step 2 or step 3, the total number of DoF consumption cannot be more

than the total number of DoFs at a node. We have, z(i,j)
∑M

m=1 1+ (z(i,j))
2 + z(i,j)

∑N
n=1 z(sn,rn) ≤

z(i,j)(
∑M

m=1 1 + z(i,j) +
∑N

n=1 z(sn,rn)) ≤ z(i,j)Ai. That is, the total number of constraints is no

more than z(i,j)Ai.

Since the precoding vector uq
i is an Ai × 1 vector for each data stream q (1 ≤ q ≤ z(i,j)),

the total number of variables at the transmit node i is z(i,j)Ai and the number of variables is no

less than the number of constraints. On the other hand, since the channels H(i,b) are full rank and

independent with each other, it can be shown that the constraints in (4.5.1), (4.5.2), (4.5.3), and
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(4.5.4) are linearly independent with each other based on [59]. So for any given vq
j (1 ≤ q ≤ z(i,j)),

we are guaranteed to construct feasible precoding vectors uq
i (1 ≤ q ≤ z(i,j)) at transmit node i.

The proof that we can construct the feasible decoding vectors vq
j (1 ≤ q ≤ z(i,j)) at the sec-

ondary receive node j (for any given precoding vectors uq
i (1 ≤ q ≤ z(i,j))) is similar to the

transmit node i. We omit its discussion here to conserve space. Based on the above discussions,

there exist feasible precoding/decoding vectors at the secondary nodes. Therefore, there exists a

set of feasible precoding vectors at each secondary transmitter and a feasible set of decoding vec-

tors at each secondary receiver so that all data (in both primary and secondary networks) can be

transported free of interference. This completes the proof.

3.5 Complexity Analysis

We now show that the overall computation complexity of the distributed algorithm is polynomial

time. Step 1 (ranking of active secondary links) is done only once. As shown in [81], this step

can be done in O(S2). The iteration of our algorithm involves steps 2 and 3. We now analyze the

complexity of each iteration and the number of iterations required in the algorithm.

In step 2, nodes i and j (for a chosen link (i, j)) need to check the feasibility of increasing one

more data stream over at most T time slots. The worst case scenario is that both nodes i and j

are idle (case (a) in Fig. 3.4). Since both nodes i and j need to check the number of remaining

DoFs of each of their neighboring nodes and the number of DoFs used for SM by these nodes,

the complexity of this operation is O(2S). Afterward, nodes i and j, and their neighbors, need to

update their DoF allocation status. The complexity of this operation is O(S). Since there is a total

of T time slots, the total complexity of this step is T ·O(2S + S) = O(ST ).

In step 3, nodes i and j, as well as their neighboring nodes attempt to adjust IC responsibility in

at most T time slots. During each time slot, the computation consists of three parts: (i) identifying

the subset of nodes D(i,j)(t), which has a complexity O(S); (ii) identifying the set of nodes B̄k(t)

for each k ∈ D(i,j)(t), which has a complexity of O(S2). Since the number of nodes in D(i,j)(t) is
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at most S, the total complexity for (ii) is O(S∗S2) = O(S3); (iii) adjusting the IC responsibility for

each node k ∈ D(i,j)(t), and updating each node’s state information, which has a complexity O(S).

Since there is a total of T time slots, the total complexity of step 3 is T ·O(S+S3+S) = O(TS3).

Since each node has A antennas and there are L active links in the network, the number of

iterations of our algorithm is at most O(LA). Therefore the overall complexity is O(S2+O(LA) ·

[O(ST ) +O(TS3)]) = O(LATS3).

3.6 Simulation Results

In this section, we present simulation results to demonstrate the performance of the proposed

distributed algorithm. We compare our results with the centralized methods as discussed in [77].

Since the centralized problem formulation is MILP, which is NP-hard in general, we cannot obtain

the optimal solution for comparison. Instead, we will compare the performance of our algorithm

to an upper bound of the objective for the centralized problem. Such an upper bound can be

obtained by running CPLEX for a given termination time. Clearly, such a comparison approach

is very aggressive and conservation. This is because the optimal objective value (not obtainable)

to the centralized problem lies between the upper bound and the feasible solution obtained by our

distributed algorithm. Therefore, if the feasible solution from our distributed algorithm is somehow

close to the upper bound by CPLEX, then we can claim that our solution (objective) is even closer

to the optimal objective and thus is competitive.

3.6.1 Simulation Setting

We consider a secondary CR network co-locates with a primary network within a 100× 100 area.

For generality, we normalize the units for distance, bandwidth, and data rate with appropriate

dimensions. Each node (both primary and secondary) is randomly deployed inside the 100 ×

100 area. The primary nodes are traditional single-antenna node while the secondary nodes are
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equipped with MIMO, with four antennas on each node. We assume that each node’s transmission

range and interference range are 30 and 50, respectively. We assume a time frame is divided into

T = 10 time slots.

3.6.2 A Case Study

Before we present complete results, we show results for one network instance, with 20 primary

nodes and 30 secondary nodes. The location of each node is listed in Figure 3.14. We assume there

are three primary sessions and four secondary sessions, with each session’s source and destination

nodes shown in Figure 3.14. For simplicity, we assume that minimum-hop routing is used for

each primary and secondary sessions, although other routing methods may be used if needed.

Figure 3.14 shows the routing topology for each primary and secondary sessions. where a solid line

represents a primary link and a dashed line represents a secondary link. Scheduling for the primary

and secondary links is given in this figure, where numbers in the box represent the time slots used

by the corresponding link. Note that scheduling for the primary links is solely determined by the

primary network, while scheduling for each secondary link is found by our distributed algorithm.

The objective value obtained from our distributed algorithm is 0.6 (in less than a second com-

putational time). On the other hand, the upper bound obtained by CPLEX is 0.7 (with a cut-off

time of 8 hours). As discussed, since the optimal solution lies between 0.6 and 0.7, our objective

value (0.6) is quite close to the unknown optimal.

To show whether TC is achieved by the secondary network, we consider one time slot, say

6. Figure 3.15 shows the set of active links in time slot 6 for both networks. In this time slot,

secondary links S28 → S17, S13 → S24, S30 → S12, S3 → S1, S4 → S11 and S4 → S5 are active

simultaneous with primary links P1 → P8 and P4 → P9, through IC by the secondary nodes.

We first consider inter-network IC:

• For secondary link S28 → S17, its interference to P9 on primary link P4 → P9 is canceled by

S28 with 1 DoF, while the interference from P4 and P1 to S17 is canceled by S17, each with
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Figure 3.14: Routing topology for each primary and secondary sessions and scheduling on each

link of the respective route. The numbers in the box next to a link show the time slots when the

link is active.
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Figure 3.15: Active links in time slot 6 in both primary and secondary networks.
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1 DoF.

• For secondary links S3 → S1, S30 → S12, S13 → S24, S4 → S11 and S4 → S5, the inter-

ference from their transmitters (S3, S30, S13, S4) to receiver P8 on primary link P1 → P8 is

canceled by S3, S30, S13 and S4, each with 1 DoF. The interference from P1 to S12 and S24

is canceled by S12 and S24 with 1 DoF, respectively, and the interference from P4 to S11 is

canceled by S11 with 1 DoF.

For intra-network IC within the secondary network, our solution shows that:

• S11 is canceling interference from S3 and S4, each with 1 DoF.

• S5 is canceling interference from S3 and S4, each with 1 DoF.

• The interference from S4 to S1 is canceled by S1 with 1 DoF.

• The interference from S3 to S12 is canceled by S12 with 1 DoF.

• The interference from S13 to S12 is canceled by S13 with 2 DoFs.

• The interference from S30 to S1 and S11 is canceled by S30, each with 1 DoF.

The details of DoF allocation for SM and IC at each active secondary node in time slot 6 are

shown in Table 3.2. In this table, the second and third columns represent the set of secondary

nodes that are in Bi(t) and Yi(t) (i.e., before and after this node in the global node ordering) in our

distributed algorithm, respectively. The fourth column represents the number of DoFs allocated

for SM. The fifth column represents the number of DoFs that are allocated for IC to/from primary

network. The last column represents the number of DoFs allocated for IC for the set of secondary

nodes in Bi(t).

Now, we show that there exists a global node ordering for IC among all nodes in time slot 6.

Based on Table 3.2, we can establish a global node ordering for IC among all nodes explicitly.

Since none of the primary nodes perform IC, we put active primary nodes p1, p4, p8 and p9 in the
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Table 3.2: DoF allocation for SM and IC at each active secondary node in time slot 6.

Node i Bi(t) Yi(t)
DoF IC to/from DoF for IC within

for SM primary secondary network

S1 {S4} {S30} 1 0 2

S3 {S5, S11, S12} 1 1 0

S4 {S1, S5, S11} 2 1 0

S5 {S3, S4} 1 0 2

S11 {S3, S4} {S30} 1 1 2

S12 {S3} {S13} 1 1 1

S13 {S12} 1 1 2

S17 1 2 0

S24 1 1 0

S28 1 1 0

S30 {S1, S11} 1 1 2

front of global node ordering list with arbitrary order among them. Based on Bi(t) and Yi(t) in

Table 3.2, we can establish a global ordering among the secondary nodes, as shown in Figure 3.16.

The arrows originating from a node in the figure represent the interference from that node.

In this figure, we first take a receive node S12 as an example. S12 is being interfered by transmit

nodes P1, S3 and S13. Since P1 and S3 are before S12, S12 is responsible for canceling their

interference, each with 1 DoF. For the interference from S13, S12 does not need to use any DoF

to cancel this interference, since S13 is after S12 in this global node ordering. This interference

is to be canceled by S13 with 2 DoFs. As a second example, consider transmit node S3. S3 is

interfering receive nodes P8, S5, S11 and S12. Since P8 is before S3, S3 is responsible for canceling

this interference with 1 DoF. For its interference to S5, S11 and S12, S3 does not need to use any

DoF to cancel this interference, since S5, S11 and S12 are after S3 in this global node ordering. This

interference is canceled by S5, S11 and S12, respectively, each with 1 DoF. It is easy to verify that
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based on this global node ordering, the IC responsibilities at nodes S4, S17, S24, S28, S5, S11, S1,

S30 and S13 are all satisfied.

Primary node Secondary node

p1 p4 p8 p9

s3 s17s4 s24 s28 s12 s5 s11 s1 s30 s13

Figure 3.16: A global node ordering for IC in time slot 6.

3.6.3 Comparison to Interweave Paradigm

To show the benefits of TC paradigm, we compare our results to those under the interweave

paradigm. For the latter, a secondary node is not allowed to transmit (receive) at the same time

when a nearby primary node is active. That is, the secondary nodes will not perform inter-network

IC for interference to/from the primary nodes. The problem formulation for this paradigm is given

in [78], which is similar to the problem formulation for TC paradigm except that we remove DoF

allocation by the secondary nodes to cancel interference to/from the primary nodes. The problem

formulation remains an MILP, and an upper bound can be obtained by running CPLEX for a given

termination time (i.e., 8 hours).

Following the same setting as in the case study in the last section, we obtain an upper bound

of 0.4 for the objective value. (comparing to 0.6 from our distributed solution in Section 3.6.2).

The time slot scheduling on each link of the secondary sessions is shown in Fig. 3.17. Comparing

Fig. 3.14 and 3.17, we find that the set of time slots used by each secondary link under interweave

paradigm is smaller. We take the link S28 → S17 as an example. Under interweave paradigm, this

link cannot use time slot 6 as the neighboring primary link P4 → P9 is using this it. However under

TC paradigm, this link can use time slot 6 to achieve the simultaneous activation with the primary

link P4 → P9. For any secondary link in Figure 3.17, we cannot find one that simultaneously
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actives with the primary links. There is no inter-network interference in the network.

0 10 20 30 40 50 60 70 80 90 100

0

10

20

30

40

50

60

70

80

90

100

P
1

P
2

P
3

P
4

P
5

P
6

P
7

P
8

P
9

P
10

P
11

P
12

P
13

P
14

P
15

P
16

P
17

P
18

P
19

P
20

S
1

S
2

S
3

S
4

S
5

S
6

S
7

S
8

S
9 S

10

S
11

S
12

S
13

S
14

S
15

S
16

S
17

S
18

S
19

S
20

S
21

S
22

S
23

S
24

S
25

S
26

S
27

S
28

S
29

S
30

8

4

6

8

7

3

5

6

2 5 3 9 10 

1

3 10 

2 5 

7 10 

1 3 

9 10 

1 2 

4 8 

Figure 3.17: Routing for each session and scheduling on each link for both primary and secondary

networks under the interweave paradigm.

3.6.4 Complete Results

We run our distributed algorithm for 50 random network instances, with 20-node primary network

and 30-node secondary network. The number of primary and secondary sessions are random, with

the source and destination nodes of each session are randomly generated. Table 3.3 compares the

objective values from our distributed algorithm and the upper bounds from CPLEX solver. The

average ratio between the two over 50 instances is 83.7%, with standard derivation of 0.073. Since

the optimal objective value (unknown) to the centralized problem lies between the upper bound and

the feasible solution obtained by our distributed algorithm, these results affirm that our distributed

algorithm is highly competitive.
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Table 3.3: Results for 50 network instances.

Instance
Our

CPLEX Instance
Our

CPLEX
Algorithm Algorithm

1 0.8 0.9 26 0.7 0.8

2 0.7 0.9 27 0.6 0.7

3 0.4 0.5 28 0.5 0.7

4 0.4 0.4 29 0.5 0.6

5 0.4 0.6 30 0.7 0.8

6 0.5 0.6 31 1.0 1.1

7 0.9 1.1 32 0.8 1.0

8 0.7 0.8 33 0.3 0.4

9 1.1 1.1 34 0.7 0.9

10 0.3 0.3 35 0.5 0.6

11 0.6 0.7 36 0.8 0.9

12 0.7 0.8 37 0.6 0.8

13 0.3 0.4 38 0.5 0.5

14 0.9 1.0 39 0.6 0.7

15 0.7 0.8 40 0.4 0.4

16 1.0 1.0 41 0.6 0.7

17 0.9 1.0 42 0.8 0.9

18 0.2 0.4 43 0.3 0.3

19 0.6 0.6 44 0.5 0.7

20 0.6 0.7 45 0.4 0.5

21 1.1 1.1 46 0.6 0.6

22 0.6 0.7 47 0.8 0.9

23 0.8 0.8 48 0.4 0.5

24 0.6 0.9 49 0.5 0.6

25 0.6 0.6 50 0.8 1.0
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3.7 Chapter Summary

TC is a new spectrum sharing paradigm that allows simultaneous activation of the secondary nodes

with the primary nodes. The enabling PHY layer technology for TC is IC, which is the sole

responsibility of the secondary nodes. In this chapter, we design a distributed algorithm to achieve

TC for multi-hop primary and secondary networks. The main challenge in this algorithm is to

ensure that IC is done efficiently (i.e., canceled once by a secondary node) and in a feasible manner

(i.e., implementable at the PHY layer). In contrary to a centralized IC algorithm which relies on a

global node ordering, we only maintain two local sets for each node to keep track of the node’s IC

responsibilities. We show how to establish, maintain, and update these two local sets for each node

in each iteration of our distributed algorithm. Our distributed algorithm increases the data stream

on each active link iteratively based on local computation. Since the nodes in the two local set of

a node directly affect the node’s IC responsibility, our algorithm attempts to switch nodes in the

two sets if it can improve the IC structure. Although no explicit node ordering is maintained in our

distributed algorithm, we prove that our distributed data structure at each node (with the use of two

local sets) can be mapped to an explicit global node ordering for IC among all nodes in the network.

This guarantees the existences of feasible precoding/decoding vectors at the secondary nodes to

achieve our desired IC in the network (i.e., feasibility at the PHY layer). Through simulation study,

we show that our distributed algorithm achieves TC between secondary and primary networks and

offers competitive throughput performance when compared to a centralized optimization.



Chapter 4

Transparent Coexistence: An Online

Algorithm

4.1 Introduction

There has been extensive research on exploring coexistence between primary and secondary net-

works in recent years. In [22], Goldsmith et al. identified three coexistence paradigms, namely

interweave, underlay, and overlay. The interweave paradigm follows the traditional interference

avoidance, which refers to that the secondary nodes are allowed to use a spectrum allocated to the

primary nodes only when the primary nodes do not use it (in time, frequency, or space) [21,26,72].

In this way, interference is effectively avoided through interweaving spectrum access between

primary and secondary nodes. On the other hand, the underlay paradigm refers to that the sec-

ondary nodes are allowed to be active simultaneously on the same spectrum with the primary

nodes, as long as the interference produced by the secondary nodes are controlled properly (e.g.,

through effective interference cancelation [23, 33, 85, 86]). The overlay paradigm refers to that

there are some levels of cooperation between the primary and secondary nodes in data forward-

ing [31, 42, 61, 79, 83].

80
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One of the biggest challenges for all three paradigms is how to handle the dynamic changes

for online traffic arrival and departure in both the primary and secondary networks. Typically, a

secondary session arrives and departs over time and so does a primary session. The problem is

particularly difficult in a distributed multi-hop network environment. This is because, when a new

primary or secondary session arrives, one must quickly make an online decision on whether or not

the new session can be admitted into the network. This problem is addressed differently under

each of the three paradigms, each with its own unique challenges and solutions. In this chapter,

we attempt to address this problem for the underlay paradigm, which we believe is the most diffi-

cult among the three. This is because unlike overlay, underlay does not allow active cooperation

between the primary and secondary nodes and puts all burden related to interference management

to the secondary nodes. Also, unlike interweave, underlay allows simultaneous activation of the

secondary nodes with the primary nodes through interference cancellation (IC), which is much

more aggressive and complex than merely avoiding interference.

There were active efforts to study efficient online algorithms to handle traffic dynamics even

in the old days for the telephone network. But the problems there were much simpler (e.g., wired

network, no consideration of IC). For spectrum sharing in the interweave paradigm, there have been

some recent studies on the handling of dynamic traffic (see, e.g., [16,25,35]). The focus there was

mainly on efficiently utilizing spectrum holes and to avoid interference to the primary users (no

active IC). In the overlay paradigm, there have also been some studies addressing dynamic traffics

(see, e.g., [17, 70]. The primary goal here is to identify optimal scheduling so that traffic can be

successfully relayed cooperatively from a source to its destination node. In the underlay paradigm,

the problem becomes much harder as the goal is to enable aggressive (simultaneous) spectrum

access by the secondary nodes through IC to the primary nodes. To our knowledge, there has not

been much work on how to handle traffic dynamics in the underlay paradigm.

The goal of this chapter is to design a fast online algorithm to handle dynamics session arrival

and departure in the underlay paradigm. As discussed, algorithms to handle traffic dynamics in the

underlay paradigm is likely the most challenging among the three paradigms due to IC. For IC, we

consider to employ multiple antennas on the secondary nodes. Since it takes time to configure the
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precoding/decoding vectors at a secondary node for spatial multiplexing (SM) and IC, per packet

level dynamic traffic management does not appear to be practical. Instead, our traffic management

algorithm is to address session (flow) level dynamics, i.e., to determine if a new session can be

admitted into the network and how to control the additional IC that comes with it. The main

contribution of this chapter is an online distributed algorithm to handle session-level dynamics for

the underlay paradigm. In particular, our algorithm is designed with the following capabilities and

features:

• When a new secondary session initiates, the algorithm is able to make a quick decision

on whether or not it can join the network through distributed computation. If a secondary

session is admitted into the network, then our algorithm will configure MIMO degree-of-

freedom (DoFs) at each secondary node so that all interference to/from the primary nodes

are properly canceled, as required for underlay coexistence.

• When a new primary session enters the network, the algorithm is able to vacate any active

secondary session that may be of hinderance. An active secondary session is allowed to be

active only if they are able to cancel all interference to/from the primary nodes.

• At all time, our algorithm is able to guarantee that IC (as defined by MIMO DoF allocation)

is feasible at the PHY layer for all MIMO transmitters and receivers. By “feasible” at the

PHY layer, we mean that there exist a set of feasible precoding vectors at the secondary

transmitters and a set of feasible decoding vectors at the secondary receivers at the PHY

layer so that all data (in both primary and secondary networks) can be transported free of

interference.

• Our online distributed algorithm is able to offer competitive performance when compared to

an offline centralized algorithm.

The remainder of this chapter is organized as follows. In Section 4.2, we review the underlay

coexistence paradigm and understand how interference is managed at the PHY layer. In Sec-

tion 4.3, we describe network setting and discuss the problem that we are going to study in this
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chapter. In Section 4.4, we propose an online distributed algorithm to handle initiation and ter-

mination of primary/secondary sessions in the underlay coexistence paradigm. A proof of PHY

layer feasibility of our algorithm is also given in Section 4.5. Section 7.6 presents performance

evaluation of our algorithm. Section 7.9 concludes this chapter.

4.2 Transparent Coexistence: A Primer

The underlay coexistence paradigm refers to that the secondary network is allowed to be active

concurrently with the primary network on the same spectrum, as long as its interference to the

primary network is negligible (e.g., kept at the noise floor) [22]. In contrast to interweave, which

solely relies on interference avoidance, underlay relies on more powerful interference management

techniques to enable concurrent activations of both primary and secondary networks. In underlay,

the primary nodes’ behavior is not affected by the secondary nodes. The primary nodes may use

the spectrum freely to serve their needs as if they were the only nodes that use the spectrum.

On the other hand, to ensure their interference to the primary nodes is negligible, the secondary

nodes need to take appropriate measures in interference management during their transmissions.

To ensure “underlay”, all burdens (or activities) on interference management must rest solely on

the secondary nodes and remain unnoticeable to the primary nodes.

There are many measures that the secondary nodes can take to control its interference to the pri-

mary network. These measures are typically done at the physical layer. The most simple approach

is to have secondary transmitters to meticulously control its output power so that the received power

at neighboring primary receivers remains below some prescribed interference threshold (e.g., noise

floor). Since such interference threshold is typically low, the secondary nodes’ transmit power,

therefore, must be kept at a very low level, resulting in a seriously limitation in coverage and con-

nectivity. Another approach for the secondary nodes to control its interference is to use UWB, with

which the secondary nodes can spread their signals over a wide bandwidth (so that they are below

the noise floor) and then despread the wideband signals at secondary receivers. This technique has
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Figure 4.1: The underlay coexistence of one secondary link with one primary link. A solid line

represents a primary link, a dashed line represents a secondary link, and a dotted line represents a

interference.

been used in [82]. The limitation of UWB is that it requires wide bandwidth and allows only short

range transmission. The most promising approach for the secondary nodes to control its interfer-

ence, as we perceive, is to exploit IC capabilities offered by multiple antennas at the node (i.e.,

MIMO). MIMO has already become pervasive in wireless communications (e.g., cellular, WiFi)

and offers unprecedented capabilities in improving throughput, mitigate interference, and enhanc-

ing reliability [8, 68]. There have been some active efforts on exploiting MIMO on the secondary

nodes in the underlay paradigm [23, 33, 75, 85, 86].

To understand how MIMO can help the secondary nodes achieve underlay coexistence paradigm,

we consider the following simple example. In Fig. 4.1, we have a pair of primary transmit/receive

nodes and a pair of secondary transmit/receive nodes. Suppose the primary transmit/receive nodes

(m and k) are each equipped with a single antenna, while the secondary transmit/receive nodes

(i and j) are each equipped with four antennas. We assume the primary node m is transmitting

one data stream to the primary receive node k. To allow concurrently transmission from secondary

node i to node j, we must ensure that the interference from node i is canceled at primary receiver
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k so that k does not feel the presence of the secondary ndoes’ activities. Further, at secondary

receive node j, the interference from primary transmitter m must be canceled. Otherwise, node j

will not be able to decode the signals from node i.

In this example (Fig. 4.1), we assume that secondary node i hopes to transmit z data streams to

secondary receive node j. For data stream a = 1, · · · , z, denote ua
i as its 4 × 1 transmit vector at

node i and va
j as a 4×1 receive vector at receive node j. For the data stream from primary transmit

node m to receive node k, denote um and vk as the weights at transmit node m and receive node

k, respectively. Denote H(i,j), H(i,k), and H(m,j) as the channel matrices between node i and j, i

and k, and m and j, respectively. The dimensions of H(i,j), H(i,k), and H(m,j) are 4 × 4, 4 × 1,

and 1 × 4, respectively. We assume all channels are of full rank. To achieve underlay, secondary

transmit node i must cancel its interference to primary receive nodes k. We have

(ua
i )

TH(i,k)vk = 0 , (1 ≤ a ≤ z) . (4.2.1)

In addition, to have secondary node j to receive from i free of the interference from primary

transmit node m, secondary node j must cancel this interference. We have

umH(m,j)v
a
j = 0 , (1 ≤ a ≤ z) . (4.2.2)

After canceling all interference to the primary receiver and from the primary transmitter, the sec-

ondary transmit node i may transmit z data streams to its intended receive node j via spatial

multiplexing (SM). We have:

(ua
i )

TH(i,j)v
a
j = 1 , (1 ≤ a ≤ z) , (4.2.3)

(ua
i )

TH(i,j)v
b
j = 0 , (1 ≤ a ≤ z, 1 ≤ b ≤ z, a ̸= b) . (4.2.4)

If we can find a feasible solution to ua
i and va

j for (4.2.1), (4.2.2), (4.2.3), and (4.2.4), then the

secondary link (i to j) can be active at the same time as the primary link and thus we can achieve

underlay for the secondary link.

We now show that we can indeed find a feasible solution to ua
i and va

j for (4.2.1), (4.2.2),

(4.2.3), and (4.2.4). Let’s consider the first data stream. In constraint (4.2.2), since um is a constant,
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H(m,j) is a 1 × 4 constant matrix, one can always find z (z ≤ 4) feasible vectors v1
j , · · · ,vz

j that

satisfy this constraint. Now suppose we use one such set of feasible vectors, i.e., v1
j , · · · ,vz

j are

now constant vectors. For precoding vector u1
i (a 4×1 vector with 4 free variables), it is constrained

by (4.2.1), (4.2.3), and (4.2.4), which has a total of (1+ z) constraints. If 1+ z ≤ 4, the number of

constraints is no more than the number of variables, then there always exists a feasible precoding

vector u1
i satisfying (4.2.1), (4.2.3), and (4.2.4). That is, as long as z ≤ 3, we can find a feasible

u1
i . The same arguments hold for u2

i , · · · ,uz
i . That is, for z ≤ 3, we can construct a set of

feasible precoding vectors u1
i , · · · ,uz

i and decoding vectors v1
j , · · · ,vz

j that achieve the desired IC

(at nodes k and j) and SM (from i to j).

Instead of working with complex matrix representation, a simple model to quantify MIMO

resources at a node is the so-called degree-of-freedom (DoF) [30,68]. Simply put, the total number

of DoFs at a node (no more than the number of antenna elements) represents the available resource

at the node. A DoF can be used for either data transmission/receiption or IC. Typically, for SM,

transmitting one data stream requires one DoF at the transmitter and one DoF at the receiver. For IC

to/from the primary network, the number of DoFs required at a secondary transmitter is equal to the

number of data streams that are received at the neighboring primary receivers, while the number

of DoFs required at a secondary receiver for IC is equal to the number of data streams that are

transmitting at the neighboring primary transmitters. The total number of the DoFs consumption

(for SM and IC) cannot be more than the number of antennas. For the simple example in Fig. 4.1,

the primary transmitter m uses 1 DoF to transmit 1 data stream to its receiver k. The secondary

nodes i and j each has 4 DoFs. Secondary transmitter i uses 1 DoF to cancel its interference to

primary receiver k (as k is receiving 1 data stream from m). Secondary receiver j uses 1 DoF to

cancel the interference from primary transmitter m (as m is transmitting 1 data stream). Now node

i and j each has 3 DoFs left and can transmit up to 3 data streams from i to j.
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Primary nodes Secondary nodes

Figure 4.2: The multi-hop primary and secondary networks.

4.3 Problem Statement

In this chapter, we address underlay coexistence for the secondary users under dynamic traffic

patterns. Consider a set of primary nodes P co-locate with a set of secondary nodes S in the same

geographical region. Within the primary network, new sessions arrive following a Poisson process.

Each new session consists of a source and a destination node and employs shortest path (unicast)

routing (e.g., AODV [45], DSR [32]), as shown in Fig. 4.2. If the new primary session can be

supported (through time slot scheduling), its holding time will follow certain distribution. Upon

completing its holding time, the primary session will terminate and leave the network. Given that

the primary nodes do not have any IC responsibility, we assume each primary node is equipped

with a single antenna (just as in Fig. 4.1). For a new primary session, we assume it has a rate

requirement of 1 data stream, which can be supported on a single antenna. For scheduling, suppose

there are T time slots in a frame. The primary nodes can use this set of time slots freely as if they

are the only nodes in the network (without any consideration of the secondary nodes). To ensure
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mutual and self interference are avoided, we need to have a feasible scheduling solution for all

active primary sessions. If a new primary session is attempting to enter the network, it will try to

find a feasible scheduling solution based on unused time slots along its path (without altering the

current scheduling for the other active primary sessions). If such a feasible solution does not exist

for a new session, it means that the network cannot support this new primary session and it has to

be dropped (lost).

For the secondary network S , suppose its new session arrivals also follow a Poisson process.

Each new secondary session consists of a source and a destination node and employs shortest path

(unicast) routing. For IC, we assume each secondary node is equipped with multiple antennas (as

in Fig. 4.1). Suppose each new secondary session has a rate requirement, which corresponds to

a number of data streams in MIMO. To enter the network, the new session must ensure that in

each time slot along its path: (i) its interference to the primary receivers is canceled; and (ii) the

interference from the primary transmitters to the secondary receivers is canceled. The interference

in (i) and (ii) is known as inter-network interference. In addition, the new session must also take

care of potential mutual interference and self interference within its own secondary network (also

known as intra-network interference). Only if the new session can take care of both inter- and

intra-network interference successfully can it be admitted into the network. If the new secondary

session can be supported (underlay coexistence), its holding time will follow certain distribution.

Upon completing its hold time, the secondary session terminates and leaves the network. If the

new session cannot be supported for any reason, it has to be dropped (lost).

The above network setting and session behavior reflect the dynamic traffic patterns of primary

and secondary sessions in an operational environment. The goal of this chapter is to develop a fast

online algorithm for the secondary network to handle such traffic dynamics. In particular, we want

our online algorithm to meet the following objectives:

• When a new secondary session initiates, the algorithm must be able to make fast decision

on whether or not it can join the network. Such decision must be made through distributed

computation based on information stored locally at the nodes along the path of the new
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session. An “admit” decision for a new secondary session must successfully address inter-

and intra-network interference that is required for underlay coexistence.

• When a new primary session enters the network, existing secondary sessions must make

a quick assessment on its impact and formulate a plan to accommodate this new primary

session. This include allocation of addition DoFs (if available) for IC. In the extreme case,

one (or more) secondary sessions may need to exit the network as the primary session always

have pre-emptive priority in terms of spectrum access.

• At all time, our online algorithm must ensure that IC is feasible at the PHY layer for all

MIMO transmitters and receivers. By feasible at the PHY layer, we mean that there exist a

feasible set of precoding vectors at the secondary transmitters and a feasible set of decoding

vectors at the secondary receivers at the PHY layer so that all data (in both primary and

secondary networks) can be transported free of interference.

• For performance, we hope our online distributed algorithm can offer a competitive perfor-

mance when compared to an offline centralized algorithm. Although the latter is not practi-

cal for implementation in an online dynamic network environment, it offers a benchmark for

comparison and can be used to measure the quality of our online distributed algorithm.

4.4 An Online Algorithm

In this section, we present our design of an online distributed algorithm to handle dynamic ar-

rival/departure of the primary and secondary sessions in the underlay coexistence paradigm. The

crux of the algorithm is distributed resource allocation (DoFs on the secondary nodes for SM and

IC) and the use of local information to accomplish traffic management. With dynamic traffic ar-

rival/departure, the online algorithm must achieve underlay coexistence at all time, i.e., the primary

nodes do not feel the presence or activities of the secondary nodes. There are four types of events

that constitutes traffic dynamics: initiation of a new secondary session, termination of an existing

secondary session, initiation of a new primary session, termination of an existing primary session.
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Among these four types of events, the initiation of a new secondary or primary session needs most

considerations. When a new secondary session initiates in the network, the online algorithm should

make a link-by-link based decision on whether or not at each node along the path there are enough

DoFs (over T time slots) to support SM and intra/inter-network IC. When a new primary session

arrives, the secondary nodes must take immediate actions to ensure that they will not interfere

with the new primary session. Since our algorithm is online and distributed in nature, many race

conditions (possible concurrent events) must be addressed. Finally, we must ensure that the DoF

allocations at the secondary nodes for SM and IC are indeed feasible at the PHY layer at all time.

That is, we must guarantee that one can come up with feasible precoding/decoding vectors at each

secondary node to support the proposed DoF allocations.

In this section, we present a distributed algorithm to address the above problems. In Sec-

tion 4.4.1, we define the set of local information that needs to be maintained at each secondary

node. In Sections 4.4.2 to 4.4.5, we present the details of our algorithm to handle the four types of

traffic dynamics, with emphasis on new secondary and primary session arrivals. In Section 4.4.6,

we show how to solve different race conditions that may occur.

4.4.1 Data Structure at Secondary Node

Recall that the secondary nodes have full responsibility in canceling interference to/from the pri-

mary network to achieve underlay coexistence. This is a very challenging objective for an online

distributed algorithm, particularly when the primary network is not required to communicate di-

rectly with the secondary network in the underlay paradigm. To address these challenges, we make

the following assumptions and provide necessary justifications.

• (i) Network topology. We assume the primary network and the secondary network are each

fully connected on its own. That is, any primary node can reach another primary node via

single or mult-hop of primary relay nodes. The same also holds true for any secondary node.
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• (ii) Node location information. We assume that each secondary node has precise informa-

tion about its location. This can be made possible by the wide availability of GPS capabilities

in mobile devices.

• (iii) Eavesdropping. We assume the secondary nodes can listen to all communications

among the primary nodes. This is important for the secondary nodes to sense the activities

of the primary sessions and their transmission/reception behaviors in each time slot.

• (iv) Control channel. We assume there is a separate control channel available for the sec-

ondary nodes to exchange control information. Control information for the secondary net-

work may propagate one or more hops to reach other secondary nodes..

• (v) Primary session activity. For flow (session) level traffic management, we assume there is

an explicit link-by-link initiation (set-up) and termination (tear down) phase for each primary

session. This assumption will allow DoF allocation (configuration of precoding/decoding

vectors) on the secondary nodes to be performed on a feasible time scale.

Among the five assumptions, the eavesdropping assumption is the strongest. The goal of this

assumption is to have at least one secondary node to overhear the transmission of each primary

node. This assumption is necessary in the development of our online distributed algorithm. Based

on these assumptions, some important issues can be addressed. For example, the location of each

primary node can be derived, through many available methods in the literature (e.g., [41, 73]).

We now describe the set of local information that needs to be maintained at each secondary

node. Our online distributed algorithm will use this local information to make flow management

decisions. At each secondary node i, we maintain the following information:

• λSM
i (t) and λRM

i (t): λSM
i (t) is the number DoFs used for SM (either as a transmitter or a

receiver) at node i in time slot t. λRM
i (t) is the remaining available DoFs at node i.

• Xi(t) and Yi(t): These two sets are used to handle inter-network interference to/from the

primary nodes. Xi(t) is the set of node i’s neighboring primary transmitters that are active
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in time slot t, while Yi(t) is the set of i’s neighboring primary receivers that are active in

time slot t. Based on our assumption, the secondary nodes can overhear the primary nodes

activities, including all control messages. Together with the derived location information of

the primary nodes, the secondary nodes can deduce the set of primary nodes that fall in Xi(t)

and Yi(t).

• αj
i (t), β

j
i (t) and ηji (t): These variables are used to handle intra-network interference among

the secondary nodes. αj
i (t) is the number of DoFs being transmitted in time slot t by a

secondary transmitter j that is a neighboring node of i. βj
i (t) is the number of DoFs being

received in time slot t by a secondary receiver j that is a neighboring node of i. ηji (t) is a

binary indicator (0 or 1) to denote whether node i is responsible for IC to/from secondary

node j in time slot t. αj
i (t) and βj

i (t) are relatively easy to obtain under our five assumptions.

• Channel state information (CSI): The secondary nodes need to have CSI to perform IC

(to/from the primary nodes and within the secondary nodes). To estimate CSI between a

secondary nodes and its neighboring primary nodes, there are two scenarios. First, if the

signal from the primary node can be successfully decoded at the secondary node, then the

secondary node can estimate CIS by comparing the decoded signal and the actually received

one. On the other hand, if the signal from the primary node cannot be successfully decoded at

this secondary node, then based on Assumption (iii), there is another secondary node that is

in the neighborhood of the primary node can hear and decode the same signal and broadcast

this information to other secondary nodes. Again, by comparing the received (but unable to

decode) copy of the signal and the successfully decoded copy of the same signal, the sec-

ondary node can estimate the CSI. For either case, based on the reciprocity property of a

wireless channel [62], we can derive the CSI in the reverse direction as well. To control the

overhead of CSI, we can limit such estimate only during the period when the primary nodes

are active and perform such estimates periodically (instead of continuously). The estima-

tion of CSI within the secondary nodes are much easier as it is independent of the primary

nodes. Given that the secondary nodes can share control information, we could employ a

commonly known pilot signal sequence at a secondary transmitter for CSI estimation. The
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neighboring secondary receivers can compare the received copy of the pilot signal sequence

with its known version and derive the CSI.

4.4.2 Initiation of a New Secondary Session

We first consider how to handle a new secondary session attempting to enter the network. As

discussed, the routing path can be found by standard ad hoc routing protocol (e.g., AODV). Denote

f as this new session and its source and destination node as sf and df , respectively. Suppose that

the new session wants to send R data streams from sf to df . We assume the the number of antennas

at each node is A. For each node i along the path, it stores the previous node (i.prev) and next

node (i.next) information along the path.

To determine whether the new secondary session can be supported while achieving underlay

coexistence, we perform hop-by-hop examination/update on each link (more precisely, the two

nodes of each link) along the path. We denote the Tx and Rx as the transmit and receive nodes of

this link, respectively. We start with the first link. Given that there are T time slots in a frame, we

begin with the first time slot (t = 1).

• For inter-network IC, the Tx node of this link must use its available DoFs to cancel all

interference in YTx(t). Likewise, the Rx node of this link must use its available DoFs to

cancel all interference from XRx(t).

• For intra-network IC, the Tx node of this link must use its (remaining) available DoFs to

cancel its interference to all active secondary receivers in time slot t, which is βj
Tx(t) for

each neighboring receive node j. Likewise, the Rx node of this link must use its (remaining)

available DoFs to cancel the interference from all active neighboring transmit nodes in time

slot t, which is αk
Rx(t) for each neighboring transmit node k.

• After DoFs are allocated at this link (on Tx and Rx) for inter- and intra-network IC, we check

how many (remaining) DoFs are available at Tx and Rx. If both nodes have at least R DoFs

available, then all R data streams can be supported in this time slot; otherwise, we move on
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to the next time slot, until all R data stream can be supported (possibly over multiple time

slots, e.g., one data stream in time slot 1, one data stream in time slot 3, etc.) or we conclude

that the R data streams cannot be supported on this link over all time slots.

If the first link can accommodate R data stream for this new secondary session f over T time

slots, then the Tx and Rx nodes of this link send the proposed new scheduling information (i.e.,

λSM
Tx (t) and λSM

Rx (t)) and their transmission status (i.e., transmitter or receiver) to the transmit and

receive nodes of the second link. Both the transmit and receive nodes of this link can obtain the

new proposed scheduling information for Tx and Rx. Now we are done with the first link and

can move on to the second link. Then both the transmit and receive nodes of the second link first

update their maintained information α and β based on the message they received, and then follow

the same process as the first link. If the second link can accommodate R data stream for this new

secondary session f over T time slots, then the Tx and Rx nodes of this second link send their

proposed new scheduling information (i.e., λSM
Tx (t) and λSM

Rx (t)) and their transmission status to-

gether with the first link’s information on each time slot to the transmit and receive nodes of the

next link. Note that there is no need to propagate this new scheduling information to upstream

nodes as the scheduling decisions there have already been completed. The link-by-link schedul-

ing process continues until either it is successful for all links or unsuccessful at some link. In the

event of end-to-end successful scheduling, the destination secondary node will broadcast schedul-

ing and resource allocation information on behalf of all nodes on the route to other nodes in the

secondary network (in the dedicated control channel). The neighboring secondary nodes will up-

date α and β in their local information upon receiving the broadcast information. After broadcast,

the destination node will return a positive ACK message toward its source indicating that underlay

coexistence is achievable along the entire path. Upon receiving this positive ACK in the reverse

direction, each node along the path will configure its precoding and decoding vectors at the PHY

layer based on the proposed DoF allocation for SM and IC. When the source node receives this

positive ACK, it can start transmitting R data streams. On the other hand, if any link fails to sup-

port R data streams over its T time slots, then the Tx node of that link will generate a negative

ACK message and send it in the reverse direction toward the source. Each upstream node along
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the reversed route will discard the proposed DoF allocation and erase any proposed updates. Each

node along the reverse path will simple continue its current operation without making any updates

on the control plane. Upon receiving the negative ACK at the source, the source node will drop the

new incoming secondary session (lost).

Overhead Analysis and Computation Complexity For overhead, we count the total number of

control messages involved in the process. Recall that all control messages in the secondary network

are supported on a separate control channel without any interference to the primary network. When

a link on the path can support the R data streams over T time slots, the transmit and receive nodes

of this link will each generate a message and pass on to the next link. This requires 2 messages.

Since the number of links along the rout is no more than (S − 1), the number of such control

message is no more than 2(S − 1). When the admission test is successful at the last link, the

destination node will broadcast a message containing each node’s scheduling information to all

nodes in the secondary network. The number of messages involved in this broadcast is no more

than S. The destination node also sends a positive ACK on the reverse path toward the source

node, which requires relaying this message by at most S − 1 times. So the total control messages

is O(2(S − 1)) +O(S) +O(S − 1) = O(S).

For each node along the path in a time slot, its total number of DoFs is A. So the number of

allocations of DoFs for IC and SM is no more than A times. Since there is a total of T time slots in

a frame, the complexity at each node is O(TA). Since the number of nodes on the path is no more

than S, the total computational complexity is O(TAS).

4.4.3 Termination of a Secondary Session

When a secondary session f decides to terminate, it can cease to transmit data stream immediately

on the data plane. On the control plane, an explicit link-by-link tear-down process is needed to

release DoFs used for IC and SM. We start from the first link. Both the transmit node Tx and

receive node Rx of this link will send their updated transmission information for this session (i.e.,

how the R data streams are removed over T time slots) to the transmit and receive nodes of the next
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link along the path. This is done in the control channel. This information will eventually propagate

link-by-link toward the destination. The Tx and Rx nodes of the first link will check T time slots

and release the DoF allocation for SM and IC on this link, and update their scheduling and resource

allocation information in corresponding time slots. For example, the source node will release its

DoF allocation for SM and IC in each time slot t that is used to support the R data streams, update

its λSM
Tx (t) and λRM

Rx (t), and set binary variable ηjTx = 0 for IC to each neighboring receive node

j. The receive node Rx will release its DoF allocation for SM and IC in the time slot t, update

its scheduling λSM
Rx (t) and λRM

Rx (t), and set binary variable ηkRx = 0 for IC for each neighboring

transmit node k. Note that the release of DoFs at a transmit or receive node corresponds to freeing

up the variables in the precoding or decoding vectors for SM and IC at the node. Given the variables

are freed up here, it is always feasible at the PHY layer. Once these updates are completed for the

first link, we move on to the second link. The transmit and receive node of the second link will

send their updated transmission status in each time slot, along with the information received from

the first link, to the next link (third link). Both the transmit node Tx and receive node Rx of the

second link will send their transmission information for this session (i.e., how the R data streams

are supported over T time slots) to the transmit and receive nodes of the next link along the path.

The Tx and Rx nodes of the second link will then release the DoFs allocated for SM and IC

for the session on this link, and update their scheduling and resource allocation information in

corresponding time slots. Once we are done with the second link, we move on to the third link and

so forth. This process continues until reaching the destination node. The destination node has the

aggregated transmission information for this session from all nodes on this route. It broadcasts this

information to other all in the secondary network (in the dedicated control channel), announcing

the termination of this session. Note that the termination operation is done one way from source to

destination (in contrast to a round trip in session initiation). The neighboring nodes that previously

used DoFs to cancel interference to/from the terminated session will update α, β, and η in their

local information upon receiving the broadcasted message, and release the DoFs for IC to those

nodes on the terminated session.

Overhead Analysis and Computational Complexity When a link is torn down, the transmit and
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receive nodes of this link will each generate a message and pass on to the next link. This requires

2 messages. Since the number of links along the rout is no more than (S − 1), the number of

such control message is no more than 2(S − 1). In the end, the destination node will broadcast a

message containing each node’s transmission information to all nodes in the secondary network.

The number of messages involved in this broadcast is no more than S. So the total control messages

is O(2(S − 1)) +O(S) = O(S).

For the termination of a secondary session, all secondary nodes along the path and those sec-

ondary nodes that have IC relationship with this session will need to update DoF scheduling in-

formation on relevant time slots. Since there are T time slots and at most S secondary nodes, the

complexity is O(TS).

4.4.4 Initiation of a New Primary Session

We now consider how to handle the network scenario where a primary session initiates in the

network. The primary node can use whatever routing protocol it prefers to find a route. In underlay

coexistence paradigm, the primary nodes do not notice the activities of the secondary nodes. They

only need to be concerned with other active primary nodes in the network. The primary nodes can

use whatever scheduling algorithm to decide whether the new session can be admitted. Since we

do not mandate a specific scheduling algorithm for the primary nodes, the discussion of scheduling

algorithm for the primary nodes is beyond the scope of this chapter. We are only interested in how

the secondary nodes respond when a new primary session initiates so as not to interfere with any

of the primary nodes (underlay).

The main technical challenge here is that, in a time slot, how a secondary transmit node can

cease its transmission when a primary node starts to transmit in the same time slot? This is a

fundamental problem in spectrum sharing. In the context of underlay coexistence, we propose

the following solution. We divide each time slot for a secondary node into two parts: a small

interval (on the order of several bits) for spectrum sensing and the remaining part for actual trans-

mission [25]. During the spectrum sensing interval, if the secondary transmitter find that there
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is change in neighboring primary transmitter’s scheduling behavior (e.g., becoming active in this

time slot), then the secondary node cease to transmit in the remaining interval in this time slot.

Based on our eavesdropping assumption, the secondary node can listen and decode the control

information (in the packet header) of the primary transmitter. It will broadcast the activation of

this new primary session to all other secondary nodes in the network (in the dedicated control

channel for the secondary network). Given that the primary session has multiple nodes along its

path, all neighboring secondary nodes will need to broadcast the change of scheduling behavior of

the primary nodes along the path. This may incur considerable overhead in the number of control

messages. So some aggregation of control messages at the secondary nodes is necessary. We will

discuss the the complexity of this operation shortly.

Upon hearing the activation of a new primary session, all secondary nodes that have interfer-

ence with the primary session will immediately freeze their transmissions. They will also notify

the source nodes of these involved secondary sessions (on control channel), who will immediately

suspend transmission for these sessions. Upon hearing that the primary session is successfully

admitted into the primary network, the neighboring secondary nodes will update their local in-

formation for X and Y , based on the new scheduling behavior at the primary nodes. If the new

primary session cannot be admitted into the primary network, then there is an explicit negative

ACK message returning to the source node. Upon hearing this negative ACK message, the sec-

ondary nodes that have frozen their transmissions will generate a RESUME message back toward

their source nodes so that those suspended secondary sessions can resume their transmissions.

After the new primary session is admitted into the network, those secondary sessions that are

impacted by the new primary session will need to go through a re-admission process. The re-

admission process for each session is the same as that in Section 4.4.2, except that we need to

address the race condition of multiple such secondary sessions. In Section 4.4.6, we employ token

passing to solve the race condition so that competing secondary sessions are handled one at a time.

Such sequential handling of re-admission processes of concurrent secondary sessions is critical to

achieve IC feasibility at the PHY layer. After going through a re-admission process, the impacted

secondary session can either be admitted to re-enter the network or be terminated (due to lack of



99

resources on the path).

Overhead Analysis and Computation Complexity When a new primary session is admitted,

the neighboring secondary nodes will broadcast the new scheduling information of the primary

nodes to all other secondary nodes in the network. The total number of messages involved in these

broadcasts is no more than O(S2). Note that this is the worst case overhead. In practice, we can

aggregate multiple incoming control messages and self-generated control message at a secondary

node into a single broadcast. The lower bound is Ω(S).

For those secondary sessions that are impacted by the new primary session, the overhead for

each of them to go through a new admission process is the same as that in Section 4.4.2, which is

O(S). Since there F sessions, the overhead is O(FS).

After a new primary session is admitted, a neighboring secondary node will update X and Y

on each time slot, based on the new scheduling information from the primary nodes. Since there is

a total of total S nodes, the complexity is O(TS).

For each secondary session that is impacted by the new primary session, the complexity is the

same as that for the initiation of a new secondary session, which is O(TAS). Since there are at

most F sessions to be impacted, the complexity for re-admission process is O(FTAS).

4.4.5 Termination of a Primary Session

Based on assumption (v), the termination of a primary session employs an explicit link-by-link

tear-down process. Upon hearing this control message along the path of a primary session, the

neighboring secondary nodes will broadcast the change of scheduling behavior of the primary

nodes along the path.

Note that the termination of a primary session will not affect the current transmission behavior

of active secondary sessions. Each secondary node can still use its current scheduling for its own

transmission (SM). But the IC responsibilities on the neighboring secondary nodes will change.

Upon receiving the broadcast messages, a secondary node will release the DoF allocation (free-
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ing up the variables in the precoding/decoding vectors) for IC to/from the primary nodes on the

terminated primary session, and update their locally maintained information X and Y .

Overhead Analysis and Computation Complexity Upon hearing the termination of a primary

session, each neighboring secondary node broadcasts the change of the primary nodes’ scheduling

behaviors. The total number of messages involved in these broadcasts is between Ω(S) and O(S2).

Each neighboring secondary node along the path of the terminated primary session needs to

update their local information X and Y . This update needs to be done on each time slot. So the

worst case complexity is is O(TS).

4.4.6 Coping the Race Problem

A major challenge in our design of online distributed algorithm is to address race condition. For

example, the processing of a new secondary session arrival may take one round trip time to travel

across network diameter. During this time, another new secondary session arrival may also occur.

Since the IC responsibilities on the nodes in the latter session may depend on the first session, a

blind processing of the latter session concurrently with the first one may result in infeasible DoF

allocation at the PHY layer.

There are two approaches to address such race condition, both employs token passing. The first

approach is similar to token ring, where a token is passed cyclically among the secondary nodes. A

new secondary session is allowed to start its link-by-link DoF test only when the token is passed to

the source node of the session. Once the source node holds the token, the corresponding session is

the only new session that is under link-by-link DoF examination. Upon its completion, the source

node will pass the token to the next node in the cycle and so forth. The advantage of this approach

is that it is fully distributed. A lost token may be recovered through timeout. But the disadvantage

is that the cycle time (for a token to travel around all secondary nodes) may be long O(S).

To speed up token passing time, the second approach employs a dedicated secondary node to

serve as a token controller. This can be done through the distributed leader election algorithm [39],
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which has a message overhead of O(S log(S)) and only needs to be done once. Each secondary

node will need to maintain a route from itself toward the token controller. When a new secondary

session arrives, its source node will send a token request to the token controller node, requesting for

a token. The token controller will grant a token only if it currently holds the token (not being taken

by another secondary source node). Otherwise, the new token request will be queued until the token

returns to the token controller. This token passing approach will effectively handle secondary-

secondary race condition. Although this approach relies on a dedicated secondary node (as token

controller), it offers faster passing among the secondary nodes. To cope single point failure, another

secondary node may be used as a back up token controller (similar to DNS infrastructure). We

adopt this approach to resolve secondary-secondary race condition.

Note that there is no race condition when a secondary session leaves the network (termination).

When a secondary session decides to terminate, it can cease data transmission immediately. As

discussed in Section 4.4.3, the session tear-down process is done on a link-by-link basis by releas-

ing DoF allocation for SM and IC. This process continues until reaching the destination node. To

minimize control overhead, only the destination node broadcasts the tear-down of the path (and all

nodes involved) to other nodes in the secondary network. Upon receiving this tear-down broadcast,

those relevant nodes can release their DoF allocation for IC to these nodes on the session route.

Since reconfiguring precoding/decoding vectors at a secondary node to release DoFs is guaranteed

to be feasible, any concurrent operation involving a secondary session’s departure is not considered

a race condition.

When a new primary session initiates, a race condition may occur when a new secondary

session also arrives. This is easy to handle as we assume the secondary nodes can eavesdrop the

control channel (in band or out band) of the primary network. So upon identifying a new primary

session’s initiation, any new secondary session initiation activity will freeze until the new primary

session is processed.



102

4.5 Physical Layer Feasibility

In Sections 4.4.2 to 4.4.5, we have taken every step to ensure underlay coexistence for the sec-

ondary sessions under various traffic dynamics. In this section, we show that the PHY layer fea-

sibility is maintained at each secondary node at all time. By PHY layer feasibility, we mean that

there exist feasible precoding/decoding vectors at each secondary node to implement the desired

DoF allocation for SM and IC.

A secondary session initiates When a new secondary session is admitted into the network, we

perform the link-by-link operation to allocate DoF for SM and IC. To achieve underlay coexistence,

the nodes on the new secondary session must perform inter-network and intra-network IC. Note

that the IC responsibilities on the existing secondary sessions do not change. For nodes along the

path of the new secondary session, we start with the first link (containing source node) and work

our way toward the last link (containing the destination node). For each node, its DoF allocation

for IC follows a sequential order from the source node to the current node. That is, IC to/from those

nodes that are after this node along the path of the new secondary session is not the responsibility

of this node. Such interference will be taken care of when we consider those nodes later. This

sequential accounting of IC responsibility is the basis of our construction of precoding/decoding

vectors at each node along the path (from source node toward destination node).

Theorem 2. After a new secondary session is successfully admitted into the network, there exists

a set of feasible precoding/decoding vectors at each secondary node along the path based on the

DoF allocation for SM and IC in the admission process.

Proof. Our construction of precoding/decoding vectors at each node starts from the source. For the

first link, denote Tx as the source node and Rx as the receive node. Based on the DoF allocation for

SM and IC in time slot t in the admission process, we now show that we can construct a feasible

set of precoding vectors at Tx in the same time slot. At node Tx, the local information YTx(t)

contains the neighboring primary receivers in time slot t, while βj
Tx is the number of data streams

being received at neighboring secondary receivers j. The secondary node Tx needs to construct the
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precoding vectors to cancel all interference to these receivers. Denote the set of these neighboring

secondary receivers as B. Suppose that Tx transmits z(Tx,Rx) data streams to Rx in time slot t.

Denote ua
Tx as an A × 1 transmit vector at Tx for each data stream a (1 ≤ a ≤ z(Tx,Rx)), and va

Rx

as an A× 1 receive vector at Rx to receive data stream a.

Denote H(Tx,j) as the A × A channel matrix between nodes Tx and j (j ∈ B), and denote

H(Tx,k) as the A× 1 matrix between Tx and the primary receive node k (k ∈ YTx(t)). We assume

all channels H(Tx,j) and H(Tx,k) are full ranks. To transmit z(Tx,Rx) data streams from node Tx

to Rx while achieving underlay coexistence, transmit node Tx must cancel its interference to

neighboring primary receivers in YTx(t) and neighboring secondary receivers in B. Then, we

should have the following constraints:

(ua
Tx)

TH(Tx,Rx)v
a
Rx = 1 , (1 ≤ a ≤ z(Tx,Rx)), (4.5.1)

(ua
Tx)

TH(Tx,Rx)v
b
Rx = 0 , (1 ≤ a ≤ z(Tx,Rx), 1 ≤ b ≤ z(Tx,Rx), a ̸= b), (4.5.2)

(ua
Tx)

TH(Tx,k)vk = 0 , (1 ≤ a ≤ z(Tx,Rx), k ∈ YTx(t)), (4.5.3)

(ua
tx)

TH(Tx,j)v
q
j = 0 , (1 ≤ a ≤ z(Tx,Rx), j ∈ B, 1 ≤ q ≤ z(i,j)), (4.5.4)

where i is the transmit node which transports z(i,j) data streams to secondary receive node j. Since

each primary receiver has only a single antenna and can only receive one data stream, vk is a

constant for each k ∈ YTx(t).

The number of constraints in (4.5.1) and (4.5.2) is (z(Tx,Rx))
2. The number of constraints in

(4.5.3) is z(Tx,Rx) ·
∑

k∈YTx(t)
1. The number of constraints in (4.5.4) is z(Tx,Rx) ·

∑
j∈B z(i,j). So

the total number of constraints is (z(Tx,Rx))
2 + z(Tx,Rx) ·

∑
k∈YTx(t)

1 + z(Tx,Rx) ·
∑

j∈B z(i,j) =

z(Tx,Rx) · (z(Tx,Rx) +
∑

k∈YTx(t)
1 +

∑
j∈B z(i,j)). In our DoF allocation at Tx, the total number

of DoFs allocated for SM and IC cannot exceed A, i.e., (z(Tx,Rx) +
∑

k∈YTx(t)
1 +

∑
j∈B z(i,j)) ≤

A, where z(Tx,Rx) is the number of DoFs for SM,
∑

k∈YTx(t)
1 is the number of DoFs for IC to

primary receivers, and
∑

j∈B z(i,j) is the number of DoFs for IC to neighboring secondary receivers.

Therefore, the total number of constraints is no more than z(Tx,Rx) · A.

In the above constraints, vk (k ∈ YTx(t)) are constants, and vq
j (j ∈ B) belong to the existing
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secondary nodes (not on the path of the new secondary session), which are already configured. For

precoding vector ua
Tx for data stream a (1 ≤ a ≤ z(Tx,Rx)), it is an A × 1 vector. So the total

number of variables for z(Tx,Rx) vectors at transmit node Tx is z(Tx,Rx) ·A, which is no less than the

number of constraints. On the other hand, since the channels are of full rank and independent of

each other, it can be shown that the constraints in (4.5.1), (4.5.2), (4.5.3), and (4.5.4) are linearly

independent with each other [59]. So for any given vb
Rx for 1 ≤ b ≤ z(Tx,Rx), we are guaranteed to

construct feasible precoding vectors ua
Tx (1 ≤ a ≤ z(Tx,Rx)) at Tx.

After we construct feasible precoding vectors at Tx. We can construct the decoding vectors

vb
Rx for 1 ≤ b ≤ z(Tx,Rx) in time slot t based on ua

Tx following the same argument. Therefore, for

the proposed DoF allocation for SM and IC in a time slot for the new secondary session, we can

show that there exist precoding vectors at Tx and decoding vectors at Rx. After Tx and Rx are

configured, we move on to the next link and use the same approach to construct precoding vectors

at the transmit node and the decoding vetors at the receive node for the next link and so forth. In

essence, since the number of DoFs that can be allocated for SM and IC is no more the number of

antennas (i.e., A) at each node in the admission process, the number of constraints is no more than

the number of variables. Therefore, we can always construct feasible precoding/decoding vectors

at each secondary node along the path. This completes the proof.

A primary session initiates After a new primary session successfully joins the network, the im-

pacted sessions should first cease their transmission and then go through a new admission process

again. This operation is the same as the initiation of a new secondary session. The feasibility proof

at the PHY layer is the same as that for Theorem 2.

Termination of a primary or a secondary session. In either case, the secondary nodes involved

in IC only need to release DoFs (i.e., freeing the variables in precoding/decoding vectors), this

operation is always feasible at the PHY layer.
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4.6 Performance Evaluation

In this section, we evaluate the performance of our online distributed algorithm to handle traffic

dynamics. We organize our evaluation into three parts. In the first part, we study the performance of

our online distributed algorithm in terms of lost secondary sessions. As a benchmark, we compare

the performance of our algorithm to that of an offline algorithm. In the second part, we examine

whether underlay coexistence holds at all time in the network.

4.6.1 Parameter Settings

We consider a 50-node primary network and a 50-node secondary network randomly deployed

in an 100 × 100 area. The location of the primary and secondary nodes are shown in Fig. 4.3.

Each primary node is equipped with a single antenna while each secondary node is equipped with

four antennas. Both the primary and secondary networks share the same spectrum bandwidth. For

generality, we normalize all units for distance and bandwidth with appropriate dimensions. We

assume the transmission range and interference range for both the primary and secondary nodes

are 30 and 50, respectively. For scheduling, a time frame is divided into four time slots (i.e.,

T = 4).

We assume the primary and secondary session arrivals each follow a Poisson process. The

arrival rate for the primary and secondary sessions will be specified in the respective performance

studies. The holding time for each primary or secondary session follows an exponential distribution

with a mean of 1 minute. For each primary session, it can only request 1 data stream. But for each

secondary session, it can request R data streams. We set R = 2 in our study.

4.6.2 Lost Secondary Sessions

A key performance measure of our proposed online distributed algorithm is its ability to accom-

modate as many new secondary sessions into the network as possible while meeting underlay
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Figure 4.3: The locations of the primary and secondary nodes.

coexistence requirements. A secondary session may be lost under two circumstances: (i) it may be

rejected by our algorithm when it initially arrives to the network; (ii) it may be suspended due to

the arrival of a new primary session and subsequently cannot be re-admitted into the network. In

both case, we consider that secondary session is lost.

To measure the performance of our distributed algorithm, we compare it to that of an offline

algorithm. For fairness, an offline algorithm will employ the same shortest path routing as our

online algorithm. The difference is that an offline algorithm will perform a global optimization

(among all secondary sessions) to find a feasible DoF allocation. Under this new feasible DoF

allocation, a secondary node with its current precoding/decoding vectors may need reconfigure

these vectors, which is hardly practical in real time. In contrast, for an online algorithm, it will not

alter the DoF allocation on those secondary nodes that are already active. It will only allocate DoFs

(and configure precoding/decoding vectors) on the nodes that are traversed by the new secondary

session.
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Figure 4.4: Cumulative secondary arrivals, admitted secondary arrivals by offline algorithm, and

admitted secondary arrivals by our online algorithm. Both primary and secondary session arrival

rates are 1 per minute.

In Chapter 2, a global (centralized) optimization problem formulation is given that an offline

algorithm shall solve. It is in the form of mixed integer linear program (MILP), which is NP-hard

in general [57]. We use a commercial CPLEX solver for the MILP problem and set the termination

time to 1 hour. There are several possibilities: (i) before or by the termination time, CPLEX

finds a new feasible DoF allocation for all secondary sessions; (ii) before or by the termination

time, CPLEX finds that there does not exist a feasible DoF allocation to accommodate the new

session; (iii) by the termination time, CPLEX still cannot find a feasible DoF allocation (due to the

complexity of the global optimization problem). Under case (i), the new session is admitted into

the network under the offline algorithm, while under cases (ii) and (iii), we consider the offline

algorithm cannot accommodate the new secondary session (i.e., lost).

Fig. 4.4 shows the cumulative total arrivals of secondary sessions, admitted arrivals of sec-

ondary sessions by the offline algorithm, and admitted arrivals of secondary sessions by our online
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algorithm. Both the primary and secondary sessions’ arrival rates are 1 per minute. Note that

the curves for cumulative total arrivals of secondary sessions and admitted arrivals of secondary

sessions by the offline algorithm coincide completely, indicating that all new secondary sessions

are admitted without any loss. This clearly represents operation in low traffic load region. In this

region, we find that the online algorithm performs very well. Over a period of 2 hours, there is a

total of 119 new secondary session arrivals, all of them can be admitted by the offline algorithm,

while our online algorithm can admit 114 (96%).

To show the session dynamics in Fig. 4.4, Fig. 4.5 (a), (b) and (c) show the number of active

primary sessions in the network, the number of secondary sessions that can be admitted into the

network by the offline algorithm, and the number of secondary sessions that are admitted into the

network by our online algorithm, all over a 2-hour period, respectively. We find that the number of

primary sessions vary from 0 to 3 while the number of secondary sessions vary from 0 to 4.

We now increase traffic load on the network by increasing the arrival rate of new secondary

sessions. The arrival rate for the primary sessions and session hold time are the same as before.

Figures 4.6 and 4.7 show the cumulative secondary arrivals, admitted secondary arrivals by offline

algorithm, and admitted secondary arrivals by our online algorithm over a 2-hour period when

the secondary session arrival rates are 5 and 10, respectively. Clearly, we find that there is a gap

between the curves of cumulative secondary arrivals and admitted secondary arrivals by offline

algorithm, indicating that the new secondary arrivals are lost even under the offline algorithm.

This gap widens as the arrival rate of new secondary sessions increases from 5 to 10 per minute.

We now compare the performance of our online algorithm with that of the offline algorithm. When

the secondary session arrival rate is 5 per minute (moderately heavy load), there are 385 new

sessions admitted by our algorithm while 444 admitted by the offline algorithm. The ratio between

the two is 87%. When the secondary session arrival rate is 10 per minute (heavy load), there are

468 new sessions admitted by our algorithm while 569 admitted by the offline algorithm. The ratio

between the two is 82%. Fig. 4.8 shows the ratios between admitted secondary sessions by our

online algorithm and that by the offline algorithm under a wide range of traffic load. We find the

minimum ratio is 82%, which indicates that our online algorithm is competitive.
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(b) The number of secondary sessions that can be

admitted into the network by the offline algorithm.
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mitted into the network by our online algorithm.

Figure 4.5: The number of active primary sessions in the network, the number of secondary ses-

sions that can be admitted into the network by the offline algorithm, and the number of secondary

sessions that are admitted into the network by our online algorithm, all over a 2-hour period.
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We now compare the computational time by our online algorithm and that by the offline algo-

rithm. The computation time by our online algorithm includes local computation time at secondary

nodes (negligible) and communication time among the secondary nodes. The latter is on the same

order of round trip time between any two secondary nodes (source and destination) in the network,

which is again very small. On the other hand, the computational time by the offline algorithm is

the time used by CPLEX solver, with a cutoff termination time of 1 hour. Fig. 4.9 shows the CDFs

of computational time by the offline algorithm when the secondary sessions arrival rates are 1, 5,

and 10 respectively, which correspond to our studies in Figs. 4.4, 4.6 and 4.7. Note that even under

very light traffic load (with secondary session arrival rate being 1 per minute), more than 20% of

new sessions still require at least 5 minutes for the CPLEX solver to find a feasible solution. This

is not acceptance for the arrival rate, which is 1 per minute. When the secondary session arrival

rate increases, the situation deteriorates. For example, when the secondary session arrival rate is 5

per minute (moderately heavy load), more than 50% of new sessions require at least 5 minutes for

the CPLEX solver to find a feasible solution while more than 15% of sessions exceed the cutoff

termination time (1 hour). The situation for the case when the secondary session arrival rate is 10

per minute (heavy load) is even worse. The results in Fig. 4.9 shows that even under light load, an

offline algorithm is not practical.

4.6.3 Validation of Transparent Coexistence

In this section, we examine whether the underlay coexistence of secondary sessions are always

maintained by our online distributed algorithm. That is, we want to show that inter-network in-

terference (interference to/from the primary network) and intra-network interference (interference

within the secondary network) are all cancelled properly.

For validation, we randomly pick some time instances and examine how interference is can-

celed. Let’s consider time at 17.3 minute in Fig. 4.4 and Figs. 4.5 (a), (b), and (c), when there is

a new secondary session arrival (S42 → S10). Fig. 4.10(a) and (b) shows routing and scheduling

of primary and secondary sessions before and after the new secondary session arrival. We will
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validate whether underlay coexistence holds in each case.

Table 4.1: DoF allocation for SM and IC for the secondary sessions in each time slot before the

new session arrives.

Time Slot 1

Node i TX/RX
DoF DoF for IC to/from DoF for IC within

for SM primary nodes secondary network

S13 TX 2 1 to P5 NO

S1 RX 2 1 from P49 NO

Time Slot 2

S1 TX 2 1 to P34 NO

S23 RX 2 1 from P2, 1 from P5 NO

Before the new secondary session arrives (see Fig. 4.10(a)), there are two primary sessions

(P7 → P45 and P49 → P34) and one secondary session (i.e., S13 → S23) in the network. The

scheduling (in time slot) for each link is marked in a box next to the link. For example, in time

slot 1, primary link P49 → P5 and secondary link S13 → S1 are active. To illustrate how each

interference is canceled, Table 4.1 shows the first two time slots (there is no inter-network interfer-

ence in time slots 3 and 4 and its discussion is omitted). As shown in Fig. 4.11(a) and Table 4.1,

in the first time slot, secondary node S13 interferes P5 with 1 DoF. So node S13 allocates 1 DoF

to cancel this interference. Also, primary node P49 interferes S1 with 1 DoF. So node S1 allocates

1 DoF to cancel this interference. Both primary link P49 → P5 and secondary link S13 → S1 are

active in time slot 1. Since all inter-network interference is canceled by the secondary nodes, un-

derlay coexistence for the secondary nodes holds in time slot 1. In the second time slot, secondary

node S1 interferes P34 with 1 DoF. So node S1 allocates 1 DoF to cancel this interference. Also

primary nodes P2 and P5 interfere with secondary node S23, each with 1 DoF. So S23 allocated 2

DoF to cancel each of these two interferences. Both primary links P5 → P34 and P2 → P45, and

secondary link S1 → S23 are active in time slot 2. Since all inter-network interference is canceled

by the secondary nodes, underlay coexistence for the secondary nodes holds in time slot 2.

After our online distributed algorithm admits the new secondary session into the network, the
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Figure 4.10: The scheduling and routing before and after the new secondary session S42 → S10

arrives.
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Figure 4.11: Interference relationship in the first two time slots before new secondary session

S42 → S10 arrives.
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Figure 4.12: Interference relationship in each time slot after new secondary session S42 → S10

arrives.
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Table 4.2: DoF allocation for SM and IC for the secondary sessions in each time slot after the new

session arrives.

Time Slot 1

Node i TX/RX
DoF DoF for IC to/from DoF for IC within

for SM primary nodes secondary network

S13 TX 2 1 to P5 NO

S1 RX 2 1 from P49 NO

S42 TX 1 1 to P5 2 to S1

S4 RX 1 0 2 from S13

Time Slot 2

S1 TX 2 1 to P34 NO

S23 RX 2 1 from P2, 1 from P5 NO

S7 TX 1 1 to P45 2 to S23

S10 RX 1 1 from P2 No

Time Slot 3

S42 TX 1 1 to P4 NO

S4 RX 1 1 from P7 NO

S7 TX 1 1 to P4 1 to S4

Time Slot 4

S4 TX 1 1 to P2 NO

S7 RX 2 1 from P4 NO

scheduling and routing for the primary and secondary sessions are shown in Fig. 4.10(b). Table 4.2

shows the details of DoF allocation for SM and IC at each secondary node, where the shaded

rows correspond to those secondary nodes that are active before the arrival of this new secondary

session. Comparing to Table 4.1, the DoF allocation for the shaded rows are not changed by our

online algorithm. The interference relationships in each time slot is shown in Figs. 4.12(a), (b), (c)

and (d). By cross-referencing the detailed information in Table 4.2, it is easy to verify, as we did

for Fig. 4.11 and Table 4.1, that all inter-network and intra-network interferences are canceled by

the secondary nodes. Therefore, the underlay coexistence holds in all time slots.

Following the same validation methodology, we have verified that underlay coexistence indeed
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holds at all time instances (that we randomly pick for examination) for all possible arrival/departure

events. Therefore, we conclude the our online algorithm can guarantee underlay coexistence.

4.7 Chapter Summary

The underlay paradigm allows extremely efficient utilization of spectrum by allowing simultane-

ous activation of the secondary nodes with the primary nodes. Such simultaneous activity is made

possible through aggressive IC by the secondary nodes without any noticeable burden on the pri-

mary nodes. An effective online traffic management and IC algorithm is crucial for the secondary

nodes to achieve underlay coexistence. In this chapter, we propose an online distributed algorithm

to handle traffic dynamics for multi-hop primary and secondary networks. For IC, we employ

MIMO at each secondary nodes and relied on the DoF allocation at each secondary node for IC.

Through distributed computation and DoF resource allocation, we show that all inter-network and

intra-network interference can be effectively canceled by the secondary nodes so that so that data

transport is free of interference in both the primary and secondary networks. More important, we

prove that such inter-network and intra-network IC through our DoF allocation is indeed feasible

at the PHY layer at all time under traffic dynamics. By conducting performance evaluation un-

der various traffic loads, we find that our online algorithm offers competitive performance when

compared to an offline centralized algorithm.



Chapter 5

Policy-based Network Cooperation:

Mathematical Modeling and Optimization

5.1 Introduction

The last decade has witnessed rapid advance in the research and development of spectrum-sharing

technologies. Recent report by the President’s Council of Advisors on Science and Technology

(PCAST) [46] called for the sharing of 1 GHz of federal government radio spectrum with non-

government entities in order to spur economic growth. This report further accelerated the pace

of commercialization of innovative spectrum-sharing technologies. In [22], Goldsmith et al. out-

lined three spectrum-sharing paradigms for cognitive radios (CR), namely underlay, overlay, and

interweave. These three paradigms were defined from an information theoretic perspective, solely

based on how much side information (e.g., channel conditions, codebooks) is available to the CRs.

In the networking community, these three paradigms have been mapped into specific scenarios

of how primary and secondary networks interact with each other for data forwarding. Specifi-

cally, the interweave paradigm refers to the simple idea that secondary users are allowed to use

a spectrum band allocated to the primary users only when the primary users are not using the

band [3, 4, 14, 21, 26, 72, 89]. This paradigm is analogous to the classic interference avoidance

119
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in medium access, or in CR terminology, dynamic spectrum access (DSA). This is the prevailing

scenario on which most of research efforts have been devoted by the CR community in recent

years.

The underlay paradigm refers to that secondary users’ activities or interference on primary

users is negligible (or below a given threshold). In contrast to the interweave paradigm, secondary

users may be active concurrently with the primary users in the same vicinity and in the same

frequency. Potential interference from the secondary users may be properly canceled (by the sec-

ondary users) via various interference cancelation (IC) techniques so that residual interference are

negligible to the primary users [23, 33, 76, 85, 86].

Finally, the overlay paradigm requires that the secondary users have the primary users’ code-

book and messages so that the secondary users can help maintain or improve the communication

of the primary users while still achieving some communication on their own. This is accomplished

through sophisticated signal processing and coding (e.g., dirty paper coding (DPC) [15, 71] and

power allocation [37]). From a networking perspective, the overlay paradigm can be interpreted as

having secondary users help forward traffic of the primary users on top of its own communications.

Under the interweave and underlay paradigms, the primary and secondary networks are in-

dependent (in terms of data forwarding in each network). On the other hand, under the overlay

paradigm, there is some level of cooperation by the secondary network. Inspired by this primitive

cooperation idea in the overlay paradigm, there have been some recent efforts [28,31,42,43,56,61,

83] on how to exploit possible cooperation from secondary users for the benefit of data forwarding.

We will review these efforts in detail in Section 5.2. To summarize, the focus of these efforts has

been limited to having secondary nodes help relay primary nodes’ traffic. This, as we envision in

this chapter, is only a tip of the iceberg.

In this chapter, we develop a paradigm with a much broader vision beyond the state of the

art. We explore network cooperation as a new dimension for spectrum sharing between primary

and secondary nodes. Such network cooperation can be defined as a set of policies under which

different degrees of cooperation are to be achieved. Corresponding to each cooperation policy, a
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traffic-forwarding behavior for primary and secondary users can be defined. One such primitive

policy, as that in [28, 31, 42, 43, 56, 61, 83], is to have secondary network help relay primary users’

traffic. Another policy (UPS [79]), which we will use as a main policy example in this chapter,

is to allow complete node-level cooperation between the primary and secondary networks for data

forwarding. These two examples are among many possible policies that one can define to achieve

network sharing between primary and secondary networks.

To concretize our discussion on policy-based network sharing, we consider the UPS policy

in detail, where UPS is the abbreviation of United cooperation of Primary and Secondary net-

works [79]. UPS represents a policy that allows a complete cooperation between the primary and

secondary networks to relay each other’s traffic. For performance evaluation, we study a prob-

lem with the goal of supporting the rate requirements of the primary sessions while maximizing

the throughput of the secondary sessions. A number of technical challenges must be addressed in

this problem, including how to provide guaranteed service for the primary traffic while supporting

as much the secondary traffic as possible, how to select the optimal relays and routing paths for

each source and destination pair, and how to coordinate the transmission and interference rela-

tionship between the primary and secondary nodes. For this problem, we develop an optimization

model and formulate a combinatorial optimization problem. Although the problem is in the form

of mixed-integer nonlinear program (MINLP), we develop an approximation solution based on the

piece-wise linearization technique that allows to transform this problem into a mixed-integer linear

program (MILP). Through simulation results, we demonstrate that UPS policy offers significantly

better throughput performance than that under the existing interweave paradigm.

The remainder of this chapter is organized as follows. In Section 5.2, we review related work

on primary and secondary network cooperation. In Section 5.3, we outline our vision of policy-

based network cooperation and use UPS as an example. In Section 5.4, we use UPS as a case

study for performance evaluation. For UPS, we develop an optimization model and formulate an

optimization problem. In Section 5.5, we propose an approximation solution for the UPS through-

put optimization problem. Section 6.4 presents simulation results to demonstrate the benefits and

advantages of the UPS policy. Section 6.5 concludes this chapter and points out future research
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directions.

5.2 Related Work

Due to space limitation, we will focus our attention on recent research efforts related to primary and

secondary network cooperation. We find that all these efforts only considered having the secondary

network help relay traffic for the primary network. In [61], Simeone et al. proposed to have the

primary network lease its spectrum in the time domain to the secondary network in exchange for

having the secondary network relay its data. In [83], Zhang and Zhang formulated this model as

a Stackelberg game and a unique Nash Equilibrium point was achieved for maximizing primary

and secondary users’ utilities in terms of their transmission rates and revenue. In [56], Su et al.

proposed to have the primary network lease its spectrum in the frequency domain to the secondary

network to relay its data in order to maximize primary users’ energy saving and secondary users’

data rates. In [31], Jayaweera et al. proposed a new way to encourage primary users to lease

their spectrum by having secondary users place bids on the amount of power they are willing to

expend for relaying primary users’ traffic. In [28], Hua et al. proposed a MIMO-based cooperative

CR network where the secondary users utilize MIMO’s antenna diversity to help relay primary

users’ traffic while transmitting their own traffic. In [42], Manna et al. considered the three-node

model in [34]. The relay node was assumed to be a secondary node and have MIMO capability.

The primary transmitter leases the second time slot to the secondary node (relay node) so that the

secondary node can use the time slot to help relay the primary node’s traffic while transmitting

its own data. In [43], Nadkar et al. considered how to offer incentive (in terms of time and

frequency) to a secondary network to help transmit primary user traffic. They studied a cross-

layer optimization problem that maximizes transmission opportunities for secondary users while

offering a guaranteed throughput to the primary users.

In all these efforts involving node-level cooperation between the primary and secondary net-

works, the focus has been limited to having secondary nodes help primary nodes in relaying pri-



123

Primary node

Secondary node

 

Primary Network

Secondary Network

UPS

Figure 5.1: Network topologies under the interweave and the UPS policy.

mary users’ traffic. As discussed, this is only a tip of the iceberg on network cooperation. In this

chapter, we envision much broader cooperation between the two networks.

5.3 The Case of Policy-based Network Cooperation

As discussed in Section 7.1, the goal of this chapter is to outline a broad vision of policy-based

network cooperation between the primary and secondary networks as a new dimension in radio

spectrum sharing. Here, a policy defines the scope of cooperation at the node-level between the

two networks. Such cooperation policies could vary from unilateral cooperation (i.e., only sec-

ondary nodes help relay primary user traffic but not vice versa), bilateral cooperation, constrained

cooperation, or other customized policy based on particular application needs or requirements.

As a concrete example, we consider the UPS policy discussed in Section 7.1, which represents

an interesting and extreme scenario where there is complete cooperation between the primary and

secondary networks. Figure 5.1 illustrates the UPS policy for multi-hop primary and secondary

networks. Unlike overlay, which is limited to only allowing secondary nodes help relay primary

nodes’ traffic, UPS allows primary nodes to help relay secondary nodes’ traffic as well. From a

network resource perspective, the UPS policy allows the pooling of all the resources from primary

and secondary networks together and allows users in each network to access much richer network
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resources in a combined network. Note that although the two networks are combined into one at

the physical level, priority or service guarantee to the primary network traffic can still be enforced

by implementing appropriate traffic engineering rules.

It is not hard to see that there are many potential benefits associated with the UPS policy. We

briefly describe these benefits as follows:

• Topology. Comparing to having primary and secondary nodes being independent for each

other, the combined network allows both primary and secondary networks a much improved

connectivity with nodes from both networks.

• Power Control. As more nodes fall in the maximum transmission range of a primary

or secondary node, this node has more flexibility in choosing its next hop node via power

control. This flexibility can be exploited for different upper layer performance requirements

or objectives.

• Link Layer. The improved physical topology allows more opportunities at the link layer

for spectrum access. Both the primary and secondary networks can better coordinate with

each other in transmission and interference avoidance. Further, the potential issue associated

with link failure can now be mitigated effectively.

• Network Diversity. The combined network offers more routing opportunities to users in

both networks. This directly translates into improved throughput and delay performance for

user sessions.

• Service and Applications. The UPS architecture (combining both primary and secondary

networks) allows to offer much richer services and applications than those services that were

studied in [28, 31, 42, 43, 56, 61, 83]. Although the two networks are combined, the services

and applications offered to users in each network can still be supported, by implementing

certain traffic engineering policies. In other words, the combined network does not mean

that service guarantee to the primary network will be lost. On the contrary, by specifying the

desired resource management policy appropriately in the combined network, one can easily
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achieve various service differentiation objectives and application goals, as we shall describe

in a case study in the rest of this chapter.

The above UPS only represents one policy under the policy-based network cooperation paradigm.

There are many other policies that can also be considered, ranging from no cooperation, unilateral

cooperation, constrained cooperation, among others. Interweave and UPS can be considered two

extreme cases of the policy space for network cooperation. The overlay paradigm that we dis-

cussed earlier (i.e., only secondary nodes helping primary traffic but not vice versa) may resemble

the unilateral sharing policy, which can be viewed as a policy between the interweave and UPS.

The constrained cooperation policy allows each network to only engage a subset of its nodes in

network cooperation. The motivation of this policy is that certain nodes in either network may be

too critical or sensitive (e.g., due to security concerns) in its own network and are thus prohibited

from interacting with nodes from the other network. This constrained cooperation may be viewed

as a generalization of interweave and UPS. Again, the policies discussed above only represent a

few among a lot of possibilities. The definition of a policy is up to the network operators and it

determines the scope of cooperation between the two networks.

The policy-based node-level cooperation paradigm may offer many possibilities and poten-

tial benefits for both the primary and secondary networks. From a networking perspective, the

improved network connectivity, increased flexibility in power control, scheduling and routing all

translate into improved forwarding performance for primary and secondary users’ traffic. From

a spectrum-sharing perspective, the ability to access other network infrastructure helps improve

spatial diversity, thus allowing users to tap unused spectrum in the spatial domain. From economic

perspective, such shared network infrastructure reduces the cost of infrastructure needed for each

individual network (by allowing the tapping of another network’s infrastructure resource), thus

helping to enable traditionally underserved population and areas to benefit from current and future

wireless-enabled goods and services. But from regulatory perspective, the proposed policy-based

node-level cooperation paradigm may be ahead of its time. But there is no reason why we should

not investigate its capability and recognize its potential from a research perspective. This is the

goal of this chapter.
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5.4 Case Study: UPS Policy

5.4.1 Problem Statement

In the rest of this chapter, we offer an in-depth study of the UPS policy. Referring to Fig. 5.1,

suppose that there is a set of sessions in the primary network, with each session having a certain rate

requirement. In the secondary network, suppose there is also a set of sessions, with each session

having an elastic traffic requirement. By “elastic”, we mean that each secondary session does not

have a stringent rate requirement as the primary session. Instead, each secondary session will

be supported on a best-effort basis and will transmit as much as the remaining network resource

allows. A plausible goal under the UPS policy could be to have the combined network to support

the rate requirements of the primary sessions while maximizing the throughput of the secondary

sessions.

For this problem, there are a number of technical challenges that one must address:

• Guaranteed service for primary traffic. Since each primary session is assumed to have

a hard rate requirement, the combined network should support it at all possibility. This

problem alone may not be challenging. What is challenging (and interesting) is that should

there are multiple ways to support primary sessions’ rate requirements. We should find such

a way that the rates for the secondary sessions are maximized in the combined network.

• Relay selection. To meet the service requirement (guaranteed service for primary traffic)

and to optimize the objective (maximize the rates of secondary sessions), relay node selection

along a route (for either a primary or secondary session) is not a trivial problem.

• Scheduling. To maximize the rates of the secondary sessions while guaranteeing the rates

of the primary sessions, scheduling in each time slot needs to be carefully designed. In

particular, in addition to addressing traditional self-interference (half-duplex) and mutual-

interference problems, the primary network must be cooperative so as to help the secondary

sessions to achieve their optimization objective in the combined network. Such cooperative
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behavior from the primary network is a key in the UPS policy and has not been explored in

prior efforts.

5.4.2 Mathematical Modeling

In this section, we develop a mathematical model for the UPS policy. Table 7.1 lists notation in this

chapter. DenoteN as the combined set of nodes consisting the set of primary nodes N̂P and the set

of secondary nodesNS, i.e.,N = N̂P

∪
NS. In the combined network, denote Ti as the set of nodes

(including both primary and secondary nodes) that is located within a nodes i’s transmission range,

where i can be either a primary or secondary node (i.e., i ∈ N ). Denote Ij as the set of nodes

(including both primary and secondary nodes) that is located within node j’s interference range,

where j can be either a primary or secondary node. For a primary session l ∈ L̂, we assume it has

a hard requirement on its data rate, which we denote as R̂(l). For a secondary session m ∈ L, we

assume that it does not have a rate requirement. Instead, the data rate r(m) on m ∈ L is supported

on a best-effort basis and will be an optimization variable in the problem formulation.

Guaranteed Service for the Primary Sessions. For primary sessions, they consider the com-

bined network N as their communication resources. For flexibility and load balancing, we allow

flow splitting in the network. That is, the flow rate of a session may split and merge inside the

network in whatever loop-free manner as long as it can help support the given rate requirement

R̂(l) of session l ∈ L̂. Denote f̂ij(l) as the data rate on link (i, j) that is attributed to primary

session l ∈ L̂, where i ∈ N and j ∈ Ti. Denote ŝ(l) and d̂(l) as the source and destination nodes

of primary session l ∈ L̂, respectively. We have the following flow balance constraints:

• If node i is the source node of primary session l ∈ L̂ (i.e., i = ŝ(l)), then∑
j∈Ti

f̂ij(l) = R̂(l) (l ∈ L̂). (5.4.1)
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Table 5.1: Notation for UPS paradigm

Primary Network

N̂P The set of primary nodes

L̂ The set of primary sessions

f̂ij(l) The flow rate traversing on link (i, j) that is attributed to

primary session l ∈ L̂, i, j ∈ N

ŝ(l) The source node of primary session l ∈ L̂

d̂(l) The destination node of primary session l ∈ L̂

R̂(l) The data rate requirement of primary session l ∈ L̂

Secondary Network

NS The set of secondary nodes

L The set of secondary sessions

fij(m) The flow rate traversing on link (i, j) that is attributed to

secondary session m ∈ L, i, j ∈ N

s(m) The source node of secondary session m ∈ L

d(m) The destination node of secondary session m ∈ L

r(m) The data rate achieved by secondary session m ∈ L

Combined Network

N The set of all nodes in the network, N = N̂P

∪
NS

Cij The link capacity of link (i, j), i, j ∈ N

xij[t] = 1 if node i is transmitting data to node j in time slot t,

and is 0 otherwise

Ti The set of nodes that are located within the transmission

range of node i ∈ N

Ii The set of nodes that are located within the interference

range of node i ∈ N

T The number of time slots in a frame
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• If node i is an intermediate relay node for primary session l (i.e., i ̸= ŝ(l) and i ̸= d̂(l)), then

j ̸=ŝ(l)∑
j∈Ti

f̂ij(l) =

k ̸=d̂(l)∑
k∈Ti

f̂ki(l) (l ∈ L̂, i ∈ N̂P). (5.4.2)

• If node i is the destination node of primary session l (i.e., i = d̂(l)), then∑
k∈Ti

f̂ki(l) = R̂(l) (l ∈ L̂). (5.4.3)

It can be easily verified that once (5.4.1) and (5.4.2) are satisfied, then (5.4.3) is also satisfied.

As a result, it is sufficient to list only (5.4.1) and (5.4.2) in the formulation.

Best-effort Service for Secondary Sessions. Under the UPS policy, the primary sessions have

priority in access the combined network resources (in the form of guaranteed services). Once the

primary sessions are supported, the secondary sessions may use as much as the remaining resources

in the combined network. How the primary and secondary sessions interact in the combined net-

work should be part of an optimization problem. Denote fij(m) as the data rate on link (i, j) that

is attributed to secondary session m ∈ L. Denote s(m) and d(m) as the source and destination

nodes of secondary session m ∈ L, respectively. Similar to that for the primary sessions, we allow

flow splitting for the secondary sessions. We have the following flow balance constraints:

• If node i is the source node of secondary session m ∈ L (i.e., i = s(m)), then we have∑
j∈Ti

fij(m) = r(m) (m ∈ L), (5.4.4)

• If node i is an intermediate relay node for secondary session m (i.e., i ̸= s(m) and i ̸= d(m)),

then
j ̸=s(m)∑
j∈Ti

fij(m) =

k ̸=d(m)∑
k∈Ti

fki(m) (m ∈ L, i ∈ NS), (5.4.5)

• If node i is the destination node of secondary session m (i.e., i = d(m)), then∑
k∈Ti

fki(m) = r(m) (m ∈ L). (5.4.6)
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Again, to avoid redundancy, it is sufficient to list only (5.4.4) and (5.4.5) in the formulation.

Note that although (5.4.4)–(5.4.6) are similar to (5.4.1)–(5.4.3), there is an important difference

between them: unlike R̂(l) for primary session l ∈ L̂, which is a given constant, secondary session

rate r(m), m ∈ L, is an optimization variable. Therefore, for the primary sessions, we only need

to optimize their flow paths, while for the secondary sessions, we need to optimize both their routes

and their rates.

Self-interference Constraints. We assume scheduling is done in time slot on a frame-by-frame

basis, with each frame consisting of T time slots. We use a binary variable xij[t], i, j ∈ N and

1 ≤ t ≤ T , to indicate whether node i transmits data to node j. That is,

xij[t] =


1 If node i transmits data to node j

in time slot t;

0 otherwise.

where i ∈ N , j ∈ Ti, and 1 ≤ t ≤ T .

Assuming each primary or secondary session is unicast, a node i only needs to transmit to or

receive from one node in a time slot. We have∑
j∈Ti

xij[t] ≤ 1 (i ∈ N , 1 ≤ t ≤ T ) , (5.4.7)

∑
k∈Ti

xki[t] ≤ 1 (i ∈ N , 1 ≤ t ≤ T ) . (5.4.8)

To account for half-duplex at each node i, we have:

xij[t] + xki[t] ≤ 1 (i ∈ N , j, k ∈ Ti, 1 ≤ t ≤ T ) . (5.4.9)

These three constraints in (5.4.7), (5.4.8) and (5.4.9) can be replaced by the following single

constraint. ∑
j∈Ti

xij[t] +
∑
k∈Ti

xki[t] ≤ 1 (i ∈ N , 1 ≤ t ≤ T ). (5.4.10)
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To see this, note that in (5.4.10), if node i is receiving data from some node in Ti in time slot t, we

must have
∑

j∈Ti xij[t] = 0, i.e., node i cannot transmit in the same time slot. This is exactly the

half-duplex constraint. In this case, (5.4.10) also becomes (5.4.8). On the other hand, if node i is

transmitting to some node in Ti in time slot t, then
∑

k∈Ti xki[t] = 0, i.e., node i cannot receive in

the same time slot. Again, this is the half-duplex constraint. In this case, (5.4.10) becomes (5.4.7).

Mutual Interference Constraints. To model mutual interference constraints, we assume that for

any primary or secondary node j ∈ N that is receiving data in time slot t, it shall not be interfered

by another (unintended) transmitting node p ∈ Ij in the same time slot. We have the following

mutual interference constraint:

xij[t] + xpk[t] ≤ 1 , (5.4.11)

where i ∈ Tj, p ∈ Ij, k ∈ Tp, j ∈ N , j ̸= k, and 1 ≤ t ≤ T .

Following the same token in (5.4.10), the three constraints in (5.4.7), (5.4.8) and (5.4.11) can

be replaced by the following single and equivalent constraint.∑
i∈Tj

xij[t] +
∑
k∈Tp

xpk[t] ≤ 1 , (5.4.12)

where p ∈ Ij, j ∈ N , j ̸= k, and 1 ≤ t ≤ T .

Link Rate Constraints. For each link (i, j), denote the link capacity as Cij , e.g., Cij =

B log2(1 +
Qid

−α
ij λ

N0
), where B is bandwidth, Qi is the power spectral density from transmit node i,

dij is the distance between node i and j, α is the path loss index, λ is the antenna related constant,

and N0 is the ambient Gaussian power spectral density. Since the aggregate flow rate from the

primary and secondary sessions on each link (i, j) cannot exceed the average link rate (over T

time slots), we have

j ̸=ŝ(l),i̸=d̂(l)∑
l∈L̂

f̂ij(l) +

j ̸=s(m),i ̸=d(m)∑
m∈L

fij(m) ≤ 1

T

T∑
t=1

Cij · xij [t]. (5.4.13)
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5.4.3 Problem Formulation

In the combined network, our goal is to offer guaranteed support for the primary sessions (each

with a given rate requirement) while maximizing the throughput for the secondary sessions, whose

traffic is assumed to be elastic. For maximizing secondary network throughput, different objective

functions can be explored to satisfy network requirement. In [79], we considered a simple case

with linear objective function (i.e., maximizing the minimum throughput). In this chapter, we

will consider a nonlinear objective function. We use a utility function ln r(m) for m ∈ L as our

objective. Such utility function is widely used in the literature [48]. We have the following problem

formulation:

OPT

max
∑

m∈L ln r(m)

s.t. Guaranteed service for primary sessions: (5.4.1), (5.4.2);

Best effort service for secondary sessions: (5.4.4), (5.4.5);

Self interference constraints: (5.4.10);

Mutual interference constraints: (5.4.12);

Link capacity constraints: (5.4.13);

In this formulation, R̂(l) and Cij are constants, xij[t] are binary variables, f̂ij(l), fij(m) and r(m)

are continuous variables. Due to nonlinear terms ln r(m) in the objective function and binary

variables xij[t], the optimization problem is a mixed-integer nonlinear programming (MINLP),

which is NP-hard in general. In the next section, we develop an approximation algorithm to solve

this problem.
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5.5 An Approximate Solution

5.5.1 Overview

In this section, we develop an approximate solution to OPT with guaranteed performance. For the

nonlinear log term in the objective function of OPT, one could relax the nonlinear function with

a series of linear functions. The issue here is how to achieve such linearization with performance

guarantee. This is the focus of our proposed solution.

For a target performance gap ϵ between the optimal objective (unknown) and the approximate

objective (that we aim to develop), we will develop an algorithm to determine a set of piece-wise

linear segments that approximate the log function (See Fig. 5.2). The essence of our linear ap-

proximation is to find just the right number of linear and unequal-length segments to approximate

the log function. The idea is that, for a given performance gap ϵ, we can calculate the maximum

linear approximation error, say η, that is allowed in the linearization. Then, we can develop an

algorithm (Section 5.5.2) to find the slopes and starting points for the set of linear segments. Sub-

sequently, the nonlinear log terms in OPT can be replaced by a set of linear constraints and we

have a new linearized optimization problem, which we denote as OPT-L. Although OPT-L is in the

form of mixed-integer linear programming (MILP), the integer variables are all binary. We find

that commercial software (such as CPLEX) can solve such binary MILP efficiently.

5.5.2 Linearization

Our goal of linear approximation of ln r(m) is to replace ln r(m) with the minimum number of

linear segments while ensuring that the difference between any point on ln r(m) and its corre-

sponding linear segment is no more than η. Denote Km as the minimum number of line segments

such that each segment meets the error requirement (i.e., η). Denote rL(m) and rU(m) as the lower

and upper bounds for r(m), respectively. For rL(m), we can set it to an arbitrarily small positive

value. For rU(m), we can set it to maxi,j∈N Cij , the maximum capacity among all links. Denote
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Figure 5.2: Piece-wise approximation with line segments.

r0(m), r1(m), · · · , rKm(m) as values on the X-axis for the end points of these Km segments, with

r0(m) = rL(m) and rKm(m) = rU(m).

The minimum number of line segments Km can be found with the following iterative process.

We start from r0(m) to calculate the slope of the first segment, which must ensure that this segment

satisfies the error bound η. After finding this slope, we can find the right-side end point of the first

segment. From this point, we repeat the same process for the second segment and so forth, until

the last segment exceeds rU(m).

Specifically, denote slope of the k-th linear segment as qk(m), i.e.,

qk(m) =
ln rk(m)− ln rk−1(m)

rk(m)− rk−1(m)
. (5.5.1)

Denote yk(r(m)) as the k-th linear segment that approximates ln r(m). Then we have:

yk(r(m)) = qk(m) · [r(m)− rk−1(m)] + ln rk−1(m), (5.5.2)
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Figure 5.3: An illustration of the maximum approximation error for piece-wise line segment.

for rk−1(m) ≤ r(m) ≤ rk(m).

Referring to Fig. 5.3, for any point r(m) within rk−1(m) ≤ r(m) ≤ rk(m), it is easy to see

that the point on the tangential line (in parallel to the linear segment approximation) that intersects

the log curve has the maximum approximation error η. Denote the X-coordinate of this point as

r∗k(m), we have η = ln r∗k(m) − yk(r
∗
k(m)). Since the slope of tangential line (achieving η) for

ln r(m) is 1
r(m)

, then qk(m) = 1
r∗k(m)

, or r∗k(m) = 1
qk(m)

, where qk(m) is the slope of the linear

segment yk(r(m)). Then, we have

η=ln r∗k(m)− yk(r
∗
k(m))

= ln r∗k(m)−
[
qk(m) ·

(
r∗k(m)− rk−1(m)

)
+ ln rk−1(m)

]
=ln

1

qk(m)
− qk(m) ·

(
1

qk(m)
− rk−1(m)

)
− ln rk−1(m)

=− ln qk(m)− 1 + qk(m) · rk−1(m)− ln rk−1(m).
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Therefore, we have the following equation:

− ln qk(m) + qk(m) · rk−1(m)− [ln rk−1(m) + η + 1] = 0. (5.5.3)

For a give error bound η, the values of r1(m), · · · , rKm(m) and slopes q1(m), q2(m), · · · , qKm(m)

can be found iteratively through the following algorithm:

Algorithm 5.1. (Piece-wise Linearization)

Initialization: k := 0 and rk(m) := rL(m).

While (rk(m) < rU(m)) {

k := k + 1.

Find slope qk(m) by solving the equation (5.5.3).

With qk(m), compute rk(m) via (5.5.1). }

Km := k, rKm(m) := rU(m).

Recalculate qKm(m) with (5.5.1).

The values of qk(m) in (5.5.3) and rk(m) in (5.5.1) can be solved by numerical methods such

as bisection method or Newton’s method [52].

Lemma 5.1. The maximum approximation error within each linear segment as defined by Algo-

rithm 5.1 is no more than η.

Proof. The proof is based on the above construction. We omit its discussion here to conserve

space.

5.5.3 Approximation Gap

By using the piece-wise linearization algorithm (Algorithm 5.1), we can approximate the log term

ln r(m) with a series of linear segments, each with an approximation error no more than η. For

r(m), denote y(m) as the concatenation of the piece-wise linear segments constructed by Algo-

rithm 5.1. Then the objective function max
∑

m∈L ln r(m) in OPT is replaced by the following
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linear objective and a set of linear constraints (representing the convex hull below the linear seg-

ments):

max
∑

m∈Ly(m) (5.5.4)

s.t y(m) ≤ qk(m) · (r(m)− rk−1(m)) + ln rk−1(m) (5.5.5)

(k = 1, 2, · · · , Km,m ∈ L).

The original OPT can be re-formulated into a new optimization problem, which we denote as

OPT-L.

OPT-L

max
∑

m∈L y(m)

s.t. Constraints (5.4.1), (5.4.2), (5.4.4), (5.4.5), (5.4.10), (5.4.12), (5.4.13), (5.5.5),

rL(m) ≤ r(m) ≤ rU(m), (m ∈ L)

xij[t] ∈ {0, 1}, fij(m) ≥ 0, f̂ij(l) ≥ 0.

(i ∈ N , j ∈ Ti,m ∈ L, l ∈ L̂, 1 ≤ t ≤ T ),

where xij[t] are binary variables, f̂ij(l), fij(m), r(m) and y(m) are continuous variables, and

qk(m), rk−1(m) and R̂(l) are constants. OPT-L is in the form of mixed integer linear program-

ming (MILP). Since all integers are binary, the MILP problem tends to be solved efficiently by a

commercial solver (CPLEX). Our simulation results in Section 6.4 confirm that this is indeed the

case.

We now quantify the gap between the optimal objective values of OPT-L and OPT.

Lemma 5.2. The gap between the optimal objective values of OPT and OPT-L, ϵ, is upper bounded

by |L| · η.

Proof. Suppose an optimal solution of OPT is φ∗
OPT = [x∗

ij[t], r
∗(m), f ∗

ij(m), f̂ ∗
ij(l)], with the

objective value being Y ∗
OPT =

∑
m∈L ln r

∗(m). We can construct a feasible solution to OPT-L,

denoted as φOPT−L, based on φ∗
OPT as follows: φOPT−L = [xij[t], r(m), fij(m), f̂ij(l), y(m)],

where xij[t] = x∗
ij[t], r(m) = r∗(m), fij(m) = f ∗

ij(m) and f̂ij(l) = f̂ ∗
ij(l). Then, φOPT−L satisfy
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constraints (5.4.1), (5.4.2), (5.4.4), (5.4.5), (5.4.10), (5.4.12), (5.4.13) in OPT-L. y(m) can be

calculated by solving OPT-L with the variables being set to those values in φOPT−L. Suppose that

r∗(m) falls in the interval [rk−1(m), rk(m)]. Then the objective function
∑

m∈L y(m) is maximized

only when y(m) = yk(r
∗(m)) = qk(m) · (r∗(m)− rk−1(m)) + ln rk−1(m) in (5.5.5). Denote this

objective value in OPT-L as YOPT−L. Then,

Y ∗
OPT − YOPT−L =

∑
m∈L

ln r∗(m)−
∑
m∈L

y(m)

=
∑
m∈L

ln r∗(m)−
∑
m∈L

yk(r
∗(m))

=
∑
m∈L

[
ln r∗(m)− yk(r

∗(m))
]

≤ |L| · η,

where last inequality holds by Lemma 5.1. We let ϵ = |L| · η.

Now denote φ∗
OPT−L as an optimal solution for OPT-L, with the objective value of Y ∗

OPT−L.

Since YOPT−L is merely the objective value of a feasible solution, we have Y ∗
OPT−L ≥ YOPT−L.

Then Y ∗
OPT − Y ∗

OPT−L ≤ Y ∗
OPT − YOPT−L ≤ ϵ. This completes the proof.

Our complete solution for solving OPT can be summarized as follows: For any a given per-

formance gap ϵ, we can compute linear approximation error η = ϵ
|L| . Based on the approximation

error η, we perform piece-wise linear approximation through Algorithm 5.1. Then we reformulate

OPT to OPT-L, and solve it by CPLEX.

5.6 Simulation Results

In this section, we present numerical results to demonstrate the capabilities and advantages of the

UPS policy. The goal of this section is twofold. First, we show that the UPS policy offers much

better performance for both the primary and secondary networks than that under the interweave

paradigm. Second, we shall have a close look at how the primary and secondary nodes help each

other in the UPS policy.
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5.6.1 Simulation Setting

We consider a UPS network where both the primary and the secondary nodes are randomly de-

ployed in a 100× 100 area. For generality, we normalize the units for distance, bandwidth, power

and data rate with appropriate dimensions. We assume the bandwidth of the channel allocated to

the primary network is B = 10. The number of time slots in a frame is T = 10. The transmission

power spectral density Qi for each node i ∈ N is 1, the path loss index is 4, the antenna related

constant λ is 1, and the ambient Gaussian power spectral density N0 = 10−6. We assume the

transmission range and interference range at all nodes are 30 and 50, respectively.

We set the maximum acceptable performance gap between the objective of OPT and its linear

approximation OPT-L as ϵ = 0.02.

5.6.2 An Example

We consider a 30-node network, with 15 primary nodes and 15 secondary nodes randomly de-

ployed in a 100 × 100 area (see Fig. 5.4). The location of each node is given in Table 5.2. In

this example, we assume that there are two primary sessions in the primary network and two sec-

ondary sessions in the secondary network. The source and destination nodes for each session are

randomly chosen in each network and are shown in Table 5.3. Denote the rate requirements of the

two primary sessions as R̂(1) and R̂(2), respectively. We gradually increase the rate requirements

of R̂(1) and R̂(2) and examine (i) whether such rates can be supported under the UPS policy and

the interweave paradigm, respectively, and (ii) the objective values of secondary session utilities

under both the UPS policy and the interweave paradigm. The utility maximization problem for the

secondary sessions under the interweave paradigm can be formulated following a similar token to

OPT.

Table 5.4 shows the approximation gap between the utility objective of the linearized problem

and the utility objective of the original problem under different R̂(1) and R̂(2). The first column

represents increasing rate requirements for the primary sessions. The second column shows the
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Table 5.2: Location of primary and secondary nodes for the 30-node network.

Primary Node Location Secondary Node Location

P1 (2.5, 85.2 ) S1 (29.6, 76.6)

P2 (29.2, 95.5 ) S2 (55.5, 62 )

P3 (11.4, 59.1 ) S3 (50.4, 97.1)

P4 (45.9, 79) S4 (70.7, 62.2)

P5 (63.8, 67.8) S5 (19.1, 87.4 )

P6 (54, 41.2) S6 (62, 38.4)

P7 (86.3, 56.5) S7 (77, 26.2)

P8 (68.4, 87.5) S8 (43.4, 40.8 )

P9 (34, 56.3) S9 (92.4, 44.1)

P10 (78.3, 41.7) S10 (70.7, 6.6))

P11 (33.5, 19.6 ) S11 (20.1, 46.1)

P12 (79, 83.7) S12 (92.3, 74.8 )

P13 (95.9, 31.5) S13 (88, 96.4)

P14 (19.5, 30.1) S14 (2.4, 29)

P15 (54.4, 13.8) S15 (92.6, 8.6)

Table 5.3: The source and destination nodes for each session in the 30-node network.

Session Source Destination

Primary session 1 P13 P11

Primary session 2 P3 P8

Secondary session 1 S13 S6

Secondary session 2 S14 S2

utility objectives of the two secondary sessions (abbreviated as “SS” in the table) from the lin-

earized problem OPT-L, while the third column shows the utility objectives of the two secondary
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sessions from the original problem. The fourth column shows the gap between the utility objec-

tives from the linearized problem and the original problem. Given the target approximation error

ε = 0.02, all actual approximation errors fall below this target.

Table 5.5 summarizes the results of this study. The second column represents increasing rate

requirements for the primary sessions (i.e., R̂(1) = R̂(2)). For ease of explanation, we break this

table into five regions, with each region representing a specific behavior for comparison between

the UPS policy and interweave paradigm. The third and fourth columns show the performance

under the UPS policy. Specifically, the third column shows whether the rate requirements of the

two primary sessions can be supported (“feasible”) in the primary network (abbreviated as “PN”

in the table); the fourth column shows the rate utility objective of the two secondary sessions

(abbreviated as “SS” in the table) with −∞ indicating zero rates for the secondary sessions (due

to the log function) and “N/A” indicating not applicable as the corresponding network cannot

even support the rate requirements of the primary sessions. The fifth and sixth columns show the

performance under the interweave paradigm, which are to be compared to the third and fourth

columns under the UPS policy, respectively.

Region 1 This region represents the scenario where the rate requirements of the primary sessions

can be supported under both the UPS policy and the interweave paradigm, and the rates of the

secondary sessions are positive. Comparing columns four and six, we can find that the secondary

sessions always achieve higher utility objectives under the UPS policy than that under the inter-

weave paradigm. This confirms our expectation that the UPS policy can offer higher throughput

for the secondary sessions.

As an example, consider the case when both the two primary sessions have rate requirements

1.6. The utility objectives achieved for the secondary sessions under the UPS policy and the inter-

weave paradigms are 3.288 and 1.263, respectively. Specifically, the rates for the two secondary

sessions are 4.784 and 5.692 under the UPS policy while the rates for the same two secondary ses-

sions are 1.776 and 2.024 under the interweave paradigm. Under the UPS policy, the flow routing

and scheduling for the primary and secondary sessions are shown in Fig. 5.4(a). The number in
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Table 5.4: The approximation gap between the SS utility objectives of linearized problem and

original problem.

Rate Requirement SS Utility of SS Utility of
Gap

R̂(1), R̂(2) Linearized Problem Original Problem

0 3.7012 3.7128 0.0016

0.2 3.288 3.3046 0.0016

0.4 3.288 3.3046 0.0016

0.6 3.288 3.3046 0.0016

0.8 3.288 3.3046 0.0016

1.0 3.288 3.3046 0.0016

1.2 3.288 3.3046 0.0016

1.4 3.288 3.3046 0.0016

1.6 3.288 3.3046 0.0016

1.8 3.158 3.167 0.0009

2.0 3.158 3.167 0.0009

2.2 3.158 3.167 0.0009

2.4 3.158 3.167 0.0009

2.6 2.892 2.899 0.007

2.8 2.653 2.656 0.003

3.0 2.653 2.656 0.003

3.2 2.653 2.656 0.003

3.4 2.653 2.656 0.003

3.6 2.653 2.656 0.003

3.8 2.653 2.656 0.003

4.0 2.288 2.305 0.017

4.2 2.288 2.305 0.017

4.4 2.183 2.191 0.008

4.6 1.969 1.981 0.012

4.8 1.969 1.981 0.012

the box on each link represents the active time slots for this link. Note that primary nodes P7, P9

and P13 are helping relay secondary sessions’ data while secondary nodes S1, S3, S10 and S15 are
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Table 5.5: Performance comparison between the UPS policy and the interweave paradigms for

different primary session rate requirements.

Rate Requirement UPS Interweave Paradigm

R̂(1), R̂(2) Feasible in PN SS Utility Feasible in PN SS Utility

Region 1

0 Yes 3.7012 Yes 3.0402

0.2 Yes 3.288 Yes 1.899

0.4 Yes 3.288 Yes 1.899

0.6 Yes 3.288 Yes 1.899

0.8 Yes 3.288 Yes 1.899

1.0 Yes 3.288 Yes 1.899

1.2 Yes 3.288 Yes 1.263

1.4 Yes 3.288 Yes 1.263

1.6 Yes 3.288 Yes 1.263

1.8 Yes 3.158 Yes 1.425

Region 2

2.0 Yes 3.158 Yes −∞

2.2 Yes 3.158 Yes −∞

2.4 Yes 3.158 Yes −∞

2.6 Yes 2.892 Yes −∞

2.8 Yes 2.653 Yes −∞

3.0 Yes 2.653 Yes −∞

3.2 Yes 2.653 Yes −∞

3.4 Yes 2.653 Yes −∞

3.6 Yes 2.653 Yes −∞

3.8 Yes 2.653 Yes −∞

Region 3

4.0 Yes 2.288 No N/A

4.2 Yes 2.288 No N/A

4.4 Yes 2.183 No N/A

4.6 Yes 1.969 No N/A

4.8 Yes 1.969 No N/A

Region 4

5.0 Yes −∞ No N/A

5.2 Yes −∞ No N/A

5.4 Yes −∞ No N/A

5.6 Yes −∞ No N/A

5.8 Yes −∞ No N/A

6.0 Yes −∞ No N/A

6.2 Yes −∞ No N/A

6.4 Yes −∞ No N/A

6.6 Yes −∞ No N/A

6.8 Yes −∞ No N/A

Region 5 7.0 No N/A No N/A
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helping relay the primary sessions’ data. In comparison, under the interweave paradigm, the flow

routing and scheduling for the primary network is shown in Fig. 5.4(b). According to the time slots

used by the primary network, the secondary network calculates the remaining time slots at each

node and uses them to maximize their rate utilities. The flow routing and scheduling for the sec-

ondary sessions under the interweave paradigm are also shown in Fig. 5.4(b). As expected, there is

no cooperation at the node level between the two networks in terms of relaying each other’s data.

Region 2 This region represents the scenario where the rate requirements of the primary sessions

can be supported under both the UPS policy and the interweave paradigm, while the secondary

sessions can only be supported under the UPS policy but not under the interweave paradigm (with

zero rate for some sessions and thus −∞ rate utility). This region contains that the combined

network can offer more to the secondary sessions than the isolated networks under the interweave

paradigm.

As an example, consider the case when the two primary sessions have rate requirements 3.0.

The utility achieved for the secondary sessions under the UPS policy is 2.653. Specifically, the

rates for the two secondary sessions are 3.753 and 2.793, respectively. Under the UPS policy, the

flow routing and scheduling for the primary and secondary sessions are shown in Fig. 5.5(a). Note

that primary nodes P7, P9, and P10 are helping relay secondary sessions’ data while secondary

nodes S1, S3, S7, S10 and S15 are helping relay the primary sessions’ data. Under the interweave

paradigm, the flow routing and scheduling for primary network are shown in Fig. 5.5(b). Based on

the time slots used by the primary network, the remaining time slots are not enough to support the

secondary sessions, resulting in at least one of the secondary sessions with zero rate. Therefore,

the rate utility for the secondary sessions is −∞ under the interweave paradigm.

Region 3 This region represents the scenario where the rate requirements of the primary ses-

sions can be supported under the UPS policy but not so under the interweave paradigm. For the

secondary sessions, there is still remaining resource to support them under the UPS policy. For

fairness in comparison, we do not consider the rate utilities of the secondary sessions under the

interweave paradigm (marked as “N/A”). Region 3 shows the definitive advantage of using a com-
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Figure 5.4: A Region 1 example that showing the flow routing topologies and scheduling for the

primary and secondary sessions, where the solid line segments are for the primary sessions while

the dashed line segments are for the secondary sessions.
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Figure 5.5: A Region 2 example that showing the flow routing topologies and scheduling for the

primary and secondary sessions.
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Figure 5.6: A Region 3 example that showing the flow routing topologies and scheduling for the

primary and secondary sessions in the UPS policy.

bined network from the primary sessions’ perspective over the interweave paradigm.

As an example, we consider the case when the two primary sessions have rate requirements 4.2.

The utility objectives achieved by secondary sessions are 2.288 under the UPS policy. Specially,

the rates for the two secondary sessions are 3.047 and 3.289, respectively. Under the UPS policy,

the flow routing and scheduling for primary and secondary sessions are shown in Fig. 5.6. Note

that primary nodes P7 and P14 are helping relay secondary sessions’ data while secondary nodes

S3, S5, S10 and S15 are helping relay the primary session’ data.

Region 4 This region represents the scenario where the rate requirement of the primary sessions

can be satisfied under the UPS policy but not so under the interweave paradigm. The secondary

sessions can no longer be supported under the UPS policy (with zero rate for at least one session

and thus −∞ rate utility). For fairness in comparison, we do not consider the rate utilities of the

secondary sessions under the interweave paradigm (marked as “N/A”) as even the rate requirements

for the primary sessions cannot be supported. Similar to Region 3, this region shows the advantage
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Figure 5.7: The locations of the source and destination nodes of the primary and secondary ses-

sions.

of using a combined network to support the primary sessions over the interweave paradigm

Region 5 As the rate requirements of the primary sessions continue to increase, even the UPS

policy will no longer be able to support them after certain point. This is shown in Region 5.

5.6.3 Varying the Number of Nodes

In this section, we assume there are two primary sessions in the primary network and two secondary

sessions in the secondary network. We fix the locations of source and destination nodes of the

primary and secondary sessions as shown in Fig. 5.7. Then, we increase the number of primary

and secondary nodes (K) in the network, and these nodes are uniformly deployed in the 100× 100

area. Since these additional primary and secondary nodes only serve as relay nodes under UPS,

there are no distinction between the two types of nodes.

Table 5.6 shows the average SS utility objective (over 100 network instances) under different
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Table 5.6: The average SS utility objectives for different K users.

User Number K SS utility objectives

5 −∞

10 −∞

15 1.9293

20 2.6653

25 3.2231

30 3.4772

number of nodes (K) in the primary and secondary networks for the case when R̂(1) = 1.0 and

R̂(2) = 1.0. When K = 5 and K = 10, the network is not dense enough and is not entirely con-

nected. Therefore, the SS utility objectives are both −∞ (i.e., the achievable secondary sessions

rate is 0 in both cases). When K = 15, 20, 25, 30, the average SS utility objectives increase with

the number of users K.

Then we vary R̂(1) and R̂(2) under different network size K. Fig. 5.8 shows the SS utility

objectives under different network size K when R̂(1) and R̂(2) vary. Again, for a given rate for

R̂(1) and R̂(2), we have higher SS utility objectives under larger values of K.

5.6.4 Varying Session Numbers

In this section, we vary the primary and secondary session numbers. We randomly generate a 20-

node primary network and a 20-node secondary network as shown in Fig. 5.9. In the first part, we

will keep the number of secondary sessions fixed and vary the number of primary sessions. In the

second part, we will do the converse, i.e., keep the number of primary sessions fixed and varying

the number of secondary sessions. In both parts, we will compare the performance under the UPS

policy and the interweave paradigm.

Varying the Number of Primary Sessions. Suppose that there are two secondary sessions,
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Table 5.7: Feasibility performance of the primary sessions and utilities of the secondary sessions

under increasing number of the primary sessions.

Number Of UPS Interweave Paradigm

Primary Session Feasible Secondary Feasible Secondary

in PN Utility in PN Utility

0 Yes 3.69 Yes 2.219

1 Yes 3.446 Yes 1.693

2 Yes 3.058 Yes 0.931

3 Yes 2.661 Yes 0.805

4 Yes 2.118 Yes −∞

5 Yes 0.83 Yes −∞

6 Yes -∞ No N/A

7 Yes -∞ No N/A

8 No N/A No N/A

with each session’s source and destination nodes being (S11, S7) and (S4, S1), respectively. By

keeping these secondary sessions fixed, we increase the number of primary sessions. The source

and destination nodes of each additional primary session is randomly chosen from the remaining

primary nodes. Once chosen, we assume it has a data rate requirement of 1.8 and is added on top

of the existing primary sessions. Table 5.7 shows our results. The first column in the table shows

the increasing number of the primary sessions. The second and fourth columns show whether

the additional new primary session can be accommodated (feasible) under UPS and interweave,

respectively. Comparing these two columns, we can find that the maximum number of the primary

sessions under UPS (7) is larger than that under interweave (5). The third and fifth columns show

the utility function of the secondary sessions under UPS and interweave. Comparing these two

columns, we can see that UPS achieves higher utility objectives than interweave. In summary,

both primary and secondary sessions benefit more from UPS than interweave.
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Table 5.8: Secondary sessions’ utility values under increasing number of the secondary sessions.

Number of
UPS Interweave

Secondary Session

1 2.228 1.355

2 3.21 2.852

3 4.594 2.652

4 4.738 0.943

5 4.253 −∞

6 2.418 −∞

7 2.307 −∞

8 1.134 −∞

9 −∞ −∞

Varying the Number of Secondary Sessions. Now we do the converse. Suppose there are two

primary sessions, with each session’s source and destination nodes being (P9, P17) and (P1, P15),

respectively. The data rate requirement for each primary session is 1.8. By keeping these primary

sessions fixed, we increase the number of secondary sessions. The source and destination nodes of

each additional secondary session is randomly chosen from the remaining secondary nodes. Once

chosen, we add it on top of the existing secondary sessions. Table 5.8 shows our results. The

first column in the table shows the increasing number of secondary sessions. The second and third

columns show the utility values of the secondary sessions under UPS and interweave, respectively.

Comparing these two columns, we can find that the maximum number of the secondary sessions

that can be supported under UPS (8) is larger than that under interweave (4). Further, for the same

number of secondary sessions (from 1 to 8), the achieved utility value under UPS is higher than

that under interweave.
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5.7 Chapter Summary

In this chapter, we develop a policy-based network cooperation paradigm as a new dimension for

spectrum sharing between the primary and secondary users. Such network cooperation can be

defined as a set of policies under which different degrees of cooperation are to be achieved. The

benefits of this paradigm are numerous, including improved network connectivity and spatial di-

versity, increased flexibility in scheduling and routing, cost savings in infrastructure needed for

each individual network, among others. For the purpose of performance study, we consider a spe-

cific policy called UPS, which allows a complete cooperation between the primary and secondary

networks at the node level to relay each other’s traffic. We study a problem with the goal of sup-

porting the rate requirement of the primary network traffic while maximizing the throughput of the

secondary sessions. Through rigorous mathematical modeling, problem formulation, approxima-

tion solution, and simulation results, we show that the UPS offers significantly better throughput

performance than that under the interweave paradigm.



Chapter 6

Policy-based Network Cooperation:

Throughput Region

6.1 Introduction

Recent push by the government agencies to share federal government radio spectrum with non-

government entities has fueled the development of innovative technologies for spectrum shar-

ing [46]. Coexistence of a secondary network with the primary network is the key to improve

radio spectrum utilization. There has been extensive research on exploring coexistence between

the primary and secondary networks in recent years. In [22], Goldsmith et al. outlined three coex-

istence paradigms, namely interweave, underlay, and overlay. These three paradigms were defined

from an information theoretic perspective, solely based on how much side information (e.g., chan-

nel conditions, codebooks) is available to the secondary users. In the networking community,

these three paradigms have been mapped into specific scenarios of how primary and secondary

networks interact with each other for data forwarding. Specifically, the interweave paradigm refers

to the simple idea that the secondary users are allowed to use a spectrum band allocated to the

primary users only when the primary users are not using the band [3, 21, 72, 89]. This is the sim-

plest approach to meet the current FCC requirements, which mandate that secondary users shall

154
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not produce interference that is harmful to the primary users. This paradigm is analogous to the

classic interference avoidance in medium access, or in cognitive radio (CR) terminology, dynamic

spectrum access (DSA). This is the prevailing scenario to which most of research efforts have

been devoted by the CR research community in recent years. The underlay paradigm refers to

that secondary users’ activities or interference on primary users is negligible (or below a given

threshold). In contrast to the interweave paradigm, secondary users may be active concurrently

with the primary users in the same area and in the same channel as long as the interference pro-

duced by the secondary nodes are controlled below a certain threshold (e.g., noise level). This

can be achieved through a systematic interference cancelation (IC) by the secondary nodes with-

out noticeable impact on the primary nodes [5, 23, 33, 75, 85, 86]. Finally, the overlay paradigm

refers to having the secondary users offer some levels of cooperation with the primary users in data

forwarding [28, 31, 42, 43, 56, 61, 83].

Under the interweave and underlay paradigms, the primary network would not feel the presence

of the secondary network. The primary and secondary networks are independent in terms of data

forwarding in each network. However, under the overlay paradigm, there is a certain level of

cooperation on the data plane by the secondary network. Inspired by this cooperation idea in

the overlay paradigm, there have been some recent efforts on how to exploit possible cooperation

from the secondary users to help forward data for the primary users [28, 31, 42, 43, 56, 61, 83]. So

far, these efforts have been limited to only having the secondary nodes help relay primary users’

traffic. There is no consideration of the converse (i.e., primary users helping the secondary users),

or a broader vision of a policy-based cooperation between the two networks. Such a limitation is

mainly due to current FCC rules on existing wireless services and applications.

Recently, we proposed a novel policy-based cooperation between the primary and secondary

networks [79]. We proposed to employ the node-level (data plane) cooperation as a new dimension

for spectrum sharing between the primary and secondary users. Such network cooperation can be

defined by a set of policies under which different degrees of cooperation can be achieved. Corre-

sponding to each cooperation policy, a traffic-forwarding behavior for the primary and secondary

users can be defined. A primitive policy used in [28, 31, 42, 43, 56, 61, 83] is to have the secondary
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Figure 6.1: An illustration of the UPS policy for multi-hop primary and secondary networks.

network help relay primary users’ traffic. Another policy, called UPS [79], is to allow complete

node-level cooperation between the primary and secondary networks for data forwarding. These

two examples are among many possible policies that one can define to achieve network sharing

between the primary and secondary networks.

Figure 6.1 illustrates the UPS policy for a multi-hop primary and secondary network. It al-

lows complete cooperation between the two networks on the data plane to help relay each other’s

traffic. Unlike the primitive policy, which is limited to only allowing secondary nodes help relay

primary nodes’ traffic, UPS allows primary nodes to help relay secondary nodes’ traffic. From a

network infrastructure perspective, the UPS policy allows to pool all the resources from both the

primary and secondary networks together so that users in each network can access a much richer

network infrastructure in a combined network. Note that although the two networks are combined

into one at the node level, priority or service guarantee to the primary network traffic can still

be enforced by implementing appropriate traffic engineering objectives. There are many poten-
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tial benefits for node-level (data plane) cooperation between the primary and secondary networks.

From the network perspective, the improved network connectivity, increased flexibility in power

control, scheduling and routing all translate into improved forwarding performance for primary

and secondary users’ traffic. From a spectrum-sharing perspective, the ability to access other net-

work infrastructure helps improve spatial diversity, thus allowing users to tap unused resources in

the spatial domain. From an economic perspective, node-level sharing reduces the cost of build-

ing independent infrastructures for the primary and secondary networks. The UPS policy is ahead

of today’s FCC policies. But the benefits it offers may justify and propel it to become a viable

approach for cooperation between the primary and secondary networks.

In this chapter, we offer an in-depth study of throughput performance for the UPS policy.

In [79], we studied the maximum throughput for the secondary users while guaranteeing the rate

requirement of the primary users. The proposed solution allows us to find a single point (a pair

of throughput values for the primary and secondary users). Such a single-point solution does not

offer a global view on the achievable throughput region between the primary and secondary users.

In this chapter, we are interested in exploring the throughput region for users in the primary and

secondary networks. Such a region (area) is bounded by the optimal throughput curve, which

gives the maximum achievable throughput for users in the secondary (primary) network for any

user throughput requirement in the primary (secondary) network. In other words, instead of hav-

ing a single-point solution, the optimal throughput curve offers the entire landscape of maximum

achievable throughput for both the primary and secondary users. Such a curve cannot be con-

structed by connecting discrete points found by the single-point solution approach in [79] since

such an approach does not offer any optimality guarantee of the connected curve. As a result, a

new solution method must be developed to find the optimal throughput curve.

The main contribution of this chapter is the development of a solution to find the optimal

throughput curve and thus, the throughput region under the curve. To do this, we formulate a

multiobjective optimization problem that maximizes the throughput for both the primary and sec-

ondary users. We show how to transform this multiobjective problem into a single-objective prob-

lem by using a novel approach called weighted Chebyshev norm [19, 50, 66]. For the transformed
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single-objective program, we exploit its mathematical structure, and propose a method to find new

Pareto-optimal points iteratively. When the total number of Pareto-optimal points is not large, our

algorithm can find all Pareto-optimal points. The throughput curve obtained from these Pareto-

optimal points will be the exact optimal throughput curve. When the number of Pareto-optimal

points is large, we present a termination condition upon which the final throughput curve is ε-

approximation to the optimal curve meaning that the approximation error is no more than ε – a

predefined approximation error. We conduct a case study to demonstrate how to find all Pareto-

optimal points iteratively and how to construct the optimal throughput curve by our algorithm. For

each point on this throughput curve, we show how to construct a feasible solution based on the

solution of its corresponding Pareto-optimal point. By comparing the throughput region (the area

under the throughput curve) between the UPS policy and interweave, we show that the throughput

region under the UPS policy is substantially larger than that under interweave.

The remainder of this chapter is organized as follows. In Section 6.2, we present the mathemat-

ical model for the primary and secondary networks with node-level cooperation. We also present

a multiobjective formulation for maximizing both the primary and secondary users’ throughput.

In Section 6.3, we develop an efficient algorithm to find ε-approximation to the optimal through-

put curve for the throughput region. Section 6.4 presents results for a case study and Section 6.5

concludes this chapter.

6.2 Mathematical Modeling and Formulation

6.2.1 Network Model

We consider a multi-hop secondary network co-located with a multi-hop primary network. Denote

the set of primary nodes as N̂P and the set of secondary nodes as NS. Denote N as the combined

set of nodes from both networks, i.e., N = N̂P ∪ NS. We assume there is a set of channels B

available in the primary network. Suppose that there are T time slots in each time frame. Denote

L̂ and L as the set of primary and secondary user sessions, respectively. For each primary session
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Table 6.1: Notation

Primary Network

N̂P The set of primary nodes

L̂ The set of primary sessions

f̂ij(l) The flow rate traversing on link (i, j) that attributes to primary session l ∈ L̂

ŝ(l) The source node of primary session l ∈ L̂

d̂(l) The destination node of primary session l ∈ L̂

r̂(l) The data rate achieved by primary session l ∈ L̂

r̂min The minimum data rate among all primary sessions

Secondary Network

NS The set of secondary nodes

L The set of secondary sessions

fij(m) The flow rate traversing on link (i, j) that is attributed to secondary session m ∈ L

s(m) The source node of secondary session m ∈ L

d(m) The destination node of secondary session m ∈ L

r(m) The data rate achieved by secondary session m ∈ L

rmin The minimum data rate among all secondary sessions.

Combined Network

N The set of all nodes in the network, N = N̂P

∪
NS

Cij The link capacity of link (i, j), i, j ∈ N

xb
ij(t) = 1 if node i is transmitting data to node j in time slot t

on channel b, and is 0 otherwise

Ti The set of nodes that are located within the transmission range of node i ∈ N

Ii The set of nodes that are located within the interference range of node i ∈ N

T The number of time slots in a frame

B The available channels in the network
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l ∈ L̂, denote r̂(l) as the data rate of this session l. Likewise, for each secondary session m ∈ L,

denote r(m) as the data rate of this session m. The primary and secondary networks are allowed to

share their nodes, in addition to channels. The goal of this chapter is to find the optimal throughput

curve for users in the primary and secondary networks. In contrast, the objective in [79] is only

to maximize secondary network throughput with a fixed primary network throughput requirement.

In other words, the solution in [79] only constitutes a single-point in the optimal throughput curve

in this chapter. Table 6.1 lists notation in this chapter.

6.2.2 Interference Modeling

In the combined network, denote Ti as the set of nodes in N (including both the primary and

secondary nodes) that is located within node i’s transmission range, where i can be either a primary

or secondary node (i.e., i ∈ N ). Denote Ij as the set of nodes in N (including both primary and

secondary nodes) that is located within node j’s interference range, where j can be either a primary

or secondary node (i.e., j ∈ N ).

Self-interference Constraints. We assume scheduling is done on both channels and time slots.

We use a binary variable xb
ij(t), i, j ∈ N , b ∈ B and 1 ≤ t ≤ T , to indicate whether node i

transmits data to node j on channel b in time slot t. That is,

xb
ij(t) =

 1 If node i transmits data to node j on channel b in time slot t;

0 otherwise.

where i ∈ N , j ∈ Ti, b ∈ B, and 1 ≤ t ≤ T .

Since each primary or secondary session is unicast, node i only needs to transmit to or receive

from one node on a channel and in a time slot. We have:∑
j∈Ti

xb
ij(t) ≤ 1 (i ∈ N , b ∈ B, 1 ≤ t ≤ T ) , (6.2.1)

∑
k∈Ti

xb
ki(t) ≤ 1 (i ∈ N , b ∈ B, 1 ≤ t ≤ T ) . (6.2.2)
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Assuming half-duplex at each node i, then we have:

xb
ij(t) + xb

ki(t) ≤ 1 (i ∈ N , j, k ∈ Ti, b ∈ B, 1 ≤ t ≤ T ) . (6.2.3)

The three constraints in (6.2.1), (6.2.2) and (6.2.3) can be replaced by the following single and

equivalent constraint:∑
j∈Ti

xb
ij(t) +

∑
k∈Ti

xb
ki(t) ≤ 1 (i ∈ N , b ∈ B, 1 ≤ t ≤ T ). (6.2.4)

Mutual Interference Constraints. For any primary or secondary node j ∈ N that is receiving

data on channel b in time slot t, it shall not be interfered by another (unintended) transmitting node

p ∈ Ij on the same channel and time slot. We have the following mutual interference constraint:

xb
ij(t) + xb

pk(t) ≤ 1 , (6.2.5)

where i ∈ Tj, p ∈ Ij, k ∈ Tp, j ∈ N , j ̸= k, b ∈ B and 1 ≤ t ≤ T .

Following the same token in (6.2.4), the three constraints in (6.2.1), (6.2.2) and (6.2.5) can be

replaced by the following single and equivalent constraint:∑
i∈Tj

xb
ij(t) +

∑
k∈Tp

xb
pk(t) ≤ 1 , (6.2.6)

where p ∈ Ij, j ∈ N , j ̸= k, b ∈ B and 1 ≤ t ≤ T .

6.2.3 Traffic Modeling

Flow Routing for Primary Sessions. For flexibility and load balancing, we allow flow splitting

in the network. That is, the flow rate of a session may split and merge inside the network N in

whatever loop-free manner as long as it can maximize the data rate r̂(l) of session l ∈ L̂. Denote

ŝ(l) and d̂(l) as the source and destination nodes of primary session l ∈ L̂, respectively. Denote

f̂ij(l) as the data rate on link (i, j) that is attributed to primary session l ∈ L̂, where i ∈ N and

j ∈ Ti. We have the following flow balance constraints:
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• If node i is the source node of primary session l ∈ L̂ (i.e., i = ŝ(l)), then∑
j∈Ti

f̂ij(l) = r̂(l) (l ∈ L̂, i = ŝ(l)). (6.2.7)

• If node i is an intermediate relay node for primary session l (i.e., i ̸= ŝ(l) and i ̸= d̂(l)), then

j ̸=ŝ(l)∑
j∈Ti

f̂ij(l) =

k ̸=d̂(l)∑
k∈Ti

f̂ki(l) (l ∈ L̂, i ∈ N ). (6.2.8)

• If node i is the destination node of primary session l (i.e., i = d̂(l)), then∑
k∈Ti

f̂ki(l) = r̂(l) (l ∈ L̂, i = d̂(l)). (6.2.9)

It can be easily verified that once (6.2.7) and (6.2.8) are satisfied, then (6.2.9) is also satisfied.

As a result, it is sufficient to list only (6.2.7) and (6.2.8) in the formulation.

Flow Routing for Secondary Sessions. Denote s(m) and d(m) as the source and destination

nodes of secondary session m ∈ L, respectively. Denote fij(m) as the data rate on link (i, j) that

is attributed to secondary session m ∈ L. Similar to that for the primary sessions, we allow flow

splitting for the secondary sessions. We have the following flow balance constraints:

• If node i is the source node of secondary session m ∈ L (i.e., i = s(m)), then we have∑
j∈Ti

fij(m) = r(m) (m ∈ L, i = s(m)) (6.2.10)

• If node i is an intermediate relay node for secondary session m (i.e., i ̸= s(m) and i ̸= d(m)),

then
j ̸=s(m)∑
j∈Ti

fij(m) =

k ̸=d(m)∑
k∈Ti

fki(m) (m ∈ L, i ∈ N ), (6.2.11)

• If node i is the destination node of secondary session m (i.e., i = d(m)), then∑
k∈Ti

fki(m) = r(m) (m ∈ L, i = d(m)) (6.2.12)
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Again, to avoid redundancy, it is sufficient to list only (6.2.10) and (6.2.11) in the formulation.

Link Capacity Constraints. For each link (i, j), denote the link capacity as Cij , i.e., Cij =

W log2(1 +
ρid

−γ
ij λ

N0
), where W is the bandwidth, ρi is the power spectral density from transmit

node i, dij is the distance between nodes i and j, γ is the path loss index, λ is the antenna related

constant, and N0 is the ambient Gaussian noise density. Since the aggregate flow rate from the

primary and secondary sessions on each link (i, j) cannot exceed the average link rate (over T

time slots), we have

j ̸=ŝ(l),i̸=d̂(l)∑
l∈L̂

f̂ij(l) +

j ̸=s(m),i ̸=d(m)∑
m∈L

fij(m) ≤ 1

T

T∑
t=1

∑
b∈B

Cij · xbij(t). (6.2.13)

6.2.4 Multiobjective Formulation

Our goal is to find the optimal throughput curve for both the primary and secondary sessions. This

problem can be formulated as a multicriteria optimization program with the objectives of maxi-

mizing session throughput in both primary and secondary networks. For throughput maximization,

we maximize the minimum session rate in each network to ensure fairness. We define r̂min and

rmin as the minimum rate among the primary and secondary sessions, respectively. Then we have:

r̂min ≤ r̂(l) (l ∈ L̂) , (6.2.14)

rmin ≤ r(m) (m ∈ L) . (6.2.15)

The multiobjective program can be written as follows:
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BIOPT

max r̂min

max rmin

s.t. Self interference constraints: (6.2.4);

Mutual interference constraints:(6.2.6);

Flow routing for primary sessions: (6.2.7), (6.2.8);

Flow routing for secondary sessions: (6.2.10), (6.2.11);

Link capacity constraints: (6.2.13);

Minimum sessions rate constraints: (6.2.14), (6.2.15).

In this formulation, Cij are constants, xb
ij(t) are binary variables, f̂ij(l), fij(m) r̂(l), r̂min, r(m)

and rmin are continuous variables. This formulation is in the form of multiobjective mixed-integer

linear programming (MOMILP). In the next section, we develop an efficient algorithm to solve

this problem.

6.3 An Approximation Algorithm

6.3.1 Background and Roadmap

For optimization problem BIOPT, we want to maximize the minimum achievable throughput in

both the primary and secondary networks. Since the two objective functions, r̂min and rmin, are

conflicting with each other, we pursue Pareto-optimal solutions [20]. For ease of exposition, we

define α = {x, f , f̂ , r, r̂, rmin, r̂min} as a feasible solution to BIOPT, where x, f , f̂ , r, and r̂ represent

the set of xij, fij, f̂ij, r(m) and r̂(l) for i ∈ N , j ∈ N , l ∈ L̂ and m ∈ L. For a feasible solution

α, we denote U(α) and V (α) as

U(α) = r̂min , (6.3.1)

V (α) = rmin . (6.3.2)

Then BIOPT can be re-written as follows:
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BIOPT

max U(α)

max V (α)

s.t. α = {x, f , f̂ , r, r̂, rmin, r̂min};

Constraints (6.2.4), (6.2.6)-(6.2.8), (6.2.10), (6.2.11), (6.2.13)-(6.3.2).

For a Pareto-optimal solution α†, the corresponding objective pair (U †, V †) is called a Pareto-

optimal point. For a Pareto-optimal point (U †, V †), there does not exist another feasible solution

α with objective pair (U, V ) such that U ≥ U † and V > V †, or U > U † and V ≥ V †. This

means that it is impossible to further improve any one objective without deteriorating the other.

For our problem, it is difficulty to find Pareto-optimal point directly. Therefore, we find a weakly

Pareto-optimal point first and then find the corresponding Pareto-optimal point. For a feasible

solution α∗, with corresponding objective pair (U∗, V ∗), if there does not exist any other solution

α with its objective pair (U, V ) such that U > U∗ and V > V ∗, then solution α∗ is called a

weakly Pareto-optimal solution and (U∗, V ∗) is called a weakly Pareto-optimal point. From this

definition, it is obvious that a Pareto-optimal point is also a weakly Pareto-optimal point, while a

weakly Pareto-optimal point is not always Pareto optimal.

To find all the Pareto-optimal points for BIOPT, we can combine the two objectives into a

single criterion. There are two main techniques to transform a multiobjective problem into a single-

objective problem: (i) weighted sum method and (ii) Chebyshev norm method. In the weighed sum

method, the objective is defined as a nonnegative linear combination of the two objective functions

through a parameter 0 ≤ β ≤ 1:

max β · U(α) + (1− β) · V (α). (6.3.3)

Although it is easy to find a Pareto-optimal point for a given β, it is difficult to find all Pareto-

optimal points using this method. This is because there is an infinite number of β values between

[0, 1] and it is impossible to check out all these values for Pareto-optimal points. So the weighted

sum method is not a good choice to solve our problem.
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In this chapter, we employ the Chebyshev norm method, which allows us to find all Pareto-

optimal points by identifying specific values of β (instead of enumerating all values blindly). The

Chebyshev norm between two points A and B with (UA, VA) and (UB, VB), respectively, is defined

as follows:

∥A−B∥ = max{|UA − UB|, |VA − VB|}. (6.3.4)

The weighted Chebyshev norm with weight 0 ≤ β ≤ 1 is defined as follows:

∥A−B∥β = max{β|UA − UB|, (1− β)|VA − VB|}. (6.3.5)

In the rest of this section, we give the single-objective problem formulation from BIOPT via

weighted Chebyshev norm. Then we show how to find new Pareto-optimal points by properly

setting the value of β in each iteration. In the case when there is an infinite number of Pareto-

optimal points, we show how to terminate the iteration when we have achieved ε-approximation in

the objective value. Finally, by connecting all Pareto-optimal points that we found in the iterations,

we obtain the throughput curve and prove that its approximation error to optimal is no more than

ε.

6.3.2 Single Objective Formulation with Chebyshev Norm

To transform our multiobjective problem into a single objective problem, we define an ideal point I

with coordinate (UI , VI) such that for any feasible solution α with (U(α), V (α)), we have U(α) ≤

UI and V (α) ≤ VI . In other words, UI is an upper bound of U(α) and VI is an upper bound of

V (α), respectively, for any α. Based on this ideal point I , we define weighted Chebyshev norm

between a feasible solution point α with (U(α), V (α)) and (UI , VI) as max{β|UI − U(α)|, (1 −

β)|VI − V (α)|}. We are interested in the minimum value of weighted Chebyshev norm over all

feasible solutions, i.e.,

min
α

max{β|UI − U(α)|, (1− β)|VI − V (α)|}, (6.3.6)
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where the minimization is taken over all feasible solutions α for BIOPT, and β ∈ [0, 1]. We now

show that for a given β, the optimal objective pair(s) (U(α), V (α)) (may not be unique) in (6.3.6)

are weakly Pareto-optimal points.

Lemma 6.1. For any given β ∈ [0, 1], the optimal objective pairs from (6.3.6) are weakly Pareto-

optimal points.

Proof. This proof is based on contradiction. For a given β, suppose that the optimal objective

pairs H with (UH , VH) achieves the minimum Chebyshev norm for (6.3.6), but H is not a weakly

Pareto-optimal point. Then, there must exists another point K with objective pair (UK , VK), that

has UK > UH and VK > VH . The weighted Chebyshev norms between H and I , K and I are

max{β(UI − UH), (1 − β)(VI − VH)} and max{β(UI − UK), (1 − β)(VI − VK)}, respectively.

Since (UI −UK) < (UI −UH) and (VI − VK) < (VI − VH), we have β(UI −UK) < β(UI −UH)

and (1− β)(VI − VK) < (1− β)(VI − VH). Therefore, max{β(UI − UK), (1− β)(VI − VK)} <

max{β(UI −UH), (1−β)(VI −VH)}. This means K can achieve a smaller Chebyshev norm than

H , which contradicts with the assumption that (UH , VH) can achieve the minimum Chebyshev

norm. Therefore, for any given β ∈ [0, 1], the optimal objective pair H that achieves the minimum

chebyshev norm for (6.3.6) is always weakly Pare-optimal point.

There is an infinite number of points that can be used as the ideal point. For simplicity, we

choose our ideal point I with (UI , VI) as follows. For UI , we set it to the maximum objective value

of U when V is set to 0 in BIOPT. Likewise, for VI , we set it to the maximum objective value of

V when U is set to 0 in BIOPT. Then, we have a single objective formulation as follows:

min max {β|UI − U(α)|, (1− β)|VI − V (α)|}

s.t. α = {x, f , f̂ , r, r̂, rmin, r̂min};

β ∈ [0, 1];

Constraints (6.2.4), (6.2.6)-(6.2.8), (6.2.10), (6.2.11), (6.2.13)-(6.3.2).

Since the objective function in the above formulation is nonlinear, we define z = max{β|UI −

U(α)|, (1− β)|VI − V (α)|}. Then we have:
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BIOPT-L min z

s.t. z ≥ β(UI − U(α));

z ≥ (1− β)(VI − V (α));

α = {x, f , f̂ , r, r̂, rmin, r̂min};

β ∈ [0, 1];

Constraints (6.2.4), (6.2.6)-(6.2.8), (6.2.10), (6.2.11), (6.2.13)-(6.3.2).

Now, the objective function is linear. For a given β, BIOPT-L is in the form of mixed-integer

linear program (MILP), which is NP-hard in general. But fortunately, all integer variables in this

MILP are binary. For binary variables that can only take 0 and 1, a branch-and-cut based solution

procedure used by a commerical solver such as CPLEX is very efficient. Therefore, we will use

CPLEX to solve all our binary MILP problems, which turns out to be very successful for all

practical purposes.

6.3.3 Finding Pareto-optimal Point for a Given β

From Lemma 6.1, we know that for a given β, the optimal objective pair obtained from BIOPT-L

is a weakly Pareto-optimal point. For this weakly Pareto-optimal point (U∗, V ∗), we can find the

corresponding Pareto-optimal point (U †, V †) based on the following algorithm:

Algorithm 6.1. (Weakly Pareto to Pareto)

8. Input: Weakly Pareto-optimal point (U∗, V ∗).

9. Let V = V ∗. Solve BIOPT to obtain the optimal U †.

10. Let U = U †. Solve BIOPT to obtain the optimal V †.

11. Return (U †, V †).

From line 2 in Algorithm 6.1, we know there does not exist another point (U, V ) with U > U †

and V ≥ V ∗. From line 3, we know that V † ≥ V ∗, and there does not exist any other point with

U ≥ U † and V > V †. Therefore, there does not exist any other point (U, V ) with U > U † and
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V ≥ V †, or U ≥ U † and V > V †. Then (U †, V †) is a Pareto-optimal point. It is obvious that the

weakly Pareto-optimal point (U∗, V ∗) and the corresponding Pareto-optimal point (U †, V †) can

achieve the same z for BIOPT-L. We omit its proof here to conserve space.

6.3.4 Determination of New Pareto-optimal Points

In the last section, we showed that for a given β, we can find its corresponding Pareto-optimal point.

Since there is an infinite number of values for β in [0, 1] and different β values may correspond to

the same Pareto-optimal point, it is important to identify a subset of β values that allow us to find

all Pareto-optimal points. In this chapter, we propose a method to determine the β value based on

two given Pareto-optimal points that allows us to find a new Pareto-optimal point.

In order to derive the representation for β with any two known pare-optimal point, we start

from one simple scenario. We assume that there are a total of three Pareto-optimal points, where

the two extreme Pareto-optimal points A with (UA, VA) and B with (UB, VB) are known, and the

Pareto-optimal point K (with (UK , VK)) lies strictly between A and B (or is a new Pareto-optimal

point that lies between A and B) defined as UA < UK < UB and VA > VK > VB. The following

lemma derives the representation of β = βAB that is necessary for generating such Pareto-optimal

point K based on A and B.

Lemma 6.2. To generate any possible Pareto-optimal point K that lies strictly between A and B,

βAB should be given by

βAB =
(VI − VB)

(UI − UA + VI − VB)
. (6.3.7)

Proof. For the new Pareto-optimal point K between A and B, we have UA < UK < UB and

VA > VK > VB. If we want to generate the new Pareto-optimal point K, we need to have zK < zA

and zK < zB. So we want to show that if zK < zA and zK < zB hold true, then βAB must be given

by (6.3.7).
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We first explore the necessary condition for βAB if zK < zA always holds.

• If βAB(UI − UK) > (1− βAB)(VI − VK), then zK = βAB(UI − UK). Since UA < UK and

VA > VK , then we have:

zA ≥ βAB(UI − UA) > βAB(UI − UK) = zK .

Hence, if zK < zA always holds, βAB can be any value in (0, 1].

• If βAB(UI−UK) ≤ (1−βAB)(VI−VK), then zK = (1−βAB)(VI−VK). Based on UA < UK

and VA > VK , we have the following constraints:

βAB(UI − UK) < βAB(UI − UA),

(1− βAB)(VI − VK) > (1− βAB)(VI − VA).

Since zK = (1−βAB)(VI−VK) > (1−βAB)(VI−VA), and zA = max{βAB(UI−UA), (1−

βAB)(VI −VA)}, then, zK < zA implies that (1−βAB)(VI −VK) < βAB(UI −UA). But this

should hold for any VK satisfying VK > VB, and so, we must have (1 − βAB)(VI − VB) ≤

βAB(UI − UA), i.e., βAB(UI − UA + VI − VB) ≥ VI − VB. Thus,

βAB ≥
VI − VB

UI − UA + VI − VB

. (6.3.8)

Therefore, we can conclude that if zK < zA always holds, the necessary condition for βAB is given

by (6.3.8).

Next, we explore the necessary condition for βAB if zK < zB always holds.

• If βAB(UI −UK) < (1− βAB)(VI − VK), then zK = (1− βAB)(VI − VK). Since VK > VB,

then (1−βAB)(VI −VK) < (1−βAB)(VI −VB) ≤ zB. Hence, zK < zB holds for any value

of βAB in [0, 1).

• If βAB(UI − UK) ≥ (1 − βAB)(VI − VK), then zK = βAB(UI − UK). For UK < UB and

VK > VB, we have

βAB(UI − UK) > βAB(UI − UB),

(1− βAB)(VI − VK) < (1− βAB)(VI − VB).
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Since zK = βAB(UI−UK) > βAB(UI−UB) and zB = max{βAB(UI−UB), (1−βAB)(VI−

VB)}, then zK < zB implies that βAB(UI−UK) < (1−βAB)(VI−VB). But this should hold

for any UK satisfying UK > UA, and so, we must have βAB(UI−UA) ≤ (1−βAB)(VI−VB),

i.e., βAB(UI − UA + VI − VB) ≤ (VI − VB). Thus,

βAB ≤
VI − VB

UI − UA + VI − VB

. (6.3.9)

Thus, if zK < zB always holds, the necessary condition for βAB is given by (6.3.9).

From (6.3.8) and (6.3.9), we conclude that if both zK < zA and zK < zB always hold, we have

βAB =
VI − VB

UI − UA + VI − VB

.

Lemma 6.2 provides the necessary condition for βAB for generating any new Pareto-optimal

point lying strictly between A and B in a simple scenario. However, for any two known Pareto-

optimal points A and B, we find that βAB in (6.3.7) is always a sufficient condition to generate

a new Pareto-optimal point between A and B in general when it exists. The following lemma

shows that for β given by (6.3.7), the corresponding Pareto-optimal point, denoted as K (found by

solving BIOPT-L and applying Algorithm 6.1) will be a new Pareto-optimal point between A and

B whenever there exists such a Pareto-optimal point between A and B, and that K will coincide

with either A or B if there does not exist another Pareto-optimal point between A and B.

Lemma 6.3. If there exists a Pareto-optimal point between A and B, then K (corresponding to

βAB in (6.3.7)) falls strictly between A and B; otherwise, K coincides with either A or B.

Proof. Our proof consists of three steps. We first show that K falls between A and B. Next, we

show that if there exists other Pareto-optimal points between A and B, then K falls strictly between

A and B. Finally, we show that if no other Pareto-optimal points exist between A and B, then K

coincides with either A or B.

Step 1. We first show that K falls between A and B. Our proof is based on the contradiction by

assuming: (i) K falls to the left of A; (ii) K falls to the right of B.
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U

V

A

B

K

(a) The point K falls to the left of A.

U

V

A

B

K

(b) The point K falls to the right of B.

Figure 6.2: Assuming K does not fall between A and B.
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• (i) In this case, we assume K falls to the left of A (see Fig. 6.2(a)). For any Pareto-optimal

point (U †, V †) that is between A and B, we have UK < U † and VK > V †. The objective

value zK with respect to (UK , VK) has the following constraints:

zK ≥ βAB(UI − UK), zK ≥ (1− βAB)(VI − VK)

with at least one constraint satisfying the equivalent condition. For point (U †, V †), its objec-

tive value z† has the following constraints:

z† ≥ βAB(UI − U †), z† ≥ (1− βAB)(VI − V †)

with at least one constraint satisfying the equivalent condition.

Since UK < U † and VK > V †, then we have βAB(UI − UK) > βAB(UI − U †) and (1 −

βAB)(VI − VK) < (1 − βAB)(VI − V †). In order to find the relationships between zK and

z†, we discuss two cases:

– If βAB(UI − U †) ≥ (1 − βAB)(VI − V †), then z† = βAB(UI − U †). Since zK ≥

βAB(UI − UK) > βAB(UI − U †), then zK > z†.

– If βAB(UI−U †) < (1−βAB)(VI−V †), then z† = (1−βAB)(VI−V †). Since βAB(UI−

UK) > βAB(UI −U †) is known, we compare βAB(UI −UK) with (1−βAB)(VI −V †).

Since UK < UA, then

βAB(UI − UK) > βAB(UI − UA)

=
VI − VB

UI − UA + VI − VB

(UI − UA).

Since V † > VB, then

(1− βAB)(VI − V †) < (1− βAB)(VI − VB)

=
UI − UA

UI − UA + VI − VB

(VI − VB).

Therefore, zK ≥ βAB(UI − UK) > (1− βAB)(VI − V †) = z†.
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Based on the above discussion, we find that zK > z†, which means that any Pareto-optimal

point between A and B can achieve a smaller z than K. This contradicts that K can achieve

the minimum z (minimum Chebyshev norm) for BIOPT-L. Therefore, K can not fall to the

left of A.

• (ii) The discussion for the case that K cannot fall to the right of B (Fig. 6.2(b)) is similar

to case (i), we omit it here to conserve space.

From (i) and (ii), we conclude that the Pareto-optimal point K found by setting βAB as in (6.3.7)

falls between A and B.

Step 2. From Step 1, we showed that K falls between A and B. Here, we show that if there exists

new Pareto-optimal points between A and B, then the Pareto-optimal point K found by βAB will

be a new point different from A and B. To show this, we only need to show that all Pareto-optimal

points that fall strictly between A and B can achieve a smaller z than A and B.

For any Pareto-optimal point with (U †, V †) that falls strictly between A and B, we have

UA < U † < UB and VA > V † > VB. We define z†, zA, zB as the objective values for BIOPT-

L corresponding to Pareto-optimal points (U †, V †), A and B, respectively. Therefore, we have:

z† ≥ βAB(UI − U †), z† ≥ (1− βAB)(VI − V †);

zA ≥ βAB(UI − UA), zA ≥ (1− βAB)(VI − VA);

zB ≥ βAB(UI − UB), zB ≥ (1− βAB)(VI − VB).

We now show that z† < zA. We consider the different cases for the relationships between βAB(UI−

U †) and (1− βAB)(V
∗ − V †):

• If βAB(UI −U †) ≥ (1−βAB)(VI −V †), then z† = βAB(UI −U †). Since UA < U †, we have

βAB(UI − UA) > βAB(UI − U †). Therefore, zA ≥ βAB(UI − UA) > βAB(UI − U †) = z†.

• If βAB(UI − U †) < (1 − βAB)(VI − V †): then z† = (1 − βAB)(VI − V †). Since UA <

U † , we have βAB(UI − UA) > βAB(UI − U †). Now we compare βAB(UI − UA) with
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(1 − βAB)(VI − V †). Since V † > VB, then (1− βAB)(VI − V †) < (1 − βAB)(VI − VB) =

(UI−UA)
(UI−UA+VI−VB)

(VI − VB) = βAB(UI − UA). Therefore, z† < zA.

The proof for z† < zB is similar, and we omit it here.

From the above discussion, we find that any Pareto-optimal point (U †, V †) that falls strictly

between A and B can achieve a smaller z than A and B. Therefore, the new Pareto-optimal point

K (corresponding to βAB in (6.3.7)) will fall strictly between A and B.

Step 3. We show that if there does not exist any new Pareto-optimal point between Pareto-

optimal points A and B, then the Pareto-optimal point K will coincides with either A or B. In

Section 6.3.3, we showed that we can find a Pareto-optimal point for βAB. From the above, we

have shown that this Pareto-optimal point falls in the interval of A and B. If there is no other

Pareto-optimal point between A and B, then the Pareto-optimal point K found by βAB can only

be either A or B.

The significance of Lemma 6.3 is that it allows us to find new Pareto-optimal points iteratively

based on two known Pareto-optimal points. So we can start from two known Pareto-optimal points

{Q1, Q2}. Based on these two points, we calculate β as in (6.3.7) to find new Pareto-optimal

point Q3. We now have two intervals: {Q1, Q3} and {Q3, Q2}. For each interval, we find its β

and a new Pareto-optimal point. In the case when the Pareto-optimal point coincides with any

of the two end points, we declare that there does not exist a new Pareto-optimal point in this

interval. The process continues as long as we can find new Pareto-optimal point for some interval.

When the total number of Pareto-optimal points is not large, our algorithm will terminate with

all Pareto-optimal points. But when the number of Pareto-optimal points is very large (possibly

infinite number of points), we need a way to terminate the iterations. In our algorithm, we set the

following termination condition. For the interval between A and B, if

max{UB − UA, VA − VB} ≤ ε, (6.3.10)

then we stop to find any new Pareto-optimal point in this interval. In the next section, we show that

such a termination condition can guarantee a maximum throughput curve that is ε-approximate to
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the optimal.

For the β values defined by (6.3.7), we have the following result, which is a point of related

interest with respect to the stability of solutions to BIOPT-L.

Property 6.1. Suppose (U1, V1), (U2, V2), · · · , (UM , VM) are all Pareto-optimal points between

Q1 and QM with U1 < U2 < · · · < UM , where M could go to infinite. Then, we have the following

relationships for the corresponding β(K−1)K:

β12 < β23 < · · · < β(M−1)M .

Moreover, for any β ∈ (β(K−1)K , βK(K+1)), we have that (UK , VK) is the corresponding Pareto-

optimal point found via the BIOPT-L (note that by Lemma 6.3, for β = β(K−1)K , we have that

either (UK−1, VK−1) or (UK , VK) is optimal, for each K = 2, · · · ,M).

Proof. (1). We first prove that β12 < β23 < · · · < β(M−1)M .

Based on (6.3.7), we know β(K−1)K = VI−VK

UI−UK−1+VI−VK
and βK(K+1) =

VI−VK+1

UI−UK+VI−VK+1
. Then,

they can also be expressed as follows:

β(K−1)K =
1

UI−UK−1

VI−VK
+ 1

and βK(K+1) =
1

UI−UK

VI−VK+1
+ 1

.

Since UK−1 < Ui < UK+1 and VK−1 > VK > VK+1, then UI−UK−1

VI−VK
> UI−UK

VI−VK+1
, and so we can

conclude that β(K−1)K = 1
UI−UK−1
VI−VK

+1
< 1

UI−UK
VI−VK+1

+1
= βK(K+1).

Since β(K−1)K < βK(K+1) for any adjacent Pareto-optimal points, we have

β12 < β23 < · · · < β(M−1)M .

(2). We next prove that for any β where β(K−1)K < β < βK(K+1), the corresponding Pareto-

optimal point is (UK , VK), i.e., (UK , VK) achieves the minimum z value. For (UK , VK), the objec-

tive value for BIOPT-L is zK . For any other Pareto-optimal point (UR, VR), we define its objective

value as zR. For zK , we have

zK ≥ β(UI − UK), zK ≥ (1− β)(VI − VK).
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If β(UI −UK) ≥ (1−β)(VI −VK), then zK = β(UI −UK). For (UR, VR), we consider two cases:

(i) If UR < UK and VR > VK , then zK = β(UI − UK) < β(UI − UR) ≤ zR.

(ii) If UR > UK and VR < VK , since β < βK(K+1), then we have

zK = β(UI − UK) < βK(K+1)(UI − UK) =
(VI − VK+1)(UI − UK)

UI − UK + VI − VK+1

,

zR = (1− β)(VI − VR) > (1− βK(K+1))(VI − VR) =
(UI − UK)(VI − VK+1)

UI − UK + VI − VK+1

.

Therefore, zK < zR.

If β(UI − UK) ≤ (1− β)(VI − VK), then zK = (1− β)(VI − VK).

We also consider two cases for (UR, VR):

(i) UR > UK and VR < VK : Thus zK = (1− β)(VI − VK) < (1− β)(VI − VR) ≤ zR.

(ii) UR < UK and VR > VK : Since β > β(K−1)K , then we have:

zK = (1− β)(VR − VK) < (1− β(K−1)K)(VI − VK) =
(UI − UK−1)(VI − VK)

UI − UK−1 + VI − VK

,

zR ≥ β(UI − UR) > β(K−1)K(UI − UR) =
(VI − VK)(UI − UR)

UI − UK−1 + VI − VK

Therefore, zK < zR, which is also a contradiction that zR is the optimal solution.

Hence, for any Pareto-optimal point R, we have zK < zR, which implies that (UK , VK) is the

optimal solution of BIOPT-L for β ∈ (β(K−1)K , βK(K+1)).
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(a) The ideal point and two starting Pareto-optimal points.

U

V

E

(b) Throughput curve between any two consecutive Qi and Qj .

Figure 6.3: Assuming K does not fall between A and B.
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6.3.5 Main Result

We are now ready to describe the complete algorithm to find the necessary number of Pareto-

optimal points that can be used to construct a throughput curve. As shown in Fig. 6.3(a), we

start with our ideal point I(UI , VI) and weakly Pareto-optimal points X and Y with (0, VI) and

(UI , 0), respectively. By using Algorithm 6.1, we can find the Pareto-optimal points Q1 and Q2

corresponding to X and Y , respectively. Note that when X and Y are already Pareto-optimal,

then Q1 and Q2 will coincide with X and Y , respectively. Starting from the interval with two end

points Q1 and Q2, we can find other new Pareto-optimal points iteratively. The iteration terminates

when there is no new Pareto-optimal point for each interval or the interval is sufficiently small (as

in (6.3.10)). Since there is a non-zero continuous interval between any two neighboring Pareto-

optimal points, the total number of Pareto-optimal points in G is thus finite. Based on the weakly

Pareto-optimal points X and Y , and Pareto-optimal points Q1, · · · , Q2 that we have found in the

iterations, we have a throughput curve as follows: i) connect X and Q1 with a line, ii) make an

“L”-shape connection between any two consecutive Pareto-optimal points between Qi and Qj as

shown in Fig. 6.3(b), and iii) connect Q2 and Y with a line. Fig. 6.4 summarizes our discussions.

Theorem 3. The throughput curve from Figure 6.4 approximates the optimal bicriteria throughput

curve with the approximation error no more than ε.

Proof. We consider any two adjacent points Qi and Qj (see Fig. 6.5).

• If there does not exist any other Pareto-optimal points between Qi and Qj , then the curve

Qi−E−Qj is exact the optimal throughput curve, since all points on this curve are weakly

Pareto-optimal points.

• If there exist Pareto-optimal points between Qi and Qj , for any one of these Pareto-optimal

points, say R with (UR, VR), we have UQi
< UR < UQj

and VQj
< VR < VQi

. When we

use D1 with (UR, VQj
) (or D2 with (UQi

, VR)) to approximate R, then we have max{UR −

UQi
, VR−VQj

} < max{UQj
−UQi

, VQi
−VQj

} ≤ ε. Then, the approximation error by using

D1 (or D2) to approximate R will be no more than ε.
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Plotting Throughput Curve

1. Initialization: Find ideal point I , weakly Pareto-optimal

points X and Y , and corresponding

Pareto-optimal points Q1 and Q2.

2. Set Z = {{Q1, Q2}}, and G = {Q1, Q2}.

3. while (Z ̸= ∅) {

4. Take an interval, say {Qi, Qj}, from set Z .

5. If (max{UQj
− UQi

, VQi
− VQj

} > ε) {

6. Compute βQiQj
based on (6.3.7) to find new

Pareto-optimal point Qk.

7. If Qk coincides with Qi or Qj , then Qi and Qj

are two adjacent Pareto-optimal points.

8. Otherwise, Qk is a new Pareto-optimal point.

Z = Z ∪{{Qi, Qk}, {Qk, Qj}}, G=G ∪ {Qk}.}

9. Remove {Qi, Qj} from Z . }

10. Draw throughput curve based on X , Y , and all

Pareto-optimal points in G.

Figure 6.4: Pseudo-code of an approximation algorithm to find (1− ε)-optimal throughput curve.
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Figure 6.5: The Pareto-optimal point R is represented by D1 (or D2) with ε-approximation.

Therefore, when we use Qi − E − Qj to approximate the Pareto-optimal curve between Qi and

Qj , the approximation error will be no more than ε.

6.4 A Case Study

In this section, we perform a numerical study on a primary and secondary networks. Our goal is

twofold. First, we want to demonstrate how our algorithm finds throughput curve for the bicriteria

optimization problem. Second, we want to compare the throughput region (the area under the

throughput curve) under the UPS policy to that under the interweave.

6.4.1 Simulation Setting

We consider a randomly generated 15-node primary network and 15-node secondary network in

a 100 × 100 area. For generality, we normalize the units for distance, bandwidth, power and data

rate with appropriate dimensions. The location of each node is shown in Fig. 6.6. We assume that
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Figure 6.6: The locations of a 15-node primary network and a 15-node secondary network.

there are two primary sessions in the primary network and two secondary sessions in the secondary

network. The source and destination nodes for each session are randomly chosen in their networks

and are also shown in Fig. 6.6.

We assume there are two channels in the primary network (B = {1, 2}), with the bandwidth

of each channel being W = 10. A time frame is divided into four time slots (T = 4). The

transmission power spectral density ρi for each node i ∈ N is 1, the path loss index γ is 4, the

antenna related constant λ is 1, and the ambient Gaussian noise density N0 = 10−6. We assume a

node’ transmission range and interference range are 30 and 50, respectively, in both primary and

secondary networks. We set the approximation error for objective ε = 0.1.

6.4.2 Throughput Curve

For the above network setting, we apply our algorithm to BIOPT-L and find a sequence of Pareto-

optimal points. We first set the ideal point I to (15.2235, 10.4497). Then we find two starting
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Table 6.2: New Pareto-optimal point that is found by two known Pareto-optimal points in each

iteration. “PO” represents Pareto-optimal points.

Iteration Qi Qj βQiQj
New PO point

1 (0, 10.44) (15.22, 0) 0.407 (10.5, 6.96)

2 (0, 10.44) (10.5, 6.96) 0.186 (5.025, 8.11)

3 (10.501, 6.96) (15.223, 0) 0.688 (12.28, 4.53)

4 (0, 10.44) (5.02, 8.11) 0.133 (4.2, 9.07)

5 (5.025, 8.11) (10.5, 6.96) 0.254 (7.01, 8.0)

6 (10.5, 6.96) (12.289, 4.53) 0.556 (11.8, 6.00)

7 (12.28, 4.53) (15.22, 0) 0.780 (13.16, 3.55)

8 (0, 10.44) (4.206, 9.072) 0.082 (3.477, 9.26)

9 (4.20, 9.07) (5.025, 8.112) 0.175 (4.88, 8.25)

10 (5.02, 8.11) (7.01, 8.0) 0.193 (5.13, 8.02)

11 (7.01, 8.0) (10.50, 6.96) 0.298 (8.46, 7.46)

12 (10.5, 6.96) (11.8, 6.00) 0.485 NO

13 (11.8, 6.00) (12.28, 4.53) 0.572 NO

14 (12.28, 4.53) (13.16, 3.55) 0.702 NO

15 (13.164, 3.554) (15.223, 0) 0.835 NO

16 (0, 10.44) (3.47, 9.26) 0.072 (0.93, 9.33)

17 (3.47, 9.26) (4.2, 9.07) 0.006 NO

18 (4.2, 9.07) (4.88, 8.25) 0.166 (4.76, 8.36)

19 (4.88, 8.25) (5.02, 8.11) 0.184 (4.99, 8.13)

20 (5.02, 8.11) (5.13, 8.02) 0.191 (5.16, 8.0 )

21 (5.13, 8.02) (7.01, 8.0) 0.195 (5.16, 8.0)

22 (7.01, 8.0) (8.46, 7.46) 0.191 NO

23 (8.46, 7.46) (10.5, 6.96) 0.340 (9.06, 7.27)

24 (0, 10.44) (0.93, 9.33) 0.068 (0.87, 9.4)

25 (0.93, 9.33) (3.47, 9.26) 0.076 (1.0, 9.27)

26 (4.2, 9.07) (4.76, 8.36) 0.158 (4.68, 8.45)

27 (4.76, 8.36) (4.88, 8.25) 0.173 (4.86, 8.27)

28 (4.88, 8.25) (4.99, 8.13) 0.182 (4.97, 8.15)

29 (4.99, 8.13) (5.02, 8.11) — —

30 (5.13, 8.02) (5.16, 8.0) — —

31 (5.16, 8.0) (7.01, 8.0) 0.135 NO

32 (8.46, 7.46) (9.06, 7.27) 0.319 (8.88, 7.45)
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Iteration Qi Qj βQiQj
New PO point

33 (9.06, 7.27) (10.5, 6.96) 0.361 (9.26, 7.07)

34 (0, 10.44) (0.87, 9.4) 0.064 (0.81, 9.45)

35 (0.87, 9.4) (0.93, 9.33) — —

36 (0.93, 9.33) (1.0, 9.27) — —

37 (1.0, 9.27) (3.47, 9.26) 0.005 NO

38 (4.20, 9.07) (4.68, 8.45) 0.153 (4.6, 8.52)

39 (4.68, 8.45) (4.76, 8.36) 0.054 NO

40 (8.461, 7.461) (8.881, 7.450) 0.211 NO

41 (8.88, 7.45) (9.06, 7.27) 0.333 (9.0, 7.33)

42 (9.06, 7.27) (9.26, 7.07) 0.354 (9.19, 7.14)

43 (9.26, 7.07) (10.5, 6.96) 0.369 (9.33, 7.0)

44 (0, 10.44) (0.81, 9.45) 0.061 (0.76, 9.5)

45 (0.81, 9.45) (0.87, 9.4) 0.044 NO

46 (4.2, 9.07) (4.6, 8.52) 0.148 (4.54, 8.58)

47 (4.6, 8.52) (4.68, 8.45) — —

48 (9.26, 7.07) (9.33, 7.0) — —

49 (9.33, 7.0) (10.5, 6.96) 0.372 (9.36, 6.97)

50 (0, 10.44) (0.76, 9.5) 0.058 (0.72, 9.55)

51 (0.76, 9.5) (0.8, 9.45) — —

52 (4.2, 9.07) (4.54, 8.58) 0.144 (4.49, 8.63)

53 (4.54, 8.58) (4.6, 8.52) — —

54 (9.33, 7.0) (9.36, 6.97) — —

55 (9.36, 6.97) (10.5, 6.96) 0.272 NO

56 (0, 10.44) (0.72, 9.55) 0.055 (0.52, 9.58)

57 (0.72, 9.55) (0.76, 9.5) — —

58 (4.2, 9.07) (4.49, 8.63) 0.141 (4.45, 8.67)

59 (4.49, 8.63) (4.54, 8.58) — —

60 (0, 10.44) (0.52, 9.58) 0.036 NO

61 (0.52, 9.58) (0.72, 9.55) 0.037 NO

62 (4.2, 9.07) (4.45, 8.67) 0.138 (4.42, 8.71)

63 (4.45, 8.67) (4.49, 8.63) — —

64 (4.2, 9.07) (4.42, 8.71) 0.136 (4.39, 8.74)

65 (4.42, 8.71) (4.45, 8.67) — —

66 (4.2, 9.07) (4.39, 8.74) 0.086 NO

67 (4.39, 8.74) (4.42, 8.71) — —
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Figure 6.7: The throughput curve found by our algorithm.

Pareto-optimal points Q1 and Q2 as (0, 10.4497) and (15.2235, 0), respectively. Based on these two

starting Pareto-optimal points, Table 6.2 shows the results from our iterations. For each iteration,

we have two Pareto-optimal points Qi and Qj . Based on these two points, we find βQiQj
and the

corresponding new Pareto-optimal point. In iteration 12–15, 17, 22, 31, 37, 39, 40, 45, 55, 60, 61,

and 66, there does not exist a new Pareto-optimal point for the corresponding interval. In iteration

29, 30, 35, 36, 47, 48, 51, 53, 54, 57, 59, 63, 65, and 67, we stop finding Pareto-optimal points

since the corresponding intervals between Qi and Qj are smaller than ε.

Based on the Pareto-optimal points in Table 6.2, we plot the throughput curve as shown in

Fig. 6.7. On this curve, the intervals corresponding to iterations 29, 30, 35, 36, 47, 48, 51, 53,

54, 57, 59, 63, 65, and 67 have ε-approximation to the optimal. For intervals corresponding to

iterations 12–15, 17, 22, 31, 37, 39, 40, 45, 55, 60, 61 and 66, the throughput curve is optimal.

These can be validated by choosing any point (U∗, V ∗) on this curve and compare it with the

corresponding optimal point. This optimal point can be obtained by solving BIOPT by setting

the primary network throughput U = U∗. Then, we compare the maximum secondary network

throughput value V with that we found from the curve. We first validate the points that locate

within the intervals that achieve the ε-approximation. We set the primary network throughput
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U∗ = 4.65, and solve BIOPT. The maximum secondary network throughput is V = 8.476. Based

on the curve in Fig. 6.7, we can find the secondary network throughput V ∗ = 8.457. The difference

between V = 8.476 and V ∗ = 8.457 is 0.019, which is smaller than ε = 0.1. For any point located

in the intervals corresponding to iterations 29, 30, 35, 36, 47, 48, 51, 53, 54, 57, 59, 63, 65, and

67, we can obtain similar results. Next, we validate the results that are located in the intervals

corresponding to iterations 12–15, 17, 22, 31, 37, 39, 40, 45, 55, 60, 61 and 66. We choose

the primary network throughput U∗ = 2.0, and solve BIOPT by setting U = U∗. The obtained

maximum secondary network throughput is V = 9.270. Based on the curve in Fig. 6.7, we can

find the maximum secondary network throughput V ∗ = 9.270, which is the same as the optimal

and the difference is smaller than ε. We can repeat the validation for any point located in intervals

corresponding to iterations 12–15, 17, 22, 31, 37, 39, 40, 45, 55, 60, 61 and 66, and obtain the

same conclusion. We omit to show those results here to conserve space.

Not shown in Table 6.2 are the feasible solutions for the Pareto-optimal points. In particular, in

iterations 1–11, 16, 18–21, 23–28, 32–34, 38, 41–44, 46, 49, 50, 52, 56, 58, 62, and 64. we have

found a Pareto-optimal solution α† when we solve the new Pareto-optimal point (U †, V †). We now

show how to find a feasible solution for any point on the throughput curve in Fig. 6.7.

Consider a point (10, 6.96) on the throughput curve in Fig. 6.7. This point falls in the interval

in iteration 55. Since this point is not a Pareto-optimal point, we do not know its feasible solu-

tion α∗ = {x∗, f∗, f̂∗, r∗, r̂∗, r∗min, r̂
∗
min}. We show how to construct a feasible solution for point

(10, 6.96) based on the solution for its corresponding Pareto-optimal point (10.501, 6.96). For

(10.501, 6.96), denote its solution as α† = {x†, f †, f̂ †, r†, r̂†, r†min, r̂
†
min}. For α∗, we can use the

same scheduling as in α† for both primary and secondary sessions, i.e., x∗ = x†. For flow routing

and data rate, there is no change for the secondary session, i.e., f∗ = f † and r∗ = r†. But for

the primary sessions, their throughput need to be adjusted, although their routing topology do not

change. Specifically, we adjust the primary session throughput from 10.501 in α† to 10 in α∗,

which will affect data rate on each link f̂∗. Therefore, we obtain a feasible solution α∗ for point

(10, 6.96). For any point on this curve, we can use this method to construct one feasible solution

based on the solution of its corresponding Pareto-optimal point.
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Figure 6.8: A comparison of the throughput region under the UPS policy and the interweave

paradigm.

6.4.3 Comparison to Other Paradigms

We now compare the UPS’s throughput region (the area under the throughput curve) with other

paradigms (i.e., underlay and interweave). Since the underlay paradigm requires interference can-

cellation capabilities (e.g, MIMO [75, 85, 86]) at the physical layer that is beyond what we have

assumed for each node for UPS, it is not appropriate (or fair) to make such a comparison. So we

will limit our comparison of UPS to the interweave paradigm [22]. Under interweave, the primary

nodes use its network and spectrum resource without considerations of the secondary nodes. The

secondary nodes are allowed to use a spectrum band only when the primary nodes are not using

it. There is no node-level cooperation between the two networks. Fig. 6.8 shows the throughput

curves under the UPS and interweave paradigms. The throughput region (in terms of its area size)

for the UPS policy is 2.64 times of that for the interweave. We also run 100 instances with different

network settings to find the throughput curves between primary and secondary networks with our

algorithm. The results are consistent and show that the throughput regions for the UPS policy are

always much larger than those under the interweave paradigm.
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6.5 Chapter Summary

Node-level (data plane) cooperation between the primary and secondary networks adds a new

dimension for efficient spectrum sharing. In this chapter, we investigate achievable throughput

region when the primary and secondary nodes are allowed to cooperate and forward each other’s

traffic. The achievable throughput region is characterized by the so-called optimal throughput

curve. To find the optimal throughput curve, we formulate a multicriteria optimization problem

and developed a novel solution based on weighted Chebyshev norm. Our solution is able to find

a sequence of new Pareto-optimal points through iterations. We further show that our throughput

curve is an ε-approximation to the optimal. Through a case study, we show that the throughput

region under the UPS policy (with node-level cooperation) is substantially larger than that under

the interweave paradigm (where there is no node-level cooperation).



Chapter 7

Coexistence between Wi-Fi and LTE on

Unlicensed Spectrum

7.1 Introduction

Today there are over 350 million cellular subscribers in the US and 70% of them possess smart-

phones. The data traffic carried by these subscribers has exceeded 4.8 exabyte per year and is

growing at 50% annually. But the radio frequency spectrum that can be used for wireless com-

munications is a finite and extremely valuable resource. With the proliferation of new wireless

applications, the use of the radio spectrum has intensified to the point that new spectrum policies

are needed.

On the other hand, there is a significant amount of unlicensed spectrum available. For exam-

ple, in the 5 GHz band, there is a close to 500 MHz of spectrum bandwidth available (e.g., [5.15,

5.25] GHz and [5.47, 5.85] GHz in the US). Currently, the widely deployed wireless technology

on the 5 GHz unlicensed band is Wi-Fi. The idea of deploying cellular over unlicensed spectrum

is attractive for telecommunications carriers as it allows them to increase overall capacity without

paying billions of dollars that they do for a licensed spectrum. Already, US cellular operators such

189
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as Verizon and T-Mobile are exploring this possibility and making plans to deploy LTE Unlicensed

(LTE-U [18, 47, 67]) technology in the unlicensed bands (especially in the 5 GHz band). For the

Wi-Fi community, there is a grave concern that the entry of LTE-U (and LAA [40]) protocols

will degrade the service quality of Wi-Fi devices since LTE does not employ CSMA (or listen-

before-talk (LBT)), which is the key technology for Wi-Fi users to access and share the spectrum.

When Wi-Fi and LTE operate in the same unlicensed band, the transmission of Wi-Fi users will

be deferred by LTE signals, which leads to degradation to Wi-Fi throughput. In [29, 53, 69], ex-

perimental results showed that Wi-Fi throughput may be reduced by 90% when interfered by LTE.

This is unfair to Wi-Fi and has led to protest by the Wi-Fi Alliance. To address this issue, the

cellular carriers have proposed more friendly coexistence between Wi-Fi and LTE. In Section 7.8,

we review related work in this area and point out some fundamental issues with the proposed

coexistence schemes.

Instead of taking any side in the coexistence debate, we take a neutral approach to gain a funda-

mental understanding of coexistence between the two technologies. The novelty of our approach

is to focus on user satisfaction rather than following either Wi-Fi or cellular carriers’ perspective.

This approach is sensible as an important goal of any Wi-Fi or cellular carrier to maximize user

satisfaction (besides making a profit). In this chapter, we ask the following two fundamental ques-

tions: (1) From user satisfaction perspective, is there any benefit in coexistence between Wi-Fi and

LTE beyond just deploying Wi-Fi? (2) If there is a benefit for coexistence, then how to achieve

such benefit in practice?

We address the above two questions by studying several deployment and spectrum sharing

strategies for Wi-Fi and LTE. We consider a wireless service area on the order of a picocell which

can be served by one LTE base station (BS) or multiple Wi-Fi APs (see Figure 7.1). For a user,

it has the option to use Wi-Fi for free or LTE for a fee. We introduce a user satisfaction function

under Wi-Fi and LTE and study the problem of how to maximize total user satisfaction among all

users under different Wi-Fi and LTE deployment scenarios and spectrum sharing policies. Through

rigorous mathematical modeling and extensive simulation studies, we find that in terms of max-

imizing total user satisfaction function, there does not appear to be any benefit with coexistence
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Figure 7.1: The coexistence of Wi-Fi and LTE in a picocell-sized area.

between Wi-Fi and LTE when the unlicensed spectrum is partitioned statically between Wi-Fi and

LTE. This is interesting as it suggests that one might just deploy Wi-Fi without LTE in the un-

licensed spectrum, when the objective is to maximize total user satisfaction. This finding serves

as a powerful counter argument to some of the telecom carriers’ proposal to enter the unlicensed

spectrum space through static partitioning of the unlicensed band between Wi-Fi and LTE. On the

other hand, we find that there is a significant benefit in deploying adaptive spectrum partitioning

between Wi-Fi and LTE. That is, the total user satisfaction can be significantly increased when

deploying adaptive spectrum partitioning between Wi-Fi and LTE.

Based on the above findings, we conclude that adaptive spectrum partitioning is the only viable

approach for coexistence between Wi-Fi and LTE in the unlicensed spectrum. However, such

fully adaptive spectrum partitioning is based on global optimization, which means that a user may

have to change its service provider whenever there is a new user request arrival or a departure

of an existing users. This is not practical as frequent changes of service provider for a user is
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disruptive at the application layer. To address this problem, we propose a practical semi-adaptive

algorithm to implement fully adaptive spectrum allocation without affecting existing users’ service

providers. Through performance evaluation, we show the performance of the proposed practical

semi-adaptive algorithm is highly competitive when compared to fully adaptive spectrum partition.

The remainder of this chapter is organized as follows. In Section 7.2, we propose a network

architecture for coexistence between Wi-Fi and LTE. In Sections 7.3, 7.4, and 7.5, we present three

Wi-Fi and LTE service deployment strategies: (1) Wi-Fi only (no LTE); (2) static spectrum parti-

tioning; (3) fully adaptive spectrum partitioning. Section 7.6 presents extensive numerical results

to compare the three strategies. In Section 7.7, we propose a practical semi-adaptive algorithm to

implement fully adaptive spectrum partitioning and present its performance results. Section 7.8

presents related work and Section 7.9 concludes this chapter.

7.2 Network Architecture

In this section, we describe a system architecture for coexistence and spectrum sharing between

Wi-Fi and LTE networks. As an example, we consider wireless access at an airport or a similar

area on the scale of a picocell. We assume this can be served by one LTE base station (BS) and

multiple Wi-Fi APs. As shown in Figure 7.1, the LTE BS has coverage of all users in the area

while a Wi-Fi AP can only cover a smaller sub-area (and thus multiple Wi-Fi APs are needed

to cover the entire area). Suppose there is a set of users (e.g., laptops, cellphones) in this area

wishing to access network service. A user may choose either the LTE BS or one of the Wi-F APs

in her neighborhood. If a user chooses LTE, then her subscribed rate will be guaranteed during the

lifetime of the connection, but for a price per unit of data rate. On the other hand, if a user chooses

Wi-Fi, then her data rate cannot be guaranteed, but the service is free. We assume that each user

has her particular financial means (affordability). This affordability is non-negative and reflects

how much money a user is willing to pay to access the network. If it is zero, this user will only

access the Wi-Fi network; otherwise, it can access either the LTE or the Wi-Fi network.
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Figure 7.2: A cloud-based control plane that coordinates spectrum sharing between Wi-Fi APs and

LTE BS.

Figure 7.2 shows a conceptual of control plane. We assume there is a cloud server deployed at

the backend, which connects to both the Wi-Fi APs and LTE BS. The cloud server has powerful

computation capability and can compute optimal solutions to maximize users satisfaction based

on input from the Wi-Fi and LTE. By default, a user’s request for network access goes to a Wi-Fi

AP, which will relay the request to the centralized cloud server. Upon receiving the request, the

cloud server finds the optimal solution (Wi-Fi AP or LTE service selection and associated spectrum

allocation) for the user with the goal of maximizing total users satisfaction. For a user with zero

affordability, the cloud server will only assign one of the Wi-Fi APs to her. Otherwise, the cloud

server can assign either a Wi-Fi AP or the LTE BS to this user. After making the optimal decision

on service selection and spectrum allocation, the cloud server sends the optimal solution to the

Wi-Fi APs and LTE BS, which will implement this solution.

In this network architecture, denote A as the set of Wi-Fi APs and L as the LTE BS. Denote

N as the set of users in this area and denote Ni as a subset of users that are within the CSMA

contention range of user i. That is, user i is allowed to transmit only when the set of users in Ni is

not transmitting. Define Ai as a subset of Wi-Fi APs that covers user i. We assume the bandwidth

of unlicensed spectrum in the area is B. Denote p as the price per unit of data rate imposed by
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Table 7.1: Notation

L LTE base station.

N The set of users in the area.

A The set of Wi-Fi APs in the area.

Ni The set of users that are within the CSMA contention range of user i ∈ N .

Ai The set of Wi-Fi APs the covers user i.

p The price charged by LTE per unit of data rate.

Pi The maximum price for data rate that a user i can afford.

B The total available bandwith for unlicense spectrum.

BW Bandwidth in unlicense spectrum allocated for Wi-Fi.

BL Bandwidth in unlicense spectrum allocated for LTE.

BL
i Bandwidth assigned to user i under LTE.

xij A binary variable indicating whether or not user i is assigned to Wi-Fi AP j.

xiL A binary variable indicating whether or not user i is assigned to LTE BS L.

rWij The achievable uplink throughput for user i when served by Wi-Fi AP j.

rLi The achievable uplink throughout for user i when served by LTE.

SW User’s satisfaction coefficient per unit of data rate under Wi-Fi.

SL User’s satisfaction coefficient per unit of data rate under LTE.

α The spectrum efficiency for Wi-Fi.

QW
i The transmission power density at user i under Wi-Fi.

QL
i The transmission power density at user i under LTE.

λij The antenna gain between user i and its service provider j (either Wi-Fi or LTE)

dij The distance between user i and its service provider j (either Wi-Fi or LTE)

σ Path loss index.
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LTE and denote Pi as user i’s (i ∈ N ) affordability, i.e., the maximum payment that user i is

willing to pay. When Pi is 0, then user i is not willing to pay and only wants to use free Wi-Fi

service. Otherwise, user i can get up to Pi/p amount of data rate if she chooses LTE. Note that

LTE provides guaranteed data rate while Wi-Fi only provides average rate (based on contention)

which is likely to fluctuate over time. So, even for the same “rate”, user experience under LTE and

Wi-Fi will differ. To capture such difference in a user’s experience, we introduce two satisfaction

parameters for rates under LTE and Wi-Fi. We denote SW and SL as the satisfaction parameters

per unit of data rate under LTE and Wi-Fi, respectively. Table 7.1 lists notation in this chapter.

Based on this setting, we are interesting in total users satisfaction under the following coexis-

tence and spectrum-sharing strategies.

• (a) Wi-Fi only: Only Wi-Fi is deployed and the entire unlicensed spectrum is used by Wi-Fi.

In this case, each user is served by one Wi-Fi AP.

• (b) Static partitioning of unlicensed spectrum between Wi-Fi and LTE: Both LTE and Wi-Fi

are deployed in the area. The unlicensed band is partitioned into two fixed portions: one

for Wi-Fi and the other for LTE. A user may be served by either a Wi-Fi AP or LTE BS.

That is one of the coexistence strategies advocated by cellular carriers for sharing unlicensed

spectrum with Wi-Fi.

• (c) Adaptive spectrum partitioning of unlicensed spectrum between Wi-Fi and LTE: Both

LTE and Wi-Fi are deployed in the area. The unlicensed spectrum band is dynamically

partitioned between Wi-Fi and LTE (no fixed allocation on unlicensed band) based on current

user population and their affordabilities.

7.3 Scenario A: Wi-Fi Only

In this section, we consider the scenario where only Wi-Fi APs are deployed in the area and LTE is

not deployed (i.e., Wi-Fi only). For this scenario, we develop the mathematical model and problem
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formulation to maximize total user satisfaction. For any user, we assume she is under the coverage

of at least one Wi-Fi AP. Due to overlapping of coverage areas, a user may also be in the service

area of multiple APs. To model which AP is selected by a user, denote binary variable xij as

whether user i ∈ N selects Wi-Fi AP j, j ∈ Ai, i.e.,

xij =

 1 If user i selects Wi-Fi AP j as her service provider;

0 otherwise.
(7.3.1)

Since user i can only select one and only one Wi-Fi AP, we have:∑
j∈Ai

xij = 1. (7.3.2)

Since uplink and downlink traffic behavior is highly unpredictable, to simplify our study, we

assume saturated traffic for each user. Also, since there does not exist a good throughput model

that considers both uplink and downlink traffic for a user in Wi-Fi, we will only consider uplink

traffic in this study and defer the more complex (unknown) joint uplink/downlink traffic model to

future study. Such simplification allows us to employ the empirical throughout model in [7,53]. On

the unlicensed bandwidth B, each user needs to contend with other users to access this bandwidth.

Under saturated user traffic model, air time is shared equally among all users [7, 53]. Recall that

Ni is the set of users that are within the CSMA contention range of user i. Then user i needs to

contend with all these users in Ni to access the same channel. The transmission opportunity for

user i is therefore 1
|Ni|+1

, i.e., air time is shared equally among the (|Ni| + 1) users. Denote rWij

as the achievable uplink throughput for user i when it selects AP j. Then the achievable uplink

throughput for user i can be expressed as following:

rWij =
α

|Ni|+ 1
B log2(1 +

QW
i d−σ

ij λij

N0

), (7.3.3)

where α is the channel efficiency of air time [7, 53], QW
i is user i’ power spectral density under

Wi-Fi, dij is the distance between user i and AP j, σ is the pass loth index, λij is the antenna gain

between user i and AP j, and N0 is the ambient Gaussian power spectral density.

Note the throughput in Eq. (7.3.3) is average (contention-based) throughput and the instanta-

neous rate will fluctuate over time. Recall SW is the satisfaction parameter per unit of data rate
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under Wi-Fi. To capture a user’s satisfaction, we define f(i) as user i’s satisfaction function as

follows:

f(i) = SW ·
∑
j∈Ai

xijr
W
ij . (7.3.4)

We are interesting in maximizing the total users satisfaction in the network. That is:

OPT-W

max
∑

i∈N f(i)

s.t. Satisfaction function: (7.3.4);

AP selection constraints: (7.3.2);

Throughput constraints: (7.3.3).

This problem is in the form of a mixed-integer linear program (MILP), which can be solved by

commercial solver (CPLEX) efficiently.

7.4 Scenario B: Coexistence Through Static Spectrum Parti-

tioning

7.4.1 Mathematical Modeling

In this deployment scenario, both Wi-Fi APs and LTE are deployed in the area (Fig. 7.1). Under

static spectrum partitioning, Wi-Fi and LTE will coexist on the same unlicensed band B and the

total bandwidth B is statically partitioned into BW and BL for Wi-Fi and LTE, respectively and

remain fixed. To avoid interference between Wi-Fi and LTE, there is no overlap between BW and

BL.

Service selection A user may choose a Wi-Fi AP or LTE BS. The binary variable xij (defined

in (7.3.1)) can be used as an indicator of whether user i selects AP j. Now denote xiL as a binary
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variable indicating whether or nor user i selects LTE BS as its service provider, i.e.,

xiL =

 1 If user i selects LTE BS as her service provider;

0 otherwise.

Since a user can be served by either the LTE BS or one (and only one) Wi-Fi AP, we have:

xiL +
∑
j∈Ai

xij = 1, (i ∈ N ). (7.4.1)

Bandwidth Allocation for LTE User LTE BS typically has advanced channel management

function and can slice its bandwidth BL into a set of different (and smaller) channels to serve

its users. Denote BL
i as the bandwidth allocated to user i by the LTE BS. To avoid potential

interference among users in the LTE network, the channels assigned to different users should not

overlap. That is: ∑
i∈N , xiL=1

BL
i ≤ BL.

which is equivalent to: ∑
i∈N

xiLB
L
i ≤ BL. (7.4.2)

We define BL
min as the minimum bandwidth that should be assigned to a user if it is served by

LTE BS. If xiL = 1, then BL
i ≥ BL

min; otherwise, BL
i = 0. That is:

xiLB
L
min ≤ BL

i ≤ xiLBL. (7.4.3)

Throughput Analysis We now analyze a user’s throughput. As for the Wi-Fi only network in

Section 7.3, we only consider uplink traffic.

• User i served by Wi-Fi network. For a user i that is serviced by the Wi-Fi network, it

contends the channel access with other Wi-Fi users inNi. Since the setNi includes all users

(using either Wi-Fi or LTE service) that are within the CSMA contention range of user i,
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we need to identify only those users in Ni that are using Wi-Fi. Denote Mi as the number

of users in Ni that are served by Wi-Fi. Then user i only contends with Mi Wi-Fi users for

channel BW that is allocated to Wi-Fi. Mi can be modeled as following:

Mi =
∑
k∈Ni

∑
a∈Ak

xka, (i ∈ N ). (7.4.4)

If user i selects Wi-Fi AP j, then based on our earlier discussion in Section 7.3, the achiev-

able uplink throughput rWij is :

rWij =
α

Mi + 1
BW log2(1 +

QW
i d−σ

ij λij

N0

). (7.4.5)

• User i served by LTE network. If user i selects the LTE BS as its service provider,

then LTE BS will assign a dedicated channel BL
i to it. Denote rLi as the achievable uplink

throughput for user i under LTE. We have:

rLi = BL
i log2(1 +

QL
i d

−σ
iL λiL

N0

), (7.4.6)

where QL
i is user i’ power spectral density under LTE, diL is the distance between user i and

LTE BS, σ is the pass loth index, λiL is the antenna gain between user i and LTE BS, and N0

is the ambient Gaussian power spectral density.

User Affordability Constraint Recall that a user will need to pay for accessing LTE service. To

characterize the financial means (affordability) of a user, we employ the following pricing model.

Recall that we have defined p as the price per unit of data rate imposed by LTE and Pi as the upper

limit that user i is willing to pay. If a user chooses LTE, we have the following constraint:

p · rLi ≤ Pi. (7.4.7)

7.4.2 Problem Formulation

Recall that the throughput in (7.4.6) for LTE is a guaranteed rate while the throughput in (7.4.5)

is the average (contention-based) throughput. As a result, even for the same “rate”, user i’s ex-

perience under LTE and Wi-Fi will differ. To capture such difference in user i’s satisfaction, we
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introduce another satisfaction parameter for the user’s rate under LTE. Denote SL as the satisfac-

tion parameter per unit of data rate under LTE. Recall that SW is the satisfaction parameter per

unit of data rate under Wi-Fi service. Therefore, for practical purpose, we should have SL ≥ SW .

Based on (7.3.4), we define f(i) as the user i’s satisfaction function as follows:

f(i) =

 SW ·
∑

j∈Ai
xijr

W
ij If

∑
j∈Ai

xij = 1;

SL · xiL · rLi if xiL = 1.

Since xiL +
∑

j∈Ai
xij = 1, it is easy to show that the above definition of f(i) is equivalent to:

f(i) = SW

∑
j∈Ai

xijr
W
ij + SLxiL · rLi , (i ∈ N ). (7.4.8)

For the objective of maximizing total satisfaction among all users, we can formulate the prob-

lem as follows:

max
∑

i∈N f(i)

s.t. Satisfaction function: (7.4.8);

Service selection constraints: (7.4.1);

Bandwidth allocation constraints: (7.4.2), (7.4.3);

Throughput constraints: (7.4.4), (7.4.5), (7.4.6);

User affordability constraint: (7.4.7).

In this formulation, xij, xiL,Mi, B
L
i , r

W
ij , and rLi are optimization variables, and BW , BL, B, BL

min,

BW
min, p, Pi, SW , SL, and α are constants. This optimization is in the form of a mixed-integer non-

linear program (MINLP). In the following, we show how to reformulate it into an MILP problem,

which could be solved by a commercial software (such as CPLEX).

7.4.3 Reformulation

In above formulation, constraints (7.4.2), (7.4.5), and (7.4.8) are nonlinear. We will linearize them

into a set of linear constraints.
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In constraints (7.4.2) and (7.4.8), we have nonlinear terms xiLB
L
i , xijr

W
ij , and xiLr

L
i . We

can use Reformulation-Linearization technique (RLT) [27, Chapter 6] to linearize such product of

variables (monomials). Define ziL = xiLB
L
i , we have the following associate constraints:

xiL ≥ 0, 1− xiL ≥ 0.

BL
i ≥ 0, BL −BL

i ≥ 0.

We can cross-multiply the two constraints involving xiL with the two constraints involving BL
i ,

and replacing the product term (xiLB
L
i ) with ziL. Then (7.4.2) can be replaced by the following

linear constraints: ∑
i∈N

ziL ≤ BL, (7.4.9)

ziL ≤ xiLB, (7.4.10)

ziL ≤ BL
i , (7.4.11)

ziL ≥ xiLB +BL
i −BL, (7.4.12)

where i ∈ N .

Following the same token, define µij = xijr
W
ij and θi = xiLr

L
i , we have the following associate

constraints:

xij ≥ 0, 1− xij ≥ 0, rWij ≥ 0, αBW log2(1 +
QW

i d−σ
ij λij

N0

)− rWij ≥ 0.

xiL ≥ 0, 1− xiL, rLi ≥ 0, BL log2(1 +
QL

i d
−σ
iL λiL

N0

)− rLi ≥ 0.

We can cross-multiply the constraints involving xij with the two constraints involving rWij and

cross-multiply the constraints involving xiL with the two constraints involving rLi , and replacing the

product terms (xijr
W
ij ) and (xiLr

L
i ) with µij and θi. Then, (7.4.8) can be replaced by the following

constraints:

f(i) = SW

∑
j∈Ai

µij + SLθi, (7.4.13)

µij ≤ rWij , (7.4.14)
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µij ≤ xijαBW log2(1 +
QW

i d−σ
ij λij

N0

), (7.4.15)

µij ≥ rWij + xijαBW log2(1 +
QW

i d−σ
ij λij

N0

)− αBW log2(1 +
QW

i d−σ
ij λij

N0

), (7.4.16)

θi ≤ rLi , (7.4.17)

θi ≤ xiLBL log2(1 +
QL

i d
−σ
iL λiL

N0

), (7.4.18)

θi ≥ rLi + xiLBL log2(1 +
QL

i d
−σ
iL λiL

N0

)−BL log2(1 +
QL

i d
−σ
iL λiL

N0

). (7.4.19)

where i ∈ N .

Constraint (7.4.5) can be written in the following form:

Mir
W
ij + rWi = αBW log2(1 +

QW
i d−σ

ij λij

N0

)

Since Mir
W
ij =

∑
k∈Ni

∑
a∈Ak

xkar
W
ij , define λi,k,a,j = xkar

W
ij , we have the following associate

constraints:

xka ≥ 0, 1− xka ≥ 0, rWij ≥ 0, αBW log2(1 +
QW

i d−σ
ij λij

N0

)− rWij ≥ 0. (7.4.20)

We can cross-multiply the constraints involving xka with the two constraints involving rWij , and

replacing the product term (xkar
W
ij ) with λi,k,a,j . Then (7.4.5) can be replaced by the following

linear constraints: ∑
k∈Ni

∑
a∈Ak

λi,k,a,j + rWi = αBW log2(1 +
QW

i d−σ
ij λiW

N0

), (7.4.21)

λi,k,a,j ≤ rWij , (7.4.22)

λi,k,a,j ≤ xkaαBW log2(1 +
QW

i d−σ
ij λiW

N0

), (7.4.23)

λi,k,a,j ≥ rWij + xkaαBW log2(1 +
QW

i d−σ
ij λij

N0

)− αBW log2(1 +
QW

i d−σ
ij λij

N0

). (7.4.24)

where i ∈ N , j ∈ A, k ∈ Ni, and a ∈ Ak.

Now, all nonlinear constraints in the original formulation are linear. We have the following

new formulation:
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OPT-S

max
∑

i∈N F (i)

s.t. Satisfaction function: (7.4.13)–(7.4.19);

Service selection constraints: (7.4.1);

Bandwidth allocation constraints: (7.4.3), (7.4.9)–(7.4.12);

Throughput constraints: (7.4.4), (7.4.6), (7.4.21)–(7.4.24);

User affordability constraint: (7.4.7).

This formulation is in the form of mix-integer linear program (MILP), which can be solved by

commercial software (CPLEX).

7.5 Scenario C: Coexistence Through Adaptive Spectrum Par-

titioning

Since the cloud server can perform centralized optimization, it is possible to share the unlicensed

spectrum dynamically between Wi-Fi and LTE based on the users in the network. That is, BW and

BL can be optimization variables rather than pre-assigned constants.

Since B is partitioned into BW for Wi-Fi and BL for LTE, and there is no overlap between the

two, we have:

BW +BL = B. (7.5.1)

Here BW and BL are variables, and could be dynamically adjusted based on the current user

population in the network.

Different from Eq. (7.4.2), there is no need to allocate extra bandwidth to LTE users beyond

their requirement. So the constraint in Eq. (7.4.2) should be binding instead of an upper bound.

We have: ∑
i∈N

xiLB
L
i = BL. (7.5.2)
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Therefore, any bandwidth unused by LTE will be allocated to Wi-Fi users.

To ensure there is some minimum bandwidth for Wi-Fi users, denote Bmin as the minimum

bandwidth that is guaranteed for Wi-Fi. Then, we have

BW ≥ BW
min. (7.5.3)

If a user is served by LTE, it has a minimum bandwidth for BL
i , we have:

xiLB
L
min ≤ BL

i ≤ xiLBL. (7.5.4)

Then the objective of total users’ satisfaction can be maximized with the following problem

formulation:

OPT-D

max
∑

i∈N f(i)

s.t. Satisfaction function: (7.4.8);

Service selection constraints: (7.4.1);

Spectrum partitioning constraint: (7.5.1);

Bandwidth allocation constraints: (7.5.2), (7.5.3), (7.5.4);

Throughput constraints: (7.4.4), (7.4.5), (7.4.6);

User affordability constraint: (7.4.7).

In this formulation, xij, xiL,Mi, BW , BL, B
L
i , r

W
ij , and rLi are optimization variables, and α, B,

BL
min, B

W
min, p, Pi, SW , and SL are constants. This optimization problem is in the form of a mixed-

integer nonlinear program (MINLP). Again, we can use the similar approaches as in Section 7.4.3

to linearize the nonlinear constraints. Then, the reformulated problem becomes an MILP.

Table 7.2 lists the constants and optimization variables in the formulation of three deployment

scenarios.
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Table 7.2: The constants and optimization variables in the formulation of Wi-Fi only, static spec-

trum partition, and adaptive spectrum partition.

Wi-Fi only Static Spectrum Partitioning Adaptive Spectrum Partitioning

Constants α, SW , B,BW
min α,BW , BL, B,BL

min, B
W
min, p, Pi, SW , SL α,B,BL

min, B
W
min, p, Pi, SW , SL

Optimization
xij , r

W
ij xij , xiL,Mi, B

L
i , rWij , rLi xij , xiL,Mi, B

L
i , BW , BL, r

W
ij , rLiVariables

7.6 Performance Evaluation

In this section, we perform extensive simulation studies to compare maximum users satisfaction

objectives under the three spectrum usage strategies. Our findings are rather interesting. First,

in terms of maximizing total user satisfaction function, we find that there does not appear to be

any advantage of coexistence between Wi-Fi and LTE with static spectrum partitioning (when

compared to Wi-Fi only scheme). This is interesting as it suggests that one might just deploy Wi-

Fi without LTE in the unlicensed spectrum. This finding serves as a powerful counter argument

to some telecom carriers’ proposals to partition the unlicensed spectrum statically between Wi-Fi

and LTE. Another finding shows that coexistence between Wi-Fi and LTE is only meaningful (or

beneficial) if spectrum is partitioned in an adaptive manner. Otherwise, it may not be worth doing

any coexistence at all.

7.6.1 Parameter Setting

We consider one LTE BS and multiple Wi-Fi APs that are randomly deployed in a circular area

with radius 100. The LTE BS is at the center of the circle (see Figure 7.3). For generality, we

normalize units for distance, bandwidth, power, data rate, and pricing with appropriate dimensions.

We assume LTE BS and Wi-Fi APs’ have coverage radii (transmission range) of 100 and 40,

respectively. The CSMA contention (interference) range for Wi-Fi is 70. The total bandwidth that

is available in the unlicensed spectrum is B = 100. The minimum bandwidth reserved for Wi-Fi

network is Bmin = 10 (under coexistence with LTE). The transmission power spectrum density for
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(100, 0)(0, 0)

(0, 100)

Figure 7.3: One LTE BS and multiple Wi-Fi APs that are randomly deployed in a circle with radius

100.
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each user under Wi-Fi and LTE are 1.0 and 3.0, respectively. The ambient Gaussian power spectral

density is N0 = 10−6. The path loss σ is 3. The antenna gains are 1 between user and Wi-Fi AP

and 2 between the user and LTE BS. We assume channel efficiency for Wi-Fi is α = 70% [7].

Assume the price per unit of data rate charged by LTE is p = 0.1. For each user, her affordability

is generated randomly. The user satisfaction coefficients for Wi-Fi and LTE will be specified in the

respective performance studies.

7.6.2 Comparison Under Different Satisfaction Coefficients

We assume users’ request arrivals follow a Poisson process with a rate of 20 per hour and the

holding time for each user session is exponentially distributed with a mean of 1 hour. Upon arrival,

the user’s location may be anywhere (randomly distributed) inside the circular area. The simulation

time is 6 hours. We perform simulation studies under various satisfaction parameters. We set the

satisfaction parameter SL = 1 and vary SW to 1, 0.67, and 0.5, respectively. That is, the ratios of

satisfaction coefficients between LTE and Wi-Fi, SL

SW
, are 1, 1.5, and 2, respectively. We compare

the maximum user satisfaction objective values under Wi-Fi only (no LTE), coexistence between

Wi-Fi and LTE with static spectrum partitioning, and coexistence between Wi-Fi and LTE with

adaptive spectrum partitioning, respectively. Under static spectrum partitioning, we set BW = 50

and BL = 50.

Figs. 7.4(a), (b), and (c) show the maximum users satisfactions under different satisfaction

parameters. We find that there is no advantage of coexistence between Wi-Fi and LTE with static

spectrum partitioning over Wi-Fi only network. When SL

SW
= 1 (Fig. 7.4(a)), the coexistence with

static spectrum partitioning strategy performs even worse than Wi-Fi only. The reason is that when
SL

SW
= 1, for the same rate, there is no difference in terms of user satisfaction between Wi-Fi

and LTE. On the other hand, static spectrum partitioning sets a hard partition between Wi-Fi and

LTE. When bandwidth BL is not fully used, the remaining bandwidth still cantnot be used by

Wi-Fi. Likewise when there is a need of more bandwidth for LTE users, Wi-Fi cannot release

any bandwidth. When SL

SW
= 1.5 and 2 (Figs. 7.4(b) and (c)), the satisfaction parameters favor
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Figure 7.4: Maximum users satisfaction under Wi-Fi only, static spectrum partitioning, and adap-

tive spectrum partitioning with different satisfaction coefficients.
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LTE network. But such favor still cannot overcome the adverse effective due to hard spectrum

partitioning. In order words, the hard (static) partitioning between Wi-Fi and LTE has a much

more significant impact than satisfaction parameter setting. Consequently, coexistence with static

partitioning is not desirable for the goal of maximizing total users satisfaction.

On the other hand, we can see that the adaptive spectrum partitioning strategy always achieves

the highest users satisfaction. To see the difference more clearly, in Figs. 7.5 (a), (b), and (c), we

plot normalized users satisfaction for Wi-Fi only and static partitioning with respective to that for

adaptive spectrum partitioning. In all cases, the ratio is less than 1, indicating adaptive spectrum

partitioning has a dominant advantage over the other two.

7.6.3 Different Bandwidth Allocation in Static Partitioning Scheme

In this study, we want to understand the impact of different bandwidth partitioning for BW and BL

(under static spectrum partitioning) on maximum users satisfaction. We change BW from 10 to 90

(and correspondingly BL from 90 to 10). We set SL = 1 and SL

SW
= 2, which favors LTE. Figure 7.6

(a) to (i) show the normalized users satisfaction for Wi-Fi only and static spectrum partitioning with

respective to those for adaptive spectrum partitioning. From these figures, we can see there is no

clear benefits for coexistence between Wi-Fi and LTE with static spectrum partitioning over Wi-Fi

only even when the user satisfaction parameters favor LTE. This further indicates that the adverse

effect from static spectrum partitioning is very significant. On the other hand, coexistence under

adaptive spectrum partitioning has a dominant advantage over the other two.

7.6.4 Varying Traffic Load

In this section, we compare maximum users satisfaction for the three strategies by varying traffic

load. We set SW = 0.5 and SL = 1 (i.e., SL

SW
= 2), which favors LTE for the same rate. Under

static spectrum partitioning, we set BW = 50 and BL = 50.

Figures 7.7(a), (b), and (c) show the normalized users satisfaction for Wi-Fi only and static
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Figure 7.6: Normalized users satisfaction of Wi-Fi only and static spectrum partitioning under

different bandwidth allocation with respect to those for adaptive spectrum partitioning.
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spectrum partitioning with respect to those of adaptive spectrum partitioning when the user ar-

rival rates are 10, 30, and 50 per hour. From these figures, we can see there is no clear benefits

for coexistence between Wi-Fi and LTE with static spectrum partitioning over Wi-Fi even when

user satisfaction parameters favor LTE and coexistence under adaptive spectrum partitioning has a

dominant advantage over the other two.

7.7 Semi-Adaptive Algorithm for Practical Implementing

7.7.1 Motivation

Based on our findings in Section 7.6, we conclude that adaptive spectrum partitioning is the only

viable approach for coexistence between Wi-Fi and LTE from user satisfaction perspective. But

the adaptive spectrum partitioning scheme in Section 7.5 is based on global optimization across

all users, meaning that xiL, xij, Mi, BW , BL, B
L
i , rWij , and rLi are all optimization variables. This

approach cannot be implemented in practice. This is because each time when there is a new request

arrival (or a departure of an existing user), the centralized optimization will be executed and yield

a new solution for all users. As a result, an existing user may need to change her current service

provider (e.g., from Wi-Fi to LTE or vice versa, or switch to a different Wi-Fi AP). Such frequent

change of service provider is quite disruptive at the application layer and should be avoided. What

we need is a semi-adaptive algorithm that does not affect the service providers for existing users. In

this section, we will design such a semi-adaptive algorithm, in which service providers for existing

users will not change but only bandwidth partitioning and allocation may change.

7.7.2 Algorithm Design

Roadmap The design goal of our proposed algorithm is to optimally handle a new user request

or departure of an existing user with minimum impact on existing users. Specially, under either

event (arrival or departure), the service provider for any of the existing users should not be affected.
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What can be changed for the existing users are the allocated bandwidth, i.e., BW for Wi-Fi users

and BL
i for LTE users which can be adjusted rather easily based on today’s programmable radio

technologies.

When a new user arrives, it will send its request to the cloud server (via its neighboring Wi-Fi

AP). Upon receiving this request, the cloud server will formulate a new users satisfaction problem

by considering the service provider for existing users being fixed (pre-assigned) and only service

provider for the new user and bandwidth allocation for all users being variables. After finding a

new optimal solution, the cloud server sends bandwidth allocation to all users (via Wi-Fi APs and

LTE BS) and service selection to the new user. Upon an existing user terminates, the user will

send a termination message to the cloud server. Upon receiving this message, the cloud server will

re-optimize bandwidth allocation for all users in both Wi-Fi and LTE.

Since the cloud server performs all computation for resource allocation, a set of information

must be maintained at the cloud server. Specially, the following information should be maintained:

• Service Selection: The cloud server should maintain the service provider selection for each

user, i.e, xij and xiL.

• Bandwidth Partitioning: The cloud server should maintain the bandwidth partition for the

Wi-Fi network (i.e., BW ) and LTE network (i.e., BL).

• Bandwidth Allocation: The cloud server should maintain bandwidth allocation for each user

under LTE (BL
i ).

Algorithm Details Now, we present the details of our semi-adaptive algorithm when a user

initiates and terminates its service.

• Initiation of A New User. When a new user initiates a request to access the network, it

will send a control message to its neighboring Wi-Fi AP. The request message includes the

users’ affordability. The Wi-Fi AP sends the request message to the cloud server. Upon
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receiving the request message, the cloud server solves the following optimization problem

(OPT-Arrival), where k denotes the new user.

OPT-Arrival

max
∑

i∈N∪{k} f(i)

s.t. Satisfaction function (7.4.8) with xij(i ∈ N ) being constants

and xkj as variable;

Service selection constraint only for new user k: xkL +
∑

j∈Ak
xkj = 1;

Spectrum partitioning constraint: (7.5.1);

Bandwidth allocation constraints: (7.5.2), (7.5.3), (7.5.4);

Throughput constraints: (7.4.4), (7.4.5), (7.4.6);

User affordability constraint: (7.4.7).

In this formulation, xkL, xkj , BL
i , BW , BL, Mi, rWij , and rLk are variables. N denotes the set

of existing users in the network. xij and xiL for existing users i ∈ N are constants. This

optimization problem is in the form of a mixed-integer nonlinear program (MINLP). We

can use the same RLT technique as in Section 7.4.3 to reformulate all nonlinear constraints

into linear constraints and obtain an MILP, which can be solved by a commercial solver

(CPLEX).

After finding a new solution, the cloud server stores the service selection variable xkL and

update spectrum partitioning variables BW , BL, and bandwidth allocation variable BL
i . Then

it sends updates to all user via their Wi-Fi or LTE service providers. Based on new spectrum

partitioning and bandwidth allocation information, each user’s radio adjusts its operating

bandwidth. The service providers for existing users are intact.

• Termination of An Existing User. When an existing user terminates its session, the user

sends a termination message to the cloud server through its service provider. Upon receiving

this termination message at the cloud server, it will remove user k fromN , i.e.,N = N\{k}.

Then it will formulate a user satisfaction problem to re-optimize spectrum partition and
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the bandwidth allocation among the remaining users by solving the following optimization

problem:

OPT-Departure

max
∑

i∈N f(i)

s.t. Satisfaction function: (7.4.8);

Spectrum partitioning constraint: (7.5.1);

Bandwidth allocation constraints: (7.5.2), (7.5.3), (7.5.4);

Throughput constraints: (7.4.4), (7.4.5), (7.4.6);

User affordability constraint: (7.4.7).

In this formulation, BL
i , BW , BL, rWij , and rLi are variables, while xij, xiL and Mi are con-

stants. This problem is an MILP, which could be solved by CPLEX at cloud server.

After solving the optimization problem for spectrum partitioning and bandwidth allocation,

the cloud server will send this update back to the users who will then adjust the bandwidths

of their radios.

7.7.3 Performance Evaluation

Now we evaluate the performance of our proposed semi-adaptive algorithm. We use the same set-

ting as in Section 7.6.1. We set the satisfaction coefficients to SW = 0.5 and SL = 1. We compare

the objective values (maximum users satisfaction) from our proposed semi-adaptive algorithm to

fully adaptive spectrum partitioning.

Figure 7.8(a), (b) and (c) show the normalized objective values from the semi-adaptive algo-

rithm to the fully adaptive spectrum partitioning when the users arrival rates are 10, 30, and 50 per

hour. In Figure 7.8(a), there are a total of 122 events during this simulation, among which there

are 50 events with ratio over 95%, 75 events with ratio over 90%, 101 events with ratio over 85%,

and 120 events with ratio over 80%. Figure 7.9(a) presents the CDF of the ratio. The average ratio

between the two is 91.86%.
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Figure 7.8: Normalized objective value for the proposed semi-adaptive algorithm to fully adaptive

spectrum partitioning with different user arrival rates.
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Figure 7.9: The CDFs of normalized objective values for the proposed semi-adaptive algorithm to

fully adaptive spectrum partitioning under different user arrival rates.
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In Figure 7.8(b), there are a total of 369 events, among which there are 30 events with ratio

over 90%, 125 events with ratio over 85%, and 346 events with ratio over 80%. The CDF of the

ratio is shown in Figure 7.9(b). The average ratio between the two is 84.6%.

In Figure 7.8 (c), there are a total of 482 events, among which there are 90 events with ratio

over 90%, 197 events with ratio over 85%, and 385 events with ratio over 80%. The CDF of the

ratio is shown in Figure 7.9(c). The average ratio between the two is 83.34%.

From the results in Figures 7.8 and 7.9, we can conclude that our proposed semi-adaptive

algorithm is highly competitive when compared to fully adaptive spectrum partitioning.

Following the same validation methodology, we also run results with different network settings

(i.e., network topology and satisfaction parameters). The results are consistent and show that our

proposed algorithm is competitive.

7.8 Related Work

A number of approaches have been proposed to allow coexistence between LTE and Wi-Fi in

the unlicensed bands. These approaches achieve coexistence between the two either in frequency

domain or time domain.

In the frequency domain, coexistence between LTE-U and Wi-Fi can be achieved by having the

two operate on separate, non-overlapping channels in the unlicensed band [54, 55]. This is called

dynamic channel selection (DCS) in LTE-U. Under this approach, each channel consists of a 20

MHz band and Wi-Fi will use one of these bands that is not used by LTE-U. Given that there is

no interference between Wi-Fi and LTE users after channel assignment, LTE users do not need

to employ listen-before-talk (LBT). The biggest problem with this approach is that it follows the

same traditional static spectrum partitioning on the unlicensed band. As a result, this approach will

inherit all of the inefficiencies associated with traditional static spectrum partitioning, as we have

demonstrated in this chapter.
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In the time domain, when both Wi-Fi and LTE are using the same spectrum, one approach is

to incorporate some form of LBT in LTE to make it compatible with Wi-Fi [36, 51, 64, 87]. This

is known as carrier sensing adaptive transmission (CSAT) in LTE-U [47]. There are two issues

with this approach. First, due to LBT, CSAT compromises the rate guarantee that users have been

accustomed to under current LTE service. As a result, it is hard to justify why a user would choose

LTE-U instead of using Wi-Fi directly, especially when Wi-Fi is increasingly being offered for free

and a smartphone can easily switch to Wi-Fi. Second, CSAT may not be fair to Wi-Fi users, since

the transmission period and resource allocation are solely controlled by LTE-U. Since CSAT may

favor LTE-U over Wi-Fi, people in industry are skeptical about fairness for coexistence between the

two technologies. Another approach is to mute or limit the transmission of LTE users such that LTE

users access the channel in a fractional portion of air time. This is accomplished by the so-called

Almost-Blank Subframes [1, 2, 24, 44, 88] or time partition for Wi-Fi and LTE [9, 11, 12, 38, 53].

The biggest problem with this approach is that it requires Wi-Fi to synchronize with LTE in order

to access air time, which would involve a major change to the Wi-Fi protocol.

In addition to frequency and time domain coexistence, some approaches have employed phys-

ical layer techniques to achieve Wi-Fi/LTE coexistence (e.g., power control [10] and MIMO [80]).

7.9 Chapter Summary

This chapter studied different Wi-Fi and LTE deployment and coexistence scenarios from users

satisfaction perspective. We investigate three scenarios, namely Wi-Fi only, static spectrum par-

titioning, and adaptive spectrum partitioning. We develop mathematical models and studied the

problems of how to maximize total user satisfaction among all users under the three strategies. We

find that in terms of maximizing total user satisfaction function, there does not appear to be any

advantage with coexistence between Wi-Fi and LTE when the unlicensed spectrum is partitioned

statically between Wi-Fi and LTE. This is interesting as it suggests that one might just deploy Wi-

Fi without LTE in the unlicensed spectrum. This finding serves as a powerful counter argument to
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some telecom carriers’ proposal to statically partition unlicensed band between Wi-Fi and LTE. On

the other hand, we find that there is significant advantage in deploying adaptive spectrum sharing

(between Wi-Fi and LTE). This finding shows that a centralized coordinator is needed to dynam-

ically partition bandwidth between Wi-Fi and LTE. Due to some practical issues in implementing

fully adaptive spectrum sharing in practice, we proposed a semi-adaptive algorithm for practical

implementation. Our performance evaluation show that the proposed semi-adaptive algorithm is

highly competitive. The findings in the chapter shed new light on the current debate on coexistence

between Wi-Fi and LTE and pointed out a new direction for future research in this area.



Chapter 8

Dissertation Summary and Future Work

8.1 Dissertation Summary

In this dissertation, we investigated novel spectrum sharing policies and coexistence mechanisms

to enhance radio spectrum utilization. The work in this dissertation consists of three parts. In

the first part, we studied the transparent coexistence paradigm to achieve simultaneously transmis-

sion between multi-hop primary and secondary networks in time, space, and frequency domains.

This paradigm can remove the limitation of the interweave paradigm, where a secondary user can

only exploit spectrum holes in time, space, and frequency domains. In Chapter 2, we presented

new technical challenges to achieve the transparent coexistence paradigm in a multi-hop network.

Through a rigorous modeling, problem formulation, solution development, and simulation results,

we showed that transparent coexistence paradigm offers significant improvement in terms of spec-

trum access and throughput performance as compared to the interference avoidance paradigm. In

Chapter 3, we designed a distributed iterative algorithm to achieve the transparent coexistence for

multi-hop primary and secondary networks. We allowed each node only to maintain two local sets

to keep track of its IC responsibilities. We showed how to establish, maintain, and update these two

local sets for each node to ensure that IC is one efficiently and in a feasible manner. Although no

explicit node ordering is maintained at each node, we showed that the use of two local sets can be

222
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mapped to an explicit global node ordering for IC among all nodes in the network. This guaranteed

that there exists a set of feasible precoding/decoding vectors at each node so that all data can be

transported free of interference. In Chapter 4, we studied an online distributed algorithm to handle

dynamic session arrival and departure in the transparent coexistence paradigm. We showed that

our algorithm can ensure the transparent coexistence is achieved at all time under traffic dynamics

(i.e., inter-network and intra-network IC are always feasible at the PHY layer at all time under

traffic dynamics).

In the second part, we proposed a policy-based network cooperation paradigm. Under this

paradigm, we considered the UPS policy as an example to show the advantages of network coop-

erations. In Chapter 5, we studied a problem with the goal of supporting the rate requirement of

the primary traffic while maximizing the throughput of the secondary sessions. In Chapter 6, we

offer an in-depth study of the UPS paradigm in term of the maximum achievable throughput for

both primary and secondary users.

In the third part of this dissertation, we studied the coexistence of Wi-Fi and LTE on the unli-

censed bands from users satisfaction perspective. We investigated three deployment and spectrum

sharing strategies for Wi-Fi and LTE, namely Wi-Fi only, static spectrum partitioning, and adap-

tive spectrum partitioning. We developed mathematical models and studied the problems of how

to maximize total user satisfaction among all users under the three strategies. We found that in

terms of maximizing total user satisfaction function, there does not appear to be any advantage

with coexistence between Wi-Fi and LTE when the unlicensed spectrum is partitioned statically

between Wi-Fi and LTE. This is interesting as it suggests that one might just deploy Wi-Fi without

LTE in the unlicensed spectrum, when the objective is to maximize total user satisfaction. This

finding serves as a powerful counter argument to some of the current telecom carriers’ proposal

to statically partition unlicensed band between Wi-Fi and LTE. On the other hand, we find that

there is significant advantage in deploying adaptive spectrum sharing (between Wi-Fi and LTE).

This finding shows that a centralized coordinator is needed to dynamically partition bandwidth

between Wi-Fi and LTE. Due to some technical issues in implementing adaptive spectrum sharing

in practice, we proposed a semi-adaptive algorithm to implement adaptive spectrum partitioning.
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8.2 Future Work

There is a wealth of opportunities for future research on enhancing utilization of radio spectrum.

The following is a list of problems as a result of this dissertation. The list is not meant to be

exhaustive, but only serves as an illustration of some possibilities.

• Transparent coexistence paradigm. Although we have shown the potential of transparent

coexistence in terms of throughput improvement for the secondary networks, much work

remains to be done to transition this idea into reality. We briefly discuss some of the practical

issues that must be addressed in future work to achieve transparent coexistence in the real

world. This discussion is not meant to be exhaustive, as the transparent coexistence is a

novel concept and its path to adaptation is bound to encounter many challenges, both known

and unknown. The first issue is that the secondary nodes need to have accurate knowledge of

the primary nodes’ transmission behavior (information regarding transmitter, receiver, time

slot, and channel). This issue is easier to address in a single-hop environment (cellular, TV

tower, WiFi) but is a major challenge in a multi-hop ad hoc network environment. Second,

we assume the schemes in Section 2.2.1 to obtain CSI would work perfectly and channel

reciprocity strictly holds. But in reality, the communication channel not only consists of the

physical channel, but also the antennas, RF mixers, filters, A/D converters, etc., which are

not necessarily identical on all the nodes. Therefore, complex calibration among the nodes

is needed to achieve channel reciprocity. Such calibration is no simple task for a pair of

transmitter and receiver and is even more complicated among a network of nodes. Third,

zero-forcing based IC may not be perfect even if we have perfect CSI. A consequence of

non-perfect IC is interference leakage, which is undesirable for both primary and secondary

receivers. How to mitigate such interference leakage to a minimal acceptable level should be

a key consideration when deploying transparent coexistence for real applications. Clearly,

there is a large landscape for further research on these important practical operation issues.

• Policy-based network cooperation paradigm. In this report, we only exploited the UPS

policy as an example to demonstrate the benefits of the policy-based network cooperation. In
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our future work, we will explore other policies under the policy-based network cooperation

paradigm. Under a given policy, data forwarding behavior may also be affected by user re-

quirements and performance objectives. Such user requirements and performance objectives

under a particular policy are many, and each scenario would result in different data forward-

ing for both the primary and the secondary sessions. Clearly, there is a large landscape for

further research under this new paradigm. We hope our vision and results in this chapter will

open the door for further research in this area.

• Harmonizing competing Wi-Fi and cellular service providers. As shown in Chapter 7, a

harmonious coexistence between Wi-Fi and cellular can be achieved smoothly if both Wi-Fi

and cellular service providers belong to the same telecom service provider. Since the ob-

jective there is to maximize total user satisfaction, the telecom service provider can rely on

its central server to arbitrate spectrum allocation between Wi-Fi APs and its cellular base

stations. But when Wi-Fi and cellular belong to different (competing) service providers,

a harmonious coexistence between the two becomes more challenging. In this case, both

Wi-Fi and cellular service provider that meets their financial means and service needs. An

independent (third party) SAS would be necessary to serve as a spectrum broker on the un-

licensed band between the two service providers. In this scenario, a mechanism is needed to

ensure that neither Wi-Fi nor cellular will starve the other during the dynamic sharing of the

unlicensed spectrum. To achieve this goal, the SAS will need more information from Wi-Fi

and cellular providers beyond merely a request for spectrum. Specially, the SAS will need

to know the total number of users requesting services and the breakdown of users serviced

by Wi-Fi and cellular. Here, some meaningful objectives should be employed at SAS to

optimally allocate spectrum between the two services. The definition of this objective func-

tion is important as its optimal solution will directly affect the spectrum allocation outcome.

Wi-Fi and cellular service providers may also have their own objective functions. Therefore,

we may need to study a multi-objective optimization involving objective functions for SAS,

Wi-Fi, and cellular service providers.
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