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(ABSTRACT)

We are living in a time of fundamental changes in the dynamic between privacy and surveillance. The ubiquity of information technology has changed the ways in which we interact, empowering us through new venues of communication and social intimacy. At the same time, it exposes us to the prying eyes of others, in the shape of governments, companies, or even fellow humans. This creates a challenging environment for the design of ‘privacy-aware’ applications, exacerbated by a disconnect between abstract knowledge of privacy and concrete information requirements of privacy design frameworks.

In this work, we present a novel approach for the modeling of contextual privacy preference and practice. The process guides a ‘privacy analyst’ through the steps of evaluating, choosing, and deploying appropriate data collection strategies; the verification and validation of the collected data; and the systematic transformation of the dense, unstructured data into a structured domain model. We introduce the Privacy Domain Modeling Language (PDML) to address the representational needs of privacy domain models. Making use of the structure of PDML, we explore the applicability of the information theoretic concept ‘entropy’ to determine the completeness of the resulting model. We evaluate the utility of the process through its application to the evaluation and re-design of a web application for the management of students’ directory information and education records. Through this case study, we demonstrate the potential for automation of the process through the Privacy Analyst Work eNvironment (PAWN) and show the process’s seamless integration with existing privacy design frameworks. Finally, we provide evidence for the value of using entropy for determining model completeness, and provide an outlook on future work.
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Chapter 1

Introduction

“To its profound distress, the American public has recently learned of a revolution in the techniques by which public and private authorities can conduct scientific surveillance over the individual.” – Alan F. Westin [Westin 1967, p. 3]

When reflecting upon this quote from Alan Westin’s seminal work “Privacy and Freedom”, one cannot help but draw parallels between the year 1967, in which the book was published, and today. The advances in technology that gave rise to the public concerns Westin addresses (like, e.g., wire taps or polygraphs) are by now well known and regulated. However, recent revelations on government surveillance programs (e.g., [Greenwald 2013a,b]) have brought discussions about surveillance and privacy back into public discourse. The technology industry has found itself on both sides of this discussion, whether as perceived perpetrator of institutionalized surveillance [Heath 2015] or as perceived champion of consumer privacy [Levine and Menn 2016].

However, there is widespread consensus about the implications of privacy for the design of technology [Shapiro 2010]. For example, it has been shown that privacy concerns are among the deciding factors for the acceptance of new technology [Caine et al. 2006b]. Not addressing these concerns correctly — or even ignoring them — has a stymieing effect on the adoption of certain types of technology [Chakraborty et al. 2011]. Furthermore, the unprecedented ubiquity of technology has
made it increasingly harder for people to manage their own privacy [Chakraborty et al. 2011]. This is exacerbated by the fact that it is often hard to identify the potential of a certain technology being used for surveillance [Endler et al. 2011].

Now, more than ever, do designers of new technology need to consider the implications of privacy for their products and the effect of their products on the privacy of their customers [Shapiro 2010; Caine et al. 2006b].

1.1 Privacy and Technology

While privacy is not the main goal of users of information technology, failure to maintain it can cause more severe outcomes for the user than the breakdown of goal-related functionality [Karat et al. 2005]. The increasing amount of technology in our lives, be it in the form of social networks (e.g., [Lampinen et al. 2011; Squicciarini and Griffin 2012]), pervasive spaces (e.g., [Chakraborty et al. 2011]), location-based applications (e.g., [Kostakos et al. 2011; Poolsappasit and Ray 2008], assistive technology (e.g., [Gaßner and Conrad 2010; Park et al. 2010]), or smart homes and devices (e.g., [Arabo et al. 2012]), results in a growing burden on the user to specify privacy preferences [Chakraborty et al. 2011]. Thus, privacy concerns of technology users have become more and more present and pronounced.

Lessig [1999] attributes these rising concerns and the increased difficulty of protecting one’s privacy to the growing imbalance between the monitored (the part of one’s life that others may be able to perceive) and the searchable (the part of one’s life that leaves a permanent record). Moreover, the embodied privacy-regulation techniques individuals apply in everyday life, which are inherently spatial in nature, often fail due to the difficulty of determining the presence of an entity in the environment, the persistence of information in the digital realm, and the overlapping of different environments [Palen and Dourish 2003]. Furthermore, the contextual integrity offered by physical environments is no longer guaranteed as digital information is usually stripped of its context [Nissenbaum 2004].
Pervasive (or ubiquitous) computing is an area of research that may yield many practical many benefits. It also faces important privacy challenges [Harrison et al. 2010]. For example, while the data captured through sensors within a user’s environment can be beneficial for the detection of context, it also raises privacy issues [Schaub et al. 2012b]. These concerns are not limited to sensor environments, but are also pertinent to location-based applications [Poolsappasit and Ray 2008; Wernke et al. 2012; Wiese et al. 2011; Wu et al. 2011; Zhong and Hengartner 2009] and participatory sensing applications [Groat et al. 2012; Christin et al. 2012b]. Privacy issues may even pose a threat to the adoption of pervasive computing application [Groat et al. 2012; Chakraborty et al. 2011].

Challenges faced in the design of privacy-aware pervasive computing applications are twofold. First, the increasing amount of sensors and virtual entities in the environment result in a growing burden on the user to specify privacy preferences [Wiese et al. 2011; Schaub et al. 2012b; Chakraborty et al. 2011]. More importantly, the user may not even be aware of the presence of these entities [Endler et al. 2011]. Second, a further challenge lies in the design of techniques for privacy preservation. Thus, a lot of work within pervasive computing deals with the evaluation of the usefulness of concepts such as anonymity [Wu et al. 2011; Schaub et al. 2012b; Zhong and Hengartner 2009; Christin et al. 2012b] or obfuscation of data [Wernke et al. 2012; Schaub et al. 2012b], often in terms of abstract models of information flow or context (e.g., [De Cristofaro et al. 2011; Hore et al. 2009]).

However, the effectiveness of these approaches is debatable [Peddinti and Saxena 2011]. Kelley et al. [2011] further confirm that a simple opt-in/opt-out approach to the protection of privacy is not fine-grained enough. Toch et al. [2010] show that location sharing preferences are influenced by the diversity of a location and develop location entropy as a measure of that characteristic.

Many pervasive computing applications, such as health monitoring systems [Banerjee and Gupta 2012] or location-based applications [Wernke et al. 2012; Wiese et al. 2011; Wu et al. 2011], are embedded in the context of complex social behavior. This gave rise to an increasing number of work investigating the social aspects of privacy in pervasive computing through behavioral analysis [Wiese et al. 2011; Biamino 2011; Choe et al. 2011]. These efforts are illustrative of the diverse
privacy phenomena associated with the pervasive computing domain.

Wiese et al. [2011] examine the influence of the relationships between individuals on their location sharing behavior, showing that the identity of the recipient of the location information is the most important factor in the decision whether or not to share. Mancini et al. [2011] studied the effects of a location sharing application on close-knit groups and found that the technology had the potential of impacting the relationships of group members, as location-sharing preferences and feedback were insufficient in reflecting the complex dynamics of the groups.

Iachello et al. [2005] also studied location-sharing in close-knit groups. They observed that, given a location-based service that did not rely on real-time location sensing but rather on the disclosure of the location by the responder to a location-request, individuals utilized deception to protect their privacy. They further found that control over location disclosure was seen as a prerequisite for the utility of the messaging application. Furthermore, study participants displayed less inhibition to disclose their location to close friends or family than to individuals not falling into those categories. This relationship of closeness and information disclosure has also been observed by Judge et al. [2010] in their study of the ‘family window’, an application connecting families living far apart through a permanent video link. Their study also provided more evidence for the importance of controlling one’s social interactions as well as others’ knowledge of oneself. These findings were confirmed in a study of the influence of social relationships, location, and type of interaction on both the perception of an intrusion and the strategy employed to mitigate the situation [Radics and Gračanin 2011].

Similarly, concerns arise in assisted living environments and sensor-rich environments. With the integration of further technology into domestic environments, be it in the form of security cameras, environmental sensors, or wireless technology, the concerns about how to manage these systems in the resulting automated houses rises [Brush et al. 2011]. For example, Duncan et al. [2009] developed a system called ‘Portal Monitor’ that monitors the entrances of an elder’s home, sending pictures of both the inside and outside of the home to a caregiver if activity near the door is detected. The system is meant to prevent wandering as well as provide additional security to the elder.
However, the video monitoring raises privacy concerns for both the elder and potential visitors. Caine et al. [2006a] compare the trade-offs involved with a visual monitoring system in terms of privacy, imaging technology (i.e., video image, blob tracker, point-light image), and functioning of the elderly. Faucounau et al. [2009] explore the requirements that a robotic agent would have to fulfill to support caregivers in providing care to an elderly with cognitive impairments. Their study found that the main desired functions of the robot were cognitive stimulation of the elder, detection of emergency situations, as well as providing the elder with reminders.

Focusing on requirements of eHealth systems, Tan et al. [2010] posit that the main functions of such a system are assistance in the provision of cost-effective, patient-centered health care, as well as education of the chronically ill about their illness and assisting them in achieving long-term lifestyle changes. However, they also identify an increased reliance on health-related data that has to be exchanged between the patient and the caregiver. Little and Briggs [2009] raise the question whether ubiquitous computing systems, especially in the context of pervasive healthcare, will provide advantages or disadvantages to elderly people. They see a risk of transforming the physiological and psychological challenges elderly people face into social disability due to the rising complexity of technological systems today. The results of their study show that there are many trade-offs associated with ubiquitous computing services for the elderly. Major concerns for the elderly are not only trust and privacy, but rather surrounding penalizing non-adoption and social isolation.

Plaza et al. [2011] highlight how information and communication technology may not only be used for assistance in care or health-related tasks, but rather also for the development and maintenance of outside contact, preserving mental capacity, as well as providing the possibility of continued employment beyond retirement age through telework. They also noted that, under certain circumstances, benefits in safety and mobility might balance out privacy concerns. Caine et al. [2006a] found a trade-off in the monitoring of elderly family members through video technology in their homes, the influencing factors being the type of video data gathered and the level of functioning of the observed. Their findings suggest a trade-off between the level of functioning of the elderly family member and the choice of image technology, providing a connection between privacy and
risk management [Slovic 1987].

Choe et al. [2011, 2012] studied the preferences of inhabitants towards the recording of activity in the home. Their most interesting finding suggests that, if people are aware of the monitoring, their behavior in the monitored space changes. According to Nguyen et al. [2011], individuals expressed most concern about the recording of activities that they had not given permission to, yet were also concerned about the amount of data collected, the user and use of the data, as well as potential misrepresentation due to errors in the data. This is reflected in the work of Judge et al. [2011] studying the ‘family portal’. While they found that the potential for privacy issues was mitigated by the fact that participants were connected to family members they were close to, these issues were still encountered in the violation of solitude and confidentiality (i.e., observers witnessing something that they were not supposed to). The study provided more evidence for the importance of controlling one’s social interactions as well as others’ knowledge of oneself.

Furthermore, while the introduction of technologies can be seen as stepping stones towards truly smart homes, like the Virginia Tech lumenHaus [Gračanin et al. 2011] or the Georgia Tech Aware Home [Kientz et al. 2008], this does not go without consequences. Technology blurs the lines between work and the home, creating homogeneity between work places and the home, which has the potential of impeding the restorative character of the home [Aipperspach et al. 2009]. Unfortunately, findings from research performed in work environments cannot be easily transferred into domestic environments [Crabtree and Rodden 2004].

Further areas with strong implications for privacy include social networking applications (e.g., [Lampinen et al. 2011]) and wearable sensors (e.g., [Raij et al. 2011]). Social networking applications make it difficult for individuals to control what information is available about them, especially since they are not the only people contributing that information and social networking applications do not support the establishment or enactment of social contracts between the different parties involved [Lampinen et al. 2011]. Wearable sensors, for example, while having the potential to revolutionize healthcare by capturing important health-related data, also have the danger of potentially contributing to behavioral profiling [Raij et al. 2011].
In March 2012, the Federal Trade Commission [2012] released a new set of guidelines for businesses and policymakers regarding the protection of consumers’ private information. The main point of the guidelines is the adoption of “Privacy by Design”. This involves an increase in transparency, the limitation of data collection, as well as placing limits on data retention. Furthermore, the guidelines suggest providing users with choices regarding data contribution within the context they share the data. This is supposed to shift the burden of protecting privacy from the user to the business (and thus, ultimately, the application developer). Thus, designers have to provide architectural support for the control over access to personal data and minimize risk after that data leaves a users’ direct control [Spiekermann and Cranor 2009]. Especially, since treating privacy protection as an add-on feature of a system rather than as a part of its fundamental design requirements causes technological challenges for design [Karat et al. 2005; Shapiro 2010]. They also have to integrate appropriate feedback and control mechanisms into their designs to make users aware of their current privacy state [Ayyavu and Jensen 2011].

However, despite this call for self-regulation, the widespread collection and sharing of data represents the status quo [Zang et al. 2015]. Collection by default is still the predominant approach, often without the option to opt-out [Heath 2015]. Furthermore, many applications still fall short of providing adequate controls for managing private information. Yet while there often is a clear monetary incentive for companies to collect or share information, this is not the only cause for the lack of privacy protection in modern applications. Rather, part of the issue lies in the fact that designing privacy-aware applications is hard (e.g., [Shapiro 2010]).

In fact, Karat et al. [2005] propose privacy as a critical area of research within Human-Computer Interaction to address the major challenges of designing for privacy. Thus, it is up to the privacy research community to provide designers with the mechanisms to achieve “privacy by design” [Shapiro 2010]. Yet, to truly understand these challenges, it is first necessary to understand the functions of privacy and its expressions in human behavior. Only this knowledge allows to clearly identify the nature of the challenges this complex social construct presents to designers and developers.
1.2 The Nature of Privacy

Privacy is a universal concept that can be found in cultures across the globe [Westin 1967]. However, at the same time, it is not an easy concept since the term has seen myriads of definitions and uses [Solove 2006]. This makes it necessary to provide designers and developers with both knowledge of why privacy is important and how it is expressed, as well as guidance in the use of that knowledge in the design of privacy-aware systems [Shapiro 2010]. Thus, we need to survey and explore the different motivations and behaviors that comprise the nature of privacy.

1.2.1 Motivations for Seeking Privacy

One of the most quoted accounts of privacy is the work of Westin [1967]. He distinguishes between four different states of privacy: solitude (freedom from observation), intimacy (being alone with a person or group of people), anonymity (being unrecognized while being with others), and reserve (limitation of disclosure of personal aspects). Westin argues that the fundamental motivations for privacy are to create opportunity for personal autonomy, emotional release, self-evaluation, as well as limited and protected communication. Privacy is required for personal autonomy, i.e., the development and maintenance of the self. Private emotional release is used to reduce the tension between the social self, carrying out the different roles a person plays in society, and the individual self. Emotional release is also necessary for relaxation from over-stimulation, to maintain intimate relationships, and for recuperating from emotional trauma. People need to carry out private self-evaluation to deal with the vast amounts of information they encounter every day. This includes contemplation on their own actions, both in terms of their morality as well as for creative purposes. Thus, self-evaluation helps to decide on when to make certain information public. Finally, limited and protected communication are required to prevent the damage that constant complete and truthful disclosure of information would do to the fabric of society. Furthermore, it allows the development and maintenance of close relationships and sets necessary psychological distance between the self and the other.
Pedersen [1979] builds on Westin’s definition of privacy states by distinguishing between solitude (not being observable by others while not physically removed) and isolation (being physically removed from others) as well as intimacy with family and intimacy with friends. He also further differentiates Westin’s functions of privacy to contemplation, autonomy, concealment rejuvenation, confiding, creativity, recovery, and catharsis [Pedersen 1997].

Autonomy and concealment are used for experimentation with new and potentially non-sanctioned behaviors. Contemplation is a related concept, as people use it to ponder aspects of their identity, yet is also used to recover from blows to self-esteem. Similarly, rejuvenation and recovery are used to recuperate from psychological damage to the self, recovery involving more contemplation. Confiding, creativity, and catharsis involve the free expression of one’s self to others or in works of art. In further work, Pedersen [1999] discovered a connection between the different privacy states and the functions attributed to them.

Solove [2006] claims that privacy enables psychological maintenance as it protects an entity from external threats, like cognitive, affective, or information overload. It can, therefore, provide an environment for stress release, a prerequisite for so-called restorative environments [Kaplan and Kaplan 1989]. Newell [1994] provides a slightly different definition of privacy as voluntary separation from the public. She further affirms the necessity of privacy for psychological maintenance and psychological development, as it provides space and opportunity for experimentation without judgment. This intention to control how others perceive oneself links privacy to impression management.

Privacy as an Expression of Impression Management

Psychologists use the term Impression Management (or self-presentation) to describe behavior that begins when a human being gains self-awareness [Leary and Kowalski 1990]. Starting from that point in time, there is a difference between the image that people present to the outside world and the image that people have of themselves. Formally, it can be divided into two different processes: impression motivation and impression construction. On the one hand, impression motivation deals
with the motivators of self-presentation. Here, people deal with the goal-relevance of impression, determine the value of desired goals, as well as evaluate the discrepancy between the desired and current image. The results of this process lead to impression construction. In impression construction, people not only decide on what image they want to present to a certain target, but rather also how they are going to convey that impression to their target. Furthermore, the intended impression might change depending on the target or the situation a person finds themselves in.

Social rules and norms complicate this behavior. Not only does a person want certain individuals or groups to perceive them in a certain way, but rather certain groups and individuals have expect a certain level of role conformance from individuals. This leads to interesting dynamics in terms of what behavior an individual feels comfortable with in lieu of who is around them, and what kind of behavior they hide from everyone or what behavior they feel comfortable with around certain people.

The pressure of social conformity might even lead to people acting in a way that conflicts with their personal view of themselves in order to prevent the stigma of being misclassified into a certain role. For example, adolescent males within groups of their peers might act in a boastful or misogynistic way contrary to their preference, just so they might not be categorized as a “wuss” or “homosexual” [Bosson et al. 2005]. Therefore, one can interpret curtailing certain behavior to certain instances or environments as a form of risk perception and management.

**Risk Perception and Management**

Slovic [1987] categorizes perception of risk along two axes: *dread risk* and *unknown risk*. *Dread risk* is felt in situations where people perceive they have little to no control over being in that situation or the outcome of the situation itself. On the other end of the spectrum, people perceive little risk if they assume to have a lot of control over a situation. The other axis, *unknown risk* characterizes risks based on the amount of knowledge that people have about a situation or activity. Thus, having no knowledge increases the amount of risk perceived, while having (or rather, assuming to have) a lot of knowledge reduces the amount of risk perceived.
Describing risk perception along these axes provides an explanation to many lapses of rationality in human behavior associated with dangerous situations. Thus, the risk of dying in a plane crash is oftentimes perceived as much higher than that of dying in a car accident, whereas, in fact, the likelihood of a fatal car accident is much higher than that of a plane crash. This bias can be explained through the potentially catastrophic outcome of a plane crash, the negligible amount of perceived control as the passenger of an airplane, as well as the salience of the outcomes of plane crashes through availability in the media. The latter is known as availability bias [Eysenck and Keane 2010].

Conversely, driving a car is a familiar everyday activity for most people, and people assume to have a high amount of skill in conducting a vehicle, establishing a feeling of being in control. Furthermore, the mechanics of a car are much more familiar than the workings of an airplane. These factors combined produce a biased response, resulting in an underestimation of risk of a car accident and an overestimation of the risk of a plane crash.

To make matters worse, our emotions (or affect) influence how we perceive and manage risks [Slovic and Peters 2006]. Positive emotions lead to behavior that attempts to recreate the situations that caused them, whereas negative affect leads to avoidance behavior. Furthermore, affect influences the rationality of decisions being made, as a good part of the emotional appraisal of a situation is subconscious [Eysenck and Keane 2010]. Thus, an ad-hoc affective reaction to a certain perceived risk oftentimes differs from the reaction that results from explicit contemplation of the risk. Moreover, the (automatic) affective reaction if generally faster than a deliberate reaction. This can lead to different outcomes in terms of behavior in cases where there is not time for deliberate contemplation [Slovic et al. 2005].

1.2.2 Privacy-Regulating Behavior

A person’s desire for privacy is not always met. These “privacy incidents” can have many possible causes. For example, a person’s preference might shift over time, creating a discrepancy between
the desired and actual level of privacy within a situation [Altman 1975; O’Connor and Rosenblood 1996]. Alternatively, environmental factors might change a situation, creating a conflict between a person’s desired and actual level of privacy [Newell 1994].

Due to the potentially detrimental effect of such privacy incidents, people weigh the costs (or risk) of staying in an environment without sufficient privacy against potential benefits [Newell 1994; Slovic 1987]. While Pedersen found differences in choice of privacy state between personality types [Pedersen 1982], genders [Pedersen 1987], and even place of living [Pedersen and Frances 1990], there are certain common forms of behavior. The simplest form of privacy regulating behavior is the change of activity [Busch 1999; Harrison and Tatar 2008] or location [Newell 1994]. Another common approach to regulating privacy is through the management of social affiliation.

Privacy Regulation through Management of Social Affiliation

One of the most often described forms of privacy-regulating behavior is the management of social affiliation (i.e., a person’s availability to others for social interaction). In his seminal work “Environment and Social Behavior”, Altman [1975] describes human behavior as a dialectic process alternating between two poles: the desire for social interaction on the one hand and the desire for solitude on the other. Thus, an individual regulates a “boundary” between the self and the public. This Privacy Regulation Theory (PRT), furthermore, provides predictions of what happens once the desired state has been reached. Namely, PRT predicts that once a person achieves a desired state of privacy, that person is then more likely to seek out social interaction. Conversely, if a person desires social interaction while being alone, that person is more likely to seek out privacy after engaging in social interaction.

O’Connor and Rosenblood [1996] set out to verify the predictions made by Altman’s theory. They challenged the assumption that privacy is best described as a dialectic process. The results of their study confirmed Altman’s predictions in the cases participants were in a situation opposite to the one they desired. Thus, participants in their study were more likely to seek out social interaction if they were alone and desired company. They also tended to seek out solitude when engaged in
social interaction while desiring to be alone.

However, contrary to Altman’s predictions, participants preferences did not immediately change after achieving the state they desired. Thus, when desiring social interaction, participants were more likely to continue in that engagement for a certain amount of time rather than seeking out privacy. Similarly, people were not more likely to seek out social interaction right after they established solitude, but rather were more likely to stay by themselves for a certain period of time.

O’Connor and Rosenblood liken this behavior to the behavior associated with caloric intake, where no more food will be consumed after the consumption of satisfactory amount. Thus, their Social Affiliation Model (SAM) described affiliation regulation as a homeostatic process where an optimal range of social interaction or solitude is pursued and maintained until over or undersaturation is reached. It is noteworthy that both models provide a prediction of behavior for situations where an individual has the means to achieve privacy. However, it is important to note that neither model accounts for situations in which privacy is desired yet not achieved.

Palen and Dourish [2003] adapt the Privacy Regulation Theory [Altman 1975] and describe privacy as a dynamic boundary-regulation process along three boundaries: the disclosure boundary, the identity boundary, and the temporal boundary. The disclosure boundary deals with an individual’s choices of what information to disclose to the public and what to keep private. It is not solely to retain certain information, but rather to strategically determine the trade-off involved in keeping the information private and to disclose it should the benefits outweigh the costs. Thus, it is closely linked to the identity boundary. The identity boundary is the boundary between the self and the other. More precisely, it involves decisions of what information to disclose to construct a certain impression of self to others and to oneself (see the discussion on impression management in Section 1.2.1). Finally, the temporal boundary highlights the influence of past experience on privacy behavior.

However, opportunities for affiliation-regulating behavior can be limited by context-based constraints [Haans et al. 2007]. This can be the case if a person does not have control over a situation [Newell 1994]. Thus, it is not surprising that people strive to exert control not only over situations,
but also attempt to assert control over locations. This form of privacy regulation can be found in behaviors of territoriality [Westin 1967].

**Privacy Regulation through Territorial Behavior**

The ownership of a space, frequently expressed through its personalization [Benfield 2009], provides the benefits of regulating the access to the space, and thus directly allowing for the control of interaction within that space [Westin 1967]. In animals, territorial behavior is a basic mechanism supporting the management of social affiliation and also used to avoid crowding. In effect, animals assert dominance over a certain area and control access to it, attempting to fight off invaders and very reluctantly giving up the space they claimed for themselves. It is even expressed in the distance within which approaching further would trigger the fight-or-flight reflex.

In human beings, territoriality is more complex, while maintaining some of the characteristics of the behavior described above [Westin 1967]. In Western culture, territory has been institutionalized to a certain degree. Ownership of an area, as well as the right to use a certain space for a certain purpose, are the topic of legal agreements between individuals or individuals, the government and other institutions. However, on a social level, ownership of a space can also be asserted by the habitual use of a space, implicitly claiming that place for an individual or a group. There might even be hierarchical rights to the access or use of a particular place, depending on the group owning the place or the place itself.

Another difference between human and animal territoriality is the way places are claimed. For example, Benfield [2009] has observed the behavior of undergraduate students in colleges in respect to their assigned dormitory room. Students claimed ownership of the room (or parts of the room) through personalization (e.g., decoration or personal objects present in the space particular to an inhabitant). Analogous behavior can be found in domestic environments. Inhabitants appropriate physical space according to their needs [Attfield 1999; Harrison and Dourish 1996] and based on the physical dimensions of the home [Pennartz 1999]. They are making the space their own through the objects they introduce into it [Chevalier 1999], reconfiguring the place as their needs
change [Harrison and Dourish 1996; Rodden and Benford 2003].

The ownership and control of the space of the home make it a nodal point opposite to public spaces [Short 1999]. Furthermore, different places within the confines of the home can serve different needs, like sanctuary, sustenance, or community [Busch 1999]. As sanctuary they provide opportunities for stress relief and enable psychological maintenance [Newell 1994]. As places of sustenance, they provide opportunities for physiological maintenance [Newell 1994]. Thus, homes are restorative environments [Kaplan and Kaplan 1989]. They play an important part in the creation of individual identity [Short 1999] by providing safe places for self-expression [Cieraad 1999].

Yet the privacy of the home is not without tensions. It also is influenced by the relationships of their inhabitants [Munro and Madigan 1999]. When multiple people live within a home, conflicts arise from the shared use of objects and spaces [Putnam 1999]. Requirements of individuality clash with requirements for togetherness, resulting in complex negotiations of the use of space [Munro and Madigan 1999]. While decisions about space use have become more democratic [Putnam 1999] the roles of parties involved might change over time [Munro and Madigan 1999]. Furthermore, the physical layout of domestic environments can influence how these tensions can be resolved [Munro and Madigan 1999]. This leads to constant (re-)negotiations about the use of shared space and the activities within, as well as the allocation of personal private space to all individuals, if possible [Munro and Madigan 1999].

Furthermore, domestic environments cannot be defined as being strictly the opposite of public spaces [Cieraad 1999] as they also serve public purposes. For example, they play an important part in the creation of social relations with visitors [Short 1999]. Thus, people decorate certain locations in a home specifically to project a particular image to visitors of the space [Chevalier 1999]. This follows the reasoning of Verbeek [2005] who claims that how an object reflects its owner’s character is almost as important as meeting the owner’s need. Thus, homes reflect the identity of their inhabitants through decorations as well as through the appropriation and adaptation of the spaces within its confines [Wakkary and Tanenbaum 2009]. Requirements of presenting an image of oneself towards the outside can conflict with those of identity creation [Munro and Madigan 1999].
1999] due to cultural connotations of the created space [Harrison and Tatar 2008]. Moreover, social relationships influence how a person attributes value to places [Buttimer and Seamon 1980]. As a result, both the physical and social structures within the home are subject to continuous change [Harrison and Dourish 1996; Rodden and Benford 2003].

Similarly, the appropriation of space changes as societies change as a room is not just a space with an amalgamation of objects [Putnam 1999]. Rather, every room in a house comes attached with understandings of appropriateness, expectations, and social norms [Attfield 1999]. Rooms are places rather than spaces [Harrison and Dourish 1996]. Yet, these understandings are neither free of conflicts, nor static. The norms and expectations of different groups of people may overlap [Nissenbaum 2004] or may even be expressed differently [Harrison and Dourish 1996]. Moreover, as societies change, so do the norms for spaces [Harrison and Dourish 1996].

Another tension lies in the appropriation of space itself. The more attached an individual becomes to a space, the more intrusion into that space is perceived as a threat and, as a result, results in its aggressive defense against intrusion [Altman 1975]. Benfield [2009] found an interaction between the amount of personalization of a space and the amount of attachment and sense of ownership of a student to his or her room. Correspondingly, reactions to an intrusion into a less-personalized space were not as pronounced as the reactions resulting from an intrusion into a more-personalized space. This has fascinating effects on how an intrusion into a space is interpreted based not only on the primary use of that space (e.g., a bedroom), but also based on what objects are present in that space.

Thus, the relationship between home and privacy is not a result of its spatiality alone. Rather, it arises through the activities of their inhabitants within its confines [Busch 1999]. Thus, its scope is not limited to place alone, but can rather encompass activities, information, decisions, thoughts, and communication [Nissenbaum 2004]. The need for privacy changes with context [Harrison and Dourish 1996] and through the change of attitudes towards it [Busch 1999]. It is apparent that every action within the confines of the home is situated within complex layers of social context [Nissenbaum 2004]. Harrison and Tatar [2008] coin this complex interplay between people, events,
and loci (places) as a semantic tangle.

1.2.3 The Challenging Nature of Privacy

The previous sections have shown privacy to be a hugely complex area of human behavior. This behavior is subject to large variations based on personal, societal, and cultural differences [Hong et al. 2004]. Individuals have differing attitudes towards privacy, ranging from unconcerned to pragmatic to fundamentalist [Westin 1967]. Furthermore, preferences vary based on a multitude of factors, such as cultural background [Westin 1967], personality and attitude [Acquisti and Grossklags 2004], or age and gender [Radics and Gračanin 2011]. Also, a lot of privacy behavior is inherently context specific [Schaub et al. 2012a] which makes it hard to transfer findings from one context to another [Radics and Gračanin 2011]. Finally, much privacy behavior is still unobserved [Spiekermann and Cranor 2009] and there is still the need for unbiased methods for privacy research to capture behaviors yet unobserved [Patil et al. 2006].

Yet regulating privacy can require both psychological and physical effort [Haans et al. 2007]. Some of this effort stems from the intangibility of privacy as a concept: interests that might jeopardize privacy are far more easily articulated than privacy concerns [Solove 2006]. Individuals have to weigh the benefits of a privacy incident with the perceived costs of its prevention [Palen and Dourish 2003]. Often, this leads to individuals not acting on their privacy concerns [Spiekermann and Cranor 2009]. Yet even with privacy preferences previously specified, individuals tend to make ad-hoc decisions violating those preferences [Berendt et al. 2005]. As people are pursuing economic rationales or seeking immediate gratification [Spiekermann and Cranor 2009] inconsistencies can be exploited. This goes so far that individuals can be incentivized to deviate from their previously specified preferences when offered relatively small incentives [Christin et al. 2012a].

The introduction of technology complicates anticipating human behavior even further. The embodied privacy-regulation techniques individuals apply in everyday life, which are often inherently spatial in nature, break down due to the difficulty of determining the presence of an entity in the
environment, the persistence of information in the digital realm, and the overlapping of different environments [Palen and Dourish 2003]. The contextual integrity offered by physical environments is no longer guaranteed as digital information is usually stripped of its context [Nissenbaum 2004].

These characteristics of privacy make it very challenging to pinpoint the implications of privacy for the design of new technology. Specifically we are faced with the following problem:

(P1) **Every problem domain can potentially change the expression/perception of privacy.**

To address this particular problem, we will need to answer the following question:

(Q1) **How can we capture the expression/perception of privacy in a problem domain?**

Due to this problem, many — if not all — current systems lack the ability to support nuances in behavior, present a lack of social flexibility, and an inability to support sufficient ambiguity [Ackerman 2000]. Ackerman uses the example of the Platform for Privacy Preferences (P3P) [Reagle and Cranor 1999] to present the ‘wicked’ problem of having to specify precisely the conditions under which sharing information is desirable. He notes that these decisions, when occurring in everyday life, are effortless and sometimes not even fully conscious. As a result, privacy controls within software systems are inadequate compared to the strategies of individuals in real life. And while individuals adapt their behavior to the properties and capabilities of technology (in a process called co-evolution) it does not absolve researchers and designers from the responsibility for the changes in behavior their ideas create [Ackerman 2000]. To address the challenging nature of of privacy for the development of privacy-aware applications, researchers have developed a number of privacy design frameworks.

### 1.3 Privacy Design Frameworks

Spiekermann and Cranor [2009] present a framework for privacy engineering that centers around the concept of information transfer and situate it within the Federal Trade Commission’s Fair Information Practices (FIPS) [Federal Trade Commission 2000]. They outline two different levels
of privacy protection: *privacy by policy* and *privacy by architecture*. Privacy by policy systems are systems that provide “notice and choice” as specified in the FIPS. These systems change their functionality based on user requirements. On the other hand, systems designed according to privacy by architecture limit the amount of information captured from users. In these systems the user is either anonymous or at least not linkable to the provided information with reasonable effort. Besides specifying the two different levels of privacy protection, Spiekermann and Cranor also provide guidelines for designing systems on the privacy by policy level.

Poolsappasit and Ray [2008] describe a privacy model geared towards the implementation of location-based services. The model is built around the concepts of requester identity, use of information, temporal constraints, and location. Entities in each of these categories are assigned numerical values between 0 and 1 depending on whether information should be shared or not. Values close to 0 signify a low incentive for sharing the location, values close to 1 a high incentive. The weighted sum of the entities describing a situation can then be used to determine whether the location is to be shared.

Chakraborty et al. [2011] introduce a privacy model that models the tradeoff between quality of service (QoS) of sensor data provided with privacy concerns. The model establishes a trust graph to reflect the privacy requirements of the sensor data source towards different receivers, as well as the QoS requirements and desired data resolutions of the recipients to the source. Depending on the source’s trust towards a receiver and that receivers QoS requirements, the source adjusts the accuracy, precision, currency, and completeness of data to be sent to the receiver. Chakraborty et al. provide an implementation in their SensorSafe framework.

Schaub et al. [2012a] introduce a *privacy context model* (PCM) centered around concepts of user, environment, and activity. Their approach suggests a focus on the changes in context relevant to the users’ privacy, adapting the behavior of the intended application accordingly. To use PCM for analysis, the model is represented as a directed graph, the nodes being information sources, entities, or “disturbance endpoints” (i.e., privacy violations) and the edges being either observations or disturbances. Thus, any activity (an information source or disturbance endpoint connected to an
entity by a path) added to this graph will manifest the privacy implications of that activity.

Colombo and Ferrari [2012] present a framework for the modeling of requirements for privacy-aware systems. Their Modeling and Analysis of Privacy-aware Systems (MAPaS) framework is based on a new Privacy-aware Modeling language (PaML) and is centered around the notion of “purpose”. Thus, their modeling language allows to specify the intended purpose of information (i.e., what the information is supposed to be used for), as well as the role and access purpose (i.e., the reason for accessing the information) of a user. The implementation of the MAPaS framework, furthermore, allows for the analysis of the consistency of the specified model.

Beckers [2012] reviews four methods for privacy requirements engineering, including a method of his own. The other methods include the LINDDUN method [Deng et al. 2011], the PriS method [Kalloniatis et al. 2008], and Privacy Engineering Framework by Spiekermann and Cranor [2009] (described in more detail above). According to his review, all of the methods consider personal information as the goods to protect. Each of the methods allows the specification of privacy requirements in terms of abstract concepts like anonymity, unlinkability, pseudonymity, unobservability, undetectability.

Hong et al. [2004] propose a two-stage privacy risk model as an aid for designers in the creation of privacy-aware ubiquitous computing applications. Their privacy risk models are created through privacy risk analysis and privacy risk management steps. During the first stage (privacy risk analysis), designers conduct an application-specific analysis of potential privacy risks, identifying the stakeholders and their privacy concerns. In the second stage (privacy risk management), the designers prioritize the risks identified during the analysis and work towards identifying solutions. Hong et al. provide guiding questions for both steps of the process.

1.3.1 Challenges of Privacy by Design

The previous section has shown that there is no lack of frameworks designed to guide the process of building privacy-aware systems. Thus, the question arises why these frameworks have not been
able to fully address the challenges of privacy-by-design. A closer examination shows that all of the frameworks have very specific prerequisites for them to be applicable.

The Privacy Engineering Framework [Spiekermann and Cranor 2009] requires knowledge of what data to gather, how to protect it, and what choices to provide to a system user. The data is only ranked based on different degrees of identifiability, from anonymous over pseudonymous to identifiable. Preferences of a user towards the sharing of certain types of data are not taken into consideration. Furthermore, users are given choice only about the use of their data for secondary purposes (i.e., purposes other than the primary purpose of the application). However, the decision what data is required for the primary purpose is left to the designer, regardless of potential concerns of the user. Privacy, therefore, factors into the development only after the functional requirements of the application have been determined, leading to the challenges described by Karat et al. [Karat et al. 2005]. In summary, a user would have to weigh the benefits of using an application designed with the Privacy Engineering Framework with the potential costs of future privacy incidents.

In their privacy framework for location-based services Poolsappasit and Ray [2008] posit that the willingness of a person to disclose location information relies on a combination of requester identity, use of information, temporal constraints, and locations. The main factor of a decision in their framework is based on the social distance of the requester to the person to be located. Thus, close relatives are more likely to receive location information than strangers. However, ‘closeness’ is not always a good indicator for the willingness to share information, as shown in [Radics and Gračanin 2011]. Similarly, on the time axis work hours are considered more publicly available than personal time, ignoring the potential tracking and monitoring of work behavior. Finally, quantifying usage and location are problematic, since these values may change with a user’s predisposition, as well as in relationship to the other parameters. Summarily, the quantification of values to identity, activity, time, and location is an attempt to disentangle what Harrison and Tatar call a semantic tangle [Harrison and Tatar 2008]. However, the meaning and value of these components are co-created, such that varying one component will affect the valuation of all remaining components.

The SensorSafe Framework [Chakraborty et al. 2011], dealing more generically with sensor data,
model the trade-off between quality of service (QoS) and privacy. To that end, they combine privacy concerns about accuracy, precision, currency, and completeness into a single aggregate value. Furthermore, every source of data (i.e., the users) can specify their trust in receivers of data. Lastly, the framework aims to quantify the risk of information leakage by assigning a risk value as the product of probability of disclosure and value of the information. The resulting risk function can then be used as basis of a numerical optimization problem. However, this approach assumes knowledge about all the entities, data sources, and disturbance endpoints that make up the graph used for analysis. Furthermore, the burden of specifying and updating trust values falls to the user of the application. Finally, the aggregation of separate privacy concerns into a single value might conceal a user’s high sensitivity towards one of the factors used in the calculation of that value.

Similarly, the MAPaS framework [Colombo and Ferrari 2012] provides a language for specifying and analysis of the consistency of requirements. They follow the approach of purpose-based access control (PBAC), putting the purpose for which data is used into the center of a privacy policy. They distinguish between intended purposes, making up the set of declaration of allowed and disallowed purposes and access purposes that specify the reasons for the access of data at a certain time. While intended purposes are assigned to data, access purposes are assigned to entities. Thus, the MAPaS framework allows to determine which data may be accessed by which entity. However, while the framework provides the vocabulary to define a model for data and entities within a system, it does not provide guidance for the determination of actual values in the resulting model.

Beckers’ Privacy Requirements Engineering method [Beckers 2012], as well as the LINDDUN method [Deng et al. 2011], and the PriS method [Kalloniatis et al. 2008] have the benefit of providing a vocabulary with which requirements for the protection of personal information can be specified. These frameworks distinguish between privacy goals and privacy requirements. Privacy goals are abstract concepts such as anonymity, unlinkability, undetectability, or unobservability. Privacy requirements, on the other hand, are the actual expression of the privacy goals by a certain stakeholder of the system. The major difference between the frameworks lies in the set of privacy goals they address. However, regardless of these differences, all frameworks fail to provide the means to identify the information that needs to be safeguarded. Neither do they provide guidance
in what mechanics to use for the protection of the information. Nor do these frameworks pro-
vide concrete strategies for the transformation of privacy goals into concrete privacy requirements.
Furthermore, they do not provide any means to find alternatives to their privacy goals.

The Privacy Risk Model by Hong et al. [2004] is the closest to addressing this issue of eliciting
privacy requirements. The questions provided for its privacy risk analysis task can help a designer
in determining requirements. However, it does not provide the actual means to answer its own
questions. Thus, designers could base requirements solely on their own experience, which, due
to variations based on personal, societal, and cultural differences [Solove 2006; Westin 1967], is
problematic at best. In summary, these observations reveal the following problem:

(P2) Privacy design frameworks rely on concrete, application-specific domain knowledge.

To address this particular problem, we will need to answer the following question:

(Q2) How can we elicit concrete, application-specific domain models?

This problem reveals a dichotomy between our knowledge of the nature of privacy and the prereq-
uisites of the privacy design frameworks. Namely, the information in Section 1.2 is at a much too
high level. Thus, while it is helpful knowing that privacy can be described in terms of a boundary
regulation process [Palen and Dourish 2003], this does not provide a designer with information
how that process can be supported. Similarly, understanding that reserve can be used for impres-
sion management [Leary and Kowalski 1990] shows that people use this strategy, yet does not
provide details on when they are using it. Privacy behavior is too often described in abstract terms
not specific to a particular environment. This is problematic for informing design decisions, since
there is a large variation of behavior and preferences based on different personal dispositions to-
wars privacy [Morton 2013], as well as different activities or locations [Radics and Gračanin
2011]. Since different applications support different activities and target audiences, this presents
a mismatch. It is unclear how to use this knowledge to help elicit concrete, application-specific
requirements. In other words, this kind of knowledge is necessary for a successful analysis of pri-
vacy requirements, as it provides a starting point for the analysis [Shapiro 2010]. However, it does
not provide *sufficient* information on how to use this knowledge in the design of privacy-aware systems.

This gap between the abstract knowledge of privacy in terms of motivations, functions, and strategies, and the concrete, clear-cut, domain-specific requirements required by the design frameworks [Shapiro 2010] is an instance of what Ackerman [2000] coins as the *social-technical gap*. A social-technical gap is characterized by the dichotomy between requirements presented by social behavior and the inadequacy of technology to address these requirements. Ackerman [2000] suggests a systematic approach for bridging the social-technical gap in general, yet does not provide concrete details on the approach to use. Shapiro [2010] argues for methods that allow the effective translation of abstract concepts into concrete requirements. Yu et al. [2010] recommend the gathering of social requirements prior to the use of traditional methods. They, furthermore, advocate creating a requirements model specific to the intended system or application. In its essence, this suggests the need for the transformation of unstructured qualitative data into structured information.

However, nuances in privacy behavior based on the semantic tangle of activity, location, time, and identity prevent a high-level approach spanning different domains. Differences in the *social environments* of applications lead to different relationships between stakeholders and different success criteria for the application [Yu et al. 2010]. The *purpose* of an application has a similar impact [Radics and Gračanin 2011]. Thus, in order to bridge the gap between abstract knowledge and concrete requirements, it is necessary to provide support in the eliciting of application-specific privacy requirements [Shapiro 2010]. This leads to the main research hypothesis:

**(H1) It is possible to leverage domain-knowledge and requirements gathering approaches to construct application-specific privacy domain models.**

According to Yu et al. [Yu et al. 2010], social requirements need to consider the following: the purpose and setting of the proposed system; the stakeholders within the system as well as their intentions and relationships; the current strategies of the stakeholders for achieving their goals; and finally, why these strategies do or do not work. Previous work has shown that these elements need to be domain or even application-specific, as they change with differing environments [Radics and
Gračanin 2011]. Furthermore, the requirements need to capture the diverse laws and practices that regulate privacy for certain applications [Nissenbaum 2004]. Thus we define application-specific privacy requirements models (Privacy Model) as follows:

**Definition (Application-Specific Privacy Requirements Model)**

An application-specific privacy requirements model captures the privacy requirements of a specific application. The model reflects the privacy requirements that stem from purpose and setting of the application. It captures how stakeholders and their relationships influence their privacy needs. The model furthermore captures stakeholder’s privacy preference and practice with respect to the application domain. Finally, it models the constraints imposed by laws, other rules and regulations, technical constraints, and functional requirements.

However, the question arises how to construct such application-specific privacy requirements models. In particular, it is important to determine the source of the information captured in the model. While information on laws and technical constraints of a problem domain are readily available, the same cannot be said about information on social norms or user preferences and strategies. To elicit information on these aspects, data need to be collected and analyzed. This information needs to originate from the target population of the domain of inquiry. Thus, in order to address the question of how a privacy model can be created, we first have to address Q1.

### 1.4 Outline

The remainder of this work is structured as follows: We address considerations for the collection of privacy-related information in Chapter 2. Given the resulting data collection requirements, we examine the requirements of a privacy data analysis process and introduce the Privacy Requirements Engineering process (PREprocess) in Chapter 3 and the representational requirements of a privacy domain model in Chapter 4. Chapter 5 provides the methodology for the evaluation of our contributions, which is provided in Chapter 6. Finally, Chapter 7 provides a summary of the contributions of this work, identifies remaining challenges, and outlines future work.
Chapter 2

Considerations for Collecting Privacy Data

As we have shown in Section 1.2, the term ‘privacy’ represents an umbrella term for very complex social behavior. Part of this complexity lies in the fact that privacy preferences and the associated regulating behavior varies across cultures and can even differ from person to person [Westin 1967]. Furthermore, privacy behavior is very context-dependent and changes based on location, activity, and the people involved [Radics and Gračanin 2011; Busch 1999; Palen and Dourish 2003]. To make matters worse, much of privacy behavior falls into the category of Situated Action [Suchman 2007]. Thus, people inherently rely on the context in which they are situated to make decisions about privacy. Many of these decisions may not even be fully conscious [Endler et al. 2011].

This poses a significant challenge for the design of privacy-aware systems. As we have seen in Section 1.3.1, privacy-by-design approaches requires concrete domain knowledge to provide guidance for the designer. Yet how can we gain such concrete knowledge, if the very people we build our system for do not have a full grasp of what influences their behavior? How can we get a detailed, complete, and unbiased picture of all relevant actors, artifacts, and interactions for our desired application?

The short answer is: we cannot. As Suchman [2007] remarks, no enumeration of elements constituting a particular context can ever be complete. No approach of gathering data about the appli-
cation domain will yield completely unbiased information [Hammersley 2008]. Thus, we do not only need “... to understand how things are done under current conditions, why they work or do not work, from whose perspective, and according to what criteria. [Yu et al. 2010, p.4]”. Rather, we also need to understand how to collect data, whom to ask or observe, and how both these choices affect the validity of the information we gather.

Therefore, in the remainder of this chapter, we will first examine the fundamental considerations that should go into choosing the approach for data collection. This exploration will allow us to consequently come to an understanding of what factors influence the quality and validity of a data gathering approach, what choices we have in the selection of participants, as well as what actual data gathering methodology to use.

2.1 Fundamentals of Data Acquisition

Data acquisition and analysis are fundamental parts of the scientific method and provide the basis of systematically creating or extending knowledge about the world [Heppner et al. 2008]. Thus, the choice and justification of both data acquisition and analysis methodology requires thorough consideration and documentation. And while both data collection and analysis are intricately linked, they need to be considered separately [Flick 2014]. The development of a plan for the structure of an investigation is referred to as research design [Heppner et al. 2008].

One of the major factors in the choice of research design is the field of inquiry and, more specifically, the particular research question that motivates the inquiry [Heppner et al. 2008]. Since we are mainly interested in understanding privacy preferences and behavior in a particular domain, our inquiry focuses on humans and their environments. Research involving humans as either participants or the focus of inquiry have a long history in the social sciences. Thus, it is not further surprising that the topic of research design and methodology has found extensive consideration in those fields (e.g., [Flick 2014; Eysenck and Keane 2010; Hammersley 2008; Heppner et al. 2008]).

In terms of data collection approaches, this has created a vast number of available methods with
different advantages and disadvantages. Thus, the value of any given approach needs to be evaluated in context of the following question: what approach adds the most value or diversity to the existing corpus of knowledge? [Heppner et al. 2008]. The easiest ways to distinguish between data collection approaches is through the categorization of the questions they are designed to answer.

On the one hand, quantitative approaches attempt to measure constructs in the domain of inquiry for hypothesis testing [Heppner et al. 2008]. The data collected is meant to paint a broad picture of the relationship among constructs. Quantitative processes also follow a certain structure [Gubrium and Holstein 2014]. The initial step involves conceptualization and hypothesis building: the researcher defines concepts, formulates arguments about empirical relationships between concepts, and hypothesizes how they are represented in the population. This is followed by data collection and the consequent comparison of ‘findings’ with the hypothesis. [Gubrium and Holstein 2014].

On the other hand, qualitative approaches focus on exploration of phenomena within context, especially in terms of individuals’ meaning-making of situations [Heppner et al. 2008]. Thus, qualitative approaches produce significantly different data than quantitative approaches. Furthermore, they differ in the structure of inquiry. While researchers do rely on their preconceptions when conducting qualitative research, those preconceptions represent working conceptualizations, working definitions, and working hypotheses. In other words, they evolve in lockstep with exploring the data collected [Gubrium and Holstein 2014]. This also oftentimes requires data collection and analysis to be done in parallel, as questions arising through analysis might drive further research [Flick 2014]. Thus, contrary to a common preconception, qualitative methodologies should not be seen as a precursor to quantitative research, but rather accepted as alternative, synergistic approaches with unique outcomes [Heppner et al. 2008].

An alternative classification can be made based on whether an approach produces data or is simply meant to collect and examine existing data [Flick 2014]. In this classification, interviews, focus groups, surveys, ethnography, and the like fall into the category of data-producing methods. Here, the data is created either by the researcher, or their creation is at least prompted by a request of the researcher. Existing data can be represented by artifacts like laws, diaries, home videos, or
similar objects that have been created without prompting or interaction with the investigator. An alternative view of this classification is the separation of methods into experiencing, enquiring, and examining [Heppner et al. 2008]. This further distinguishes the data-producing approaches into those where the investigator or participant document their experiences (e.g., ethnography) and the approaches where data is produced as a response to a query of the investigator.

Combining the two strata, we can distinguish approaches into those focusing on subjective experience (e.g., interviews, diaries), approaches that focus on describing social situations (e.g., observation, recording), and those that focus on implicit or unconscious aspects of social phenomena [Flick 2014]. Regardless of the classification of approaches, however, an analyst’s choice of research design should be influenced by existing knowledge of the domain, the research designs used in the generation of that knowledge, the resources available to the analyst, the advantages and disadvantages of the approaches, an the interaction between all these factors [Heppner et al. 2008].

Ideally, all assumptions and choices regarding the eventual research design should be documented by the analyst. This bracketing should convey the analyst’s ‘lens’ to their audience, as well as make the analyst aware of the assumptions that go into the research design, research question, and the (working) hypotheses. [Roulston 2014; Heppner et al. 2008]. However, an analyst also needs to accept the fact that planning and careful deployment of methodology does not guarantee good data [Gubrium and Holstein 2014]. In fact, the ‘Bubble Hypothesis’ states that all experiments are somehow flawed [Heppner et al. 2008]. This should not be taken as discouragement, but rather as an incentive to possibly use multiple methods that counterbalance their respective disadvantages. Furthermore, this only reinforces the importance of transparency regarding the selection of the research design [Flick 2014].

Before we delve into an analysis of different data collection methods and their applicability to produce privacy-related information, we will first provide a discussion of the criteria commonly used to assess the quality and validity of both the approaches used in data collection and the data they produce.
2.2 Criteria for the Assessment of Quality and Validity of Data

Every argument, whatever the context, lives and dies through the data that supports it. However, the presence of data in and of itself does not signify evidence for or against a claim. Rather, scientists have to show not only that data is present and in support of their claims, but also why those data are applicable for the use in the argument. In other words, scientists have to provide support for why their data (and their argument) are valid. Yet what criteria or qualities can be used to determine whether or not data is suitable for a certain argument? Or, conversely, what are the threats to the validity of an argument?

According to Hammersley [2008], questions of validity within social research have been focusing a lot on distinctions between qualitative and quantitative approaches. The main question, in this regard, is whether criteria traditionally applied to quantitative methods can be transferred directly to qualitative methods. Namely, three aspects of research methodology are commonly examined in the evaluation of validity: “...measurement, generalization, and the control of variables.” [Hammersley 2008, p. 43]. These criteria have most notably been formulated as a single framework by Campbell [1957]. In the framework, he distinguishes between internal and external validity. Internal validity represents a combination of measurement validity and causal validity (achieved through the control of variables), whereas external validity is used synonymously for generalizability [Hammersley 2008].

As we have stated before, measurement of phenomena represent the central focus of quantitative approaches [Heppner et al. 2008]. Measurement validity relies on both the reliability of the measurement process and the validity of the measures they produce [Hammersley 2008]. Reliability, in this context, refers to whether or not the data collection method will produce the same results on separate occasions. The validity of a measurement process is concerned with the findings of the process and can be broken down based on two separate criteria. First, findings are said to have convergent validity if different ways of measurement produce the same findings. Second, if measures of a phenomenon are consistent with actual behavior observed at a later point in time, the findings have predictive validity. As such, reliability is a prerequisite to the validity of a process, as
inconsistency in the results of a process would lead to inconsistency in the validity of those results.

A related aspect used to evaluate research methodology is the **generalizability** of the findings from the sample selected to the general population [Hammersley 2008]. As investigating the presence of a phenomenon within the entire population is unfeasible, determining generalizability is usually achieved through a combination of statistical sampling and statistical significance tests. Statistical sampling is meant to remove bias from the sampling process\(^1\), whereas statistical significance tests are used to provide a measure for the likelihood of the validity of inferences made.

The last aspect that is commonly evaluated when examining the validity of research methodology is the **control of variables** [Hammersley 2008]. This criterion refers to the degree to which the **independent variables** have been managed in the attempt to determine whether a causal relationship exists between those variables and the **dependent variable**. Therefore, the appropriate control of variables is a requirement for such **causal validity** [Hammersley 2008]. Variables can be controlled through the choice of experimental design [Heppner et al. 2008]. A commonly used strategy is the random allocation of participants to treatment and control groups to avoid any potential bias or noise in the data. An alternative strategy is the statistical control through multivariate analysis [Hammersley 2008]. Moreover, statistical tests are often used to assess outcomes in either case.

It is important to note that these three constructs are not wholly independent. Thus, while experimental control may increases the ability to infer causal relationships (i.e., increased internal validity), this higher amount of control can lead to low generalizability of the findings (i.e., lower external validity) [Heppner et al. 2008]. In contrast, conducting a study in the actual setting of a phenomenon of interest (i.e., a field study) may highly increase the generalizability of the findings, yet at the cost of control over the environment found in a laboratory. Figure 2.1 explores this relationship by contrasting research designs with different combinations of setting and level of experimental control.

As we can see, a **descriptive laboratory study** (i.e., a study which does not use randomization or strong experimental control) scores low in terms of both external and internal validity. However,

---

\(^1\)We will examine the importance of sampling in Section 2.3 in more detail.
Figure 2.1: Relationship between Validity and Experimental Design (adapted from [Heppner et al. 2008]).

despite its obvious shortcomings, such studies have the advantage of allowing some control over variables, combined with easy data collection and a possible reduction of effect of data collection on participants. Furthermore, they might be the only option, as studying a phenomenon in a real-world scenario may be unfeasible [Heppner et al. 2008].

Descriptive field studies (i.e., studies without experimental control in a realistic environment) provide results that are highly generalizable. They have the further advantage that they may have little to no impact on the participants’ behavior (e.g., in case of the retrospective study of routinely collected data) [Heppner et al. 2008]. This comes at the cost of not being able to establish causality.

On the opposite end of the spectrum, experimental laboratory studies allow for such inferences, while the generalizability of their results represent a key point of contest [Heppner et al. 2008]. Lastly, experimental field studies employ both randomization and experimental while being conducted in the field. Thus, they seemingly have high validity on both axes. However, their external validity is at best only moderately high, since the control of variables make the environment non life-like [Heppner et al. 2008].
In general, we can see that validity represents a continuum on both axes. Rather, threats to validity can be seen as such, as “Validity is singular not multiple…” [Hammersley 2008, p. 44]. A study cannot be both valid and invalid at the same time. In other words, the different types of validity just highlight different areas of potential errors. These potential errors, then, have to be evaluated in the context of the type of knowledge the study is meant to produce. Namely, the knowledge can be descriptive, explanatory, and theoretical, each with different requirements and threats to validity [Hammersley 2008]. Furthermore, all types of knowledge are interrelated, as descriptive claims are the basis of both explanations and theoretical claims. Additionally, explanations depend upon theoretical knowledge (whether implicit or explicit) [Hammersley 2008].

The validity of descriptions relies on two factors. First, a description can be considered valid only if the features of the phenomena under observation are described accurately. Furthermore, the phenomena need to manifest the features to the degree indicated in the description [Hammersley 2008]. The validity of both explanations and theoretical conclusions rely in large parts on the validity of the descriptions they are based on. In the case of explanations, moreover, the theoretical principles linking them to their descriptions need to be valid. In addition, the choice and application of that theoretical principle has to be correct. [Hammersley 2008] Conversely, theoretical conclusions have to explicitly define the circumstances in which they are applicable. Furthermore, such conclusions need to demonstrate that other theoretical conclusions, in fact, do not apply to those circumstances [Hammersley 2008].

Threats to validity vary strongly based on sources of evidence [Heppner et al. 2008; Hammersley 2008]. For example, accounts of informants can introduce biases (in addition to researchers’ own biases). These biases may be reduced through the use of direct observation, as only the researchers’ biases are present. Yet, at the same time, such biases may also provide additional insight into certain phenomena [Hammersley 2008]. Sources of evidence also vary in terms of the reactivity they may introduce. The term ‘reactivity’ describes those variables that affect the phenomenon under investigation [Heppner et al. 2008]. As an example, a participant’s awareness of being observed may result in the altering of their behavior. Thus, it is obvious that existing documents or artifacts collected after the fact (e.g., home videos) have low probability of reactivity, whereas
laboratory experiments are much more likely to suffer from this effect [Hammersley 2008].

Thus, it also becomes apparent that assessing validity is crucial irrespective of approach (whether qualitative or quantitative). Moreover, the different approaches of assessing validity do not provide measures of validity, but rather provide evidence for the judgment of validity. [Hammersley 2008]. Such judgment inherently requires background knowledge on the topic under investigation, the available data sources, as well as the different methods of investigation. Especially, since any knowledge claim is only valid within its particular framework of assumptions [Hammersley 2008]. This, once again, reinforces the importance of the bracketing of both assumptions and methodology employed [Roulston 2014; Heppner et al. 2008]. Furthermore, it is important to understand that the scientific method is designed to reduce the threats to validity, yet cannot completely eliminate them [Hammersley 2008]. Therefore, the knowledge, training, and skill of a researcher have more impact on the outcome of an investigation than methodology per se [Heppner et al. 2008]. This does not only include a good formulation of a research question or the right choice of methodology, but also the identification and sampling of the target population for the research.

2.3 Identification and Sampling of a Target Population

Determining the constituents of the target population as well as choosing who to involve in the research or design are a central concern both within social science research (e.g., [Rapley 2014; Heppner et al. 2008]) and Software Engineering (e.g., [McDonald 2015; Hartson and Pyla 2012]). These two processes, while intricately connected, required different amount of consideration depending on the type and stage of (research or design) project endeavored. Thus, analysts and researchers involved in the design of new products or spearheading a new direction of research need to put more consideration into identifying the members of the target population than those who work on improving existing designs or continuing existing research endeavors [Hartson and Pyla 2012]. Whereas, for example, a new product requires analysts to brainstorm potential users and research competing products and their users, this step can be skipped (or at least abbreviated)
given an existing product, as the current users of the product constitute an obvious choice for the target population of ‘user research’ [McDonald 2015].

Before discussing what considerations need to be made in the process of defining the target population, identifying an available participant pool, and finally selecting a sample from that participant pool, it is necessary to clarify what is meant with each of these terms. Technically, the term ‘population’ refers to observations of people, not to the people themselves [Heppner et al. 2008]. In practice, this results in populations being defined in terms of the characteristics of people. We can further distinguish between hypothetical populations (i.e., potentially infinite set of theoretically possible values of the chosen characteristics) and real populations (i.e., set of the actual observations of the chosen characteristics) [Heppner et al. 2008]. Given the selection of the desired characteristics that define the target population, the researcher then has to identify people who fit said characteristics and are accessible. This group of people is referred to as the participant pool [Rapley 2014]. Note that it might be necessary to test whether a person is part of the population or not [Heppner et al. 2008]. Finally, the group of the actual participants selected from the participant pool based on a certain sampling strategy represents the sample.

Each of the three steps — defining the target population, identifying the participant pool, and selecting the sample — has the potential of introducing bias [Heppner et al. 2008]. Thus, background knowledge and prior research are invaluable to limiting bias introduced by the researcher [Rapley 2014]. However, as the sample is restricted to voluntary participants, it is impossible to completely avoid bias. Thus conscious choice and documentation of the sampling strategy is important.

### 2.3.1 Sampling Strategies

In general, sampling strategies can be divided into three different approaches: total population sampling, probabilistic sampling, and purposive sampling [Rapley 2014]. As the name suggests, total population sampling means the use of the entire participant pool as the sample. In other words, every possible participant is selected. Obviously, this sampling strategy is rarely available,
as participation is voluntary and both access to the participant pool and resources might be limited [Heppner et al. 2008].

**Probabilistic or random sampling** is the strategy of choice for quantitative research [Rapley 2014]. It is used to avoid bias in the selection of participants. However, there are caveats attached to the use of random sampling. First, random sampling relies on comparatively large samples, since large numbers are required to limit sampling errors [Rapley 2014]. This is exacerbated should the target population be highly diverse or should the phenomenon of interest exhibit high variance among the population. Thus, sample size has to be increased to counteract these irregularities. Furthermore, probabilistic sampling does not guarantee that the selected sample is representative of the population as a whole [Heppner et al. 2008]. Nor can it be assumed that the phenomenon of interest is randomly distributed within the population [Rapley 2014]. Limited access to the desired participant pool might further limit the applicability of random sampling. Thus, there are different approaches for selecting a random sample from the participant pool (shown in Table 2.1).

**Table 2.1: Probabilistic Sampling Strategies**

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple random sampling</td>
<td>Selection of participants entirely at random.</td>
</tr>
<tr>
<td>Sequential sampling</td>
<td>Selection of every n&lt;sup&gt;th&lt;/sup&gt; participant.</td>
</tr>
<tr>
<td>Stratified random sampling</td>
<td>Random selection of participants from partitions of the participant pool formed through application of relevant criteria.</td>
</tr>
<tr>
<td>Multi-stage sampling</td>
<td>Selection of participants in multiple stages for the subdivision of large clusters.</td>
</tr>
</tbody>
</table>

Another boon of probabilistic sampling is the fact that it allows to establish a direct relationship between the size of a sample and the statistical power of the findings [Heppner et al. 2008]. In other words, we can establish how many participants we need to achieve a specific likelihood (or alpha value) of rejecting the null hypothesis should the alternative be true as well as detecting an effect should it be present. Both power and sample size are further tied to the statistical test used, its directionality (i.e., whether deviation is detected in only one or both directions), and the estimate of the strength of the phenomenon in the sample (effect size). Determining these values, however, requires knowledge of the phenomenon under investigation as well as the characteristics
of the target population [Rapley 2014].

Unlike quantitative research, qualitative research often is interested in particular — even biased — perspectives [Rapley 2014]. This is but one possible case in which random sampling is not desirable, but rather particular choices need to be made in selecting participants. These approaches are referred to as *purposive sampling* or *purposeful sampling* approaches. Both Coyne [1997] and Patton [1990] provide very thorough discussions of different rationales for the use of purposive sampling. Table 2.2 highlights Patton’s categorization of different purposive rationales.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atypical case sampling</td>
<td>Selection of atypical or extreme cases from the participant pool (also: extreme or deviant sampling).</td>
</tr>
<tr>
<td>Typical case sampling</td>
<td>Selection of typical or common cases from the participants.</td>
</tr>
<tr>
<td>Intensity sampling</td>
<td>Selection of a sample that promises extensive amounts or rich, high-quality data.</td>
</tr>
<tr>
<td>Heterogeneous sampling</td>
<td>Selection of participants that are as different as possible (also: maximum diversity or maximum variation sampling).</td>
</tr>
<tr>
<td>Homogeneous sampling</td>
<td>Selection of participants based on similarity to each other.</td>
</tr>
<tr>
<td>Criterion sampling</td>
<td>Selection of participants based on predetermined criterion.</td>
</tr>
<tr>
<td>Stratified purposeful sampling</td>
<td>Selection of participants based on multiple selection criteria.</td>
</tr>
<tr>
<td>Purposeful random sampling</td>
<td>Purposeful selection of small random sample.</td>
</tr>
<tr>
<td>Quota sampling</td>
<td>Selection of participants to fulfill quota of selection criteria.</td>
</tr>
<tr>
<td>Theoretical sampling</td>
<td>Selection of participants based on likelihood of presence of a theoretical construct (also: operational construct sampling).</td>
</tr>
<tr>
<td>Snowball sampling</td>
<td>Sequential selection of participants based on previous samples (also: chain sampling).</td>
</tr>
<tr>
<td>Confirming/disconfirming sampling</td>
<td>Selection of participants with the purpose of confirming or disconfirming existence of phenomenon.</td>
</tr>
<tr>
<td>Critical case sampling</td>
<td>Selection of participants that that will immediately prove or disprove existence of phenomenon.</td>
</tr>
<tr>
<td>Political sampling</td>
<td>Selection of participants to fulfill obligations or external requirements.</td>
</tr>
<tr>
<td>Opportunistic sampling</td>
<td>Undirected selection of participants based on events during research (also: emergent sampling).</td>
</tr>
<tr>
<td>Convenience sampling</td>
<td>Selection of participants based on convenience and availability (also: maximum availability sampling).</td>
</tr>
</tbody>
</table>

Among these strategies, many are very relevant to researching privacy phenomena. Thus, heterogeneous sampling can be useful to get a good overview of behavior within the target population
without requiring large sample sizes. Homogeneous sampling, in contrast, can be used to elicit in-depth information about a subsection of the population. Finally, theoretical sampling plays an important role in the validation of newly formed concepts. Furthermore, it can be used both data-driven (i.e., in an iterative fashion, building on data collected) and model driven (i.e., for the confirmation of hypotheses based on prior data) [Rapley 2014]. In contrast, both opportunistic and convenience sampling should be used as last resorts, since they provide little to no justification for claims made from the data collected.

One of the downsides of purposive samples, however, are their relative subjectivity and the resulting introduction of bias [Heppner et al. 2008]. Thus, identifying the characteristics of the population and the selected sample are of utmost importance. One possible way of increasing the external validity of claims made based on purposive samples is the use of factorial design [Heppner et al. 2008]. Factorial design refers to the grouping of participants based on a ‘status variable’, which allows detection of interaction between that variable and the phenomenon under investigation. However, it is impossible to account for all potentially influencing variables, thus requiring a prioritization among status variables. Furthermore, the measurement of an influencing variable might not be straight-forward or even possible [Heppner et al. 2008]. Moreover, the power of factorial design relies in part on having equal numbers of participants in each ‘cell’ of the design. This has the potential of introducing bias, if groups are not equally present in the target population [Heppner et al. 2008].

Thus, once again, documentation of choices and population characteristics are of utmost importance to provide evidence for the validity of the collected data based on the sample selected [Heppner et al. 2008]. It is, furthermore, clear that no perfect choice exists. However, “It is enough to make good, analytically driven, thoughtful, decisions.” [Rapley 2014, p. 55]. These decisions require the researcher or analyst to acquire knowledge about the target population and the phenomena of interest. This results in an iterative relationship between sampling, data collection, and analysis in order to generate the knowledge desired [Rapley 2014].

The software design process adds additional considerations to the selection of participants in the
development of an application that are not generally present in purely academic research. This is a result of the acquisition of knowledge itself not being the main motivation of the data collection.

2.3.2 Stakeholders in Software Design

The differences between participant selection in a research endeavor and software development start with different terminology. While in research design, we are talking about research participants, software engineers are concerned about stakeholders. Thus, what we have referred to as participant identification and selection is generally referred to as stakeholder analysis (e.g., [McDonald 2015; Bjørner 2006]). However, the term ‘stakeholder’ also includes more than just the eventual users of the application under design. Especially in a corporate or industrial setting, stakeholders can include anyone from management to purchasing, with different influence, values, and needs [Hartson and Pyla 2012]. This is reflected in the following broad definition:

“[Stakeholders refer to] A group or individual with a relationship to the change, the need, or the solution.” [McDonald 2015, p. 16]

The need, in this case, refers to any problems or opportunities of a person within the target domain, whereas a solution addresses such a need. The change, then, is what is necessary to transform said needs into solutions. The above definition may even include members of the analyst’s or designer’s own team or organization, as they may have influence on the development of the desired application. Thus, it is necessary not only to identify the users (or target population), but rather also the social structures surrounding those users. Due to finite resources, this makes it necessary to manage various stakeholders [McDonald 2015]). One possible approach to this is through the use of a stakeholder map (see Figure 2.2).

A stakeholder map allows an explicit discussion about the importance and influence of various stakeholders or stakeholder groups for the design project. It further allows to manage the design team to prioritize resources based on the quadrants of the map. For example, stakeholders from within the ‘manage closely’ quadrant should represent the top priority, and may even represent
There are many reasons to examine all stakeholders and not just the intended users of the system. Different stakeholders might provide additional and significantly different perspectives from those of the actual users and thus should be considered when selecting samples. Furthermore, and more importantly, certain stakeholder groups may have the potential to influence the viability of certain sampling and data collection methodologies. For example, management might restrict access to key users that would contribute invaluable information to the design process, should data collection detract from the work of those key users [Hartson and Pyla 2012]. Thus, it is important to choose
wisely which data collection method to use, both in terms of required time and effort (both for participants and analysts) and in terms of the data they produce. In our case, it is furthermore vital to gauge the utility of different data collection methods for the capturing privacy data.

### 2.4 Data Collection Methodologies

As we have mentioned before, data collection methodologies can be categorized by the focus of their inquiry into methods of *experiencing*, *enquiring*, and *examining* [Heppner et al. 2008]. However, these categories do not have clear-cut borders, since many methods use aspects of more than one category. We have further seen, that we can distinguish between experimental (quantitative) methods and descriptive (qualitative) methods. Thus, the choice of data collection method ultimately relies on the research question (i.e., the information that is sought). Different data collection methods provide different perspectives and generate different data [Heppner et al. 2008]. More precisely, they fall on different locations within the continuum from emic to etic data [Stewart et al. 2009]. *Emic data* can be seen as data arising ‘naturally’ from the phenomenon itself, without influence or structuring by the investigator. On the other end of the spectrum, *etic data* arises from the structure imposed through the investigator and the data collection method.

Traditionally, interviews, focus groups, and observations (and their resulting transcripts) have been used in social science research [Flick 2014]. More recently, the collection of video or audio data, along with other, sometimes *virtual* data have become more common. These approaches have also been adopted by the human-computer interaction (HCI) community (e.g., [Hartson and Pyla 2012; Dourish 2006; Rosson and Carroll 2002]). Due to the large amount of choices and the important implications of the choice of data collection methodology, we will therefore provide an overview of some of the most common methods.
2.4.1 Interviews

Interviews are among the most commonly used data collection methodologies and represents a form of inquiry [Flick 2014]. They can be seen as a form of self-report of the interviewee [Heppner et al. 2008]. However, they also have a collaborative aspect, as interviewer and interviewee jointly explore the phenomena of interest [Wang and Yan 2012]. In other words, interviewer and interviewee co-create the information through their interaction [Heppner et al. 2008]. Interviews can be categorized into structured, unstructured and semi-structured interviews [Heppner et al. 2008].

In structured interviews, the interviewer determines both the questions and their order before the interview. An important aspect of these types of interviews is the fact that the interviewer does not ask follow-up questions. In this regard, the interviewer takes a neutral stance, serving only as impartial recorder of the answers of the interviewee, not providing valuation or any kind of feedback to the interviewee [Heppner et al. 2008]. This usually goes hand-in-hand with the use of a-priori protocols for the classification of answers. The advantage seen through adopting the highly structured format is a minimization of variation within the answers. Furthermore, the lack of feedback by the interviewer avoids the introduction of potential bias. At the same point in time, it can be argued that — due to their inflexibility — they shape the data according to the hypotheses of the investigator, thus producing inherently biased responses [Heppner et al. 2008]. The pre-determined questions also do not adapt for differences in language use between investigator and participant. Lastly, the neutral stance creates distance between interviewer and interviewee, limiting the chance for eliciting affective responses. [Heppner et al. 2008].

On the opposite end of the spectrum, unstructured interviews explicitly allow — even encourage — follow-up questions. This can go to the extent that the interview is shaped more like a conversation about a topic, with little to no questions being determined a-priori [Heppner et al. 2008]. However, while this structure allows the interviewer to adapt to different participants, the approach is not without dangers. For example, it requires considerable skill to avoid shaping responses by cueing based on the interviewer’s hypotheses of the phenomena of interest. Furthermore, the characteristics of the interviewer or interviewers are likely to influence the responses of partici-
pants. These characteristics include things like personality, gender, or position of the interviewer; the power-relationship between interviewer and interviewee; or the personal dynamic between multiple interviewers [Wang and Yan 2012]. Thus, it is important that the interviewee drives the narrative in these types of interviews, capturing their voice and point of view [Heppner et al. 2008]. This, in turn, leads to wide variations between the data contributed by different participants.

Finally, semi-structured interviews strike a middle ground between structured and unstructured interviews. In semi-structured interviews, the investigator does create pre-defined questions to allow for increased consistency within the answers, potentially even providing an order in which the interviewer should ask the questions [Heppner et al. 2008]. However, the interview is shaped more like an unstructured interview, encouraging follow-up questions and deviation from any order for the sake of more salience within the collected data. Thus, semi-structured interviews attempt to provide a compromise between the consistency achieved by structured interviews and the salience of unstructured interviews.

Regardless of the type of interview, the structure of this data collection method stays the same. Heppner et al. [2008] describe this process in six steps. First, the researcher has to gain access to the participant pool. In other words, researchers need to engage potential participants and negotiate their participation in the interview process. This step goes hand-in-hand with the familiarization of the researcher with the context, culture, and language of the target population. Without such preparations, the interviewer might ask questions in a way that run afoul of participants’ cultural values. Furthermore, without understanding the idiosyncrasies of the language used by participants, the interviewer might simply not be able to understand the participants, or even misunderstand them. Gaining access to the population and initial interaction with the target population (as well as later interactions) are heavily influenced by the self-presentation of the researcher. As we mentioned before, participants may react and answer questions differently based on the characteristics of the interviewer. Thus, the researcher has to make a conscious decision about what image to present.

The previous three steps are a requirement to be able to identify the key informants within the participant pool. Identifying these individuals serves two purposes. First, they are needed to pro-
vide information on which researchers can base their sampling decisions. Second, they themselves often represent invaluable sources of information as interviewees. Throughout these steps, it is important for researchers to build rapport with the people they encounter, regardless of whether they represent key informants or potential interviewees. Gaining an interviewee’s trust will improve the chance of an honest and descriptive response — especially when considering sensitive topics like privacy. However, interviewers have to make certain that building such relationships do not cloud their judgment regarding the phenomena of interest by taking on the point of view of the interviewees. Finally, an important decision concerns the means and environment of data collection. Different media, for example, can influence the strength of rapport. For example, face-to-face interviews allow for stronger inter-personal relationships than phone interviews. Furthermore, the means of capturing the interview influences the quality of data. Commonly, audio recordings are used, with video recordings becoming more common. Neither of these approaches, however, obviate the need for taking field notes, capturing immediate thoughts and reactions of the interviewer.

One of the main advantages of interviews is their flexibility [Heppner et al. 2008]. Thus, they can be used for both quantitative and qualitative research. This flexibility stems from the ability to tailor questions asked to the information needs of the researcher. A how question will yield different results than a what or why question [Gubrium and Holstein 2014]. Heppner et al. [2008] further differentiate questions based on their purpose. Background questions prompt the participant to provide information about themselves and their context. Behavioral questions serve as a prompt for information about certain activities or interaction of participant. Interviewees can further be asked about their opinions or beliefs, as well as their feelings about certain phenomena or cues. Moreover, knowledge questions can be used to query interviewees for information about their practice (whether work or private) or information on the qualities of phenomena. Sensory prompts can reveal details about the sensory experience of participants, whereas experiential questions can serve as a source of information on past or present experiences of the participants.

Other advantages of using interviews are their interactivity [Heppner et al. 2008]. Especially in unstructured or semi-structured interviews, the interviewer can react and adapt to the responses of the interviewee. This allows to collect very detailed accounts of the interviewee’s experience.
Furthermore, this human-human interaction allows the interviewer to contribute observations of the interviewee to the corpus of data [Heppner et al. 2008]. Lastly, interviews have the advantage of often eliciting a relatively high response rate.

One of the major disadvantages of interviews, however, is their high time requirement [Heppner et al. 2008]. As we have seen in the description of the interview process, a good interview requires a lot of preparation. Furthermore, depending on the amount of questions asked and the format of the interview, the time cost for interviewees can be a deterring factor for participation. In this regard, the less structured an interview, the more time it takes to both collect and to organize the data [Heppner et al. 2008]. This raises additional challenges in terms of data management [Roulston 2014]. In addition, interviews often raise additional question, requiring follow-up interviews [Heppner et al. 2008]. The medium used for interviewing can influences these factors. For example, phone interview tend to be shorter and generate less information. The latter can also be counted as a disadvantage. Furthermore, they lead to a loss of some inter-personal channels and tend to result in a lower response rate [Heppner et al. 2008].

However, the probably most important disadvantage of interviews in regards to eliciting privacy data is the fact that — due to the direct interaction between interviewer and interviewee — discussion of sensitive topics tends to be difficult [Heppner et al. 2008]. Thus, a lot of time and effort has to be put into studying the culture of the target population. Moreover, the choice of interviewer and their presentation towards the interviewee will heavily influence responses. Establishing trust between interviewer and interviewee, thus, is a crucial factor. These factors, furthermore, reveal that, in order to elicit high-quality data, the interviewer has to be well trained and skilled [Heppner et al. 2008]. Without training, the chances of incorrect use of procedure can severely devalue the data collected [Roulston 2014].

That being said, the depth of information created in combination with their versatility make interviews perhaps the most commonly used data collection method [Flick 2014]. Furthermore, they are often used in combination with other data collection methods (e.g., in combination with ethnography in contextual inquiry [Hartson and Pyla 2012]). Lastly, they can also be used to elicit
information from groups. Group interviews are usually referred to as focus groups, and require somewhat different considerations than single-participant interviews.

2.4.2 Focus Groups

Stewart et al. [2009] describe focus groups as group discussions with focus on a particular topic. As such, they have a long history of use within market research and can be used to diagnose particular problems within a product [Heppner et al. 2008]. In terms of ‘pure’ research, focus groups are useful for the exploration of a phenomenon of interest, and are thus mostly used early-on in the investigation of a phenomenon [Stewart et al. 2009]. Similar to interviews, they produce a rich body of data in the participants’ own words through the interaction of interviewer and participants. This similarity is due to the almost identical structure of the procedure Focus groups require additional consideration regarding the research question driving the inquiry [Stewart et al. 2009]. Furthermore, since they involve a group of people, the sampling of participants becomes more challenging.

The first consideration regarding the chosen sample are based on the type and amount of data desired. These characteristics influence the choice of the number of participants per group, the number of groups, as well as the types of questions asked [Stewart et al. 2009]. Furthermore, while focus group members in marketing research were traditionally strangers, purposive sampling is much more desirable [Heppner et al. 2008]. Whereas heterogeneous sampling may be conducive to the broad coverage of the phenomenon of interest, care should be put to maintain somewhat homogeneous groups. Including members from vastly different socioeconomic circumstances or cultures within the same group can give rise to problems and devalue the data collected [Stewart et al. 2009]. Thus, it may be appropriate to sample participants based on existing groups within the target population [Heppner et al. 2008].

A lot of care must also be put into anticipating (and potentially managing) the group dynamics present in the selected groups [Stewart et al. 2009]. While the interactions between group members
represent one of the major selling points of the focus group format, the interviewer (or moderator) needs to make sure that minority opinions are not suppressed by the majority [Heppner et al. 2008]. However, the interventions by the moderator may also influence the type and quality of the responses [Stewart et al. 2009]. Thus, the moderator has to be aware of the purpose of the research, especially regarding the type and specificity of information sought, as well as the reasons for collecting it. Furthermore, it is important to note that the number of question per time allotted influences quality of the responses [Stewart et al. 2009].

Whereas more care is required in the selection of participants, one of the advantages of focus groups is the fact that the viewpoints of multiple participants are captured at the same time, thus making them more economic than interviews [Stewart et al. 2009]. Furthermore, focus groups stand out from other data collection methods through the fact that they capture the collaborative building of meaning by participants. The social context of interacting within a group is also considered to lead to honest and rich responses [Heppner et al. 2008]. Focus groups tend to be very flexible in terms of topics, individuals, and settings, although there may be variation based on the chosen topics [Stewart et al. 2009]. As they are often conducted in specialized environments, they also allow for collaboration of multiple researchers in observing and managing the group [Stewart et al. 2009].

The social construction of meaning, however, can also limit the generalizability of results, as interviewees may feel social pressure to conform to the majority opinion [Stewart et al. 2009]. Furthermore, the dominance of one or more members of the group can lead to the lack of participation by more reserved members. Unless video recordings are used, the non-verbal communication between group members is lost [Stewart et al. 2009]. The use of video recordings, however, adds to the already large amounts of data, resulting in longer time requirements for analysis [Heppner et al. 2008]. Finally, focus groups require highly skilled moderators trained in group dynamics in addition to the skills required by an interviewer [Stewart et al. 2009].

In terms of utility for capturing privacy data, focus groups have similar limitations to interviews in terms of broaching sensitive topic. However, in focus groups, being able to elicit valid responses
not only depend on the self-presentation of the moderator and the rapport between one person, but multiple people. Furthermore, group dynamics might contribute to the strength of potential taboos of talking about certain topics. Yet, at the same time, the presence of a group and the social construction of meaning might make conscious aspects of behavior that may not surface with a single interviewee, as they may be subconscious. Moreover, for the concept of community privacy [Kafura et al. 2011], it is vital to survey the viewpoint of the community or groups within a community. Thus, the lack of anonymity and the presence of multiple people within a focus group represent both an advantage and disadvantage. When looking for a data collection methodology with high levels of anonymity, surveys may be suited best.

2.4.3 Surveys

Surveys, just like interviews and focus groups, are counted among the data collection methods used for self report as well as inquiry [Heppner et al. 2008]. As the name suggests, surveys have the goal of analyzing the nature or frequency of a phenomenon within a target population. They are commonly used in both qualitative and quantitative studies, however it is noteworthy that, contrary to experimental approaches, surveys are not well suited to manipulate an individual variable [Heppner et al. 2008]. Most commonly, surveys employ self-report questionnaires as data collection instruments, yet are not bound to a specific medium. Thus, like interviews, surveys can be conducted over the phone. Furthermore, they can be distributed through mail or the internet, where the latter gains more and more popularity [Heppner et al. 2008]. Thus, surveys are often used in early stages of researching a phenomenon of interest, as they can be useful to identify characteristics of target populations.

As a method of inquiry, surveys share a lot of procedural steps with interviews and focus groups [Heppner et al. 2008]. Thus, just like it was the case with interviews and focus groups, formulating the research question represents the initial step of survey design. This step is followed by determining the target population and participant pool, as well as initial decisions about the sample to be taken. Given the target population and research question, survey researchers have the
option of either selecting an existing survey ‘inventory’, or developing their own [Heppner et al. 2008]. Once questions have been selected, the investigators have to decide which medium to use for data collection. Irrespective of medium, the lack of previous interaction with members of the participant pool can result in relatively low response rates, particularly with mail surveys. Internet surveys appear as a convenient solution to this issue. However, this method potentially biases the sample to people with Internet access [Heppner et al. 2008].

The main advantages of survey-based research are that surveys are relatively easy to administer and have the potential to reach otherwise inaccessible population groups [Heppner et al. 2008]. Furthermore, they allow for the collection of data from a larger data than is the case with interviews and focus groups, as they do not require as much time and resources from the researcher. Similarly, compared to the other forms of inquiry, survey research requires significantly less training [Heppner et al. 2008]. Researchers can reduce time requirements even more by selecting questions from existing (and potentially tested or verified) inventories. Since they do not require face-to-face interaction, surveys also afford participants with confidentiality or even anonymity, given that the questions asked do not reveal their identity to the researchers.

However, the lack of interaction between researcher and participants are also one of the drawbacks of using surveys. Similar to the issues stemming from a neutral stance in structured interviews, the lack of interaction with a researcher may lead to a lack of trust on the side of the participants [Heppner et al. 2008]. This may negatively influence the veracity or quality of answers provided, especially regarding sensitive topics. On the opposite end of the spectrum, the lack of interaction with the researcher also may distort participants’ responses, as they may try to ‘help’ the researcher, try to guess the research question, or try to make themselves ‘look good’ [Heppner et al. 2008]. Furthermore, the lack of rapport between researchers and potential participants is reflected in the challenge of recruiting respondents. This makes it hard to determine whether the resulting sample of the participant pool is representative of the population as a whole [Heppner et al. 2008]. Finally, while survey research may not require as much training as interview or focus group research, much care has to be put into all decision made. This is especially true in the design of questions, as the researcher does not receive any feedback about misunderstandings and has no option to correct or
Regardless of these drawbacks, surveys have their place in the toolbox of a privacy researcher. As mentioned before, surveys have the unique ability of providing the participant with anonymity, which may alleviate concerns about discussing topics of a sensitive nature. Furthermore, given the relatively ease of distribution and their potential to reach a lot of people, surveys are useful to capture aspects of phenomena across large populations. However, at the same time, the lack of interaction with participants limits their usefulness for delving deep into the characteristics and motivations of privacy phenomena. This is partially offset by an increased likelihood of encountering evidence of contextual factors that may influence privacy behavior that many participants are not consciously aware of within the responses (e.g., [Radics and Gračanin 2011]). However, like interviews and focus groups, surveys only allow to ask questions about the past or hypothetical future situations. Yet privacy behavior is highly contextual, which limits the value and validity of these types of information. Observations represent a potential alternative for this issue.

### 2.4.4 Observations

Behavioral observations are performed by trained observers who record their observations of the overt behavior of the study participants [Heppner et al. 2008]. Thus they are collections of the first-hand experiences of the phenomenon of interest by the observers, as opposed to retrospective accounts given by participants. There are a wide variety of approaches to observation with varying levels of observer involvement [Heppner et al. 2008]. On the non-interventional side of the spectrum, the complete observer is undetected by and unknown to participants, providing a ‘fly on the wall’ insight into the phenomena of interest. However, complete observation is ethically challenging and hence employed very rarely. A more common approach sees the observer-as-participant, where participants are aware of the observer in their midst, but there is no interaction between participants and observers. Interaction between observer and participants occurs when the participant-as-observer approach is used, where either the observer takes an active role as a participant, or a participant is chosen to fill the role of observer. Finally, in some cases the ob-
server is a *complete participant*, meaning they were part of the group under observation before the study started. Early observational studies were strictly non-interventional, whereas *ethnographical* approaches (i.e., participant-as-observer) are most common today [Heppner et al. 2008]. Observational studies allow the observer to thoroughly conceptualize the phenomenon through extended, deep exposure. Furthermore, observation allows the observer to engage with a phenomenon both on an intellectual and emotional level, providing a more complete image of the phenomenon of interest [Heppner et al. 2008].

Procedurally, thus, an observation study starts with the selection of the phenomenon to observe within an identified target population [Heppner et al. 2008]. This requires extensive background knowledge of the target population to allow the choice of the right participant pool and sample. Observational studies almost exclusively employ purposive sampling. Depending on the phenomenon of interest, researchers may look for typical or atypical cases, highly salient cases, homogeneous or heterogeneous groups, or even critical cases. Before observers can enter the field, they need extensive training. First, they need operational background knowledge to be able to detect the phenomenon of interest as well as distinguish between important and unimportant behavior [Heppner et al. 2008]. Furthermore, observers need to be trained to capture detailed observations without premature analysis and from the perspective of the participants.

Given a well defined focus, a desired participant pool and sampling strategy, as well as highly trained observer, access to the target population needs to be gained. Depending on the chosen population and phenomenon, a different degree of involvement may need to be chosen [Heppner et al. 2008]. Moreover, the time, duration, and frequency of observations needs to be decided. Provided all these preparations have been completed and the observer or observers have gained access to the participants in the field, data collection can commence. One of the most important aspects of this part of the process is the creation of field notes containing the descriptions of time, environment, activity, and actors, along with the phenomenon of interest. The level of detail of these captured notes raises or lowers the value of the data. Furthermore, care needs to be taken to separate the thoughts, intuitions, and analyses of the observer from the observations during memoing [Heppner et al. 2008]. Therefore, audio and video recordings of the participants’ behavior may be chosen to
supplement the observers’ field notes.

One of the main advantages of observations is the embedding of the observer into the context of the phenomenon of interest [Heppner et al. 2008]. Thus, instead of receiving a second hand account of the context, the observer can capture it directly. Moreover, participants may not be aware of the significance of parts of their behavior, which an observer may pick up on. Thus, it reduces the bias found in self reports where participants may only report what they find important.

However, while it reduces bias originating from participants’ accounts, it introduces the potential of bias from the observer’s perspective. Furthermore, the observer — while being a source of objectivity regarding the behavior of participants — introduces an element of subjectivity through the decisions to record certain events as an instance of the phenomenon and to discard others. This issue can be mitigated by employing multiple observers, raising the resource cost as a result. More importantly, observations can only be performed if the phenomenon of interest is actually directly observable [Heppner et al. 2008]. Thus, any internal considerations of participants is lost in observations. Finally, one has to question the representativeness of the behavior captured as many factors, such as the time or circumstance of the observation as well as reactivity from the participants’ awareness of being observed, could influence the generalizability of the sample [Heppner et al. 2008].

This last point also lowers the value of observations for the collection of privacy data. It is well documented that people’s privacy-regulating behavior changes given the presence of an observer or observation device (e.g., [Choe et al. 2012; Schaub et al. 2012a]). Thus, only a complete observer could assume to capture ‘real’ privacy behavior. However, in virtually all circumstances, such an approach would be highly unethical and thus infeasible [Heppner et al. 2008]. Not to mention that such observations would completely rely on the interpretation of the observer. One possible way of mitigating the reactivity introduced by an observer is through the use of ethnographic approaches.
2.4.5 Ethnography

The term ethnography describes “... a portfolio of methods that have been developed to understand the perspectives of people by observing and participating in activities of everyday life.” [Salvador et al. 1999]. Thus, ethnography relies both on observation of activities by the researcher, as well as participation of the researcher in the everyday activities of the target population [Gubrium and Holstein 2014]. Importantly, an ethnographer takes on the (emic) perspective of the population under observation, using their voice and language to express the culture of the population [Fetterman 2009]. At the same time, ethnographers have to be conscious of their own (etic) perspective and the influence their own culture has on their experience [Dourish 2006]. This ‘active immersion’ allows the ethnographer to establish rapport, trust, and social intimacy [Salvador et al. 1999].

The most important procedural aspect of ethnography is the fieldwork itself [Fetterman 2009]. It provides the ethnographer with the grounding and experience to truly understand the context, relationships, and activities that drive people’s behavior [Salvador et al. 1999]. In addition to participation and observation, it is common for ethnographers to interview key actors or informants in order to elicit deep background information [Fetterman 2009]. These interviews often take on an autobiographical character. Furthermore, the ethnographer might take pictures, record videos, or collect genealogies and artifacts from within the field [Salvador et al. 1999]. The most significant output of the process, however, is the writing of the ethnographer, retelling the experience of the people engaged with the ethnographer and providing insight on how to interpret those experience from both the emic and etic perspective [Dourish 2006]. Thus, the writing provides a commentary of the way of thinking and the values of the people under observation [Gubrium and Holstein 2014].

Thus, ethnography has the advantage of focusing on the actual, everyday experience of the people under observation [Salvador et al. 1999]. This allows to capture the unarticulated or unconscious aspects of behavior and valuation. Furthermore, it maintains the context within which the observed interact. It can be seen as a ‘point of mediation’ between the lived practice of the people and, in our case, the technological domain [Dourish 2006].
However, to be truly effective, ethnography requires researchers to embed themselves into the population they wish to observe, potentially for a long time. This is especially true in the investigation of privacy-related behavior, as the goal for the ethnographer has to be not being seen as an intruder. In other words, establishing the social intimacy required takes time [Salvador et al. 1999]. Furthermore, as with other forms of observation, an ethnographer has to be thoroughly trained and have a large amount of background knowledge about the behavior to be observed. Finally, even with established trust and rapport, some privacy-related behavior might still be beyond the purview of the ethnographer, as cultural barriers or even higher intimacy requirements may exist. Nevertheless, the potential depth of highly contextualized observations, especially in combination with interviews of key actors, collection of artifacts, and recordings, ethnography can provide invaluable real-life insight into the culture and practice of a target population.

### 2.4.6 Documents and Artifacts

A final approach for gathering data is the collection and examination of documents and artifacts [Heppner et al. 2008]. In this regard, documents include such various data as diaries, emails, literature, field notes, official documents, and laws. Artifacts can refer to both physical and virtual objects such as video recordings, posters, receipts, photographs, etc. In general, we can categorize documents and artifacts into static and dynamic data [Marotzki et al. 2014]. Static data are documents and artifacts that are ‘naturally’ occurring without interaction between investigator and participant. They are, furthermore, unchanged while continuously accessible. In contrast, dynamic data are the result of the interaction of investigator and participant, which are potentially volatile (i.e., non-persistent).

We can further distinguish documents into primary, secondary, and tertiary documents [Coffey 2014]. Primary documents are those documents that were produced by those experiencing events first-hand. This category includes participant diaries and researcher’s field notes about their own experience. Documents that are produced by people other than the ones experiencing an event are referred to as secondary documents. An example of such a document might be a field note about a
researcher’s observation of the behavior of a participant. Finally, tertiary documents are catalogs, reference, or gray literature.

Another distinction can be made between private and public documents [Coffey 2014; Heppner et al. 2008]. Personal documents are created for personal or non-official use and include diaries, emails, literature, field notes, etc. [Heppner et al. 2008]. Public documents, then, refer to documents created for official business, like government documents, laws, contracts, and diplomas. Regardless of their categorization, all documents are purposefully and socially constructed artifacts that use specific conventions [Coffey 2014]. Many research questions and settings cannot be investigated without considering documents and artifacts, yet they should not be seen as replacement for other data [Coffey 2014].

One of the major advantages of collecting and examining documents and artifacts is the relative ease of this approach. Given a phenomenon of interest and the identification of a target population and participant pool participants are either prompted to create certain artifacts (like a diary of their experiences) or asked to contribute already existing documents or artifacts. They can, therefore, serve as cultural probes (e.g., [Bernhaupt et al. 2008; Choe et al. 2012; Leonardi et al. 2009]). Additional benefits depend on the medium of the collected artifact or the type of document. Native video recordings (i.e., recordings made by people other than the researcher) can provide an invaluable insight into the lives of the target population. Video recordings have the additional advantage of capturing of non-verbal behavior (such as gestures and facial expression), spacial arrangements of objects, as well as the temporal sequence of events [Knoblauch et al. 2014]. Contrastingly, textual documents can provide insight into social and organizational practices — including information about their authors and audiences, reveal the ‘register’ and narrative structure of interactions surrounding them, and reveal the relationships between multiple different documents [Coffey 2014]. Furthermore, both documents and artifacts offer permanence, allowing for repeated and thorough analysis [Knoblauch et al. 2014].

However, documents and artifacts are not without disadvantages. For instance, documents cannot necessarily be counted as firm evidence for or against a phenomenon, as they may have been in-
tentionally created to obfuscate events or behavior [Coffey 2014]. Similarly, video recordings can be interpreted as being both reductive and constructive [Knoblauch et al. 2014]. Thus, the choice of framing and perspective influences which aspects and modalities are captured. Furthermore, the technology used transforms the reality through its format and quality. Recordings also suffer from the same drawback as observations in terms of reactivity, as the presence of an observer may alter the behavior that is being recorded [Knoblauch et al. 2014]. Finally, without additional interaction with the participants, artifacts and documents require a large amount of interpretation by the researcher [Heppner et al. 2008]. In other words, they do not provide the internal narrative or rationales of participants, which therefore need to be inferred.

Nevertheless, artifacts and documents play an important part in understanding the context and motivation of privacy-regulating behavior. For example, depending on the context, different laws might apply restrictions on the behavior of people [Nissenbaum 2004; Glass and Gresko 2012]. Besides laws, there might be further rules and regulations — both implicit and explicit — that govern privacy behavior in a target domain [Spiekermann and Cranor 2009; Westin 1967]. Examining these laws, rules, and regulations provides invaluable insight into the practice of the target population as they are shaped by these documents. This is particularly interesting in domains where laws and regulations run against established practice (e.g., [Baker et al. 2011]). Furthermore, the increasing number of research papers investigating aspects of privacy can be seen as an additional source of information. These efforts examine such diverse phenomena as the influence of social relationships on location sharing behavior [Wiese et al. 2011], the preferences of inhabitants towards the recording of activity in the home [Choe et al. 2012], or the influence of social relationships, location, and type of interaction on both the perception of an intrusion and the strategy employed to mitigate the situation [Radics and Gračanin 2011].

However, while collecting task-related artifacts is a common practice (e.g., in contextual inquiry [Hartson and Pyla 2012]), this is not altogether applicable for the privacy domain. First, while privacy-regulating behavior is goal oriented, it can be seen as a supportive measure for a superseding goal. In other words, it is a supporting task, not the main task of a person. Thus, artifacts collected in such scenarios are likely related to that main task and not directly reflective of the
privacy-regulating behavior. More importantly, the artifacts themselves may even be the very thing the privacy-regulating behavior is meant to protect! Should that be the case, collecting those artifacts is likely to be met with resistance by the participants. One way of turning this downside into an advantage is through treating the reaction of the participant to the request for an artifact as data in and of itself. Thus, the participants’ reactions can reveal the significance and characteristics of the thing they are trying to protect. This may then be used for further inquiry into the participants’ motivations for protecting said artifact or document.

2.5 Implications for Collecting Privacy-Related Information

At the beginning of this chapter, we set out to tackle the challenge of capturing data about the privacy preferences and privacy-regulating behavior of the intended users of an application. This data collection is the first step of providing sufficient domain knowledge for the design of the application. The difficulty of acquiring this kind of knowledge stems from the fact that, except for laws and explicit rules and regulations, many privacy preferences are implicit [Spiekermann and Cranor 2009] and much of privacy behavior is ad-hoc [Palen and Dourish 2003]. Thus, an analyst has to carefully decide how to collect data about this domain. As we have seen in the previous sections, an analyst has to consider many aspects of the data collection process in order to elicit valid data of high quality.

All considerations are centered around the research question which determines the kind of information the analyst is looking for. Thus, an analyst needs to have background knowledge not only in the technical domain, but rather also have a general idea of what kind of privacy-regulating behavior might be triggered or influenced by an application. While personal experience might help the analyst in this process, the many differences between people's preferences and behavior mean that it is not sufficient [Westin 1967]. In other words, the analyst has to have additional training in the privacy domain [Shapiro 2010]. Furthermore, the analyst also has to play the role of advocate for the intended users of the application [Salvador et al. 1999]. The analyst needs to make sure that
privacy-related information is not only collected for its ‘implications for design’ [Dourish 2006], but rather fosters increased understanding of the users and their lived experience. We will therefore define privacy-related information as follows:

**Definition (Privacy-Related Information)**

Privacy-related information is the collective term for data (regardless of format) containing information about the privacy-regulating behavior or privacy preferences of potential users of an application elicited through data collection efforts of an analyst. These data are accompanied by the bracketing of the analyst, including the reasons for using the chosen data collection methods, their preconceptions and assumptions, and validity criteria for the data.

The very first task of an analyst, once the research question has been determined, therefore, has to be the identification of the target population that will be the source of such privacy-related information. Obviously, this step can — and should — be done in tandem with any other efforts of stakeholder analysis within the design team [Hartson and Pyla 2012; Bjørner 2006]. The analyst, furthermore, needs to choose an appropriate sampling strategy. These step reveals the relevant data sources of any relevant information for the design process.

**Definition (Data Source)**

Data Source is the collective term for any source of information about the target population of the application under development, including their environment, behavior, artifacts, documents, and the population itself.

Given the data source or sources, the analyst has to choose an appropriate data collection method. Each data collection method has distinct advantages and disadvantages (summarized in Table 2.3). Thus, the analyst has to decide which data collection method fits both their data needs and possible time constraints [Heppner et al. 2008]. The analyst even has the option of using multiple methods in order to alleviate any disadvantages. Since the main focus of the data collection effort is gaining information about people’s privacy preferences and behavior, qualitative data collection methods should be preferred. Furthermore, sampling and data collection should be seen
as an iterative process that can run in parallel with analysis [Flick 2014]. Thus, an analyst could attempt to gain an in-depth view of the privacy preferences and behavior of a select few salient cases through interviewing and later on attempt to confirm hypotheses on the behavior of the entire population by surveying a larger sample. It is, however, of utmost importance that analysts documents their decision, since any data has to be seen in the context of those decisions.

Table 2.3: Advantages/Disadvantages of Data Collection Methods.

<table>
<thead>
<tr>
<th>Name</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviews</td>
<td>• flexible</td>
<td>• expensive (time)</td>
</tr>
<tr>
<td></td>
<td>• interactive</td>
<td>• requires training</td>
</tr>
<tr>
<td></td>
<td>• detailed</td>
<td>• difficult for sensitive topics</td>
</tr>
<tr>
<td></td>
<td>• non-intrusive</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• internal and external view</td>
<td></td>
</tr>
<tr>
<td>Focus Groups</td>
<td>• flexible</td>
<td>• expensive (time)</td>
</tr>
<tr>
<td></td>
<td>• interactive</td>
<td>• requires training</td>
</tr>
<tr>
<td></td>
<td>• detailed</td>
<td>• group dynamic</td>
</tr>
<tr>
<td></td>
<td>• non-intrusive</td>
<td>• difficult for sensitive topics</td>
</tr>
<tr>
<td></td>
<td>• internal and external view</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• multiple viewpoints</td>
<td></td>
</tr>
<tr>
<td>Surveys</td>
<td>• cheap (time)</td>
<td>• non-interactive</td>
</tr>
<tr>
<td></td>
<td>• allows anonymity</td>
<td>• limited depth</td>
</tr>
<tr>
<td></td>
<td>• non-intrusive</td>
<td>• variance in quality</td>
</tr>
<tr>
<td></td>
<td>• allows large sample size</td>
<td></td>
</tr>
<tr>
<td>Observations &amp; Ethnography</td>
<td>• contextual</td>
<td>• highly expensive (time)</td>
</tr>
<tr>
<td></td>
<td>• interactive</td>
<td>• requires training</td>
</tr>
<tr>
<td></td>
<td>• very detailed</td>
<td>• reactivity</td>
</tr>
<tr>
<td></td>
<td>• outside viewpoint</td>
<td>• external view only</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• possibly intrusive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• difficult for sensitive topics</td>
</tr>
<tr>
<td>Documents/Artifacts</td>
<td>• cheap (time)</td>
<td>• only supplemental</td>
</tr>
<tr>
<td></td>
<td>• persistent</td>
<td>• only external view</td>
</tr>
<tr>
<td></td>
<td>• very detailed</td>
<td>• interpretive</td>
</tr>
<tr>
<td></td>
<td>• non-intrusive</td>
<td>• task focused</td>
</tr>
</tbody>
</table>

Thus, regardless of the actual data collection method used, the collected data usually fall into one of the following categories: forecasting, retrospection, and observation [Acquisti and Grossklags 2004]. Each of these types of data have specific advantages and disadvantages. Both retrospective and predictive accounts have the advantage of being non-intrusive and easily collected (e.g.,
through surveys, focus groups, interviews, etc.). However, they are problematic in the way that they may not reflect actual operative behavior [Acquisti and Grossklags 2004]. In predictions, the full context of the situation is not available, thus potentially omitting important aspects that might influence the behavior [Suchman 2007]. Retrospective accounts might be more accurate than predictions, since the behavior was actually exhibited. However, they can be inaccurate as memory is not perfect and multiple situations might be merged or misremembered [Eysenck and Keane 2010]. Observations remove this user-based bias. However, they have the severe limitation of changing the behavior under observation when the user is aware of the observation [Choe et al. 2012; Schaub et al. 2012a; Heppner et al. 2008]. Not alerting the user of the observation would preclude these changes of behavior, but raises obvious ethical issues. Furthermore, purely observational data does not reveal the rationale of the user that determined the behavior [Heppner et al. 2008]. Thus, the analyst has to provide evidence for the validity of the data collected by providing the context and influencing factors of the different choices that led to the particular data. Moreover, the analyst has to **bracket the assumptions** that provide the context in which the data have to be seen and **evaluate the validity** of the data.

Thus, we can define the requirements of privacy data collection as follows:

**Definition (Data Collection Requirements)**

To capture stakeholder privacy preference and practice, an analyst needs to

- define a **research question**,  
- identify the **stakeholders**,  
- determine an appropriate **sampling strategy**,  
- execute a fitting **data collection method**,  
- **bracket** the assumptions of the research design, and  
- **evaluate the validity** of the collected data.

As a result of the data collection efforts, the analyst is faced with a potentially large amount of mostly qualitative privacy-related information, likely in a variety of formats. While this collection of information may contain the background knowledge required to understand the privacy
preferences and privacy-regulating behavior of the target population, this information is highly unstructured and, thus, not very accessible. Thus, we face a new problem:

(P3) Data gathering approaches result in large amounts of unstructured, qualitative data.

To address this particular problem, we will need to answer the following question:

(Q3) How can we transform unstructured, qualitative data into structured domain knowledge?

We will address this challenge in the following chapter.
Chapter 3

Requirements of a Privacy Data Analysis Process

“Before one can properly understand requirements, one needs to ask why the proposed system is needed, who is involved, and what relationships exist among various actors. One needs to understand how things are done under current conditions, why they work or do not work, from whose perspective, and according to what criteria. In specifying a new system, that is, the requirements, one is in effect rearranging relationships among the social actors. […] Current requirements models and techniques, however, provide support only for stating the results of such deliberations. Existing requirements models focus on behaviors and activities, and information entities and relationships among concepts. The understanding and analysis of the social dimension rely on the skills and experience of the analyst, without models or systematic analytical support.”

– [Yu et al. 2010, p. 4]

In the previous chapter, we ventured out to address the challenge of capturing the privacy preferences and privacy-regulating behavior of the target population of our application. The review of data collection methodologies left us with some guidance for the collection of privacy-related data.
information. However, we are left with the challenge of making sense of potentially vast amounts of qualitative, unstructured information. Thus, as Yu et al. [2010] decry in the quote above, the analyst is still left without guidance and support, and therefore has to rely on skill, experience, and training. Yet, to be able to provide support and guidance to analysts trying to make sense of privacy-related information, we first have to understand what it is we are trying to support.

In its essence, attempting to make sense of information is an analysis task [Yu et al. 2010]. In our case — the analysis of privacy-related information — the analysis task lies at the intersection of the social and technical domain. Therefore, it is sensible to consider existing approaches, both within the social sciences as well as in computer science. However, before delving into the exploration of existing approaches, it makes sense to examine the structure of an analysis (or sensemaking) process itself.

### 3.1 Analysis and Sensemaking

The way humans reason, analyze, and make sense of information has been the subject of study for centuries within many disciplines [Eysenck and Keane 2010]. In general terms, analysis is the process of transforming data into information, and information into knowledge [Sutcliffe 2002]. While there are many theories and viewpoints on the topic (e.g., [Eysenck and Keane 2010; Weick 2000]), we will focus on the observation of a real-world analysis task, namely intelligence analysis.

**The Sense-Making Loop for Analysts**

Pirolli and Card [2005] developed a descriptive model of a sense-making process by observing the work of intelligence analysts. They observed that analysts employed two interconnected, iterative processes while working towards a report on a particular topic (see Figure 3.1). They named these processes the *foraging loop* and the *sense-making loop*.

The main task within the foraging loop consist on finding and organizing information. Conversely,
in the sense-making loop analysts are iteratively developing a (mental) model of the information gathered. These loops can be driven both by bottom-up as well as top-down processes.

At the beginning of the bottom-up process the analyst, faced with a vast selection of data sources, has to forage for potentially relevant documents within these sources, creating a collection of documents called the ‘shoebox’. In the next step, the analyst determines which documents are relevant to the task at hand, then identifies and extracts key pieces of data from the collected information, storing them in an evidence file. This is an iterative process, as the analyst often has to refer back to the data sources to find additional information sources with new evidence. Given enough evidence, the analyst then starts to schematize the information (e.g., through a timeline visualization). The resulting schema forms the basis of sensemaking, as the analyst uses it to iteratively develop and verify hypotheses. The synthesis of the hypotheses into a coherent story in the form of a presentation is the final step of data interpretation. However, the resulting story is also subject to reevaluation, leading to further iteration of the previous steps of both the sense-making and foraging loops.

Conversely, the top-down process starts with the re-evaluation of the hypotheses based on feedback.
received on a presentation. This leads to a search for support in the schema, which, in turn, can lead to search for evidence within the evidence file. If the evidence file does not contain the required information, the relevant documents are re-examined. Should the required information not be found, a search for new documents can be initiated.

This analysis of the sensemaking process of intelligence analysts reveal some interesting characteristics. First, the analysis process is not a simple, straight-forward progression of predetermined steps, but rather an iterative process of concept formation and re-evaluation. In other words, the analyst practices the iterative refinement of the understanding of the information at hand. This is further reflected in the characteristics of the artifacts at different stages of the process. Namely, with every step, the analyst performs incremental structuring of the information through filtering, examination, and synthesis with other information. An important aspect of this structuring is the increased connectivity within the information. Finally, the distinction between the bottom-up and top-down processes reveals the nature of the iterative structure. Namely, the processes entail both inductive and deductive reasoning.

These characteristics can focus our search for approaches within the social sciences and computer science. Namely, we need to consider procedural characteristics, artifacts created at different stages of the process, as well as fit to the problem domain of privacy.

### 3.1.1 Qualitative Data Analysis

Qualitative data analysis can be organized into two major groups based on the strategy employed [Flick 2014]. The first strategy, referred to as qualitative content analysis, employs the reduction of volume or complexity of data through coding. This entails the classification of information by finding a label for groups of phenomena within the data. The second strategy employs the expansion of the material through interpretation. The goals of the analysis process are either the thick description of phenomena, the explanation of phenomena, or theory development [Flick 2014]. Also, analysis can focus on content, formal aspects of the data, or both. Furthermore, the notion
of *sequentiality* is central to the analysis process. In other words, the analysis follows the temporal development within the data [Flick 2014].

Similar to the strategy of intelligence analysts portrayed in Section 3.1, social science researchers frequently analyze qualitative data in parallel to data collection [Gubrium and Holstein 2014]. This practice is not as common in quantitative research. In this regard, data collection can be seen as a process supporting and advancing the analysis process [Flick 2014]. This intertwined data collection often involves *theoretical sampling* [Rapley 2014]. In this regard, data analysis is the driving factor behind data collection, not the other way around [Flick 2014]. Similar to the validity of data collection processes, much of the validity of analysis results depends on the adherence to the strategy chosen for analysis [Flick 2014]. However, there are arguments for adjusting the rigidity of the process to allow for creativity (e.g., [Gubrium and Holstein 2014]).

An extensive overview of considerations and strategies used for qualitative data analysis can be found in [Flick 2014]. Among others, the processes of phenomenological analysis, the documentary method, hermeneutics, and Grounded Theory are described. Of these processes, only Grounded Theory proves applicable to the privacy domain.

*Phenomenological analysis* is focused on the experience of participants and is based on the work of Edmund Husserl. It is also referred to as *intentional analysis* [Heppner et al. 2008]. The analysis, here, is conducted through ‘emphatic’ understanding of the experience and epoché [Heppner et al. 2008]. During emphatic understanding, the analyst reflects on the relationships between different parts of the participant’s experience while trying to ascertain their contribution to the experience. The epoché contains the analyst’s reflections on the philosophical underpinnings of their approach, as well as the bracketing of assumptions and judgments. These processes are done within three steps: description, reduction, and interpretation [Heppner et al. 2008]. Phenomenological analysis has only limited applicability for the analysis of privacy-related information, as it relies on the intuition and ‘Gedankenspiel’ of the analyst. Thus, the analysis is heavily influenced by the experiences of the analyst. Furthermore, phenomenological analysis expands the data through analysis, which may make it even harder for other people to access.
The documentary method describes a two-step process. During formulating interpretation, the researcher establishes the topics of an interview, whereas the reflecting interpretation considers the contextual “spheres” that lead to the particular expressions of the topics. However, while it provides procedural guidance, the documentary method results in prose descriptions, which are not inherently more structured than the text they are derived from.

Hermeneutics relies on the sentence-by-sentence analysis of text, distilling meaning from decontextualization of sentences and “thought experiments” as to the possible meaning of the sentences in different contexts. Yet privacy perception and regulation are intimately tied to context. Thus decontextualization of information would render the information useless. Grounded Theory [Corbin and Strauss 2008] proves to be a better fit.

**Grounded Theory**

The notion of analysis being an iterative process of incrementally developing, refining, and verifying concepts to build a theory forms the basis of Grounded Theory. Most importantly, it is inherently data driven, i.e., all the generated concepts need to be grounded in data. This grounding helps limit the introduction of bias and also provides an audit trail that helps evaluate the validity of the research being done. Corbin and Strauss further stress the importance of capturing as much of the complexity present in data as possible.

Grounded Theory provides the researcher with guidance in the form of procedural steps. The two main steps are open coding and axial coding. Open coding describes the process of deriving concepts or terms from data, while also determining the attributes and dimensions of the concept or term. This involves the clustering of elements by their meaning and the eventual conversion of that cluster into a category [Heppner et al. 2008]. Axial coding is the process of relating concepts or terms to each other. This involves relating concepts on the same level of abstraction as well as creating a hierarchy between concepts. Thus, through open and axial coding, concepts are inductively described both through their attributes and their relationships with each other. Both coding steps are done in parallel and can be started immediately after the collection of the first
data point. Analysis and data collection continue until conceptual saturation (also referred to as theoretical saturation) — the state where each category or term is fully described — is reached. Data collection can furthermore be guided by the attempt to address specific questions raised by existing data. Corbin and Strauss call this deductive process theoretical sampling, which we have encountered in Section 2.3.1. It is important to note that concepts are not meant to be static, but rather need to be iteratively refined to account for additional data. Furthermore, the analyst should capture their reasoning and assumptions through memoing [Heppner et al. 2008]. While Grounded Theory can be based on multiple data sources, interviews are the most common choice of data source [Heppner et al. 2008].

3.1.2 Data Analysis in Software Engineering

Software engineering is the field within computer science that concerns itself with the efficient development of quality software [Bjørner 2006]. Traditionally, this process has been separated into three steps: domain engineering, requirements engineering, and software design (see Figure 3.2). Bjørner states that software design depends on specified requirements, and requirements themselves cannot be created without understanding of the application domain. This structuring also allows for the separation of concerns.

Figure 3.2: The Software Engineering Process (reproduced from [Bjørner 2006, p. 40]).
Domain Engineering (DE) is the process of developing a descriptive model of the application domain through interaction with stakeholders. To that end, the actors and concepts, processes, organization, rules and regulations, as well as behaviors present in the application domain need to be examined. Similarly to Grounded Theory, the analyst needs to strive towards a complete representation of the application domain. Furthermore, the resulting model should be consistent (i.e., not result in different attributes for a concept) as well as unambiguous (i.e., not result in the same description for different concepts). Finally, the domain model needs to be verifiable in these regards by the analyst, allow validation of its completeness through stakeholders, and be usable for sharing knowledge about the domain.

The Requirements Engineering (RE) process aims to create a prescriptive model of the functionality of an application from the domain model. This model consists of a set of requirements which prescribe different aspects of the software. Requirements have traditionally been categorized into functional and nonfunctional requirements (e.g., [Yu et al. 2010]). As the name suggests, functional requirements specify the functionality of an application. Nonfunctional requirements, on the other hand, specify aspects of the application related to concepts like usability, reliability, or performance. This also include social aspects like privacy.

Finally, Software Design deals with the actual implementation of the application based on the requirements generated during Requirements Engineering. This process deals with real-world implementation concerns like system architecture, application structure, etc. A common practice during software design is the use of software design patterns (e.g., [Gamma et al. 1994; Borchers 2000; Crabtree et al. 2002; Fowler 2002]).

There are a large number of different approaches to the software engineering process [Kassab et al. 2014]. We will therefore focus on one representative exemplar that addresses nonfunctional requirements, namely the Grounded and Linguistic-Based Requirements Analysis Procedure.

---

1The domain engineering and requirements engineering processes are often combined and summarily referred to as requirements engineering (e.g., [Yu et al. 2010; Chakraborty et al. 2015]).
Grounded and Linguistic-Based Requirements Analysis Procedure (GLAP)

Chakraborty et al. [2015] posit that eliciting nonfunctional requirements poses a significant challenge in Software Engineering processes. They argue this is due to the task being more sociological than technological, as it revolves around sensemaking of mostly qualitative data. Thus, their Grounded and Linguistic-Based Requirements Analysis Procedure (GLAP) aims to provide systematic support for this sensemaking process by applying Weick’s enactment theory [Weick 2000]. Enactment theory describes sensemaking through writing, conversation, and editing. These actions occur in three stages: enactment (acts of categorization to impart order), selection (reduction of ambiguity), and retention (connection to the real world). GLAP applies enactment theory by creating a four-phase process with the goal of creating traceable, unambiguous, and verifiable requirements.

The first phase is based on the Linguistic Analysis of Language Quality [Rosenkranz et al. 2013], and is subdivided into two steps. During language construct coding, the analyst identifies symbols (concepts) and concept descriptions and attempts to associate each symbol with a description. During language quality coding, the analyst checks the resulting “objects of definition” for deficiencies in quality. Four deficiencies are defined: incompleteness (descriptions without assigned symbol), meaninglessness (symbol without assigned description), redundancy (description assigned to multiple symbols), and ambiguity (symbol with multiple assigned descriptions).

The remaining three phases are based on Grounded Theory [Corbin and Strauss 2008]. Phase two involves open coding of the data. This is both designed to add more detailed descriptions to the symbols identified in the previous phase and to develop a hierarchy of concepts. This phase is guided by the Volere Typology of nonfunctional requirements [Robertson and Robertson 2006], which can function as top-level concepts. The Volere Typology partitions nonfunctional requirements into look and feel, usability and humanity, performance, operational and environmental, maintainability and support, security, cultural and political, and legal.

In the third phase, the analyst performs axial coding of the taxonomy of concepts resulting from
open coding to develop relationships between concepts. This phase is guided by the NFR Framework [Mylopoulos et al. 1999] and employs a top-down approach. The goal of this phase is the creation of so-called *softgoal interdependency graphs* (softgoals referring to the concepts within the taxonomy). To that end, the analyst determines the interdependencies between the different concepts, as well as whether an interdependency contributes to a higher-level concept positively or negatively. The leaves of the resulting graph represent the *operationalization* of the top-level nonfunctional requirements.

Finally, the *selective coding* phase aims to integrate the disconnected softgoal interdependency graphs of the top-level concepts. The resulting “full interdependency graph” is the complete representation of the nonfunctional requirements and their operationalization. The leaf nodes of the graph should be traceable back to the qualitative data on which the analysis is based. Furthermore, the graph and its traceability establish organizational knowledge based on this “shared language”.

Yet while GLAP provides a solid approach for modeling nonfunctional requirements, is falls short of being truly useful for eliciting privacy requirements. This partially relates to the adaptations Chakraborty et al. applied to the Grounded Theory process. Their relegation of open coding to the second step (after linguistic analysis) is based on their assumption that “key conceptual components [. . .] are already well established in practice [. . .]” [Chakraborty et al. 2015, p. App-1]. However, the lack of this knowledge is precisely what leads to the challenges in designing privacy-aware applications. Furthermore, while the Volere typology provides guidance ensures coverage of a broad field of categories of nonfunctional requirements, it does not provide guidance for the elicitation of privacy requirements. In fact, it is not clear which category privacy requirements would fall into, as different requirements could be counted into the “usability and humanity”, “cultural and political”, as well as “legal” categories.
3.2 Evaluation of Analysis Processes and Artifacts

The previous sections reveal a set of common characteristics shared by the analysis processes. These characteristics can be partitioned into characteristics of the analysis process itself and characteristics of the artifacts created by the process. We can use these common characteristics as prerequisites for processes supporting privacy data analysis.

3.2.1 Characteristics of Analysis Processes

The first characteristic shared by all processes discussed is the incremental structuring of information. In the Sense-Making Loop for Analysts [Pirolli and Card 2005], this feature is expressed both explicitly through the axis label in Figure 3.1 and implicitly represented through the increased structure of the artifacts in each stage of the process. Thus, the unstructured data from the external data sources is refined more and more over the lifetime of the process, until it is transformed into a cohesive presentation. Similarly, the open coding and axial coding processes of Grounded Theory [Corbin and Strauss 2008] transform the unstructured qualitative data into clusters with shared meaning, before establishing the relationships between the different clusters. We have seen these processes adapted by the Grounded and Linguistic-Based Analysis Procedure [Chakraborty et al. 2015].

Furthermore, the incremental structuring of the information in these processes is not achieved through a single ‘push’ towards the desired product, regardless of whether that product is a presentation, theory, or interdependency graph. Rather, each process creates its product through the iterative refinement of the artifacts created throughout the process. In the Sense-Making Loop, this iterative characteristic is represented through the foraging and sense-making loops, as well as through the ladder-like structure of the process itself (cf. Figure 3.1). Grounded Theory encourages the researcher to address questions arising from data collected through theoretical sampling and the iterative refinement of codes based on the available information. Similarly, the Software Engineering Process explicitly suggests re-doing parts of the process to address shortcomings of
the artifacts created in different parts of the process (cf. Figure 3.2).

Finally, all processes contain both data-driven and model-driven components, revealing support for inductive and deductive reasoning. In the Sense-Making Loop, the ‘bottom-up’ process building up a presentation from the given data represents the data-driven part of the process, whereas the evaluation of the artifacts based on feedback (the ‘top-down’ process) represents the model-driven part (cf. Figure 3.1). In Grounded Theory, open coding is ideally purely data-driven, axial coding has aspects of both model and data-driven analysis, and theoretical sampling is purely model-driven. In GLAP, furthermore, language construct coding represents another data-driven process, whereas language quality coding and selective coding are mostly model-driven.

### 3.2.2 Desired Characteristics of Analysis Artifacts

The characteristics of the artifacts produced by the analysis processes described above are much more implicit than their procedural counterparts. Furthermore, they are much more desired characteristics than actual characteristics, and many aspects of the analysis processes focus on achieving their ideal state. The first of these desired characteristics of process artifacts is consistency. Without a doubt, any presentation by an intelligence analyst needs to be consistent to have merit, thus making consistency an implicit goal of the Sense-Making Loop. Similarly, any scientific theory produced by a researcher using Grounded Theory has to be consistent. Bjørner [2006] refers to the process of ascertaining whether an artifact is consistent as verification. Chakraborty et al. [2015] even provide us with a set of counter-criteria against which artifact components can be evaluated: incompleteness, meaninglessness, redundancy, and ambiguity (cf. Section 3.1.2).

Similar to the completeness of artifact components, each analysis process aims to cover all phenomena of the domain — or at least those phenomena available through data sources. Such a complete view of the domain is the explicit goal of an intelligence analyst’s report, a researcher’s theory, and a software engineer’s domain model. However, how can we make sure we have reached completeness? Corbin and Strauss [2008] leave the decision whether conceptual saturation has
been reached to the judgment of the researcher. In contrast, Bjørner [2006] suggests validation of the domain model through collaboration of the analyst with stakeholders.

Finally, one important characteristic desired in the artifacts of each process is their traceability to the underlying data. In the Sense-Making Loop, this traceability is established by the analyst through the chain of evidence from the source data all the way to the presentation. Open coding provides an ‘audit trail’ to the data from which different concepts are derived for both Grounded Theory and GLAP. Furthermore, each additional layer of the concept hierarchy is linked to the underlying layer, providing traceability throughout the concept hierarchy or interdependency graph.

### 3.2.3 Process and Artifact Requirements

The evaluation in Section 3.2.1 has provided us with common characteristics of analysis processes. We will define these shared characteristics as requirements for any privacy data analysis process.

**Definition (Process Requirements)**

A privacy data analysis process needs to support:

1. the incremental structuring of information,
2. the iterative refinement of artifacts, and
3. both data-driven and model-driven analysis.

Furthermore, we have established the desired characteristics of the artifacts analysis processes produce in Section 3.2.2. These will serve as requirements for the artifacts produced by a privacy data analysis process.

**Definition (Artifact Requirements)**

Artifacts produced by privacy data analysis processes need to support:

1. verification of their consistency,
2. validation of their completeness, and
3. traceability to the underlying data.
As we set out to develop a process meeting these requirements, we need to remember the goal we set in Hypothesis 1. Namely, we aim to provide domain models for the design of privacy-aware applications. Thus, our privacy data analysis process needs to allow integration into existing practice. As such, generated artifacts should work as a basis for organizational memory to allow for learning about the problem domain as well as reuse of knowledge. The Privacy Requirements Engineering process (PREprocess) presented in the following section aims to address all these issues.

### 3.3 The PREprocess Framework

As we have stated in Hypothesis 1, the goal of our endeavor is the creation of application-specific privacy domain models. Chapter 2 has provided us with data collection requirements for the collection of privacy-related information from data sources. The process requirements in Section 3.2.3 provide us with the general structure of a process that can transform the privacy-related information into the domain model. Furthermore, the privacy design frameworks in Section 1.3 and the Software Engineering Process described in Section 3.1.2 provide us with information on how to integrate our framework into existing practice.

Using these prerequisites as the lattice of our framework and adapting the Sense-Making Loop of Pirolli and Card [2005] results in the Privacy Requirements Engineering process (PREprocess) shown in Figure 3.3. Like the Sense-Making Loop, the process provides incremental structuring through separate bottom-up and a top-down processes. These processes can be segmented into a Requirements Modeling loop and an Implementation loop. The focus of our approach, while providing guidance for both requirements modeling and implementation, is the requirements modeling loop. As mentioned above, the implementation loop is exhaustively covered by existing work (e.g., [Hartson and Pyla 2012; Bjørner 2006; Rosson and Carroll 2002]). We will describe the process through the bottom-up Design and top-down Evaluation process in sequence, since

---

2 An earlier version of the PREprocess was published in [Radics et al. 2013].
these processes are easier to follow.

![Diagram of the PREprocess](image)

**Figure 3.3: The PREprocess.** *Design:* (1) Collect Data; (2) Model Information; (3) Synthesize Requirements; (4) Create Technical Specification; (5) Implement Prototype. *Evaluation:* (6) Evaluate Prototype; (7) Search for Alternatives; (8) Refine Requirements; (9) Evaluate Model; (10) Sample Additional Data.

### 3.3.1 The Design Process

**Step 1: Collect Data**

The first step of the design process is the *collection of data* from *data sources* (Step (1) in Figure 3.3). In this step, the analyst needs to consider the data collection requirements discussed in Chapter 2. The first task for this step is to determine the *research question* that will produce the information needed. Should the project involve the development of a new application and without previous research, initial data collection should attempt to elicit a wide breadth of information on the privacy preferences and privacy-regulating behavior of the stakeholders. Given a more mature project (e.g., the redesign of an application or given previous research), the analyst should focus on depth. The information need is also heavily influenced by the *purpose* and *setting* of the system [Yu et al. 2010].
Given the research question, the analyst has to identify the stakeholders of the application. This can be achieved through activities like brainstorming or market research [McDonald 2015]. Given the stakeholders, the analyst then has to decide on a sampling strategy to guide the recruitment of participants for the study (cf. Section 2.3.1). Part of the considerations should be the prioritization of stakeholder groups based on their influence and interest (cf. 2.3.2). The type and maturity of the project further influence this decision. Given a new project, the analyst is probably best served with a larger heterogeneous sample to gain the broad overview required. In the case of a more mature project, the analyst should consider intensity sampling with a smaller sample size to collect in-depth information.

Similarly, the analyst has to decide and execute an appropriate data collection methodology. This choice is heavily constrained by resource availability. The analyst, therefore, needs to consider the advantages and disadvantages of the different methods and make a decision based on the given constraints (cf. Table 2.3). Special consideration should be given to laws and written rules and regulations, as they can help identify necessary constraints for the applications, and reveal some of the more explicit components of the domains. Finally, the analyst explicitly documents the reasoning behind the choice of research question, stakeholder prioritization, sampling strategy, and data collection methodology in a bracketing log. The outcome of this step is privacy-related information containing the collected data, the bracketing log, possible field notes of the analyst, and relevant documents like laws or regulations.

**Step 2: Model Information**

In the second step, the privacy analyst models the privacy-related information into a consistent privacy domain model (Step (2) in Figure 3.3). This is the analysis task we have discussed in Sections 3.1 and 3.2. Thus, the analyst has the choice between reduction of the information through coding and its expansion through thick description (cf. Section 3.1.1). While both approaches have their merits, the artifact requirements discussed in Section 3.2.3 are easier to integrate with coding. Thus, similar to the Grounded and Linguistics-Based Analysis Procedure (GLAP) [Chakraborty
et al. 2015], we recommend a Grounded Theory-based approach. The advantage of Grounded Theory lies in its relative simplicity and flexibility, while at the same time providing guidance and structure for the analyst. Furthermore, it is inherently data driven and has a strong support for traceability. We will, therefore, adapt the general structure of the open coding and axial coding processes from [Corbin and Strauss 2008], while adopting some of the linguistic features of GLAP. Thus, we suggest the following procedural steps.

Encoding starts with the chunking of information into coherent assertions. Depending on the granularity desired, the analyst may choose to treat entire responses as a single assertion, or create smaller chunks on the paragraph, sentence, subsentence, or even lexical level. Obviously, part of the consideration for this decision has to be based on available resources, since finer granularities will require more time. Another consideration may be the potential value of capturing and formalizing the particular language used by members of the target population (e.g., in a privacy dictionary [Gill et al. 2011]). Furthermore, it may be worthwhile to distinguish between the functions of different chunks (e.g., whether they represent ‘things’ or ‘relations’ between things). To provide traceability, these assertions should reference the data that provides their support.

Given the resulting set of assertions, the analyst then proceeds with the open coding of the assertions. In this step, the analyst strives to sort the assertions into thematic clusters, and add both a label and description to that cluster. This description should not only highlight the content of the cluster, but rather also include the rationale of the analyst to form this particular cluster (i.e., bracketing) as well as references to its assertions. We will refer to the combination of a label and its description as a term.

Provided a set of terms, the next step is the axial coding of these terms to form a taxonomy of terms (or terminology). In other words, the analyst strives to establish hierarchies of terms through sub-term relationships, as well as establish any other types of relationships between the terms. At this point, it becomes necessary to distinguish between leaf terms and taxonomic terms. Leaf terms are those terms that contain direct references to assertions. Taxonomic terms are the terms generated through axial coding that are not directly supported by assertions. Thus, in contrast to
the description of leaf terms, taxonomic terms contain the reasoning for the clustering of terms they represent as well as references to those terms.

The outcome of this step is a descriptive **privacy domain model**.

**Step 3: Synthesize Requirements**

The third step is the *synthesis* of the conceptualization within the domain model into coherent application-specific **privacy requirements** (Step (3) in Figure 3.3). To that end, the privacy analyst establishes the relationships between the patterns so that they provide a complete image of the privacy implications of the intended application. Alternatively, given the domain knowledge contained in the privacy domain model, the privacy design frameworks discussed in Section 1.3 can now be applied. At this point it is also appropriate to consider the *functional requirements* elicited within traditional requirements engineering processes and examine potential interactions between both sets of requirements. During this process, it may be useful to formally specify the emerging requirements model using one of the notations outlined in Section 1.3. Alternatively, it is common to specify requirements in the form of *use cases* [McDonald 2015] or *scenarios* [Rosson and Carroll 2002].

The outcome of this step is a set of prescriptive **privacy requirements**.

**Step 4: Create Technical Specifications**

Once the privacy requirements have reached sufficient maturity and coverage, it is time to **create technical specifications** based on the requirements (Step (4) in Figure 3.3). However, it may not be possible to create a perfect technological equivalent of the privacy requirements [Ackerman 2000]. In such cases, the trade-offs embodied in these *first-order approximations* need to be documented. *Patterns* [Borchers 2000] and *claims* [Sutcliffe and Carroll 1999] are two formats specifically geared towards capturing such trade-offs. Furthermore, the analyst can examine repositories of existing technical solutions like software design patterns [Gamma et al. 1994] to support
architectural decisions.

The outcome of this step is a set of technical specifications.

**Step 5: Implement Prototype**

Finally, as the last step of the design process and given the technical specifications of the first-order approximations, a prototype can be implemented (Step (5) in Figure 3.3). The additional technical specifications from parallel technical requirements engineering processes are integrated and aligned. Depending on the stage of the development process, different prototyping techniques need to be chosen to create a prototype of appropriate quality and depth (cf. [Hartson and Pyla 2012; Rosson and Carroll 2002]).

The outcome of this step is a prototype.

**3.3.2 The Evaluation Process**

**Step 6: Evaluate Prototype**

Conversely, the Evaluation Process starts with an existing prototype or application. As the name suggests, the process starts with the evaluation of the prototype (Step (6) in Figure 3.3). A good overview of possible methods for evaluating a prototype is provided in [Hartson and Pyla 2012; Rosson and Carroll 2002]. Besides giving feedback on the overall quality of the prototype or application, the evaluation serves two purposes in terms of the privacy requirements engineering process. On the one hand, the data generated through the evaluation provides an additional data source for the application domain. On the other hand, the evaluation provides insight in the quality of the technical specifications chosen. Thus, it can help identify which trade-offs work, and which do not.
Step 7: Search for Alternatives

If a technical specification does not serve its intended purpose, this information should be documented in the representational format chosen in Step (4). Furthermore, the identification triggers a search for alternatives to the technical specification within the privacy requirements (Step (7) in Figure 3.3). To that end, the requirements need to be examined and the mismatch between the requirement and the specification identified. Furthermore, the analyst can consult existing repositories of known solutions to determine alternative candidates (e.g., by examining software design patterns [Gamma et al. 1994]). If possible, the technical specification should be updated to better match the model. Otherwise, it has to be replaced with a new technical specification.

Step 8: Refine Requirements

The analysis may reveal that the problem does not lie in a mismatch between the technical specifications and the privacy requirements, but rather in the requirements themselves. Should this be the case, the privacy requirements need to be refined and, if necessary, expanded (Step (8) in Figure 3.3). The privacy analyst, therefore, needs to examine the requirements to determine whether they correctly reflect the information in the domain model.

Step 9: Evaluate Model

Should the privacy requirements be deemed sound, the negative feedback elicited through the evaluation is most likely the result of missing or incorrect concepts within the domain model. Therefore, the privacy analyst needs to re-examine the terminology and assertions and either refine the existing statements or add new statements extracted from the privacy-related information (Step (9) in Figure 3.3). This is done through verification of consistency and validation of completeness. Verification, here, refers to testing the quality and consistency of our domain model (i.e., ‘getting it right’ [Bjørner 2006]). We will adapt the metrics of incompleteness, meaninglessness, and ambiguity from GLAP. Thus, a leaf term is incomplete, if it is not supported by any assertions, whereas
a taxonomic term is incomplete if not supported by other terms. An assertion is incomplete if it is not supported by any data. Conversely, assertions are meaningless if they do not support a term. Terms, themselves, cannot be meaningless. Furthermore, an assertion is ambiguous if it supports multiple terms at the same time. In contrast to GLAP, redundancy (in our case, multiple assertions supporting a term) does not reveal inconsistency or lack of quality of a model, but rather reflects the prevalence of terms within the data.

Should inconsistencies exist within the domain model, the analyst needs to modify the model to eliminate those. Incomplete terms can be removed from the domain model, should they not have a match within the meaningless assertions, in which case those assertions are simply added to the support of the term. If no term matches a meaningless assertion, the analyst has to determine whether the existing terms are ill-defined, or whether the assertion warrants its own term. Finally, in case of ambiguous assertions, the analyst should reconsider the classification of the assertions into terms in order to remove the overlap. Ideally, leaf terms represent a partition of the assertions.

Additionally, the analyst should consult stakeholders to receive feedback on the validity of concepts in terms of their categorization and description. In concert with the stakeholders, the analyst furthermore needs to determine whether the concepts cover the provided data, as well as whether the concepts sufficiently describe the target domain. This step also might involve verifying the transcript of the raw data in order to identify possible mistakes. At this stage additional coding can be performed using feedback from the stakeholders.

Step 10: Sample Additional Data

Finally, if the feedback from the evaluation does not reveal an incomplete or incorrect domain model, the current collection of data is insufficient to address open questions arising from the analysis. Alternatively, the analysis and evaluation may have revealed concerns regarding the validity of the data collected. At this stage, the privacy-analyst needs to determine whether these issues can be addressed through the sampling of additional data (Step (10) in Figure 3.3).
Evaluating the validity of the collected data may require re-evaluating the research question, revisiting the definition of the stakeholders, recruiting additional participants, or employing different data collection methods (cf. Section 2.2). Open questions from the data analysis process and stakeholder feedback from the evaluation should influence additional theoretical sampling of the target population through a new data collection instrument or data collection methodology to complement existing data. Moreover, the data generated through the evaluation itself may also be used as a new data source for relevant privacy-related information.

### 3.3.3 Iterative Refinement

It is important to note that the steps of the design and evaluation processes are not meant to be strictly executed consecutively in a waterfall-like fashion. Rather, it is strongly recommended to iterate over the steps of the Requirements Modeling and Implementation loops (see Figure 3.3). An analyst would first iterate over steps 1–3 and 8–10 of the PREprocess in order to create privacy requirements that adequately represents the privacy preferences and privacy-regulating behavior of stakeholders of the intended system. This is likely to happen multiple times before adequate maturity of the privacy domain model and privacy requirements is reached. Only then would the requirements be passed on to the software engineers to implement and refine an actual prototype (steps 4–7). Alternatively, depending on the maturity of the requirements generated, further iterations of the requirements modeling loop can be performed in parallel with iterations of the implementation loop. This aligns closer to the iterative structure of the Design-Implement-Analyze cycle [Rosson and Carroll 2002] as well as the UX-Wheel [Hartson and Pyla 2012].

### 3.4 Application Example

In this section we will provide an example of how the PREprocess can be applied to a real-world design problem: the creation of an email system for a large internet company with multiple business locations. The purpose of the new system is to meet the community privacy needs of the
company. The term community privacy is used to refer to the ways a community shares the dissemination of information under its control [Codio et al. 2012]. A community is here defined to denote a group of people with a shared purpose, as well as a shared responsibility for the information under their control. The result of the application of the PREprocess to this problem is the CMail System\(^3\)[DeHart 2013].

Given the design task, the privacy analyst has to determine the data sources to consider for the privacy requirements engineering process. The privacy analyst decides that the data sources available are insufficient for the intended task and decides to run a focus group study with members of the company [Codio et al. 2012]. This focus group is intended to reveal the community privacy practices of the company. The data gathered in the focus group is selected to constitute the relevant privacy-related information (PRI).

After transcribing the audio recordings from the focus group study, the analyst starts the process of encoding the data. The analyst quickly notices a recurring theme in the utterances of focus group participants. There are many mentions of annotations of e-mails to limit their dissemination, as the following quote shows.

**Quote 1:** “[…] sometime we’ll use a prefix in the subject if it says confidential that’s a signal that means do not forward this message, it’s not appropriate, it’s only for your eyes. We use words like ‘urgent’, ‘confidential’, ‘do not forward’. Things that tell the person reading the message ‘hey this is only for you.””\(^4\)

The analyst decides this to be important enough to warrant its own concept. In order to provide the traceability of the concept to its supporting data, the analyst furthermore attaches a supporting reference to Quote 1 to the concept definition.

**Concept 1: Annotation**

\(^3\)Note that the example in this section is a simulation of the process. Both the focus group studies in [Codio et al. 2012] and the development of the CMail system in [DeHart 2013] predate the framework presented here.

\(^4\)This quote and all of the following quotes that establish patterns are part of the first focus group within the study detailed in [Codio et al. 2012].
E-mails are annotated to limit their dissemination.

*Support:* Quote 1

Amongst the utterances about e-mail annotations, the analyst notices the following quote:

**Quote 2:** “Yeah, one of the things we do, you can tell this by the body of the message or the recipient list; so we have a group people in [location], people that we consider our [location] leadership team. If it is our standard leadership recipient list and in the email it says this is a leadership team topic we’re going to talk about it, then that basically signals it stays within that group, it should not be sent out to anybody else so that you can tell who the message is intended for by the recipient list and sometimes just by what’s in the body of the message.”

The analyst finds this notion of a community interesting and, going over the transcripts, finds other mentions of pre-existing communities within the company:

**Quote 3:** “Groups are established by your job title. In [location] there is HR team and there is subset of the HR team based on your job title. You don’t get added to a certain group unless your title changes to fit the profile of that group.”

**Quote 4:** “Based on the projects and meetings we are part of. In terms of things we discuss in the meetings or take away items. If you were going to email a group on that, you would email just this specific group that was in the meeting, on the project working to resolve an issue.”

Confident this represents another concept within the data, the analyst defines the following concept based on the three supporting quotes:

**Concept 2: Community**

Communities signify dissemination boundaries.

*Support:* Quote 2, 3, 4
Further exploration of the transcript reveals the existence of certain circumstances in which information that is usually contained within a certain community is shared nevertheless:

_Quote 5_: “Just today I was asking some advice about salary information about somebody we are going to hire. That’s exactly something where he doesn’t need to know that information but I just want his professional advice on that information. We both understand the sensitivity of that information. There is a trust relationship that is really making that okay.”

The analyst decides to capture the information of this quote in another concept.

**Concept 3: Exception to the Rule**

There are exceptions that lead to dissemination of information beyond the boundaries of a community.

*Support*: Quote 5

At this stage, the analyst feels confident that the patterns capture a big enough section of the data and decides to start the synthesis process. To that end, the analyst has to establish the relationships between the three patterns. The relationship between Concepts 1 and 2 are quickly established:

**Privacy Requirement 1: Community Annotation as Dissemination Boundary**

To establish the dissemination boundary of an e-mail, it needs to be annotated with the community (or communities) that define the intended dissemination boundary.

*Support*: Concept 1, 2

Analogously to the annotations within the concept definitions, the analyst provides references to the concepts supporting the privacy requirement. Reviewing Concepts 1 and 3, the analyst quickly realizes that exceptions to boundaries are not related with the mechanism used to establish it. Therefore, the two concepts need not be aligned. The resolution of the tension between Concepts 2 and 3 proves to be more difficult. Thus, the analyst returns to the data in search for the process employed for these exceptions, yet does not find sufficient evidence in the transcripts for a specific
strategy. However, the purpose of the application itself provides the missing information: the support of the community privacy needs of the company. As members of a community, people share the responsibility for the appropriate dissemination of information. Thus, decisions about exceptions to typical practices are the shared responsibility of the members of the community in question. The analyst now creates the remaining connections.

**Privacy Requirement 2: Notice and Choice for Exceptions**

In order to make an exception to a dissemination boundary established, the community in question needs to be notified and agree upon the exception.

*Support: Concept 2, 3*

With all concepts successfully aligned, the analyst considers whether the Privacy Requirements interfere with the general requirements of an e-mail system. Since this is not the case, the analyst moves on to create technical specifications for the requirements. The analyst furthermore decides to use *claims* [Sutcliffe and Carroll 1999] to represent the trade-offs represented by first-order approximations and provided links between related claims (similar to those between the patterns of a pattern language [Borchers 2000]). The analyst starts off with providing a technical representation of the community tags within Privacy Requirement 1. Since at this stage the analyst does not have information on any downsides of this representation, the claim only contains its positive aspects. Furthermore, since no other claims exist, it is not linked to any other claims. The only addition to the claim, thus, is the support reference to the underlying privacy requirement.

**Technical Specification 1: Community Tag**

A community is represented through a “community tag” and defined as a collection of uniquely identified users. Community membership is established through consensus. An e-mail annotated with one or multiple “community tags” cannot be forwarded to any person outside of the community.

$+$ Represents communities.

---

5Note that these privacy requirements align with the community privacy model focusing on community tags, notification, exceptions, and consensus in [Codio et al. 2012].
The analyst decides to tackle exceptions next. Since this first-order approximation is directly related to Technical Specification 1, the analyst adds a link between the two specifications in addition to the support reference.

**Technical Specification 2: Exception**

An e-mail annotated with one or multiple “community tags” can be forwarded to a person outside of the community, iff consensus is reached within the communities in question.

+ Establishes exception mechanism.

*Support: Privacy Requirement 2

*Related: Technical Specification 1

As both membership and exception decisions rely on a definition of consensus, the analyst tackles this next, adding the appropriate cross references and support.

**Technical Specification 3: Unanimous Consensus**

Decisions within a community are reached through voting. Decisions need to be unanimous. Should a decision be positive, the operation approved by the decision is executed. Should a decision be negative, the operation will not be performed.

+ Establishes shared responsibility within a community.

*Support: Privacy Requirement 2

*Related: Technical Specification 1, 2

Finally, the mechanism by which users are made aware of decisions within the communities they belong to need to be specified.
**Technical Specification 4: Notification**

Should an operation require the involvement of the community, all members of the community are notified of the requirement to cast a vote.

+ Provides awareness of activity in the community.

*Support:* Privacy Requirement 2

*Related:* Technical Specification 1, 2

These specifications⁶ are the basis of the **implementation** of the first **prototype** of the CMail System [DeHart 2013] and allow the transition from the **design loop** to the **evaluation loop**.

The analyst now conducts a user study of CMail within the company [DeHart 2013]. Two main issues emerge from observing the study participants’ interaction with the system and their feedback. The first issue involves the voting mechanism used. Study participants felt that establishing unanimous consensus took too long to be practical. Thus, the analyst updates the claim of Technical Specification 3 to reflect this disadvantage.

**Technical Specification 3: Unanimous Consensus (revised)**

Decisions within a community are reached through voting. Decisions need to be unanimous. Should a decision be positive, the operation approved by the decision is executed. Should a decision be negative, the operation will not be performed.

+ Establishes shared responsibility within a community.

− Establishing unanimous consensus is too time intensive.

*Support:* Privacy Requirement 2

*Related:* Technical Specification 1, 2

Since voting mechanisms are not part of the privacy requirements but rather a purely technical concern, the analyst decides to explore alternatives. The obvious alternative to unanimous consensus is consensus of a majority of the community members, so the analyst establishes a new specification:

⁶Note that these specifications reflect the definitions used for the Community Oriented Privacy System in [Kafura et al. 2011] which is implemented in [DeHart 2013].
Technical Specification 5: Majority Consensus

Decisions within a community are reached through voting. Decisions are reached by a majority of. Should a decision be positive, the operation approved by the decision is executed. Otherwise, the operation will not be performed.

+ Establishes shared responsibility within a community.
+ Not as time intensive as unanimous consensus.

Support: Privacy Requirement 2
Related: Technical Specification 1, 2, 3

The second main issue emerging from the evaluation was the fact that study participants mistook community tags for recipient lists of the e-mail to be sent. Thus, the analyst updates the claim of Technical Specification 1 with this information.

Technical Specification 1: Community Tag (revised)

A community is represented through a “community tag” and defined as a collection of uniquely identified users. Community membership is established through consensus. An e-mail annotated with one or multiple “community tags” cannot be forwarded to any person outside of the community.

+ Represents communities.
+ Establishes dissemination boundary.
− Commonly mistaken for recipient list.

Support: Privacy Requirement 1

After the update, the analyst turns to examining whether this issue arose due to a mismatch of the technical specification with the privacy requirements. However, Technical Specification 1 represents the stipulations of Privacy Requirement 1 almost verbatim, so there is reason to believe that the information within the model itself is not accurate. And indeed, the analyst stumbles over a quotes within the focus group study data that shed light upon a potential mismatch:
Quote 6: “Keep this within this group!”

Upon reflecting on this quote, the analyst realizes that annotations like “do not forward” only tag the information, yet do not specify the actual boundary that the information should have. This indicates a problem with the specification in Privacy Requirement 1 that links Concepts 1 and 2. Since the established relationship between the two concepts is logically sound and Concept 1 is reflected almost verbatim in Quote 6, the analyst turns to verifying the content of Concept 2. And in fact, another quote found within the data highlights the issues with the concept:

Quote 7: “Email chains will start to build up, people add three people they think might need to be part of the conversation, but in fact they don’t need to be. And then those three people are on there for the rest of the conversation even though we determined ten emails back they don’t need to part of this anymore.”

The quote reveals that, while communities can be considered dissemination borders, they are much more fluid than Concept 2 suggests. Reflecting on the differences of Quotes 3, 4, and 7, the analyst realizes that communities can be nested. While larger communities (like e.g., the HR team, Quote 3) are less fluid, sub communities centered around a specific task can be quite fluid (Quote 7). The analyst decides to call the larger, more static communities strategic communities. The smaller, more fluid communities receive the name tactical communities. This results in the following changes in Concept 2:

Concept 2: Community (revised)

There are two types of communities. Strategic communities are centered around strategic goals of the company. They are the outermost dissemination boundary of information deemed private within the community. Membership within strategic communities are based on company structure. Tactical communities are centered around the day-to-day tasks within the company. They are the chosen dissemination boundary for task-related information. Membership in tactical communities is limited to members of their containing strategic community and determined ad-hoc.

Support: Quote 2, 3, 4, 6, 7
Given the revision in Concept 2, the analyst now can either try to further refine the privacy requirements through iteration of the steps of the **Requirements Modeling Loop**, or alternatively go on to revise the privacy requirements and re-iterate the **Implementation Loop**.

### 3.5 Summary

In this chapter, we set out to address the challenge of transforming unstructured, qualitative data into structured domain knowledge (cf. Q 3). To that end, we examined existing analysis processes in intelligence analysis, the social sciences and software engineering (cf. Section 3.1). Our evaluation of the shared characteristics of these processes in Section 3.2 lead us to three **process requirements** and three **artifact requirements** respectively. Based on these requirements and the **data collection requirements** of Section 2.5, we developed the Privacy Requirements Engineering process (PREprocess; cf. Section 3.3). The application example in the previous section demonstrated the effectiveness of the PREprocess in guiding the iterative refinement and incremental structuring of information throughout the analysis process, as well as its potential for integration into practice.

However, in our description of the PREprocess we not directly address the artifact requirements developed in Section 3.2.3. Furthermore, we face the potential of diminishing the quality of the captured privacy-related information through its transformation into a structured domain model during the execution of the process. Thus, we are faced with the following problem:

**P4** Data models need to fulfill artifact requirements and maintain close representation of complexity while providing appropriate structure.

To address this particular problem, we will need to answer the following question:

**Q4** How can we represent complex social behavior while providing structure and meeting artifact requirements?

We will address this challenge in the following chapter.
Chapter 4

Representational Requirements of Privacy Domain Models

The requirements that a representation has to fulfill to be suitable for the capture of privacy domain information are best developed through an example. The following data sample was taken from a survey on privacy in domestic environments [Radics and Gračanin 2011].

**Question:** “Assume you are in the kitchen. Under what circumstances would you be comfortable with another person opening the refrigerator and/or the kitchen cabinets?”

**Participant:** “If I knew them very well, if they lived there, or I knew that they were close friends with someone that lived there and they were getting something specific.”

Figure 4.1: Example of a participant’s specific conditions for comfort in a given scenario.

Examining this sample, one can identify a number of components of the domain semantics and user preferences. These components can be interpreted as a number of actors and their properties. The question identifies two actors: inhabitant and intruder, without specifying the identity of the latter. The answer of the participants introduces a potential third actor: a cohabitant.

All actors have a set of properties that further define them and their relationships to each other. Both inhabitant and intruder are located in the kitchen. The potential intruder is opening the refrigerator
and kitchen cabinets while they are in the kitchen. The participant’s answer establishes a number of different relationships between the inhabitant and the intruder: familiarity, cohabitation, and shared acquaintance. These properties, however, cannot be interpreted as *static properties* of the actors that hold over arbitrary periods of time. Arguably all properties mentioned have a certain *duration*. For example, neither inhabitant nor intruder are likely to permanently stay in the kitchen. We will refer to these properties as *temporal properties*.

It is furthermore important to note that there is no absolute timing information available. For example, the sample does not contain information about how long the rummaging of the intruder took. However, it can be established that the rummaging took place while both inhabitant and intruder were located in the kitchen. This is a *partial order* of the beginnings and endings (or *semi-intervals* [Freksa 1992]) of events. Moreover, the duration of the intruder being in the kitchen establishes a *temporal constraint* on the duration of the rummaging.

Furthermore, while one can establish that the rummaging started after the actors entered the kitchen and ended before they left, it is impossible to say whether the intruder first opened the refrigerator and then the cabinet or vice versa. This is an example of a *parallel episode* [Patnaik et al. 2008]. Finally, all the semantic information provided in the sample can be interpreted as prerequisites of the participant feeling comfortable. They establish a *semantic temporal constraint* as the the participant’s comfort is dependent on the semantic information being valid.

Thus, we can define our representational requirements:

**Definition (Representational Requirements)**

A representational format for privacy domain models needs to support:

1. static and temporal properties
2. durations
3. partial ordering of time points
4. parallel episodes
5. temporal constraints, and
6. semantic temporal constraints.
4.1 Review of Semantic and Temporal Representations

Since we need to represent the privacy related data, we must first examine existing semantic and temporal representations in order to determine whether they can be used for the representation of application-specific privacy models.

Description Logics (DL) [Nardi and Brachmann 2003], often referred to as Ontologies, are frequently used both within ubiquitous computing and other domains for their power of semantic representation [Biamino 2011]. They allow to distinguish between intensional knowledge (the terminology defined through general knowledge of a domain, called the ‘T-Box) and extensional knowledge or assertional knowledge (the knowledge specific to a particular problem in the domain, referred to as ‘A-Box’). In their core, DL represent knowledge in atomic concepts (unary predicates), atomic roles (binary predicates), and individuals (constants). Given the intensional and extensional knowledge, it is often useful to reason about this knowledge. DL were developed specifically to address the shortcomings of languages like KL-One [Brachman and Schmolze 1985], as reasoning in those languages is intractable [Baader and Nutt 2003]. DL reasoners can decide the satisfiability of the T-Box as well as establish the subsumption relationship between concepts as predicates are restricted to binary predicates. Furthermore, they can check the consistency of the A-Box and establish the instance-relationship between individuals and concepts.

A downside of DL is their lack of support for capturing dynamic data as they do not contain a notion of time [Krieger 2010]. It is, however, possible to extend them with temporal reasoning capabilities. Krieger identifies four approaches: addition of a temporal argument, application of a meta-logic predicate, event reification, and the use of time slices [Krieger 2010]. One can further distinguish extensions by whether they use intervals or time-points to represent time; whether temporal relationships are expressed explicitly through temporal operators or are contained implicitly in the representation of state changes; and whether a concept is represented as a series of time slices or as a collection of distinct parts (for an extensive discussion, see [Artale and Franconi 2000]). Finally, it is important to note the inverse relationship between expressivity of a temporal representation and its decidability [Artale and Franconi 2000]. Thus, while DL can be used to
represent *static properties*, they are not well suited to represent *temporal properties*.

Mörlen [2007] provides a detailed overview of the options for representing temporal relationships. Primarily, approaches can be categorized into *time point* based approaches and *time interval* based approaches. Both time points and time intervals can be grouped into sets and sequences. Sequences can further be contiguous (without gaps), univariate (consisting of single series), or multivariate (consisting of multiple, potentially differently sampled series). The data can further be of symbolic or numerical nature. There is a large number of representations that directly address the representation of such temporal relationships.

Among the most often cited works in this area is Allen’s temporal logic [Allen 1983]. His work was motivated by the necessity of dealing with incomplete knowledge about the concrete timing of events, the desire to support varying grains of modeling, as well as persistence of facts over time. As a result, he defined 13 temporal operators on intervals: before, after, equal, meets, met by, overlaps, overlapped by, during, contains, starts, started by, finishes, and finished by. These 13 relationships establish a strict order on interval boundaries.

Freksa [1992] observes the difficulty of modeling data containing very little information about the concrete relationships between events using Allen’s representation. He states that Allen’s relationships require the temporal relations between event boundaries to be completely known, which is not always realistic. To address this issue, Freksa introduces 17 relationships on semi-intervals (the start and end points of an interval) that only require the knowledge of between one and three relationships between the semi-intervals (as opposed to requiring all four in Allen’s model). Formally, Freksa’s model allows the representation of a partial order between event boundaries. Furthermore, Allen’s 13 relationships can be represented using Freksa’s 17 relationships. The representational power of Allen and Freksa’s work has been used in the ubiquitous computing community (e.g., [Kostakis et al. 2011]) as well as other domains. While both Allen’s and Freksa’s representation meet the requirements of representing durations, partial ordering of time points, as well as temporal properties, they lack the expressive power to represent temporal constraints or semantic temporal constraints. To be precise, they allow specifying the order of events, but not their timing.
Mörchen and Fradkin [2010] proposed using semi-intervals in two forms, semi-interval sequential patterns (SISPs) and semi-interval partial orders (SIPOs), to provide a richer and more flexible representation of patterns among interval and point data. SISPs are a way to represent an ordered set of semi-intervals, whereas SIPOs adds the support for the representation of parallel episodes. Mörchen [2006] presents a related approach: Time Series Knowledge Representation (TSKR), an extension to Unification-based Temporal Grammar (UTG) [Ultsch 2004]. It introduces the temporal concepts of duration, coincidence, and synchrony to provide a way to represent temporal constraints. However, TSKR lacks the capabilities to represent temporal properties. The Temporal Reference Language (TRL) [Panayiotopoulos 2000] creates a unifying representation for temporal points and intervals. It can be used to represent durations, parallel episodes, temporal constraints, and temporal properties. However, it falls short in representing semantic temporal constraints.

Table 4.1 presents an overview of the capabilities supported by the approaches discussed previously. No current representational approach covers all requirements. To cover all requirements, the representational power of current approaches have to be combined. Thus, a privacy analysis process has to meet the requirements outlined in section 3.2 and provide a representation that meet the requirements shown in Table 4.1.
4.2 The Privacy Domain Modeling Language (PDML)

The goal of the Privacy Domain Modeling Language (PDML) is to provide a representational syntax for a domain model that meets the requirements presented in sections 3.2.3 and 4.1. Moreover, following the reasoning of Corbin and Strauss [2008], PDML should capture the complexity of the underlying data as closely as possible. We adopt a data-centric approach and define the domain model as a knowledge base consisting of a sequence of statements about the underlying data:

\[
\text{knowledgeBase} ::= \text{KnowledgeBase('knowledgeBaseID label } \{ \text{statement } \} \}')
\]

\[
\text{label} ::= \text{label('xsd:string ')}
\]

As we have seen in Section 3.3.1, both Grounded Theory [Corbin and Strauss 2008] and the Grounded and Linguistic-Based Requirements Analysis Procedure (GLAP) [Chakraborty et al. 2015] rely on the extraction of concepts through open coding and their relationships through axial coding. Thus it follows that concepts and relationships need to be represented in PDML. Examining open and axial coding, it becomes apparent that concepts can be described based on their distance to the actual data. This aligns well with the distinction between terminology (intensional knowledge) and assertions (extensional knowledge) found in ontologies [Nardi and Brachmann 2003]. Thus, we can distinguish between a concept on the intensional level and its instances on an assertional level. Similarly, we can distinguish between an intensional role and its relationship instances. Furthermore, concepts and roles are collectively referred to as “terms”, whereas instances and relationship are called assertions.

\[
\text{statement} ::= \text{assertion}
\]
\[
\quad | \quad \text{term}
\]

\[
\text{assertion} ::= \text{instance}
\]
\[
\quad | \quad \text{relationship}
\]

---

1We provide the syntax of PDML in the Extended Backus-Naur Form used for the definition of the abstract syntax of the Web Ontology Language (OWL) with XML Schema Datatypes [World Wide Web Consortium (W3C) 2004a,b] from the xsd namespace. The initial version of PDML was created collaboratively with Chreston Miller. The current version incorporates feedback from the research community and adjustments to improve fit for the privacy domain.
We adopt the distinction between a symbol and its description found in GLAP, and require that every term and assertion have both a label and a description. Furthermore, to enable traceability of terms and assertions back to the underlying data, we provide the option to specify support containing links into the data. To allow for the creation of hierarchies, both concepts and roles can specify their ancestors through instantiation of the super relationship. Similarly, assertions can be linked to the terms they instantiate through the type relationships. Also, while terms — as intensional definitions — are universally valid, assertions can either be universally valid or only valid for a certain duration. Assertions with limited validity are also called fluents [McCarthy and Hayes 1969]. However, terms can specify whether their instances are universally valid (‘endurant’) or have limited validity (‘perdurant’) by specifying their validity. These characteristics are sufficient to provide a definition of concepts and instances:

\[
\begin{align*}
term & := \text{concept} \\
& \quad \mid \text{role}
\end{align*}
\]

For the definition of roles we have to address the question of whether they should relate any combination of terms to each other, or whether their domains and ranges should be limited to concepts only. This also affects whether relationships are only defined between instances or between arbitrary assertions. The example in Figure 4.1 provides the answer. In the question, the participant is asked under which circumstances they would be comfortable with another person opening their
refrigerator. This question relates two relationships to each other. Namely, “opening” and “being comfortable with”. Thus, we define roles as relations between arbitrary terms, and relationships as relations between arbitrary assertions. Furthermore, we allow relationships relate an arbitrary number of domains with an arbitrary number of ranges, implying the creation of unnamed groups. This leads to the following definitions:

\[
\text{relationship} ::= \text{'}\text{Relationship('} \text{relationshipID label description [ duration ]}
\]
\[
\quad \{ \text{'}\text{type('} \text{roleID ')'} \} \{ \text{support} \}
\]
\[
\quad \text{domain range '})'
\]

\[
\text{domain} ::= \text{'}\text{domain('} \text{assertionId ')}' \{ \text{domain} \}
\]

\[
\text{range} ::= \text{'}\text{range('} \text{assertionId ')}' \{ \text{range} \}
\]

\[
\text{role} ::= \text{'}\text{Role('} \text{roleID label description validity}
\]
\[
\quad \{ \text{'}\text{super('} \text{roleID ')'} \} \{ \text{support} \}
\]
\[
\quad \{ \text{'}\text{domain('} \text{termID ')'} \} \{ \text{'}\text{range('} \text{termID ')'})' \}
\]

\[
\text{termID} ::= \text{conceptID | roleID}
\]

\[
\text{assertionID} ::= \text{instanceID | relationshipID}
\]

At this point, we need to define our notion of duration. We adopt the notion of Freksa [1992], defining a duration as a time interval of a certain \textbf{length} that is represented by two \textbf{semi-intervals}, namely its beginning and end. Since we have to be able to account for incomplete knowledge about exact timing of semi-intervals, we cannot require an exact time point to be known for a semi-interval. Similarly, we can allow for the length of a duration to exist without knowing the exact timing of its beginning or end. Moreover, we might know neither length nor timing of a duration. However, we do know that every duration has a beginning and an end. This leads to the following definition:

\[
\text{semiInterval} ::= \text{'}\text{SemiInterval('} \text{semiIntervalID [ timepoint ']})'
\]
duration ::= 'Duration(' durationID 'beginning(' semiInterval ')')
          'end(' semiInterval ')' [ length ] ')

timepoint ::= 'timepoint (' xsd:dateTime ')'.
length ::= 'length(' xsd:duration ')'.

Finally, to allow for temporal constraints, semantic temporal constraints, and ordering, we need to define the order of both durations and semi-intervals. Note that this definition allows for the comparison of durations and semi-intervals without requiring knowledge about the concrete length or points in time, respectively. The order of durations and semi-intervals are defined as top-level statements.

statement ::= order
order ::= 'Order(' orderID durationID comparator durationID ')'
          | 'Order(' orderID semiIntervalID comparator semiIntervalID ')'

comparator ::= '<' | '<=' | '=' | '>=' | '>'

These definitions provide the syntax of the Privacy Domain Modeling Language. A full reference is provided in Appendix A.

4.3 Example of Domain Modeling with PDML

To show that PDML meets the representational requirements presented at the beginning of this chapter, we need to demonstrate support for temporal properties, durations, partial ordering of time points, parallel episodes, temporal constraints, and semantic temporal constraints. Of these requirements, temporal properties, durations, and partial ordering of time points are trivially supported through the definition of term validity and assertion durations. Thus we only need to show support for parallel episodes, temporal constraints, and semantic temporal constraints.
Recall the data samples presented at the beginning of this chapter:

**Question:** “Assume you are in the kitchen. Under what circumstances would you be comfortable with another person opening the refrigerator and/or the kitchen cabinets?”

**Participant:** “If I knew them very well, if they lived there, or I knew that they were close friends with someone that lived there and they were getting something specific.”

[Radics and Gračanin 2011]

We can start modeling by identifying the different instances provided in the question. There are two actors, the participant and another person we will call the ‘intruder’. Furthermore, we are given the location of the scenario, namely the kitchen. Finally, the intruder interacts with two objects, one (or more) cabinet and the refrigerator. This leads to the following definitions:

- **Instance** (I-1, label('Participant'), description('The participant.'))
- **Instance** (I-2, label('Intruder'), description('The intruder – the other person in the kitchen.'))
- **Instance** (I-3, label('Kitchen'), description('The kitchen – location of the scenario.'))
- **Instance** (I-4, label('Cabinet'), description('The kitchen cabinet being rummaged through.'))
- **Instance** (I-5, label('Refrigerator'), description('The refrigerator being searched.'))

We omit the fact that each of these instances represents a fluent with limited validity, since each instance is valid for the entire duration of the scenario. We can now model the fact that both the participant and the intruder are located within the kitchen:

- **Relationship** (R-1, label('hasLocation'),
  description('The participant is in the kitchen.'),
  domain(I-1), range(I-3),
  **Duration** (D-1, beginning(SemiInterval(SI-1)),
  end(SemiInterval(SI-2))))

- **Relationship** (R-2, label('hasLocation'),
  description('The intruder is in the kitchen.'),
  domain(I-2), range(I-3),
  **Duration** (D-2, beginning(SemiInterval(SI-3)),
  end(SemiInterval(SI-4))))
description('The intruder is in the kitchen.'),
domain( I-2 ), range( I-3 ),
\textbf{Duration}( D-2, \begin{text} \textbf{SemiInterval} ( SI-3 ) \end{text} \\
end( \textbf{SemiInterval} ( SI-4 ) ) )

We can, furthermore, assert that both participant and intruder are in the kitchen at roughly the same time. This means, that the participant leaves the kitchen after the arrival of the intruder, and vice versa. Or, as Freksa [1992] states, the events overlap:

\textbf{Order}( O-1, SI-2 \geq SI-3 )
\textbf{Order}( O-2, SI-4 \leq SI-1 )

We also know that the intruder opens the cabinets and the refrigerator:

\textbf{Relationship}( R-3, \text{label} ('opens'),
\text{description}('The intruder opens the cabinet.'),
\text{domain}( I-1 ), range( I-2 ),
\textbf{Duration}( D-3, \begin{text} \textbf{SemiInterval} ( SI-5 ) \end{text} \\
end( \textbf{SemiInterval}( SI-6 ) ) )
\textbf{Relationship}( R-4, \text{label} ('opens'),
\text{description}('The intruder opens the refrigerator.'),
\text{domain}( I-1 ), range( I-4 ),
\textbf{Duration}( D-4, \begin{text} \textbf{SemiInterval} ( SI-7 ) \end{text} \\
end( \textbf{SemiInterval}( SI-8 ) ) )

We also know that the intruder can only open the cabinets or refrigerator while being in the kitchen. Thus, we can establish these \textit{temporal constraints} as through the following temporal orders:

\textbf{Order}( O-3, SI-3 \leq SI-5 )
Order(0-4, SI-4 $\geq$ SI-6)
Order(0-5, SI-3 $\leq$ SI-7)
Order(0-6, SI-4 $\geq$ SI-8)

Furthermore, as we do not know in what order the intruder opens the cabinet and refrigerator, these statements also establish a parallel episode. The above statements fully describe the base components of the scenario given in the question. The response of the participant is more complex. Therefore, we will only tackle the first part of the statement.

The first part of the response establishes a relationship between the participant and the intruder: ‘knowing’. Furthermore, the participant qualifies this relationship with a value, namely ‘very well’. We can represent this statement with one instance and two relationships:

Instance( I-6, label('VeryWell'), description('A qualifier signifying strength of a relationship.'))
Relationship( R-5, label('knows'),
    description('The participant knows the intruder.'),
    domain( I-1 ), range( I-2 ),
    Duration( D-5, beginning( SemiInterval( SI-9 ) )
    end( SemiInterval( SI-10 ) ) )
Relationship( R-6, label('hasQualifier'),
    description('The participant knows the intruder very well.'),
    domain( R-5 ), range( I-6 ),
    Duration( D-6, beginning( SemiInterval( SI-11 ) )
    end( SemiInterval( SI-12 ) )

Relationship R-6 highlights the advantage of defining relationships between arbitrary assertions, as this statement relates the relationship ‘knows’ with the instance ‘VeryWell’. Finally, the semantic temporal constraint of the participant knowing the intruder very well as prerequisite for feeling comfortable can be modeled as follows:
Relation R-7, label('isComfortableWith'),

description('The participant is comfortable with the intruder’s rummaging.'),
domain(I-1), range(R-3, R-4),
Duration(D-7, beginning(SemiInterval(SI-13))
    end(SemiInterval(SI-14)))

Relation R-8, label('isPrerequisiteFor'),

description('The participant needs to know the intruder very well to be comfortable.'),
domain(R-6), range(R-7),
Duration(D-8, beginning(SemiInterval(SI-15))
    end(SemiInterval(SI-16)))

Order(O-7, SI-11 < SI-13)

Thus, a semantic temporal constraint can be represented by combining a relationship with a temporal order, whereas temporal constraints only require the establishment of one or more temporal orders. Moreover, relationship R-7 demonstrates the benefit of using a set of assertions as range.

4.4 Summary

In this chapter, we set out to address the challenge of finding a representation that allows to represent complex social behavior while providing structure and meeting the artifact requirements defined in Section 3.2.3 (see also Q 4). To that end, we characterized the complexity of a representative example (cf. Figure 4.1) into a set of six representational requirements. Consequently, we evaluated existing representational approaches in Section 4.1 and determined that no representation met all requirements (cf. Table 4.1). Thus, we developed the Privacy Domain Modeling Language (PDML) to address our need (cf. Section 4.2) and demonstrated its expressiveness in the previous section. However, while we have shown support for the representational requirements, we now face the challenge of evaluating the artifact requirements presented in Section 3.2.3.

This is the focus of the following chapter.
Chapter 5

Evaluation Methodology

In Hypothesis 1, we claim that “it is possible to leverage domain-knowledge and requirements gathering approaches to construct application-specific privacy domain models.” We have introduced the Privacy Requirements Engineering process (PREprocess) in Section 3.3 and the Privacy Domain Modeling Language (PDML) in Section 4.2 to support this hypothesis. We have claimed that, together, they allow an analyst to collect data on privacy phenomena (Q 1) and to transform the resulting unstructured information into a structured domain model (Q 3) with sufficient expressivity (Q 4) that is suitable for the use in privacy design frameworks (Q 2). Now we are faced with the challenge of validating these claims.

While we have provided application examples for both the PREprocess (cf. Section 3.4) and PDML (cf. Section 4.3), these examples are not sufficient, as they are simulations of their use. Thus, validation needs to be conducted through the application of the PREprocess and PDML to a real modeling task. Yet their application itself, while likely producing some outcome, does not yield validation of our claims. Thus, we need criteria for the evaluation of the process and its outcomes, and demonstrate their integration with existing approaches.

Following our reasoning in Section 3.2.3 and the beginning of Chapter 4, we have four sets of requirements that can serve as evaluation criteria. The data collection requirements provide us
with a checklist of steps to be performed, and thus can be demonstrated through the application of the PREprocess to a real modeling task. This method can also be applied to the process requirements (support of incremental structuring, iterative refinement, data and model-driven analysis), as they are also purely procedural in nature. Similarly, the representational requirements (static and temporal properties, durations, partial order, parallel episodes, temporal and semantic temporal constraints) are embodied within the syntax of PDML and can be shown through its use. This leaves us with the artifact requirements: support for verification of consistency, validation of completeness, and traceability.

Of these criteria, traceability is arguably the easiest to evaluate, as it relies on either manual linking of statements to the data by the analyst or through architectural support. Furthermore, PDML explicitly provides the capability of establishing such links in the form of ‘support’ for both assertions and terms, as well as through the term hierarchy (cf. Section 4.2). Thus, evaluation of traceability simply entails answering the question “Can every statement be traced back to the source data?”

Verification of consistency and the validation of completeness prove more challenging. Bjørner [2006] states that “Verification gets the domain model right,” whereas “Validation gets the right domain model.” We will address both of these processes in turn.

### 5.1 Verification of Consistency

As suggested in Section 3.3 we can adapt the metrics of Chakraborty et al. [2015] from the Grounded and Linguistics-Based Analysis Process (GLAP). They define four deficiencies. Incompleteness refers to descriptions without assigned symbol. Symbols without assigned description are called meaningless. Redundancy identifies all those descriptions assigned to multiple symbols, whereas ambiguity refers to symbols with multiple assigned descriptions.

To determine whether these metrics can be applied to the statements of a PDML knowledge base, we have to adapt their definitions to reflect our components. Whereas GLAP deals with symbols and descriptions, PDML contains assertions and terms. Furthermore, as mentioned in Section 3.3,
it is useful to distinguish between *leaf terms* and *taxonomic terms*:

**Definition (Leaf Terms and Taxonomic Terms)**

A *leaf term* is a term that does not have any sub-terms.

Conversely, a *taxonomic term* is a term that has sub-terms.

We will furthermore require that only leaf terms be used for the categorization of assertion. To adapt the above definitions, it is possible to map symbols to assertions and descriptions to terms. Alternatively, we can interpret chunks within the data as symbols, and assertions as their descriptions. A third option would be interpreting leaf terms as symbols and taxonomic terms as their descriptions. This leads to the following definitions of *incompleteness*:

**Definition (Incompleteness)**

An assertion is **incomplete**, if it is not supported by any data.

A leaf term is **incomplete**, if it is not supported by any assertions.

Taxonomic terms cannot be incomplete, as lack of support through sub-terms would make them leaf terms. Similarly, we can define *meaninglessness* as follows:

**Definition (Meaninglessness)**

An assertion is **meaningless**, if it does not support any term.

We could establish meaninglessness for both data (in case it does not give rise to assertions) and leaf terms (in case they do not support taxonomic terms). However, the former goes beyond the scope of PDML and would establish an additional architectural requirement. The latter, only has merit if we require the taxonomy to have a single source. This, however, is a modeling decision or convention we will not enforce.

Finally, *ambiguity* can be defined as:

**Definition (Ambiguity)**

An assertion is **ambiguous**, if it supports multiple terms.
Similar to the meaninglessness of leaf terms, defining the ambiguity of assertions is a modeling choice. We suggest using this convention to allow leaf terms to form a partition of the assertions. Once again, it would be possible to define the ambiguity of data, requiring a one-to-one relationship between chunks and assertions. This would establish another architectural requirement beyond the scope of PDML. Ambiguity of leaf terms makes only limited sense, as multiple classifications enrich the taxonomy.

For the same reason we will not adapt the notion of redundancy. In our case, we encourage the support of assertions by multiple data points, as well as the support of leaf terms by multiple assertions, and so on. Redundancy does not reveal inconsistency or lack of quality of a model, but rather reflects the strength of support of assertions and terms within the data.

### 5.2 Validation of Completeness

In Chapter 3 we introduced the concepts of conceptual saturation and completeness. Corbin and Strauss [2008] define conceptual saturation as the state where running more participants will not introduce new information into the domain model. Completeness is the (desired) degree of coverage of phenomena present in the domain by the domain model [Bjørner 2006]. It is apparent that the two concepts are inherently linked, with conceptual saturation being a prerequisite for a notion of completeness.

However, neither definition includes a readily available metric or measure to determine whether concept saturation or completeness have been achieved. Corbin and Strauss [2008] rely on the judgment of the researcher (or analyst) to gauge concept saturation, whereas [Bjørner 2006] recommends validation of completeness and accuracy through conversation with stakeholders. This validation process can be interpreted as further theoretical sampling of the target domain, since stakeholders are asked to provide information on the accuracy and coverage of the domain model. Should this process not yield contradicting or additional information, the domain model is said to be complete. This is arguably the case once the validation process reaches conceptual saturation.
(i.e., does not change based on new data). Therefore, a measure of conceptual saturation could be used to determine completeness of the domain model. We can even interpret reaching a certain threshold of this measure as the criterion for the termination of the domain modeling phase.

The remaining challenge, thus, lies in determining an appropriate measure or metric for the concept of conceptual saturation. Naturally, this measure is in great part dependent on the representation chosen for the domain model. Namely, a domain model based on categories elicited by pure Grounded Theory [Corbin and Strauss 2008] will certainly require an at least slightly different approach than a domain model in PDML. The naive approach of simply counting the number of concepts after each participant can give a quick-and-dirty insight into whether or not the domain has been fully explored. However, it does not easily yield information on what concepts are strongly supported by the data or which concepts require further investigation. In other words, it does not quantify the information contributed by different parts of the model. Therefore, we will investigate whether notions of information content and information gain used in information theory can be applied to domain models.

5.2.1 Entropy and Information Gain

Since its inception in the mid twentieth century, information theory has dealt with the quantification, compression, encoding, and transmission of information (e.g., [Shannon 1948; Tribus 1961; Rényi 1961]). Among the most important concepts of the field are self information and entropy.

**Definition (Self Information and Entropy)**

Let $X$ be a discrete random variable with possible values $\{x_1, \ldots, x_n\}$ and let $P(X)$ denote its probability mass function.

The self information of $x_i$ with symbol $I(x_i)$ is given as:

$$I(x_i) = \log_2 \frac{1}{P(x_i)} = -\log_2 P(x_i)$$

(5.1)

Self information is also referred to as the surprisal of encountering $x_i$ [Tribus 1961].
Shannon [1948] defines the entropy of $X$ with symbol $H(X)$ as the expected value of $I(X)$:

$$H(X) = E[I(X)] = \sum_{i=1}^{n} P(x_i)I(x_i) = - \sum_{i=1}^{n} P(x_i) \log_2 P(x_i)$$  \hspace{1cm} (5.2)

This is the equivalent of the weighted average of the self information of the $x_i$.

The unit of the Shannon entropy are shannons or bits.

Formally, the Shannon entropy is a quantification of the randomness of a system. In simpler terms, it represents the minimum amount of information required to represent the state of the system. Besides providing a measure for information entropy also has some desirable characteristics. First, Hartley [1928] found that the maximum entropy of a system is determined by the size of its support. Second, it is possible to determine the redundancy of information in any given system.

**Definition (Maximum Entropy, Relative Entropy, and Redundancy)**

Let $X$ be a discrete random variable with possible values $\{x_1, \ldots, x_n\}$.

Hartley [1928] shows that the entropy of $X$ is highest when the $x_i$ are uniformly distributed. Thus, the maximum entropy (also called Hartley entropy) $H_0$ has the value:

$$H_0(X) = \log n = \log |X| = - \log \frac{1}{|X|} = - \sum_{x_i \in X} \frac{1}{|X|} \log_2 \frac{1}{|X|}$$  \hspace{1cm} (5.3)

The relative entropy $H_r$ is given as the ratio of the entropy of $X$ to the maximum entropy:

$$H_r(X) = \frac{H(X)}{H_0(X)}$$  \hspace{1cm} (5.4)

Finally, Shannon [1948] defines the redundancy $D(X)$ of information in $X$ as:

$$D(X) = 1 - H_r(X)$$  \hspace{1cm} (5.5)

The value of $D(X)$ lies between 0 and 1, and can be interpreted as the maximum compression ratio for messages using $\{x_1, \ldots, x_n\}$.

Entropy provides us with an easy measure of both the total information content of a system and

---

1 Other formulations of entropy exist with different bases of the logarithm. Rényi [1961] generalized the concept of entropy to entropies $H_\alpha(X)$ with order $\alpha$ (the Shannon entropy being $H_1(X)$ and the Hartley entropy being $H_0(X)$).
the redundancy within it. However, we might want to know the information contained in the partitioning of assertions into terms (i.e., the relationship between two random variables). Thus, we need definitions for the joint entropy of two variables, as well as for the conditional entropy of one variable given another. Shannon [1948] provides the following definitions:

**Definition (Joint and Conditional Entropy)**

Let $X = \{x_1, \ldots, x_n\}$ and $Y = \{y_1, \ldots, y_m\}$ be discrete random variables, and let $P(x_i, y_j)$ and $P(x_i|y_j)$ denote their joint probability and conditional probabilities.

The **joint entropy** of $X$ and $Y$, denoted by $H(X, Y)$, is defined as:

$$H(X, Y) = -\sum_{x_i \in X} \sum_{y_j \in Y} P(x_i, y_j) \log_2 P(x_i, y_j) \quad (5.6)$$

The **conditional self information** $I(X = x_i|Y = y_j)$ of $x_i$ given $y_j$ is defined as:

$$I(X = x_i|Y = y_j) = -\log_2 P(x_i|y_j) \quad (5.7)$$

The **conditional entropy** $H(X|Y = y_j)$ of $X$ given $y_j$ is defined as:

$$H(X|Y = y_j) = -\sum_{x_i \in X} P(x_i|y_j) \log_2 P(x_i|y_j) \quad (5.8)$$

The **conditional entropy** of $X$ given set $Y$ is defined as:

$$H(X|Y) = \sum_{y_j \in Y} P(y_j) H(X|Y = y_j) \quad (5.9)$$

$$= -\sum_{y_j \in Y} P(y_j) \sum_{x_i \in X} P(x_i|y_j) \log_2 P(x_i|y_j)$$

$$= -\sum_{x_i \in X, y_j \in Y} P(x_i, y_j) \log_2 P(x_i|y_j)$$

$$= -\sum_{x_i \in X, y_j \in Y} P(x, y) \log_2 \frac{P(x_i, y_j)}{P(y_j)}$$

$$= \sum_{x_i \in X, y_j \in Y} P(x, y) \log_2 \frac{P(y_j)}{P(x_i, y_j)}$$
\[ - \sum_{x_i \in X, y_j \in Y} P(x, y) \log_2 P(x, y) + \sum_{x_i \in X, y_j \in Y} P(x, y) \log_2 P(y_j) \]

\[ = H(X, Y) - H(Y) \]

This is the equivalent of the weighted sum of all \(H(X|Y = y_j)\) by the \(P(y_j)\).

The joint entropy provides us with the information when jointly observing both variables. The conditional entropy provides us with the amount of information of one variable given some information about the other. However, what is the \textit{mutual} information of the two variables? Or what information do we \textit{gain} from partitioning one variable to create the other? One particular instance where this issue is of importance is when deciding branching order of a decision tree in machine learning (e.g., Quinlan [1986][Quinlan 1986; Harris 2001; Russell and Norvig 2003; Ibrahim et al. 2012]). \textit{Mutual information} (or \textit{information gain}) provides a measure for this information.

**Definition (Mutual Information)**

Let \(X\) be a discrete random variable with possible values \(\{x_1, \ldots, x_n\}\),

let \(Y\) be a discrete random variable with possible values \(\{y_1, \ldots, y_m\}\), and

let \(P(x_i, y_j), P(x_i|y_j), P(y_j|x_i)\) denote their joint and conditional probabilities.

The \textbf{mutual information} [Peng et al. 2005] or \textbf{information gain} [Quinlan 1986] of \(X\) and \(Y\) with symbol \(I(X; Y)\) is defined as:

\[ I(X; Y) = \sum_{y_j \in Y} \sum_{x_i \in X} P(x_i, y_j) \log_2 \frac{P(x_i, y_j)}{P(x_i)P(y_j)} \]

\[ = H(X) - H(X|Y) \]

\[ = H(Y) - H(Y|X) \]

\[ = H(X) + H(Y) - H(X, Y) \]

\[ = H(X, Y) - H(X|Y) - H(Y|X) \]

The binary partitioning of \(X\) by a single value \(y_j\) into subsets \(\{X|Y = y_j\}\) and \(\{X|Y \neq y_j\}\) is particularly interesting. We will use \(H(X \perp y_j)\) and \(I(X; \perp y_j)\) to refer to these cases.
Figure 5.1 visualizes the relationships between the entropies of each random variable, their conditional and joint entropies, as well as their mutual information. Note that each of the values is always positive. Furthermore, the mutual information $H(X, Y)$ is zero, if the variables $X$ and $Y$ are completely independent, and $H(X, Y) = H(X) = H(Y) = I(X; Y)$ if they are identical. Should the variable $Y$ be completely dependent on $X$, then $I(X; Y) = H(Y)$.

Figure 5.1: Relationships between the Entropies of Two Random Variables (reproduced from [Press et al. 2007, p. 760]).

One of the issues of using information gain as a measure of information gained through partitioning a random variable is its bias towards attributes with a larger number of possible values. To counteract this bias, the information gain value can be adjusted by the entropy of the partitioning random variable, yielding an adjusted information gain ratio [Harris 2001; Ibrahim et al. 2012; Mehdi et al. 2010; Qin et al. 2014].

**Definition (Information Gain Ratio and Symmetric Uncertainty Coefficient)**

Let $X$ be a discrete random variable with possible values $\{x_1, \ldots, x_n\}$ and let $Y$ be a discrete random variable with possible values $\{y_1, \ldots, y_m\}$.

The information gain ratio $IGR(X|Y)$ is then given by:

$$IGR(X|Y) = \frac{I(X; Y)}{H(Y)} = \frac{H(X) - H(X|Y)}{H(Y)} = U(Y|X)$$ (5.11)

This ratio is also referred to as the uncertainty coefficient $U(Y|X)$ [Press et al. 2007]. Note that the information gain ratio has the opposite directionality of the uncertainty coefficient. The information gain ratio $IGR(X|Y)$ denotes the information we gained about $X$ by knowing $Y$. Conversely, the uncertainty coefficient $U(Y|X)$ yields the reduction of the information (or entropy) of $X$ from knowing $Y$. 
Taking the weighted average of the two uncertainty coefficients $U(Y|X)$ and $U(X|Y)$ provides us with a measure for the redundancy (or correlation) of the two random variables [Witten et al. 2011]. This symmetric uncertainty coefficient $U(X,Y)$ is defined as:

$$U(X,Y) = 2 \frac{I(X;Y)}{H(X) + H(Y)}$$

(5.12)

In summary, the above concepts used in information theory give us candidates for the quantification of conceptual saturation. Specifically, the change in entropy of a system based on adding new values — and thus changing the probability distribution — could potentially be used to gauge the value of collecting more data with a given data collection instrument. Similarly, the redundancy of information in a system could potentially be applied to a domain model to quantify the uniformity of the support of concepts by responses. The information gain ratio could provide a quantification of how much information is contributed to the domain model by categorization, as well as through the responses contributed by specific questions or participants. Finally, the symmetric uncertainty coefficient can provide us with the redundancy of information within the answers of two participants, or the answers of a group of participants with those of an additional participant.

However, in order to be able to apply the above concepts to our domain model, we first have to formally define how the definitions can be applied to the artifacts and transformations of the domain modeling process. To do so, we have to define one or more appropriate discrete random variables to serve as the basis of our notion of information. These require well defined support sets (i.e., the set of states a variable can take on) and probability mass functions.

### 5.2.2 Application of Entropy and Information Gain to Domain Models

It is not immediately apparent how to apply the information theory concepts to our domain modeling process (steps (3) and (4) in Figure 3.3). Particularly, the choices of random variables with well defined supports and probability mass functions is not obvious. It is, therefore, useful to recall the relevant processes and artifacts of the domain modeling phase.
There are two kinds of artifacts involved in this process. First, privacy-related information (PRI) in formats specific to the data collection instruments employed serves as the input of the process. Second, a domain model in the format specific to the encoding process used is the outcome of the process. In the remainder of this section we will develop the required definitions through a simple example. The example uses the approach outlined in Chapter 3.

**Example (Scenario)**

Let us assume that we had an idea for an application, but are not entirely certain about the composition of our target population. More specifically, we were interested in the age and gender of our target population, and thus designed a survey with two questions. Because of limited time and resources, we decided to collect data through a telephone survey. Due to the sensitivity of the data and the limitations of our data collection instrument we had a very low response rate. In fact, we only managed to recruit three participants. To make matters worse, one of the participants was not comfortable to provide their age, yielding us a total of five responses. These comprise the privacy-related information of our example scenario.

In general, we can formally define privacy-related information as follows:

**Definition (Privacy-Related Information, Question, Participant, and Response)**

We will define privacy-related information with the symbol $I$ as the triple

$$I = (Q, P, R)$$

(5.13)

where

$Q = \{q_1, \ldots, q_n\}$ is the set of questions asked in the study,

$P = \{p_1, \ldots, p_n\}$ is the set of participants who contributed to the study, and

$R = \{r_1, \ldots, r_n\}$ is the set of responses (or answers) elicited through the study.

Note that, depending on the chosen data collection method, a response might take the form of a description of behavior or even a transcript of a recording. Furthermore, data collection might not
involve direct inquiry (i.e., not employ questions explicitly). However, even observational studies should be based on research questions to guide data collection [Heppner et al. 2008]). Thus, the definition of privacy-related information as a collection of questions, participants, and responses is fairly robust. Finally, should multiple data sources be used, we can see the information as the union of the produced questions, participants, and responses. For our example, this yields:

**Example (Privacy-Related Information)**

\[ I = (Q, P, R) \] as our privacy-related information,

\[ Q = \{q_1, q_2\} \] as our questions (\(q_1\): “How old are you?”, \(q_2\): “What is your gender?”),

\[ P = \{p_1, p_2, p_3\} \] as our participant pool, and

\[ R = \{r_1, r_2, r_3, r_4, r_5\} \] as the responses we received.

As we are interested in the contributions of individual questions and participants to our domain model, we need to formally establish their relationship to the responses. Furthermore, responses contain data in terms of statements. We can formally define these relationships as the follows:

**Definition (Response Information)**

Let \(r_i \in R\) be a response.

We define the **response-by function** \(\text{responseBy}\) that maps a response to its participant as:

\[
\text{responseBy} : r \mapsto p : R \to P
\]  

(5.14)

We define the **response-to function** \(\text{responseTo}\) that maps a response to its question as:

\[
\text{responseTo} : r \mapsto q : R \to Q
\]  

(5.15)

Finally, we define the **data function** \(\text{data}\) that maps a response to its data as:

\[
\text{data} : r \mapsto d : R \to \mathcal{D}
\]  

(5.16)

Where \(\mathcal{D}\) is the set of all possible statements (e.g., all possible sentences in English).

These definitions allow us to better grasp the information collected and to form associations be-
tween the responses and their origins. Table 5.1 illustrates their utility by providing the response information of our example scenario.

<table>
<thead>
<tr>
<th></th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_4$</th>
<th>$r_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>responseBy ($r_i$)</td>
<td>$p_1$</td>
<td>$p_1$</td>
<td>$p_2$</td>
<td>$p_2$</td>
<td>$p_3$</td>
</tr>
<tr>
<td>responseTo ($r_i$)</td>
<td>$q_1$</td>
<td>$q_2$</td>
<td>$q_1$</td>
<td>$q_2$</td>
<td>$q_2$</td>
</tr>
<tr>
<td>data ($r_i$)</td>
<td>“18”</td>
<td>“male”</td>
<td>“19”</td>
<td>“female”</td>
<td>“female”</td>
</tr>
</tbody>
</table>

Following the suggested approach in Chapter 3, the steps following data collection are the open coding and axial coding of the privacy-related information. During open coding, an analyst transforms the data contained in the responses into formal assertions. During axial coding, an analyst classifies the assertions by developing terms. Thus, the open coding of responses into assertions can be seen as function relating a response to a set of assertions. Similarly, the initial axial coding of assertions into terms can be seen as function relating a leaf term to a set of assertions (as detailed in Chapter 3, taxonomic terms are not directly linked to assertions). Furthermore, the analyst establishes the temporal order within the assertions. We can define these processes as follows:

**Definition (Response Encoding)**

Let $r_i \in R$ be a response.

Let $d = \text{data}(r_i)$ be the data of the response (i.e., the statements made in the response).

We define the encoding function $\text{encoding}$ representing open coding as:

$$\text{encoding}: d \mapsto \{a_1, \ldots, a_n\} : \mathcal{D} \rightarrow \{A \subset \mathcal{A}\}$$ (5.17)

where $\mathcal{A}$ is the set of all possible assertions.

Furthermore, we define the encoding of $r$ with symbol $E(r)$ as:

$$E(r) = \text{encoding}(\text{data}(r_i))$$ (5.18)

We will refer to the encoding of the set of responses $R$ as $E(R)$:

$$E(R) = \bigcup_{r_i \in R} E(r_i)$$ (5.19)
Let $t_i \in T$ be a term.

We define the **instance function** $\text{instance}$ representing axial coding as:

$$\text{instance}: t_i \mapsto \{a_1, \ldots, a_n\} : T \rightarrow \{A \subseteq \mathcal{A}\} \quad (5.20)$$

Let $o_i \in O$ be a temporal order.

We define the **temporal ordering function** $\text{order}$ as:

$$\text{order}: o_i \mapsto \{a_j, a_k\} : O \rightarrow \{A \subseteq \mathcal{A} \mid |A| = 2\} \quad (5.21)$$

The encoding function establishes the *traceability* of the open coding step. The instance function does the same for the axial coding step, yet only for the terms representing the bottom-most layer of the taxonomy without sub-terms (i.e., leaf terms). As suggested in Section 3.3, taxonomic terms (terms with sub-terms) should not be directly linked to assertions. Moreover, it is important to avoid *ambiguity* of leaf terms as it would lead to overlap of the produced sets (i.e., no longer represent a partition of the set of assertions $A$). Before providing an example, we will therefore provide a definition for the PDML domain model (cf. Section 4.2):

**Definition (Knowledge Base, Term, Assertion, and Temporal Order)**

We will define a **knowledge base** (or domain model) with the symbol $K$ as the triple

$$K = (T, A, O) \quad (5.22)$$

where

- $T = \{t_1, \ldots, t_n\}$ is the set of **terms** in the knowledge base,
- $A = \{a_1, \ldots, a_n\}$ is the set of **assertions** in the knowledge base, and
- $O = \{o_1, \ldots, o_n\}$ is the set of **temporal orders** in the knowledge base.

Table 5.2 illustrates these definitions by applying them to our example. Our hypothetical analyst modeled the data as a simple triad of “participant”–“relationship”–“value”. The low number of assertions per response reflects the simplicity of both the questions and answers. More complex questions may yield to a larger amount of assertions. Note that only three assertions are reused
(the assertions representing \( p_1 \) and \( p_2 \), and the assertion representing “female”).

Table 5.2: Example: Encoding Results

(a) Open Coding

<table>
<thead>
<tr>
<th>( E(r_i) )</th>
<th>( r_1 )</th>
<th>( r_2 )</th>
<th>( r_3 )</th>
<th>( r_4 )</th>
<th>( r_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{a_1, a_2, a_3}</td>
<td>{a_1, a_4, a_5}</td>
<td>{a_6, a_7, a_8}</td>
<td>{a_6, a_9, a_{10}}</td>
<td>{a_{11}, a_{12}, a_{10}}</td>
<td></td>
</tr>
</tbody>
</table>

(b) Axial Coding

<table>
<thead>
<tr>
<th>Description</th>
<th>( t_1 )</th>
<th>( t_2 )</th>
<th>( t_3 )</th>
<th>( t_4 )</th>
<th>( t_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Human”</td>
<td>{a_1, a_6, a_{11}}</td>
<td>{a_2, a_7}</td>
<td>{a_3, a_8}</td>
<td>{a_4, a_9, a_{12}}</td>
<td>{a_5, a_{10}}</td>
</tr>
</tbody>
</table>

We can safely assume that \( E(R) \subseteq A \), since, ideally, all assertions are grounded in the responses of participants, in which case \( E(R) = A \). However, in some cases, the analyst might add certain assertions representing her assumptions to the knowledge base to make those assumptions explicit (i.e., bracketing). In those cases, the equality is not guaranteed. This is not the case in our example, leading to the following domain model:

**Example (Domain Model)**

\[ K = (T, A, O) \] representing the domain model,

\[ A = \{a_1, a_2, a_3\} \] representing the assertions generated through open coding, and

\[ T = \{t_1, t_2, t_3, t_4, t_5\} \] representing the terms resulting from the axial coding step.

These definitions present us with two potential candidates for the support of the discrete random variable that should serve as the basis of our notion of information. The assertions can be seen as the smallest building blocks of the knowledge base, as they give rise to both the terminology and the temporal orders. Similarly, establishing the temporal order of two assertions can be seen as a function relating a temporal order to a tuple of assertions. Thus, we could use the set of assertions for the states of our random variable. Just as assertions are the building blocks of the knowledge base, so are responses in respect to privacy-related information. In fact, we have defined three functions that yield the participants, questions, and data from the responses. Thus, we could also use the responses as the support of our random variable.
If, however, we use the set of assertions $A$ for the support, the probability of picking a value $a_j$ out of the set is exactly $1/n$, where $n$ is the number of elements in $A$. The same is true for picking a value $r_i$ out of the set of responses $R$. In other words, without any additional information, each of the values within the sets are equally likely to be chosen. The entropy of such uniformly distributed random variables, however, is simply the maximum entropy, as shown in Definition (5.3). Thus, we know that the entropy of a random variable $X$ with support $R$ is given as $H(X) = \log_2|R|$, whereas support $A$ leads to $H(X) = \log_2|A|$. However, we are not simply interested in the number of assertions or responses, but rather the support of assertions within the responses of the participants. Thus, we need to reconsider the link between responses and assertions.

While providing a direct relationship between the study and the knowledge base, the encoding $E(R)$ still results in a uniformly distributed set of assertions, since any redundancy is discarded in the encoding process. In fact, we have explicitly stated above that our domain model does not contain bracketing assertions, and thus $E(R) = A$. Therefore, to establish the importance of the support of an assertion by a response, we have to provide a stronger definition of the traceability between the assertion and the response. We will do so by defining this support statement:

**Definition (Support Statement)**

Let $r_i \in R$ be a response. Let $a_j \in E(r_i)$ be an assertion contained in the encoding of $r_i$.

We define a support statement with symbol $s_k$ as the tuple:

$$s_k = (r_i, a_j) \quad (5.23)$$

We will use the phrase “$r_i$ supports $a_j$” and “$a_j$ is supported by $r_i$” to signify this relationship. We furthermore define the functions $re$ and $as$ to return the components of the statement:

$$re: s_k \mapsto r_i: S \rightarrow R \quad (5.24)$$

$$as: s_k \mapsto a_j: S \rightarrow R \quad (5.25)$$

A response can support multiple assertions and an assertion can be supported by multiple re-
sponses. However, a support statement is a unique combination of a response and an assertion. Thus, the support statements represent another candidate for our desired discrete random variable. We will therefore examine their probability mass function:

**Definition (Support Set and Probability Mass Function of Support Statements)**

The support set \( S = \{s_1, \ldots, s_l\} \) containing all support statements is defined as:

\[
S = \bigcup_{r_i \in R, a_j \in E(r_i)} (r_i, a_j)
\]  

(5.26)

The probability \( P(s_k) \) of selecting any contribution \( s_k \in S \) is given as:

\[
P(s_k) = \frac{|\{s_k \in S | \text{re}(s_k) = r_i, \text{as}(s_k) = a_j\}|}{|S|} = P(R = r_i, A = a_j) = P(r_i, a_j)
\]  

(5.27)

As we can see, the probability mass function \( P(S) \) is the joint probability mass function \( P(R, A) \) of \( R \) and \( A \).

Taking into consideration that each combination of \( r_i \) and \( a_j \) can only appear once in the support set, it becomes apparent that \( P(S) \) is a uniform distribution. We can illustrate this definition using the encodings in Table 5.2a:

**Example (Support Set, Support Entropy, Support Redundancy)**

The support set is given as:

\[
S = \{(r_1, a_1), (r_1, a_2), (r_1, a_3), (r_2, a_1), (r_2, a_4), (r_2, a_5), (r_3, a_6), (r_3, a_7),
\]

\[
(r_3, a_8), (r_4, a_6), (r_4, a_9), (r_4, a_{10}), (r_5, a_{11}), (r_5, a_{12}), (r_5, a_{10})\}
\]

As \( S \) is uniformly distributed, its entropy and redundancy are given as:

\[
H(S) = H_0(S) = \log_2|S| = 3.9069
\]

\[
D(S) = 1 - \frac{H(S)}{H_0(S)} = 0
\]

The centrality of the support statements lies in the fact that each \( s_k \) represents a value of the joint probability distribution of the assertions and responses. Furthermore, we can use \( S \) as the
support of probability mass functions for both $R$ and $A$. In other words, instead of looking at the probability of a single support statement, we can determine the probability of encountering a support statement of a particular assertion or response. These probabilities depend on the size of the contribution of a response to the assertions and the size of the support of an assertion within the responses respectively.

**Definition (Contribution and Probability of a Response)**

Let $r_i \in R$ be a response.

We define the **contribution** of $r_i$ with symbol $C(r_i)$ as the set of its support statements:

$$C(r_i) = \bigcup_{a_j \in E(r_i)} (r_i, a_j) = \bigcup_{s_k \in S | re(s_k) = r_i} s_k$$

(5.28)

The contribution $C(R)$ of the set of responses $R$ is given as:

$$C(R) = \bigcup_{r_i \in R} C(r_i) = \bigcup_{r_i \in R, a_j \in E(R)} (r_i, a_j) = S$$

(5.29)

The **probability** $P(r_i)$ of selecting a contribution $s_k \in C(r_i)$ of $r_i$ from $S$ is given as:

$$P(r_i) = \frac{|\{s_k \in S | re(s_k) = r_i\}|}{|S|} = \frac{|C(r_i)|}{|S|}$$

(5.30)

We will write $P(R)$ to denote the probability mass function of $R$ given the support $S$.

The definition of the support of an assertion as the mirror image of the contribution of a response. It is worth mentioning that, if the knowledge base contains bracketing assertions of the analyst, these assertions are only considered if they find support in the responses of the participants. Otherwise, they do not contribute to the information within the knowledge base. Should this be the case after data collection has been completed, they should be closely examined and potentially removed.

**Definition (Support and Probability of an Assertion)**

Let $a_j \in A$ be an assertion.
We define the support of $a_j$ with symbol $S(a_j)$ as the set of its support statements:

$$S(a_j) = \bigcup_{r_i | a_j \in E(r_i)} (r_i, a_j) = \bigcup_{s_k \in S \mid as(s_k) = a_j} s_k \quad (5.31)$$

Analogously, we define the support $S(A)$ of the set of assertions $A$ as:

$$S(A) = \bigcup_{a_j \in A} S(a_j) = \bigcup_{r_i \in R, a_j \in E(R)} (r_i, a_j) = S \quad (5.32)$$

The probability $P(a_j)$ of selecting any support $s_k \in S(a_j)$ of $a_j$ from $S$ is given as:

$$P(a_j) = \frac{|\{s_k \in S \mid as(s_k) = a_j\}|}{|S|} = \frac{|S(a_j)|}{|S|} \quad (5.33)$$

We will write $P(A)$ to denote the probability mass function of $A$ given the support $S$.

Note that $C(R) = S(A) = S$ since $E(R) \subseteq A$. Thus, only supported assertions contribute to the probability. Given these probabilities and definitions (5.1), (5.2), and (5.5), the definitions of the self information, entropy, and redundancy of responses and assertions are straightforward:

**Definition (Self Information, Entropy, and Redundancy of Responses and Assertions)**

Let $r_i \in R$ be a response and let $a_j \in A$ be an assertion.

The self information $I(r_i)$ and $I(a_i)$ of $r_i$ and $a_i$ are defined as:

$$I(r_i) = \log_2 \frac{1}{P(r_i)} = - \log_2 P(r_i) \quad (5.34)$$

$$I(a_j) = \log_2 \frac{1}{P(a_j)} = - \log_2 P(a_j) \quad (5.35)$$

The entropies $H(R)$ of $R$ and $H(A)$ of $A$ are given as:

$$H(R) = \sum_{r_i \in R} P(r_i)I(r_i) = \sum_{r_i \in R} P(r_i) \log_2 P(r_i) \quad (5.36)$$

$$H(A) = \sum_{a_j \in A} P(a_j)I(a_j) = \sum_{a_j \in A} P(a_j) \log_2 P(a_j) \quad (5.37)$$
The redundancies $D(R)$ of $R$ and $D(A)$ of $A$ are given as:

\[
D(R) = 1 - H_r(R) = 1 - \frac{H(R)}{H_0(R)} = 1 - \frac{H(R)}{\log_2|R|} \tag{5.38}
\]

\[
D(A) = 1 - H_r(A) = 1 - \frac{H(A)}{H_0(A)} = 1 - \frac{H(A)}{\log_2|A|} \tag{5.39}
\]

These definitions allow us to calculate the values for our example:

**Example (Response Entropy and Redundancy, Assertion Entropy and Redundancy)**

The entropies and redundancies of responses and assertions are given as:

\[
H(R) = 2.3219
\]

\[
D(R) = 1 - \frac{H(R)}{H_0(R)} = 1 - \frac{2.3219}{\log_2|R|} = 1 - \frac{2.3219}{2.3219} = 0
\]

\[
H(A) = 3.5069
\]

\[
D(A) = 1 - \frac{H(A)}{H_0(A)} = 1 - \frac{3.5069}{\log_2|A|} = 1 - \frac{3.5069}{3.5850} = 0.022
\]

These values are not very surprising, given the small size of our example. The entropy of the responses achieving its maximum reflects that each response contributed the same amount of information in terms of assertions to the support set. For real data, this is relatively unlikely, since the equal number of assertions stems simply from the fact that both questions were multiple-choice questions. The relatively small redundancy value within the set of assertions reflects the fact that three assertions were mentioned more than once. Given these values and the nature of the open coding process — namely, that each response is treated as a separate entity, resulting in almost exclusively unique assertions — we can already anticipate that examining only the entropy and redundancy of responses and assertions will not yield our measure of conceptual saturation. Thus, we need to examine the remaining measures from section 5.2.1. We also need to consider whether examining terms, participants, or questions provide a better match to our needs.

In order to examine the remaining measures from section 5.2.1, we need to define the conditional probability distribution of assertions given responses and vice versa. Given the joint probability
P(r_i, a_j) in definition (5.27) and the probabilities P(r_i) and P(a_j) in definitions (5.30) and (5.33), respectively, the conditional probabilities are given as:

Definition (Conditional Probabilities of Responses and Assertions)

Let r_i ∈ R be a response and let a_j ∈ A be an assertion.

The conditional probabilities P(a_j|r_i) and P(r_i|a_j) are defined as:

\[ P(a_j|r_i) = \frac{P(r_i, a_j)}{P(r_i)} = \frac{|\{s_k \in C(r_i) | \text{as}(s_k) = a_j\}|}{|C(r_i)|} \] (5.40)

\[ P(r_i|a_j) = \frac{P(r_i, a_j)}{P(a_j)} = \frac{|\{s_k \in S(a_j) | \text{re}(s_k) = r_i\}|}{|S(a_j)|} \] (5.41)

Given these conditional probabilities, we can use definition (5.9) to define the conditional entropies of the responses².

Definition (Conditional Entropy of Responses)

Let r_i ∈ R be a response and let a_j ∈ A be an assertion.

The conditional self-information of I(a_j|r_i) and I(r_i|a_j) are defined as:

\[ I(a_j|r_i) = - \log_2 P(a_j|r_i) \] (5.42)

\[ I(r_i|a_j) = - \log_2 P(r_i|a_j) \] (5.43)

The conditional entropies H(A|r_i) and H(R|a_j) are defined as:

\[ H(A|r_i) = \sum_{a_j \in A} P(a_j|r_i)I(a_j|r_i) = - \sum_{a_j \in A} P(a_j|r_i) \log_2 P(a_j|r_i) \] (5.44)

\[ H(R|a_j) = \sum_{r_i \in R} P(r_i|a_j)I(r_i|a_j) = \] (5.45)

The conditional entropies H(A|R) and H(R|A) are given as:

\[ H(A|R) = \sum_{r_i \in R} P(r_i)H(A|r_i) = H(R, A) - H(R) = H(S) - H(R) \] (5.46)

²In the following definitions, we will write P(X|y) to denote P(X|Y = y).
\begin{equation}
H(R|A) = \sum_{a_j \in A} P(a_j) H(R|a_j) = H(R, A) - H(A) = H(S) - H(A)
\end{equation}

As we can see, the above definitions resulted from simply plugging the appropriate probabilities into the definitions given in section 5.2.1. The definitions, furthermore, allow us to calculate the values for the individual responses and assertions of our example, given in Table 5.3.

Table 5.3: Example: Support, Probability, and Entropy of Responses and Assertions

(a) Responses

| $C(r_i)$ | $P(r_i)$ | $I(r_i)$ | $H(A|r_i)$ |
|----------|---------|---------|------------|
| $r_1$    | $\{(r_1, a_1), (r_1, a_2), (r_1, a_3)\}$ | 3/15 | 2.3219 | 1.5849 |
| $r_2$    | $\{(r_2, a_1), (r_2, a_4), (r_2, a_5)\}$ | 3/15 | 2.3219 | 1.5849 |
| $r_3$    | $\{(r_3, a_6), (r_3, a_7), (r_3, a_8)\}$ | 3/15 | 2.3219 | 1.5849 |
| $r_4$    | $\{(r_4, a_6), (r_4, a_9), (r_4, a_{10})\}$ | 3/15 | 2.3219 | 1.5849 |
| $r_5$    | $\{(r_5, a_{11}), (r_5, a_{12}), (r_5, a_{10})\}$ | 3/15 | 2.3219 | 1.5849 |

(b) Assertions

| $S(a_i)$ | $P(a_i)$ | $I(a_i)$ | $H(R|a_i)$ |
|----------|---------|---------|------------|
| $a_1$    | $\{(r_1, a_1), (r_2, a_1)\}$ | 2/15 | 2.0909 | 1 |
| $a_2$    | $\{(r_1, a_2)\}$ | 1/15 | 3.0909 | 0 |
| $a_3$    | $\{(r_1, a_3)\}$ | 1/15 | 3.0909 | 0 |
| $a_4$    | $\{(r_2, a_4)\}$ | 1/15 | 3.0909 | 0 |
| $a_5$    | $\{(r_2, a_5)\}$ | 1/15 | 3.0909 | 0 |
| $a_6$    | $\{(r_3, a_6), (r_4, a_6)\}$ | 2/15 | 2.0909 | 1 |
| $a_7$    | $\{(r_3, a_7)\}$ | 1/15 | 3.0909 | 0 |
| $a_8$    | $\{(r_3, a_8)\}$ | 1/15 | 3.0909 | 0 |
| $a_9$    | $\{(r_4, a_9)\}$ | 1/15 | 3.0909 | 0 |
| $a_{10}$ | $\{(r_4, a_{10}), (r_5, a_{10})\}$ | 2/15 | 2.0909 | 1 |
| $a_{11}$ | $\{(r_5, a_{11})\}$ | 1/15 | 3.0909 | 0 |
| $a_{12}$ | $\{(r_5, a_{12})\}$ | 1/15 | 3.0909 | 0 |

Doing the same for the definitions of mutual information, information gain ratio, and the symmetric uncertainty coefficient (definitions (5.10), (5.11), and (5.12), respectively), we get the values shown in Table 5.4 for our example.

Table 5.4: Example: Shared Information Measures of Responses and Assertions

| $H(R|A)$ | $H(A|R)$ | $I(R;A)$ | $U(R|A)$ | $U(A|R)$ | $U(A,R)$ |
|----------|----------|----------|----------|----------|----------|
| 0.4000   | 1.5850   | 1.9219   | 0.8277   | 0.5480   | 0.6594   |
These values highlight the strong predictive relationship between the responses and assertions. Given information about the assertions, one requires very little information to encode a response. In fact, obtaining information about the assertions allows us to predict almost 83% of the responses. While not quite as strong, the reverse direction gives us 55% chance of predicting the values of assertions given information on the responses. Both the high amount of mutual information and high redundancy expressed through the symmetric uncertainty coefficient reinforce this interpretation.

Furthermore, the values indirectly provide information about our data collection instrument (in this case, predominantly the questions asked) and encoding process. Once again, we could have predicted the high correlation between the responses and assertions from the fact that the questions allowed only very limited choices. They did not provide participants with the opportunity to provide responses of varying length, thus increasing the entropy of the responses. As mentioned before, the open coding process yields predominantly unique assertions, leading to their high entropy. However, given larger response sets, we would expect multiple choice questions to achieve higher levels of redundancy (i.e., more re-use of assertions between responses). In fact, when using triads of “participant”–“relationship”–“value” for the open coding of multiple-choice questions, we would expect about 33% redundancy for a question about gender (given a heterogeneous participant pool and binary interpretation of gender).

What these values do not provide is a clear candidate for our measure of conceptual saturation. While we can assume that both the mutual information and symmetric uncertainty coefficient will decrease due to expected lower entropy of the responses and assertions themselves, it is not clear whether the values will converge and, if they do, what value they will approach. Barring the existence of such a value (which can be determined empirically), we have two remaining options. First, we can examine the individual contribution of the responses to the assertions (the reverse not being very interesting for our purposes). Second, we can determine whether the contributions of questions, participants, and terms provide more insight.

To determine the contribution of a single response, we have to separate its contributed support statements from the support statements of the other responses. In other words, we have to partition
the support set \( S \) into the contribution \( C(r_i) \) of a single \( r_i \) and the contribution \( S \setminus C(r_i) \) of all the remaining responses. This is the “interesting case” we mentioned in definition (5.10). Thus, we need to determine the definitions of the conditional entropy, mutual information, information gain ratio, and symmetric uncertainty coefficient for \( A \) given the partitioning of \( R \upharpoonright r_i \).

**Definition (Response Partitions)**

Let \( r_i \in R \) be a response,
let \( \neg r_i = \{ r_k \in R \mid r_k \neq r_i \} \) be the remainder of \( R \) without \( r_i \),
let \( \upharpoonright r_i = \{ r_i, \neg r_i \} \) be the partition of \( R \) by \( r_i \), and
let \( a_j \in A \) be an assertion.

The **probability** \( P(r_i) \) is given in Definition (5.30). The probability \( P(\neg r_i) \) is defined as:

\[
P(\neg r_i) = \frac{|\{ s_k \in S \mid \text{re}(s_k) \neq r_i \}|}{|S|} = \frac{|C(\neg r_i)|}{|S|} = 1 - P(r_i) \quad (5.48)
\]

The **entropy** \( H(\upharpoonright r_i) \) of the partition is then:

\[
H(\upharpoonright r_i) = -P(r_i) \log_2 P(r_i) - P(\neg r_i) \log_2 P(\neg r_i)
\]

The **conditional probability** \( P(a_j|r_i) \) is given in Definition (5.40). The conditional probability \( P(a_j|\neg r_i) \) of the remainder is given as:

\[
P(a_j|\neg r_i) = \frac{|\{ s_k \in C(\neg r_i) \mid \text{as}(s_k) = a_j \}|}{|C(\neg r_i)|} \quad (5.50)
\]

The **conditional entropy** \( H(A|\neg r_i) \) is provided in Definition (5.44). \( H(A|\neg r_i) \) is defined as:

\[
H(A|\neg r_i) = \sum_{a_j \in A} P(a_j|\neg r_i) \log_2 P(a_j|\neg r_i) \quad (5.51)
\]

The **conditional entropy** of the partition \( H(A|\upharpoonright r_i) \) is then:

\[
H(A|\upharpoonright r_i) = P(r_i)H(A|r_i) + P(\neg r_i)H(A|\neg r_i)
\]

The **mutual information** \( I(A;\upharpoonright r_i) \) is then:

\[
I(A;\upharpoonright r_i) = H(A) - H(A|\upharpoonright r_i)
\]

(5.53)
The **information gain ratio** \( IGR(A \triangleright r_i) \) is then given by:

\[
IGR(A \triangleright r_i) = \frac{I(A; \triangleright r_i)}{H(\triangleright r_i)} = U(\triangleright r_i \mid A)
\]  

(5.54)

Finally, the **symmetric uncertainty coefficient** \( U(A, \triangleright r_i) \) is defined as:

\[
U(A, \triangleright r_i) = 2 \frac{I(A; \triangleright r_i)}{H(A) + H(\triangleright r_i)}
\]  

(5.55)

Given these definitions, we can calculate the values of the individual contributions of the responses of our example, given in Table 5.5.

**Table 5.5: Example: Contributions of Individual Responses**

<table>
<thead>
<tr>
<th></th>
<th>( H(\triangleright r_i) )</th>
<th>( H(A \triangleright r_i) )</th>
<th>( I(A; \triangleright r_i) )</th>
<th>( U(\triangleright r_i \mid A) )</th>
<th>( U(A \triangleright r_i) )</th>
<th>( U(A, \triangleright r_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_1 )</td>
<td>0.7219</td>
<td>2.9183</td>
<td>0.5886</td>
<td>0.8153</td>
<td>0.1678</td>
<td>0.2784</td>
</tr>
<tr>
<td>( r_2 )</td>
<td>0.7219</td>
<td>2.9183</td>
<td>0.5886</td>
<td>0.8153</td>
<td>0.1678</td>
<td>0.2784</td>
</tr>
<tr>
<td>( r_3 )</td>
<td>0.7219</td>
<td>2.9183</td>
<td>0.5886</td>
<td>0.8153</td>
<td>0.1678</td>
<td>0.2784</td>
</tr>
<tr>
<td>( r_4 )</td>
<td>0.7219</td>
<td>2.8126</td>
<td>0.6943</td>
<td>0.9618</td>
<td>0.1980</td>
<td>0.3284</td>
</tr>
<tr>
<td>( r_5 )</td>
<td>0.7219</td>
<td>2.9183</td>
<td>0.5886</td>
<td>0.8153</td>
<td>0.1678</td>
<td>0.2784</td>
</tr>
</tbody>
</table>

Examining the values in Table 5.5, we are once again shown the homogeneity of our example. Since every response contributed the same amount of assertions to the support set, the information \( H(\triangleright r_i) \) of partitioning \( R \) by an individual response \( r_i \) is identical for every response. Similarly, the values for every response save \( r_4 \) produced the same values in terms of conditional entropy, mutual information, information gain ratio, and symmetric uncertainty coefficient. This shows that those questions all contributed two unique and a single shared assertions. Response \( r_4 \), on the other hand, contributed only one unique assertion, which results in the lower conditional entropy as well as higher values for the shared information and information gain ratio. Thus, these values may allow us to distinguish between responses with high amount of unique assertions, giving rise to lower mutual information and symmetric uncertainty coefficients, as compared to responses with larger amounts of shared responses. In other words, these values could potentially be used for outlier detection.
Given larger amounts of data, we can expect that the entropy of partitioning by individual responses will decrease, as the remainder $\neg r_i$ will have a much higher probability than the individual response. We can expect the conditional entropy of $A$ given $\vdash r_i$ to grow, as the amount of information in the knowledge base grows with the number of assertions. With the growth of total information in the knowledge base, we can expect the mutual information of the partition with the assertions to decrease, reflecting the comparatively lesser contribution of each response. It is hard to predict whether the information gain ratio will grow or decrease since it depends both on the entropy of the partition as well as the mutual information of the partition with the set of assertions, both of which we expect to decrease. Thus, it is likely that the information gain ratio will retain its utility to detect outliers. Finally, the value of the symmetric uncertainty coefficient can be expected to decrease due to the decrease in mutual information and increase in the entropy of the assertions.

However, none of the measures yields a good measure for conceptual saturation. Thus, we will examine whether the contributions of participants, questions, and terms can provide such a measure. To that end, we simply need to define their probability mass functions and conditional probability mass functions with respect to the set of assertions.

**Definition (Contribution and Probability of a Participant or Question)**

Let $p_i \in P$ be a participant.

Let $q_i \in Q$ be a question.

We define the contribution of $p_i$ and $q_i$ with symbols $C(p_i)$ and $C(q_i)$, respectively, as the union of the contributions of their responses:

\[
C(p_i) = \bigcup C(r_j) \mid \text{responseBy}(r_j) = p_i
\]  

\[
C(q_i) = \bigcup C(r_j) \mid \text{responseTo}(r_j) = q_i
\]

The probability $P(p_i)$ and $P(q_i)$ of selecting a contribution $s_k$ of $p_i$ or $q_i$ from $S$ is given as:

\[
P(p_i) = \frac{|C(p_i)|}{|C(R)|}
\]

\[
P(q_i) = \frac{|C(q_i)|}{|C(R)|}
\]
We will write \( P(P) \) and \( P(Q) \) to denote the probability mass functions of \( P \) and \( Q \).

The **conditional probabilities** \( P(a_j|p_i) \) and \( P(a_j|q_i) \) are defined as:

\[
P(a_j|p_i) = \frac{P(p_i, a_j)}{P(p_i)} = \frac{|\{s_k \in C(p_i) | as(s_k) = a_j\}|}{|C(p_i)|}
\]

and

\[
P(a_j|q_i) = \frac{P(q_i, a_j)}{P(q_i)} = \frac{|\{s_k \in C(q_i) | as(s_k) = a_j\}|}{|C(q_i)|}
\]

The values for the individual participants and questions of our example are given in Table 5.6.

**Table 5.6: Example: Information Measures of Individual Participants and Questions**

(a) Participants

| \( C(p_i) \) | \( P(p_i) \) | \( I(p_i) \) | \( H(A|p_i) \) |
|---|---|---|---|
| \( p_1 \) | \( \{r_1, a_1\}, \{r_1, a_2\}, \{r_1, a_3\}, \{r_2, a_1\}, \{r_2, a_4\}, \{r_2, a_5\} \) | 6/15 | 1.3219 | 2.2516 |
| \( p_2 \) | \( \{r_3, a_6\}, \{r_2, a_7\}, \{r_2, a_8\}, \{r_4, a_6\}, \{r_4, a_9\}, \{r_2, a_{10}\} \) | 6/15 | 1.3219 | 2.2516 |
| \( p_3 \) | \( \{r_5, a_{11}\}, \{r_5, a_{12}\}, \{r_5, a_{10}\} \) | 3/15 | 2.3219 | 1.5850 |

(b) Questions

| \( C(q_i) \) | \( P(q_i) \) | \( I(q_i) \) | \( H(A|q_i) \) |
|---|---|---|---|
| \( q_1 \) | \( \{r_1, a_1\}, \{r_1, a_2\}, \{r_1, a_3\}, \{r_3, a_6\}, \{r_3, a_7\}, \{r_3, a_8\} \) | 6/15 | 1.3219 | 2.5850 |
| \( q_2 \) | \( \{r_2, a_1\}, \{r_2, a_4\}, \{r_2, a_5\}, \{r_4, a_6\}, \{r_4, a_9\}, \{r_4, a_{10}\}, \{r_4, a_{10}\} \) | 9/15 | 0.7370 | 2.9477 |

Provided these contributions and probabilities, this leads to the values for the participants and questions in our example given in Table 5.7.

**Table 5.7: Example: Information Measures of Participant and Question Sets**

| \( X \) | \( H(X) \) | \( D(X) \) | \( H(A|X) \) | \( H(X|A) \) | \( I(A; X) \) | \( U(X|A) \) | \( U(A|X) \) | \( U(A, X) \) |
|---|---|---|---|---|---|---|---|---|
| \( P \) | 1.5219 | 0.0398 | 2.1183 | 0.1333 | 1.3886 | 0.9124 | 0.3960 | 0.5523 |
| \( Q \) | 0.9710 | 0.0290 | 2.8026 | 0.2667 | 0.7043 | 0.7253 | 0.2008 | 0.3146 |

As we can see, compared to the entropy of the responses with value \( H(R) = 2.3219 \), the partitioning of the responses by participants and questions leads to a reduction in entropy. Given that the partitioning of the responses represents a reduction of the number of possible symbols within the support of the distribution, this is not surprising. Furthermore, we can see that, given an assertion, we can predict which participant has provided the response that supports that assertion with about 91.24\% probability. This relationship between assertions and participants is not further surprising,
since assertions are highly likely to refer to specific entities and relationships of the participants. Only shared assertions would reduce this relationship, which are not prevalent in this example data set. While not quite as strong, a similar predictive relationship also exists between assertions and questions. We can attribute this relationship to the lack of thematic overlap between our example questions. Should we inquire about the same entities or relationships in multiple questions, we can expect this relationship to get weaker.

Examining the values in Table 5.6b, it is obvious that the second question yielded more information than the first. This is compensated by the fact that the first question did not yield any shared assertions, whereas the second question did. It is also worthwhile to note that the values of the information measures in Table 5.7 reflect the partitioning of the questions by the individual values.

Similarly, values in Table 5.6a, suggest that participants 1 and 2 contributed equal amounts of information to the assertions, whereas participant 3 contributed much less in comparison. However, it is worthwhile to examine the partitioning of the participants by individual participants to investigate whether that observation holds true. The values for our example are given in Table 5.8.

|       | $H(\vdash p_i)$ | $H(A|\vdash p_i)$ | $I(A:\vdash p_i)$ | $U(\vdash p_i|A)$ | $U(A|\vdash p_i)$ | $U(A,\vdash p_i)$ |
|-------|-----------------|------------------|------------------|-----------------|-----------------|-----------------|
| $p_1$ | 0.9710          | 2.5359           | 0.9710           | 1               | 0.2769          | 0.4337          |
| $p_2$ | 0.9710          | 2.6693           | 0.8376           | 0.8626          | 0.2388          | 0.3741          |
| $p_3$ | 0.7219          | 2.9183           | 0.5886           | 0.8153          | 0.1678          | 0.2784          |

As we can see, the assumption that the first two participants contribute the same amount of information to the knowledge base does not hold up. Rather, we can see that the first participant contributed the largest amount of unique assertions, allowing to perfectly predict that participant’s contribution when picking one of the unique assertions. Since participants 2 and 3 both contributed a shared assertion, predicting their contributions is more difficult and thus less likely. The values further reinforce that the last participant contributed the least to the information, yet show that the difference in terms of the prediction in either direction is not significantly less.
As it was the case with the responses, the information theoretical measures provided us with feedback on the individual contributions of the questions and participants and their relationships among themselves. Once again, however, no clear candidate for the measure of conceptual saturation emerges. Therefore, we will investigate whether the terms of our knowledge base provide a match.

**Definition (Support and Probability of a Term)**

Let \( t_i \in T \) be a term.

We define the support of \( t_i \) with symbol \( S(t_i) \) as the union of the support of its assertions:

\[
S(t_i) = \bigcup_{a_j \in \text{instance}(t_i)} S(a_j) \quad (5.62)
\]

The probability \( P(t_i) \) of selecting any support of \( t_i \) from \( S(A) \) is given as:

\[
P(t_i) = \frac{|S(t_i)|}{|S(A)|} \quad (5.63)
\]

We will write \( P(T) \) to denote the probability mass function of the set of terms \( T \).

The conditional probability \( P(a_j|t_i) \) is defined as:

\[
P(a_j|t_i) = \frac{P(t_i, a_j)}{P(t_i)} = \frac{|\{s_k \in S(t_i) \text{ as}(s_k) = a_j\}|}{|S(t_i)|} \quad (5.64)
\]

This results in the values for the measures of the individual terms of our example in Table 5.9.

**Table 5.9: Example: Support, Probability, and Entropy of Terms**

| \( S(t_j) \)                                      | \( P(t_j) \) | \( I(t_j) \) | \( H(A|t_j) \) |
|--------------------------------------------------|--------------|--------------|---------------|
| \( t_1 \) \{\((r_1, a_1), (r_2, a_1), (r_3, a_6), (r_4, a_6), (r_5, a_{11})\)\} | \(5/15\)    | 1.5850       | 1.5219        |
| \( t_2 \) \{\((r_1, a_2), (r_3, a_7)\)\}         | \(2/15\)    | 2.9069       | 1             |
| \( t_3 \) \{\((r_1, a_3), (r_3, a_8)\)\}         | \(2/15\)    | 2.9069       | 1             |
| \( t_4 \) \{\((r_2, a_4), (r_4, a_9), (r_5, a_{12})\)\} | \(3/15\)    | 2.3219       | 1.5850        |
| \( t_5 \) \{\((r_2, a_5), (r_4, a_{10}), (r_5, a_{10})\)\} | \(3/15\)    | 2.3219       | 0.9183        |

The resulting measures for all terms in the example are given in Table 5.10.

As we can see, the terms in our example contain a similar amount of information to the responses, since the partitioning of the assertions by the terms is relatively uniform. This is reflected by the
Table 5.10: Example: Information Measures of the Term Set

| X   | H(T) | D(T) | H(X|T) | H(T|X) | I(X:T) | U(T|X) | U(X|T) | U(X,T) |
|-----|------|------|--------|--------|--------|--------|--------|--------|
| A   | 2.2323 | 0.0386 | 1.2746 | 0      | 2.2323 | 1      | 0.6365 | 0.7779 |

low redundancy value. However, given a more realistic data set, it can be expected that the support of the term representing “Human” (see Table 5.2b) will eventually dominate the remaining terms. Furthermore, the values show us the existential dependency between terms and their assertions in the uncertainty coefficient \( U(T|A) \). This is by design, as the leaf terms are supposed to represent a partitioning of the assertions. Thus, the terms are also good predictors of the assertions, although this relationship can be expected to decrease given more data (and more terms). Due to the existential dependency of terms on their assertions, we cannot expect the contributions of individual terms to be of much value. The values for our example are given in Table 5.11.

Table 5.11: Example: Contributions of Individual Terms

|        | H(\( \vdash t_i \)) | H(\( A \vdash t_i \)) | I(\( A; \vdash t_i \)) | U(\( \vdash t_i | A \)) | U(\( A | \vdash t_i \)) | U(\( A; \vdash t_i \)) |
|--------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| \( t_1 \) | 0.9183              | 2.5886              | 0.9183              | 1                   | 0.2619              | 0.4150              |
| \( t_2 \) | 0.5665              | 2.9404              | 0.5886              | 1                   | 0.1678              | 0.2781              |
| \( t_3 \) | 0.5665              | 2.9404              | 0.5886              | 1                   | 0.1678              | 0.2781              |
| \( t_4 \) | 0.7219              | 2.7850              | 0.7219              | 1                   | 0.2059              | 0.3414              |
| \( t_5 \) | 0.7219              | 2.7850              | 0.7219              | 1                   | 0.2059              | 0.3414              |

In fact, we can see that the assertions remain a certain predictor for each individual terms. Furthermore, the uncertainty coefficients \( U(\( A; \vdash t_i \)) \) along with the symmetric coefficients \( U(\( A, \vdash t_i \)) \) reveal that the contributions of a term depends solely on the number of assertions in its support.

Neither the measures of individual terms, nor the shared measures of terms with assertions provide a clear measure for conceptual saturation. However, we have only examined these values at a fixed point of the domain modeling process: after its completion. Thus, looking at different measures over time should yield a better view of how each of them develops. Moreover, our analysis up to this point suggests that, while the shared measures like conditional entropy or mutual information provide valuable insight, they highlight the relationships between the different sets and not the total information in either of the sets. Therefore, we will focus on examining the development of the
entropies of the various sets over time. Table 5.12 shows how the change of the entropies of our example, ordered both by response/participant (5.12a) and by question (5.12b).

Table 5.12: Example: Entropies over Time (Support Set S is the union of each row)

(a) Ordered by Participant

<table>
<thead>
<tr>
<th>( r_i )</th>
<th>( p_i )</th>
<th>( q_i )</th>
<th>( S )</th>
<th>( H(R) )</th>
<th>( H(A) )</th>
<th>( H(P) )</th>
<th>( H(Q) )</th>
<th>( H(T) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_1 )</td>
<td>( p_1 )</td>
<td>( q_1 )</td>
<td>( { (r_1, a_1), (r_1, a_2), (r_1, a_3) } )</td>
<td>0</td>
<td>1.5850</td>
<td>0</td>
<td>0</td>
<td>1.5850</td>
</tr>
<tr>
<td>( r_2 )</td>
<td>( p_1 )</td>
<td>( q_2 )</td>
<td>( { (r_2, a_1), (r_2, a_4), (r_2, a_5) } )</td>
<td>1</td>
<td>2.2516</td>
<td>0</td>
<td>1</td>
<td>2.2516</td>
</tr>
<tr>
<td>( r_3 )</td>
<td>( p_2 )</td>
<td>( q_1 )</td>
<td>( { (r_3, a_6), (r_3, a_7), (r_3, a_8) } )</td>
<td>1.5850</td>
<td>2.9477</td>
<td>0.9183</td>
<td>0.9183</td>
<td>2.1972</td>
</tr>
<tr>
<td>( r_4 )</td>
<td>( p_2 )</td>
<td>( q_2 )</td>
<td>( { (r_4, a_6), (r_4, a_9), (r_4, a_{10}) } )</td>
<td>2</td>
<td>3.4183</td>
<td>1</td>
<td>1</td>
<td>2.2516</td>
</tr>
<tr>
<td>( r_5 )</td>
<td>( p_3 )</td>
<td>( q_2 )</td>
<td>( { (r_5, a_{11}), (r_5, a_{12}), (r_5, a_{10}) } )</td>
<td>2.3219</td>
<td>3.5069</td>
<td>1.5219</td>
<td>0.9710</td>
<td>2.2323</td>
</tr>
</tbody>
</table>

(b) Ordered by Question

<table>
<thead>
<tr>
<th>( r_i )</th>
<th>( p_i )</th>
<th>( q_i )</th>
<th>( S )</th>
<th>( H(R) )</th>
<th>( H(A) )</th>
<th>( H(P) )</th>
<th>( H(Q) )</th>
<th>( H(T) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_1 )</td>
<td>( p_1 )</td>
<td>( q_1 )</td>
<td>( { (r_1, a_1), (r_1, a_2), (r_1, a_3) } )</td>
<td>0</td>
<td>1.5850</td>
<td>0</td>
<td>0</td>
<td>1.5850</td>
</tr>
<tr>
<td>( r_3 )</td>
<td>( p_2 )</td>
<td>( q_1 )</td>
<td>( { (r_3, a_6), (r_3, a_7), (r_3, a_8) } )</td>
<td>1</td>
<td>2.2516</td>
<td>0</td>
<td>0</td>
<td>1.5850</td>
</tr>
<tr>
<td>( r_2 )</td>
<td>( p_1 )</td>
<td>( q_2 )</td>
<td>( { (r_2, a_1), (r_2, a_4), (r_2, a_5) } )</td>
<td>1.5850</td>
<td>2.9477</td>
<td>0.9183</td>
<td>0.9183</td>
<td>2.1972</td>
</tr>
<tr>
<td>( r_4 )</td>
<td>( p_2 )</td>
<td>( q_2 )</td>
<td>( { (r_4, a_6), (r_4, a_9), (r_4, a_{10}) } )</td>
<td>2</td>
<td>3.4183</td>
<td>1</td>
<td>1</td>
<td>2.2516</td>
</tr>
<tr>
<td>( r_5 )</td>
<td>( p_3 )</td>
<td>( q_2 )</td>
<td>( { (r_5, a_{11}), (r_5, a_{12}), (r_5, a_{10}) } )</td>
<td>2.3219</td>
<td>3.5069</td>
<td>1.5219</td>
<td>0.9710</td>
<td>2.2323</td>
</tr>
</tbody>
</table>

As we can see, the entropy of responses grows in every step, regardless of whether we encode by participant or by question. The fact that it always takes on its maximum entropy stems from the fact that each response contributes the same amount of assertions. Similarly, the entropy of the assertions also grows each step. As mentioned before, this is to be expected from treating each participants’ experiences as separate instances, and only sharing generalizable assertions like gender or age between participants.

Grouping the responses of each participant, we can see that their entropy also grows each step. This can be attributed to the existential dependency of responses on participants, meaning that each participant will grow the total number of responses and result in more information. Analogously, grouping responses by question shows that each additional question adds to the total entropy of all questions. Hence we can expect the entropy of the question set to grow, should questions be added.

The only entropy that does not strictly grow each step is the entropy of the set of terms. Moreover, we can detect a relationship between the growth of the entropy of the questions and the entropy of the terms. This reflects that participants are more likely to volunteer new concepts if provided
with another question. However, as we suggested in Section 5.2 of this chapter, we can expect additional questions to be asked only for the purpose of validation. In other words, we can assume the set of questions to be fixed until validation of the domain model is attempted. Furthermore, we can assume that validation will not start until conceptual saturation given the existing, fixed question set is reached.

Thus, we can use the entropy of terms to gauge whether or not that state is achieved. Note that this coincides with the naive approach of terminating the study once no more concepts (in this case, terms) are added. However, using the entropy can provide additional insight beyond that of a simple count of terms. As mentioned before, the entropy of a random variable (and its redundancy) reflects the uniformity of its probability distribution. Therefore, given additional participants, we can expect that the support of each term through assertions will eventually reflect its support within the target population. This would mean that the entropy will converge onto a particular value. As we can see in Table 5.12, it is quite likely that the value will oscillate around that value. In other words, the entropy achieves stability.

However, through encoding responses as experiences of participants, we can also expect the term representing “Human” to gain support through virtually every response. Thus, the probability of this term will strictly increase with each participant. Therefore, we can expect that the support of this term will start to dominate the distribution as the support of other terms stabilizes. In other words, we can expect the value of the entropy of all terms to approach a certain value, stabilize around that value, then continuously decline as more participants are added. This could serve as an additional indicator for contextual saturation.

In summary, we can use the entropy of the terms $H(T)$ to monitor the overall development of the amount of information in the domain model. We can gauge how evenly terms are supported by calculating the redundancy within the set. Finally, we can use the uncertainty coefficient to monitor the contribution of information of particular responses, participants, and questions.
5.3 Summary

At the beginning of this chapter, we set out to determine the means for evaluating whether the Privacy Requirements Engineering process (PREprocess) in combination with the Privacy Domain Modeling Language (PDML) provide sufficient support for Hypothesis 1. We identified four sets of criteria for the evaluation: the data collection requirements of Section 2.5, the process requirements and artifact requirements defined in Section 3.2.3, as well as the representational requirements defined at the beginning of Chapter 4. Traceability, data collection, process, and representational requirements can be demonstrated through the application of the PREprocess and PDML to a real-world example. Verification of consistency and validation of completeness are more challenging in comparison. Section 5.1 shows how the metrics of incompleteness, meaningless, and ambiguity can be used for verification. To address the validation of completeness, we adapt the information-theoretical concept of entropy to provide a metric for both conceptual saturation and stability of the domain model.

In the following chapter, we demonstrate how the PREprocess in concert with PDML meets these criteria and show its seamless integration with existing approaches.
Chapter 6

Evaluation

The previous chapter detailed the evaluation methodology we are going to use to determine the utility and validity of our approach. To do so, we will apply the PREprocess (cf. Figure 3.3) to a real-world example, focusing on the requirements-modeling loop. Thus, we first have the choice between creating the concept for a new application with potential privacy implications, and employing the process for its development; or to employ the process to evaluate and improve upon an existing application. Due to resource constraints, the development of a new application was not possible. Furthermore, it is easier to elicit information on applications users are already familiar with, which is why we opted for the second option. As the focus of the process, we chose the tools available to students at Virginia Tech to manage their directory information and education record. There are multiple interfaces for access and management of this information (e.g., VT Search, Hokie SPA, and myVT). However, they all are front-ends for the Banner® Enterprise Resource Planning software [Ellucian 2016].

This application has obvious privacy implications, and is furthermore interesting, since access to students’ directory information and education record are governed under the Federal Education Rights and Privacy Act (FERPA; 20 U.S. Code §1232g). Furthermore, there are a large number of stakeholders involved, going beyond just the students of at Virginia Tech, including faculty, staff, administration, and other entities. Lastly, this choice of target application has the advantage
of relatively easy access to the main stakeholders and users (i.e., students). Before examining the functionality and settings of the Banner for the management of directory information and education record, it is worthwhile examining the language and regulations within FERPA.

6.1 The Federal Education Rights and Privacy Act (FERPA)

FERPA was passed in 1974 to regulate the access of parents to the education records of their children and apply to any institution or educational agency which wants to receive federal funding. While the law primarily talks about parents’ rights, these rights are transferred over to the student at the age of eighteen [20 U.S. Code §1232g (d)]. Among the most important aspects of this law is the fact that it not only establishes the right to review and request corrections to an education record, but the stipulation that releasing any parts of the education record requires express permission of the parents (or adult student). In this regard, it is important to note the distinction between what the law calls **education record**, and what information is contained in **directory information**. Thus, education record is defined as:

> [...] those records, files, documents, and other materials which—

(i) contain information directly related to a student; and

(ii) are maintained by an educational agency or institution or by a person acting for such agency or institution [20 U.S. Code §1232g (a)(4)(A)].

It is noteworthy that section 20 U.S. Code §1232g (a)(4)(B) excludes the personal notes of administrative or educational personnel (given that only that person has access to them), employee records (should the student be employed by the institution), record by law enforcement, physicians, psychologists, or psychiatrists. Conversely, the law defines directory information as:

> [...] the student’s name, address, telephone listing, date and place of birth, major field of study, participation in officially recognized activities and sports, weight and height
of members of athletic teams, dates of attendance, degrees and awards received, and the most recent previous educational agency or institution attended by the student [20 U.S. Code §1232g (a)(5)(A)].

The protection of directory information is weaker than that of education records, as institutions or educational agencies need only inform parents or students of age of which of the categories of directory information they intend to make public, which parents and students then have the opportunity to veto. Thus, to maintain compliance with the law, educational institutions — such as Virginia Tech — send out annual FERPA notices to students and their parents.

An interesting situation arises once a student comes of age, if that student’s parents desire access to their child’s education record. While section 20 U.S. Code §1232g (d) clearly transfers the rights from the parents to the student once the student comes of age, yet 20 U.S. Code §1232g (b)(1)(H) allows the release of education records to the parents of a dependent student. Furthermore, in the Commonwealth of Virginia, Va. Code §231.1-1303 even requires such access. The intention of the law is, arguably, to provide parents access to the results of the education they pay for. However, while the law is very explicit about this particular aspect, it would be interesting to see how these rules influence the lived experience of parents and their adult children.

These statutes provide the legal framework which any application managing access to education records and directory information has to abide by.

### 6.2 The Application

As mentioned before, the Banner Enterprise Resource Planning software is used to manage student information at Virginia Tech. This application is not only used for the management of the education record of students, but its scope goes far beyond those purposes. We are going to focus exclusively on the aspects of the system involved with students’ education records and directory information. Since students do not have direct access to the Banner system, this is done by exploring two of its
front-ends, namely VT Search (public) and Hokie Spa (private).

![Figure 6.1: VT Search on the Virginia Tech Homepage.](image)

VT Search (shown in Figure 6.1) is the search functionality integrated into Virginia Tech’s homepage. It presents itself to visitors of the site as a simple search field at the top-right of the homepage. In its current iteration, the search field does not reveal that, besides providing quick access to content within the webpages of Virginia Tech, VT Search can be also used to search for directory information of students, faculty, and staff. Previous iterations of the search bar made this functionality explicit by either providing a radio button, allowing to select either ‘Web’ or ‘People’; or a prompt to ‘Search pages and people’. Thus, part of the evaluation of the system needs to include whether stakeholders of the application are aware of this functionality. Figure 6.2 shows the result of entering ‘Peter Radics’ into the search field, revealing both a ‘People’ tab within the results, and a list of ‘People results’ in a side-bar on the right.

Another point of interest for the VT Search front-end is its default configuration. Namely, the ‘Person Details’ page accessible from the search results (see Figure 6.3), by default, is set to publish a wide array of information. Thus, besides the student’s full name, academic major, email address, and personal identifier (PID), the page will also display both mailing address and phone number. These options, however, are configurable, which explains the much smaller information presented in Figure 6.3. Nevertheless, this raises the question of whether students are aware of the permissiveness of the default settings. This becomes quite important should the students’ preferences deviate from these settings. Thus, the evaluation should address these issues concerning the management of directory information.

Regarding the management of education records, the relevant front-end is Hokie Spa¹. Besides
providing access to course registration and schedule; grades; transcripts; university account information; and much more, Hokie Spa also contains an option to authorize the release of education records to third parties. As shown in Figure 6.4, this can be done by providing the name of the person to authorize, along with information on their relationship to the student and the student’s tax dependency status to them. Given that information, plus an eight character alphanumeric pass code, the so authorized person can get access to the entirety of the student’s education record. Thus, the questions regarding this interface are, whether students would prefer providing more fine-grained access to their records (i.e., restrict access to only parts of it), and whether providing access on a per-individual basis is too fine-grained.

In addition to these questions from a purely engineering perspective, the implications of required access by parents of tax dependent students (cf., Section 6.1) deserves further consideration. From a social science perspective, the behavior around this sharing of information (and the influence of said requirement) are worth exploring. More generally, students’ attitudes towards their grades and their practice around sharing information on them should be part of the evaluation. These practices, then, can yield further implications for design.

Figure 6.2: General search results for ‘Peter Radics’ in VT Search.

1Spa, here, stands for single-purpose access, not a place for relaxation.
6.3 Research Design

Given the full description of the target application and its context, we have sufficient information to make decisions about the details of the data collection step (Step (1) in Figure 3.3). Thus, we will first describe the stakeholders of our application, choose an appropriate sample, and decide on the data collection methodology to use for the evaluation.

6.3.1 Stakeholder Analysis

The principal stakeholders of the application are easily identified: they are the intended users of our application, namely, the students at Virginia Tech. We will further subdivide this group into
undergraduate students and graduate students. Since we are dealing with a university setting, we can furthermore count faculty, staff, and university administrators among the stakeholders of our application. Section 6.1, furthermore, reveals two additional stakeholder groups: parents and government officials. Each of these groups has different characteristics, especially in terms of factors relevant for stakeholder management (cf. Section 2.3.2). Thus, through brainstorming, we can determine the influence and interest of each group with regards to the redesign of the application.

Among the stakeholder groups, undergraduate students represent by far the largest group with 25,318 enrolled students in the 2015–2016 academic year [Virginia Tech 2016]. They are primary users of the application, as it is used to manage their directory information and education record. Therefore, they are among the groups with the highest interest in the outcomes of the project. However, studies have shown that adolescents and young adults exhibit less concern towards their online presence than older adults [Squicciarini and Griffin 2012; Yardi and Bruckman 2011], thus decreasing the overall interest. In terms of influence, the sheer number of group members give undergraduate students significant clout towards the university (which is amplified through their close relationship with the parent/guardian stakeholder group). Furthermore, FERPA provides undergraduates with particular protection and possible legal remedies in case of the violation of their rights. Thus, this stakeholder group should be managed closely.

Graduate students, in comparison, are a much smaller group with only 4,793 members (5,280 if
also counting professional students) [Virginia Tech 2016]. This significantly reduces the influence of this group towards the university — especially, since many graduate students are also employed by the university. Nevertheless, they are primary users of the application, since they also manage both their directory information and education record through the system. Furthermore, their rights are also protected through FERPA. As members of this group are, in general, older than undergraduate students, we can assume that their interest in the outcomes of this project are higher than that of the undergraduate students. Given their relatively low influence, graduate students should therefore kept informed about the project’s progress and outcomes.

The faculty stakeholder group is slightly smaller than the graduate student group, with a total of 4,079 members in 2015–2016 [Virginia Tech 2016]. They can be counted among the secondary users of the application, since it also allows them to manage parts of their directory information available through VT Search. Furthermore, they are mainly responsible for the safeguarding of students’ education records by not divulging information to non-authorized individuals. Moreover, they face disciplinary action should they fail in this responsibility, thus giving them a high interest in the outcomes of this project. Their status as faculty provides them with influence regarding the outcomes of the project. However, their influence might be less pronounced than that of the undergraduate student group, as their interest is secondary to that group’s preferences. This places faculty somewhere between groups to manage closely and groups to keep informed.

Similar in size to both the graduate student and faculty group, the supporting staff at Virginia Tech makes up 3,467 members [Virginia Tech 2016]. They are also part of the secondary users of the application, since their directory information is available through VT Search as well. However, staff are often not as extensively involved in the management of education records, reducing their interest in the outcome of this project. Moreover, they are not as influential as faculty or undergraduate students. Thus, they should be monitored, but not given as much priority as the other groups.

Parents and guardians have a vested interest in the protection of their children’s education records and directory information. Moreover, both FERPA and Virginia law provide them with access
rights to their children’s records, provided the child is younger than 24 and their tax dependent. This makes them potential secondary users of the system. However, a big part of their significant influence is a result of their financial involvement. In the vast majority of the cases, they are paying their children’s tuition to the university. Yet, we can assume that their direct interest in the project is not as high as that of faculty or graduate students for two reasons. First, it is somewhat likely they will receive information about their children’s education record directly from their children. Second, unless there are blatant violations of their children’s rights, they might simply not be as aware of FERPA-related issues. Nevertheless, due to their influence, they should be managed closely.

The last two groups, university administrators and government officials, are similar both in terms of influence and interest. Due to their position as primary responsible parties for the enforcement of applicable laws, they have among the highest influence on the direction of the project. As part of their responsibility, they also have a vested interest in the project itself. However, this interest is restricted to the above mentioned enforcement of the rules. In other words, as long as the rules are adhered to, it can be assumed that their involvement in the project will be limited. Thus, both of these groups should be kept satisfied. This analysis leads to the stakeholder map in Figure 6.5.

Besides providing us with a clear picture of how to prioritize each stakeholder group, the stakeholder map also identifies the best candidates for the target population of the data collection effort. Namely, parents/guardians, undergraduate students, and faculty are obvious choices. Graduate students and university administrators, while not as important, can also contribute valuable data. In this regard, two additional factors should be considered. First, primary users should get preference over other groups in terms of data collection, as they are the people most likely to interact with the system. Furthermore, secondary users should get preference over non-users. Second, access to each group is vastly different. Thus, it is far easier to recruit undergraduate and graduate students than, for example, faculty or parents. Following this rationale, we selected undergraduate and graduate students as the target population for our inquiry.


### 6.3.2 Data Collection Strategy

Given the target population and project description, we need to determine the appropriate data collection strategy. Some of the considerations from Section 6.2 help with this task. First, we are dealing with an existing application, which requires a different approach than a completely new design would require. Thus, the inquiry need not focus on determining what functionality needs to be implemented, but rather on how existing functionality can be improved upon. We have identified two separate areas of focus: managing access to directory information and managing access to education records. In regards to directory information, we have determined a need to establish whether members of our target population are aware of the functionality and default settings of VT Search. Furthermore, we need to establish their preferences regarding the sharing of the distinct categories of directory information. Since the functionality regarding control of access to education records is much more limited, we need to establish whether the available settings are too limited, and how students would do or would want to share information about their records. These questions indicate that a combination of qualitative and quantitative data is desirable to be
able to clearly delineate priorities and preferences on the one hand and receive qualitative feedback and insight into behavior on the other.

A further restriction is introduced through characteristics of the target population. First of all, the sheer combined size of the desired stakeholder groups (totaling at 30,598 members) prohibits total sampling. Furthermore, with a population of this size and diversity, a somewhat larger sample size is desirable, both in order to include minority opinions and to receive a broad cross section of preferences and behavior. This, however, excludes at least observation and ethnography from the list of possible approaches, since observing large sample sizes would require immense amounts of resources (cf. Table 2.3). Furthermore, except for the actual sharing behavior regarding education records, our application design will profit more from an internal viewpoint (i.e., from the students’ perspective) than from the observations of an outside observer.

Finally, a major consideration regarding the recruitment of students is the time requirement of the study. Experience tells us that recruiting students for longer studies is generally more difficult than for shorter studies. Thus, recruitment for interviews and focus groups would face larger challenges than recruitment for a survey. Adding to that the desired larger sample size reveals surveys as the best fit for data collection.

In terms of sampling strategy we face the problem of incentive. Without any incentive for participation, student response rates tend to be relatively low. Thus, sampling is limited to those students who can be incentivized to participate. Furthermore, since we desire a combination of qualitative and quantitative data, considerations regarding validity of the quantitative portion suggest an at least partially random approach. While a heterogeneous sample would fit our requirements quite well, we lack strong criteria for determining heterogeneity between students regarding privacy behavior. Whereas cultural background or gender, for example, do influence privacy behavior in general, we still cannot expect the preferences or behavior within such groups to be uniform. This lack of clear distinction criteria also includes most other purposive sampling strategies, limiting us to purposive random sampling and convenience sampling. Of the two, purposive random sampling is clearly the better choice. Provided the sampling strategy and data collection method, we need
to develop an appropriate data collection instrument. This requires us to reflect on our preconceptions and expectations of the phenomena of interest, and, based on this bracketing, determine the particular questions to ask.

### 6.3.3 Bracketing and Survey Question Development

There are three topics that the survey need to cover. We have already mentioned two topics before, namely questions about the management of directory information and the management of education records. The fact that we are dealing with two separate stakeholder groups requires us to furthermore determine characteristics of each of those groups, requiring us to ask demographic questions as well.

**Demographic Information**

In terms of demographic information, an important factor is maintaining the anonymity or at least confidentiality of participants, since being able to link responses to participants may influence the veracity and quality of responses. Thus, it is important to not ask too many demographic questions, since every question increases the likelihood of being able to identify a participant. However, at the very least, we need to be able to establish membership within the stakeholder groups. Beyond that, we need to limit demographic questions to factors that may influence the privacy preferences and practice of participants.

As we have seen in Section 1.2, some of the factors influencing overall privacy preferences and practice are *age*, *gender*, and *cultural background*. Of these three factors, age is the easiest to query, as there are no ambiguities about the term. Gender is at least slightly more complex, as we need to consider differences in the interpretation of the term. For instance, we could provide choices for the binary interpretation, namely ‘female’ and ‘male’. However, this excludes any participant who may not identify as either of these. Adding an ‘other’ category may be seen as dismissive. Thus, the simplest choice is to let participants provide their own values for this term.
Cultural background is a much more difficult concept to determine, especially, as it is an umbrella term for various subcategories. For example, cultural background is influenced by where a person lived throughout their life, which may be in multiple different places and cultures. Furthermore, even within cultures, there are sub-cultures that might be hard to elicit. Keeping in mind that we should not ask too specific demographic questions to avoid identifiability, we therefore will only ask participants to identify their race or ethnicity; their country of citizenship; and country of origin.

Besides these questions, a stipulation of FERPA in combination with Virginia law requires us to add additional questions. Namely, as we have seen in Section 6.1, Va. Code §231.1-1303 requires tax dependent students under the age of 24 who are Virginia residents to release their education record to their parents or guardians. Thus, we need to establish whether participants are Virginia residents, and whether — to their knowledge — they are claimed as tax dependents of their parents or guardians.

**Directory Information**

Regarding directory information, we first need to establish whether participants are aware of the functionality of VT Search. In addition, it may be interesting to determine whether or not they actually used VT Search to search for faculty, staff, or other students, and for what purpose. If they had not used VT Search, it is furthermore valuable to find out whether they attempted to find that information somewhere else. Additionally, we need to determine whether participants are aware of its permissive default settings regarding their directory information. We expect that participants may not be aware and that many of them, in general, would prefer their phone number and mailing address not to be shown. It would, furthermore, be interesting to see how strongly they feel either way regarding the default settings.

More importantly, however, we need to determine their preferences regarding the protection of their directory information. There are multiple options to consider here. First, we can adopt the current, binary settings of “public” and “confidential”, and ask participant for each category of directory
information, which they would prefer by default. However, as Kelley et al. [2011] succinctly stated, a simple opt-in/opt-out approach is often not appropriate for safeguarding information. Some of the privacy design frameworks discussed in Section 1.3 can provide alternatives. For example, both Chakraborty et al. [2011] as well as Poolsappasit and Ray [2008] use concepts of trust and quality of information in their frameworks. Thus, it would be worthwhile to investigate whether participants’ preferences vary based on certain groups of people (like, for example, friends vs. faculty and staff), and try to deduce which groups are trusted more. Similarly, it would be valuable to see how participants would change the quality of their address based on the group that desires access to this piece of information. However, as with any prediction task in the privacy domain, it would be insufficient to simply provide participants with simple choices and ignore other contextual factors. Therefore, at the very least we have to also inquire about situations in which they may deviate from stated preferences.

**Education Records**

Finally, collecting information on participants’ preferences and practice regarding the management of their education record requires probably the most consideration, as the controls in Hokie Spa are quite simplistic (cf. Figure 6.4). Furthermore, while the management of personally identifiable information (like the directory information discussed above) has been researched thoroughly (e.g., [Zang et al. 2015; Lee and Song 2011]), this is not really the case regarding education records. Thus, the very first question should be whether or not participants consider their education record to be private. While we expect this to overwhelmingly be the case, it nevertheless worth asking.

Further consideration should be given to participants’ current practice regarding the sharing of their education records with others. From own experience, we at least expect undergraduate students to semi-regularly talk to their parents or guardians about their grades. In addition, friends oftentimes serve as a sounding board for issues regarding grades. Finally, fellow students in a class could serve as information source to determine one’s own standing amongst one’s peers. As there may be any number of additional groups or individuals that students talk to about their grades, a question
should inquire about whether that is the case.

As grades are potentially sensitive information and since expectations regarding achieved grades might differ from actual grades — whether they be the student’s own expectations, their friends’, or even their parents — a student may feel motivated to deceive members of these groups about their actual grades. Different groups might, furthermore, provide different motivations for deception. And, while there is a certain amount of risk involved in deceptions, particularly in close-knit groups, the anticipated benefits of lying might outweigh the perceived risks. Iachello et al. [2005] have observed occurrences of deception in close-knit groups regarding location information, and it would be interesting to see whether their findings translate to education records.

Last, we need to determine whether or not the granularity of access to the education record provided through Hokie Spa is appropriate. Kalloniatis et al. [2008] suggest to treat both authentication and authorization as part of the privacy goals of users. Thus, in addition to determining whom participants would consider giving access to their education record, we need to determine the right access granularity, as well as the appropriate authentication and authorization strategy for the access. We expect preferences regarding these strategies to be somewhat varied, depending on personal differences between participants.

All of the considerations in this section are integrated in the design of the survey, which is provided in full in Appendix B. With the stakeholders identified and the data collection strategy laid out, we can now turn to the actual data collection and its results.

### 6.4 Data Collection Results

We advertised the study through graduate student mailing lists and the Virginia Tech SONA system. As an incentive for participation, undergraduate students signing up through the SONA system were offered one research credit towards requirements in undergraduate psychology classes. Graduate students could participate in a raffle for one of two $10 gift cards to a local book store. The survey was made accessible online through Virginia Tech’s Qualtrics survey system.
6.4.1 Sample Composition and Demographics

A total of 212 students participated. Unfortunately, five results had to be discarded, as no useful information was provided within those results. Furthermore, our recruitment only yielded a total of 11 responses from graduate students. This only represents 5.31% of the remaining sample of 207 participants, which is much lower than their actual representation of 17.26% within the target population. Thus, we decided to exclude the graduate student responses from the analysis, as the number of members of this group would not have sufficed to establish any kind of generalizability for the whole group.

Another anomaly of the sample compared to the characteristics of the undergraduate population is the predominance of female participants. Out of the remaining 196 participants, 151 participants (77.04%) identified as female, 44 participants (22.45%) identified as male, and one participant (0.51%) identified as non-binary. In comparison, 57.43% of the undergraduate population at Virginia Tech identify as male and 42.52% identify as female [Virginia Tech 2016]. This distribution within the sample may arise from a higher percentage of females within the psychology program at Virginia Tech. Unfortunately, we do not have any numbers for the actual distribution. This imbalance decreases the generalizability of the findings to the entire population. However, since we are more concerned with exploring the phenomena related to the management of directory information and education records and not with the concrete distribution of phenomena within the population. Thus, gender-specificity of any phenomenon is not a large concern for our application,

Participants on average were 19.52 years old, with a median age of 19 years within the sample ($\sigma = 1.2225$). The youngest student was 18 years old (as per the survey’s requirement), whereas the oldest was 23 years old. Thus, the participants represents a relatively young sample. Yet without an available age distribution for the entire undergraduate population, we cannot clearly tell whether the sample represents a strong deviation from the population as a whole.

In terms of diversity, Table 6.1 reveals that our sample is highly representative of the undergraduate population as a whole. The table shows adjusted values for the population, as the original values
Table 6.1: Race and Ethnicity of Participants (Population values reported in [Virginia Tech 2016]).

<table>
<thead>
<tr>
<th>Race/Ethnicity</th>
<th>Count</th>
<th>Percentage</th>
<th>Percentage in Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>American Indian or Alaska Native</td>
<td>1</td>
<td>0.51%</td>
<td>0.15%</td>
</tr>
<tr>
<td>Asian</td>
<td>18</td>
<td>9.18%</td>
<td>9.91%</td>
</tr>
<tr>
<td>Black or African American</td>
<td>8</td>
<td>4.08%</td>
<td>3.99%</td>
</tr>
<tr>
<td>Hispanics of any race</td>
<td>6</td>
<td>3.06%</td>
<td>5.83%</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>1</td>
<td>0.51%</td>
<td>0.11%</td>
</tr>
<tr>
<td>White</td>
<td>152</td>
<td>77.55%</td>
<td>71.90%</td>
</tr>
<tr>
<td>Two or more races</td>
<td>9</td>
<td>4.59%</td>
<td>4.73%</td>
</tr>
<tr>
<td>Not reported</td>
<td>1</td>
<td>0.51%</td>
<td>3.39%</td>
</tr>
</tbody>
</table>

contained a category for ‘nonresident aliens’. We did not specifically ask for residency status from participants, only for country of citizenship and country of origin. In those categories, participants from the United States dominate the sample (with 184 or 93.88% U.S. citizens and 178 or 90.82% of participants born in the U.S.). The remaining 6.12% and 9.18%, respectively, come from a diverse set of countries, namely Canada, Panama, South Korea, Poland, Iran, Turkey, China, Germany, Nigeria, India, Japan, South Africa, and Slovenia. Of these, three participants (1.53%) hold dual citizenship in the United States and another country.

Of the participants, 148 (75.51%) were Virginia residents, 46 participants (23.47%) stated they were not residents, and 2 participants (1.02%) did not answer. Moreover, 174 participants (88.78%) stated they were tax dependents of their parents or guardians, 18 participants (9.18%) were not tax-dependent, and 4 participants (2.04%) did not know. A total of 136 participants (69.39%) were both Virginia Residents and tax dependent of their parents or guardians, and thus would fall under the provisions of Va. Code §231.1-1303 which requires them to provide their parents or guardians with access to their education records.

Thus, with the exception of the unusually large percentage of female participants, we can assume that our sample is mostly representative of the undergraduate population as a whole. For our examination of VT Search and Hokie Spa, the sample is furthermore applicable as a data source. If generalizability becomes a factor later on in the project, a factorial evaluation based on separating the male and female population should be considered. Therefore, before starting the analysis process, we will examine the quantitative results within the data for our two topic areas.
6.4.2 Quantitative Results regarding Directory Information

The part of our survey focusing on directory information contains the majority of the quantitative questions (namely, Questions II.1a, II.2a, II.3, II.4a, and II.5a; cf. Appendix B). The first question in this part (cf. Question II.1a) asked participants whether they had ever used VT Search to find information on faculty, staff, or other students at Virginia Tech. Of the participants, 98 (50%) responded that they had used VT Search before, 86 (43.88%) had not used it in the past, and 12 (6.12%) participants could not remember whether they had used it in the past. Among the students who had not used VT Search, 73 (84.88%) were not aware the functionality existed at all. In other words, 37.24% of the participants in total were not even aware of VT Search. This confirms our assumption from Section 6.3.3 that students may not have strong awareness of the capabilities of VT Search.

Turning to the question regarding their awareness of the permissive default settings of VT Search (cf. Question II.2a), 112 (57.14%) of the participants stated they were aware of these settings. Conversely, 84 (42.86%) participants were not aware. Interestingly, while the number of participants unaware of the default settings is almost the same as the number of non-users of VT Search, the two groups do not completely overlap. Thus, only 56 participants that did not use VT Search were not aware of the settings, whereas 29 of them were. On the opposite side, 24 participants did use VT Search and were, nevertheless, not aware of its permissive settings, compared to 73 that were. This lack of awareness, in combination with the permissiveness of the settings, should raise some concern.

Turning to Question II.3 reveals the disconnect between the default settings of VT Search from the reality of preferences voiced by the participants. Figure 6.6 shows that participants would prefer their mailing address (92.86%) and phone number (90.31%) to be treated confidential by default. An even 25% of participants would even prefer their email address not to be listed in search results. This confirms our predictions in Section 6.3.3 regarding the confidentiality of Mailing Addresses and Phone Numbers. Not surprisingly, neither full name nor academic major being publicly available raise too many concerns.
An interesting phenomenon shown in Figure 6.6 is the fact that the protection of the (physical) mailing address is given higher priority than that of the (immaterial) phone number. The question arises whether this reflects a gender-specific preference introduced by the larger percentage of female participants, as physical security is a much stronger concern for females than for males. In fact, testing for independence between gender and preference regarding confidentiality reveal a significant dependence at \( p < 0.01 \) (two-tailed Fisher’s exact test leads to \( p = 0.0038 \); two-tailed chi-square test with Yates’ correction yields \( \chi^2 = 8.3, p = 0.0040 \)). Regardless, it is obvious that there is sufficient cause to consider changing the default values for both mailing address and phone number, should a generic authorization approach be maintained.

However, Figure 6.7 shows that a more nuanced approach may be warranted. While the values for providing access to both full name and academic major from Figure 6.6 are strongly reflected in this figure, many of the other categories show a much more varied image. In the case of their email address, participants’ preferences lean towards providing most of the provided groups with access. The overly generic ‘everyone else’ category, receiving by far the lowest value in terms of access granted, therefore, can be thought of as dominating the preferences for the other groups, resulting in the 25% value in Figure 6.6. In other words, given the choice only between giving everyone or no-one access to their information, participants will err on the side of caution.

Similarly, the relatively high values in favor of disclosure of both mailing address and phone number to relatives and friends in Figure 6.7 barely seem to have any impact on participants’ strong preference to curtail that information shown in Figure 6.6. This raises the question whether, given
only the limited opt-in or opt-out choice of VT Search, students would simply use other mechanisms to convey this information to appropriate recipients and eschew use of VT Search for this purpose entirely. In either case, these data points can be used to prioritize protection of information, with mailing addresses being the most sensitive and full names being the least.

Figure 6.7: Preferences regarding Access to Directory Information (Question II.4a).

A further benefit of the data in Figure 6.7 is the fact that it reveals different levels of trust towards different groups. Not surprisingly, relatives and friends are the most trusted groups, with relatives being slightly more trusted than friends. In this regard, it would be interesting to see whether this ordering is influenced by the relatively young age of the participants, or whether this finding would translate into other populations as well. The groups that, somewhat surprisingly, is attributed
a comparatively high amount of trust are job recruiters. Thus, 95.92% of participants would give recruiters access to their email, 56.63% would entrust them with their phone number, and 37.24% would even provide them with their mailing address. This high level of trust even goes so far that job recruiters beat out every other group in terms of access to participants’ full name (with only 1.02% prohibiting their access). One can only assume that the pressure of finding employment drives up students’ willingness to reveal their directory information. Therefore, it would be worthwhile to examine, whether this high level of trust is exhibited by older populations as well. In any case, the findings in Figure 6.7 strongly suggest examining group-based authentication strategies.

Turning to Question II.5a, Figure 6.8 reveals participants’ attitudes towards sharing their mailing address at different levels of quality. The values for providing access to a participant’s full address strongly coincide with the access preferences regarding mailing addresses in Figure 6.7. Probably the most notable addition by this figure is the large percentage of participants who would provide members of their community (i.e., fellow students, instructors, TAs, as well as other faculty, staff, or students) access to information on which city they live in. Similarly, both job recruiters and law enforcement officials receive a strong boost by these values as well. Therefore, during redesign of VT Search, a quality of information based approach for address sharing should at least be considered.

6.4.3 Quantitative Results regarding Education Records

Having covered the quantitative results regarding directory information, we can now turn to the third part of the survey and the quantitative questions regarding education records (Questions III.1, III.5, III.6, and III.7) in it. Recall that, in Section 6.3.3, we determined that the assumption of grades being considered private information bears confirmation. Presented with this question, 181 (92.35%) participant confirmed grades to be private, whereas 15 (7.65%) did not. This reflects the overwhelming support of the assumption we expected. The qualitative questions in this part of the survey need to be considered to determine the actual practice surrounding the sharing of this information.
Regardless of the outcomes of those questions, we provided participants with different choices regarding the management of their education record. Namely, in Question III.5 we asked participants to choose the granularity of access, ranging from access to their entire record to access grade-by-grade. We will refer to this choice as the access strategy for the education records. Similarly, in Question III.6 we wanted to know whether participants preferred giving access to individuals, to all members of a group, or a combination of both. We call this choice the authentication strategy. Furthermore, we inquired whether participants would rather create rules regarding the access of their records up-front, or rather make decisions case-by-case. We use the term authorization strategy for this choice. Figure 6.9 reveals the preferences of the participants.

The immediate take-away from Figure 6.9 is that a binary decision strategy for providing access to education records is not appropriate. Only 30.10% of participants preferred providing access to their entire record, meaning that more than two-thirds of the sample would not agree with this choice. It is, furthermore, apparent that a per-semester access is the most strongly preferred option, with 40.82% of the participants stating this strategy as their preference. Despite these two groups making up more than 70% of the participants, one should not ignore the fact that almost a third of the participants preferred vastly more granular access.
Participants’ preferences regarding authentication strategies is similarly varied. With 45.41% of the sample, the majority of the participants preferred the most flexible choice for authentication, namely a combination of both per-group and per-person based decisions. In fact, the amount of support per authentication strategy follows their degree of flexibility, with individual-based authentication coming in second (37.24%) and group-based authentication coming in last (16.33%). This ordering can also provide developers a prioritization of features in terms of implementation. Thus, given insufficient resources to implement both individual and group-based authentication, priority should go to implement the former rather than the latter.

Finally, participants reveal their preference for ‘notice and choice’ in their responses regarding authorization strategies. Namely, 61.22% of participants preferred making access decisions case-by-case, compared with 38.8% who preferred specifying rules up-front. This, once again, reveals a preference for flexibility and contextuality over more traditional approaches. With the initial analysis of the data complete, we can now turn to developing the domain model for our application (Step (2) in Figure 3.3).

6.5 Domain Modeling

As is often the case, analysis and domain modeling cannot immediately commence as data management issues need to be addressed. Thus, the results of the survey were not in an immediately
useful format, but rather occupied 18,897 cells in a comma-separated values (CSV) file. Therefore, the immediate concern is the transformation of the data into a more useful format. As mentioned in Section 6.4.1, contributions of 16 participants (11 graduate students and 5 incomplete submissions) have to be removed. While spreadsheet applications (such as Microsoft Excel) are certainly valid choices for this task, looking ahead at modeling data for our 196 participants within such an application is simply not feasible. Especially considering our requirement of traceability, using multiple applications for data management and analysis would make the process significantly more difficult.

For this reason, we have developed an application specifically for the support of analysts employing the PREprocess: the Privacy Analyst’s Work eNvironment (PAWN; see Figures 6.10 and 6.12). PAWN allows an analyst to simply import a spreadsheet as well as modify and sanitize its contents within the application. Furthermore, it provides an initial layer of abstraction of the raw data in terms of participants, questions, and responses (or answers). In fact, these are exactly the concepts we introduced in Section 5.2.2 as components of the definition of privacy-related information (cf. Definition 5.13).

Thus, after sanitizing the raw data within the spreadsheet, the analyst’s first task is the initial abstraction of the separate spreadsheet cells into questions, participants, and answers. Since matrix-table questions like Question II.4a are represented as one question per combination of row and column, the number of questions within the abstraction of our survey rises from 30 questions (cf. Appendix B) to a total of 80 questions. Provided these questions and our 196 participants, PAWN automatically populates the survey with the responses, yielding a total of 15,564 responses. Figure 6.10 contains a screenshot showing one of the resulting answers. Traceability is established by extracting the value of the spreadsheet cell into the ‘value’ of the response, as well as by providing a direct reference to the originating spreadsheet cell.

Given our sanitized and abstracted privacy-related information, we can proceed with the analysis. We will employ the information modeling process outlined in 3.3.1. The domain modeling process represents Step (2) in Figure 3.3. Furthermore, we will employ the Privacy Domain Modeling
Language (PDML) presented in Section 4.2 to represent our domain model. Support for PDML is built into PAWN, which allows the analyst to model directly within the application. Furthermore, an additional benefit of the combination of PDML and PAWN is the ability to perform bracketing of assumptions through creating templates.

### 6.5.1 Bracket Assumptions through Templates

*Templates* are formal statements about the assumptions of the analyst. As such, creating templates to formalize the analyst’s assumptions and predictions of the occurrence of phenomena within the privacy-related information is a *model-driven* process. By using PDML for the domain modeling process, such assumptions can be interpreted as prototypical *assertions*. Thus, we can partition templates, analogous to assertions, into *instance templates* and *relationship templates*. These templates are formulated through a (currently very basic) expression language. Thus, if the analyst expects answers to a question to always contain information about the parents of a participant, the analyst can create an instance template with value ‘Parents (@participant.name)’, which allows
PAWN’s template engine to replace the value with the participant’s identifier and create a corresponding instance within the PDML knowledge base. Currently, the expression language supports the following expressions:

- @participant.name
- @participant.value
- @question.name
- @question.value
- @answer.name
- @answer.value
- @domain (relationship templates)
- @range (relationship templates)

This, for example, allows us to specify our expectation for responses to Questions II.1a and II.1b-2 through the template depicted in Figure 6.11. This technique is particularly useful in the case of quantitative choice questions (like Question II.1a), as the response is entirely made up of choices provided by the analyst. For qualitative text questions (like Question II.1b-2) a template can only specify the assumptions of the analyst contained in the question. Manual chunking of the information contained in the actual responses of participants is still required for these types of questions.

Thus, given the large amount of quantitative questions in our survey, we can automate large parts of the chunking process. In fact, creating templates for our questions results in a total of 310 templates. Of those, 48 are instance templates and 262 are relationship templates. A reference of all templates is provided in Appendix C. This reflects the relatively fine granularity of our chunking approach, chunking data at the subsentence level. Moreover, it becomes apparent that using templates to semi-automate the chunking process at this level is vastly beneficial, as manually instantiating the assertions represented by our templates would take a significant amount of time.

---

2In fact, manual encoding of all responses of a single participant takes between four and six hours. Template-based generation of assertions for all participants only takes about eight hours (with vast room for optimization of the current implementation in PAWN).
Figure 6.11: Example of a Template representing Question II.1a and Parts of Question II.1b-2.

### 6.5.2 Chunking of Information to Generate Assertions

While template creation and evaluation automates parts of the chunking process (and thus significantly reducing the time involved in the process) the analyst still has to perform the manual chunking of the free-form questions. These questions are especially important, as they represent the sources of truly unique assertions of the participants.

As shown in Figure 6.12, PAWN provides the analyst with all the information needed to streamline the encoding process. Thus, the encoding view provides lists of all assertions to allow sharing of common assertions (e.g., ‘Virginia Tech’) between participants. Furthermore, two more levels of filtering are provided on assertions, with one list containing all assertions used by the current participant as well as all assertions used to model the current response. Furthermore, the view contains the entire value of the response, as well as information about the currently selected assertion. Finally, to maintain traceability of the decisions back to the raw data, every assertion added to a particular response will receive that response as part of its support.

Tool support notwithstanding, chunking information is still a significantly challenging and time-
intensive process. One of the most challenging aspects of the modeling process is the fact that the analyst has almost infinite freedom in terms of modeling choices. This can be demonstrated quite simply with a sentence that is part of Question III.2a:

“The participant talks to his/her parents about grades”.

The problem, here, arises through the intransitive use of the verb ‘talk’. Namely, we can remove parts of the above sentence in two different ways and still maintain a valid sentence. Thus, “The participant talks to his/her parents.” as well as “The participant talks about grades.” can both be represented as triads, with ‘participant’, ‘parents’, and ‘grades’ representing instances and ‘talkTo’ or ‘talkAbout’, respectively, representing relationships. However, combining the two sentence parts, we are left with two equivalent choices, shown in Figure 6.13. Similarly, the analyst has the choice of explicitly modeling the possessive pronouns (‘his’ or ‘her’), or implicitly represent this relationship through naming of the instance (‘parents of participant x’).

Further challenges lie in the modeling of hypothetical situations, disjunctions, and negations. Thus,
modeling that VT Search could list a participant’s mailing address requires either a convention of simply instantiating the relationship (‘lists’) and implying its hypothetical nature, use a separate notation for hypotheticals (‘canList’), or even annotate the relationship with a meta attribute (‘lists isHypothetical true’). Similarly, with the lack of disjunctions and enumerations on a language-level in the current version of PDML, the analyst could define and instantiate a relationship to represent this situation (‘disjointWith’), or simply use naming conventions (‘Everyone Else’). Finally, negations (or the absence of something) provide another challenge due to the open-world assumption implied in PDML. Thus, to negate an action or property, an analyst currently has to define specific negated versions of the action or property (‘doesNotKnow’) or use another meta attribute (‘knows hasValue false’).

The exact decision as to which approach to use to address each of the challenges is up to the analyst. The choices are fully equivalent, yet affect query of and reasoning about the data. Thus, the analyst needs to apply the approach chosen at modeling time consistently throughout the entire analysis process. In our encoding of responses, we strived to follow the structure of the data while preferring simpler variants over more complex ones. Thus, in the example presented in Figure 6.13, we used the first variant, since the flow of the sentence puts more emphasis on the parents than the grades. In the case of hypotheticals, we opted to imply the hypothetical nature of scenarios. This is the simplest choice and allows, if desired, to add annotations with meta attributes. Finally, we used naming conventions in case of negations (like ‘Everyone Else’; cf. Appendix C).

As a result of these challenges, manual encoding of all remaining responses (not covered through template evaluation) can still take in excess of an hour. Furthermore, the analyst has to keep
track of any decisions made regarding the conventions chosen, starting as early as during template creation. The latter factor is somewhat mitigated through the support of the process in PAWN, especially through the design of the encoding view. A side-effect of the fine granularity of the chunking used is an expansion of the data in terms of the number of assertions created. Thus, through template evaluation and chunking of five participants, the number of assertions reached 58,500 assertions. These assertions are supported through a total of 126,482 support statements backed by 14,748 supporting responses.

6.5.3 Open Coding to Generate Terms

One of the advantages of using PDML and PAWN for the domain modeling process reveals itself when one attempts the open coding of assertions to generate terms. Namely, despite the vast amount of assertions present in the knowledge base (either generated through template evaluation or encoded by the analyst), open coding of these assertions into terms is relatively simple. This has two reasons. First, by creating templates for the bracketing of assumptions the analyst implicitly identifies candidates for leaf terms. For example, by creating the ‘hasAge’ relationship template for Question I.1, in order to automatically generate appropriate relationships between the participant and his or her age, the analyst establishes a common label for this category of relationships. Thus, in this example, ‘hasAge’ can serve as a leaf role for all instantiated relationships with name ‘hasAge’. Furthermore, while currently not implemented in PAWN, such relationship templates could be associated with roles in the knowledge base, as both relationship templates and roles are prototypes of relationship instances. Thus, the ‘isA’ relation could be automatically established during template evaluation.

Second, for manually created assertions, the necessity to abide by one’s own conventions (as mentioned above) results in consistent naming and modeling of assertions. Given the same (or similar) names, these groups of assertions can be easily identified and an appropriate term created. Overall, this leads to a significant reduction of the number of terms compared to the number of assertions and oftentimes results in categories with a large amount of members in the terminology. In fact, the
58,384 categorized assertions are members of only 131 distinct terms. This relatively low number, furthermore, reflects the relatively high number of quantitative questions within our survey, as they explicitly define the terms being used. Moreover, at the time of writing, there are only five fully encoded participants. Given further encoding, it can be assumed that more terms will be added.

Provided the current state of the domain model, there are three venues of action the analyst can take. First, the analyst can continue to iterate over the chunking and open coding processes to complete the base layer of the domain model, followed by building the taxonomic hierarchy of terms through axial coding (i.e., iterate over Step (2) in Figure 3.3). Alternatively, the analyst can commence further in the design process and attempt to develop privacy requirements corresponding with the current state of the domain model (Step (3) in Figure 3.3). Finally, the analyst can commence with the evaluation of the current state of the domain model (Step (9) in Figure 3.3). We are going to do the latter of the three.

### 6.6 Evaluation of the Domain Model

As specified in Section 3.3.1, the evaluation of the domain model has two parts: verification of the consistency of the model as well as validation of its completeness. Had we not used PDML and PAWN, we would also have to establish or confirm the traceability of our encoding to the data source. However, traceability — as we have seen in Figures 6.10 and 6.12 — is achieved directly through architectural support within PAWN, which obviates this step.

#### 6.6.1 Verification of Consistency

We have identified threats to the consistency of the domain model as incompleteness, meaninglessness, and ambiguity. Incompleteness refers to leaf terms without any support within the assertions. Assertions are deemed meaningless if they are not categorized. Finally, assertions are ambiguous if they are members of two or more different terms. The structure of knowledge bases in PDML
combined with tools support through PAWN allows verification to be automated.

In our case, initial verification revealed three incomplete terms, 116 meaningless assertions, and no ambiguous or incomplete assertions. The meaningless assertions were simply a side-effect of incomplete encoding and have since been categorized. Once encoding is completed, however, no meaningless assertions should remain. Investigating the incomplete terms revealed three different causes for the incompleteness. The first term, the instance ‘Authentication Strategy’, was lacking support due to mis-classification of assertions. Namely, ‘Per-Person Authentication’ and ‘Per-Group Authentication’ (cf. Question III.6) were accidentally classified as ‘Access Strategy’. The second term, the role ‘hasFunctionality’, could be matched to a meaningless relationship of the same name, linking the instance ‘VT Search’ to its functionality. Finally, the last term, namely the instance ‘Information Source’, has since been replaced by the instance ‘Study Resource’ and has therefore been removed. Correcting the above issues allows us to pass verification, and we can now move on to the validation of completeness.

6.6.2 Validation of Completeness

As we have discussed in Section 5.2, conceptual saturation is a prerequisite for completeness. Since open coding of the assertions is not yet complete, it is highly unlikely that this state has been achieved at this point in time. However, since all participants are at least partially encoded and a number of participants are fully encoded, we can nevertheless apply the information theoretical measures from Section 5.2.2 to our domain model. Should our predictions be correct, each partially encoded participant should be interpreted as non-contributor with respect to terms, and thus simulate achieving conceptual saturation, as no new terms are introduced starting with the first partially encoded participant. Furthermore, since PAWN provides an implementation for the calculation of the various forms of entropy, we have the opportunity to not only examine the entropy of the current state of the knowledge base, but rather calculate the values one participant at a time. The result of these calculations is shown in Figure 6.14.
The chart shows that the predictions we made based on the growth of entropies of our example study (cf. Table 5.12) were, to a big part, accurate. However, it is worthwhile to examine and reflect on the graph of each of the various entropies. As discussed in Section 5.2.2, the entropy of the support set \( H(S) \) shows the largest growth over time, reflecting the immense size of this set. It is worth noting that its value immediately jumps to 9.69 bits with the first participant (revealing the set to contain 827 support statements). Considering the relative simplicity of the assertions stemming from the demographic questions and other quantitative questions compared to the complexity found within the qualitative questions, it may be possible to take the size of the initial growth of this graph as an indicator for the ‘depth’ of the data collection instrument. Thus, we would expect a quantitative survey to yield a significantly lesser initial growth than an interview or a focus group.

Similarly, comparing the values of both response entropy \( H(R) \) and assertion entropy \( H(A) \) raises
an interesting question. While both entropies, as predicted, exhibit consistent growth, their values are within 2 bits of each other (the assertion entropy being consistently higher, as expected). Thus, once again, the question is whether the relatively small difference between these two entropies is an indicator of limited depth of the responses. One would expect the difference to be larger, should the chunking of a response lead to a large number of assertions. Conversely, if the number of assertions generated through encoding is low, these values can be expected to be close together.

Examining the participant entropy $H(P)$ reveals the effect of the template-based generation of assertions combined with the lack of manual chunking. To be precise, the evaluation of templates for each participant results in the same number of assertions for each participant. This results in a close to uniform distribution of assertions supported by participants. Thus, the value of the participant entropy is virtually indistinguishable from the maximum entropy.

We did not directly make a prediction about the values of the question entropy $H(Q)$ when observing changes based on participants. However, examining the graph of this function reinforces the uniform nature of the template evaluation process. Namely, the same amount of assertions are introduced not only per participant, but rather also per question. Yet since we are only varying participants over time and not questions, the overall distribution of assertions per question does not change significantly. Ordering entropies based on the variation of questions, however, should reveal a curve similar to the one exhibited by the participant entropy. Moreover, the question entropy exhibits the steady decline we predicted of the term entropy once conceptual saturation is reached, as the term representing ‘Human’ increasingly dominates the distribution of assertions. Unfortunately, the decline of its value is immediate, thus making the question entropy useless to determine conceptual saturation.

Due to its importance for the prediction of conceptual saturation, Figure 6.15 provides a more detailed view of the values of the term entropy over time.

Recall our prediction regarding the term entropy $H(T)$ in Section 5.2.2. According to our reasoning, we expected the value of the term entropy to grow up until conceptual saturation was reached (i.e., no new terms were added to the knowledge base). After that point, we expected the value of
the entropy to stabilize around a value reflecting the actual distribution of the terms within the target population, eventually oscillating around that value. Finally, we predicted an eventual decline, as the probability of the term ‘Human’ begins to dominate the probability distribution.

Comparing these predictions with the graph in Figure 6.15 we can see that our predictions hold up within our domain model at this point. First, we can observe a strong initial growth of the entropy, followed by a brief period of continued growth. This part of the curve represents exactly the few fully encoded participants, revealing that each participant contributes additional terms to the knowledge base. Following these few participants, we can see a somewhat sharp decline in the entropy and its approximation of a value around 4.938 bits. This represents the adjustment of the probability distribution to the actual distribution of the phenomena within the population. In our case, this is achieved by the uniform addition of assertions through the evaluation of templates, essentially negating the individual contributions of the initial participants. Furthermore, close examination of the values reveals that, around participant 53, the value starts to oscillate around 4.938 bits, while still maintaining a slight downward trend. However, this comes with the added caveat that the differences between values are so small that they may be influenced by the precision and numerical stability of the underlying implementation.

This allows us to make the following observations. First (and not surprisingly), conceptual sat-
uration is reached early on with the last fully-encoded participant. After that participant, the probability distribution starts initial oscillation at around participant 53, and reaches a fully stable probability distribution around participant 163. Taking into consideration the limited number of fully encoded results, we can nevertheless assert that employing the term entropy of the knowledge base as a basis for asserting conceptual saturation is indeed feasible. Realistically, however, this state is likely to be reached much later than participant 10. Moreover, term entropy offers the additional benefit of revealing when the probability distribution of the terms achieves its actual value within the population. We will refer to this as the stability of the entropy. As we have seen, full stability of the distribution can be reached significantly later than conceptual saturation. However, the large delay between conceptual saturation and distribution stability can be attributed to the large difference between fully and partially encoded responses. Namely, the fully encoded responses often add new terms to the support of the distribution, which are not supported by the partially encoded responses. Thus, the terms that are supported by automatically generated assertions eventually dominate the distribution, counteracting the increase of entropy by the few new terms supported by the fully encoded responses. Furthermore, considering how little the entropy values differ between participants past participant 53 (i.e., approximately $10^{-4}$), a specific threshold value could be chosen to indicate sufficient stability of the entropy.

### 6.7 Further Steps

Once validation of the domain model is complete, the analyst, once again, has the choice between two courses of action. The first choice is continuing on to the formulation of privacy requirements (Step (3) in Figure 3.3). The second is sampling additional data to improve the coverage of the domain model (Step (10) in Figure 3.3). However, as these steps are not the focus of our evaluation, we will only cover each of the steps briefly.
6.7.1 Synthesizing Requirements

The synthesis of privacy requirements is the goal of the privacy design frameworks we reviewed in Section 1.3. Thus, we can show how our domain model provides the necessary domain knowledge to be able to address specific concerns of different frameworks. This demonstrates the integration of the PREprocess with existing practice, while the privacy design frameworks provide the analyst with guidance on how to synthesize requirements.

For example, the Privacy Engineering Guidelines [Spiekermann and Cranor 2009] provide different recommendations depending on the type of the system to (re-)design. In our case, since the users of our system are fully identified through their directory information, we are dealing with a system requiring privacy-by-policy. Thus, as the guidelines assign us with the responsibility of providing users with control over access to their data through notice and choice in order to minimize future privacy risks. However, to be able to do so, we need information on whether users fully understand how their data is currently used and controlled and what their expectations of privacy are. Additionally, the guidelines suggest either providing users with ad-hoc choices or allowing users to provide rules for their preferences as the mechanism for notice and choice, raising the question which method is appropriate in our case.

We can answer each of these questions by examining our domain model. As we have stated in Section 6.4.2, 37.24% of our participants were not aware of their data being available in VT Search. Furthermore, Figure 6.6 shows participants’ expectation of privacy. Finally, Figure 6.9 reveals that providing ad-hoc choices is preferred by 61.22% of participants.

Similar to the Privacy Engineering Guidelines, the PriS Method [Kalloniatis et al. 2008] tasks analysts to identify the privacy goals of the users of the system. The method categorizes these goals into authentication, authorization, identification, data protection, anonymity, pseudonymity, unlinkability, and unobservability. Relevant for us are the first five categories. We have already covered the preferred authorization strategy based on questions raised by the Privacy Engineering Guidelines. For the remaining goals, we can once again retrieve our participants’ preferences from
our domain model. Figure 6.9 reveals that a hybrid authentication strategy is preferred over both per-person and per-group authentication. Identification and anonymity are not large concerns, as 94.39% of participants would leave their full name accessible (cf. Figure 6.6). In contrast, participants show very nuanced preferences regarding the protection of their information depending on different groups (cf. Figure 6.7).

These expressions of varying trust also factor into decisions required by the Quality-of-Service (QoS) approach of Chakraborty et al. [2011]. In addition, however, QoS relies on adapting accuracy, precision, currency, and completeness based on variations in trust. Figure 6.8 reveals our participants’ preferences regarding the provided precision of address information based on varying groups. Furthermore, we can establish that a total of 69.39% of participants prefer providing only partial access to their education record (cf. Figure 6.9), varying both currency and completeness. Moreover, participants’ responses to Questions III.3a, III.3b, and III.3c reveal varying circumstances in which participants’ adjust the accuracy of information they disseminate (i.e., circumstances in which they may lie about their grades).

All these reflections, furthermore, can be interpreted as part of the privacy risk analysis of the Privacy Risk Model [Hong et al. 2004]. The elicited preferences, moreover, allow us to prioritize the different requirements mentioned above for privacy risk management. More so, the fact that the term entropy of our domain model stabilizes provides us with confidence that the preferences found in our data reflect the preferences of the population as a whole. Thus, we can define our priorities for the redesign of VT Search as follows:

**Prioritized Requirements (VT Search)**

Redesign should prioritize:

1. Change of default settings (supported by >90%; cf. Figure 6.6)
2. Adding support for groups (varying support; cf. Figure 6.7)

Similarly, the priorities for the redesign of Hokie Spa are given as:

**Prioritized Requirements (Hokie Spa)**
Redesign should prioritize (cf. Figure 6.9):

1. Adding support for case-by-case decisions (supported by 61.22%)
2. Adding support for finer-grained access (supported by 69.39%)
   1. per-semester access (supported by 40.82%)
   2. per-class access (supported by 17.35%)
   3. per-grade access (supported by 11.22%)
3. Adding support for groups (supported by 16.33%; 45.41% for hybrid)
4. Adding support for rule-based access control (supported by 11.22%)

Ideally, while these requirements can serve as basis for technical specifications and allow developers to start implementing features, the requirements should be fleshed out into use cases [McDonald 2015] or scenarios [Rosson and Carroll 2002]. However, examining our domain model reveals that we lack contextual information on how some of the strategies within our requirements would be used by our stakeholders. To acquire this information, we would need to sample additional data.

### 6.7.2 Sampling Additional Data

In general, there are two reasons for sampling additional data (Step (10) in Figure 3.3). As we have seen in the previous section, the first reason is the presence of open questions arising from the analysis of the data which our current collection of privacy-related information cannot answer. The second and more fundamental reason is having concerns regarding the validity of the collected data (or the data collection process in general). In the latter case, sampling additional data is only appropriate should it allow for the mitigation of perceived threats to validity. If previous data collection suffered from inherent flaws, that data — and any analysis artifact solely dependent on said data — would need to be discarded. As validity concerns are potentially more impactful than questions arising from the data, we will examine these concerns first.
Evaluating Validity Concerns

As we have seen in Section 2.2, validity with respect to data collection is commonly evaluated through examining external and internal validity (or, in other terms, measurement and causal validity as well as generalizability). In our case, this translates into the question whether our survey questions produced accurate measures and whether our results, as a whole, can be generalized from our sample to our target population.

The first part of the question is more difficult to answer than the second part, as it is in part subjective and, furthermore, reliant on the reactivity of the responses provided. Section 6.3.3 provides our reasoning that lead to the design of our survey questions, and the results we have discussed so far have to be interpreted in that context. Thus, the valuation of the measurement validity of our data collection instrument really hinges on the question of whether it produced descriptions of behavior that are consistent with the actual behavior of our target population (i.e., its predictive validity). This, however, can be interpreted as one of the ‘open questions’ arising from our data. We will address this issue along with the other open questions in the next section.

In terms of generalizability, our data (and thus our domain model and requirements) face two threats. First, our sample only covered a single stakeholder group: undergraduate students. Thus, it is impossible to claim that the requirements we have elicited so far are representative of the preferences of all stakeholders. This issue can be addressed by sampling other stakeholder groups. Second, while we can get a general notion about the preferences of undergraduate students, our sample is heavily skewed towards female participants. Thus, in order to have strong confidence in the generalizability, we would need to sample more male participants from the participant pool to either achieve parity or achieve the actual distribution of males versus females in the undergraduate population as a whole (i.e., using quota sampling). As an alternative, we could calculate the development of the term entropy over time based solely on the contributions of male participants to determine whether the entropy reaches conceptual saturation as well as stability\(^3\). Both threats, however, can — and should — be addressed through additional sampling, which is encouraged

\(^3\)This functionality is not yet implemented in PAWN and will be added in a later release.
by the iterative structure of the PREprocess. This sampling could be done with either our current survey (cf. Appendix B) or through a different data collection instrument or methodology.

**Addressing Open Questions**

In contrast, addressing the open questions which arise from the analysis of our data cannot be achieved through our current survey. We can be confident of this fact, as we have shown that the term entropy achieves conceptual saturation and stability (cf. Figure 6.15). Thus, we have to perform the *theoretical sampling* of our population through a different data collection instrument or methodology. The choice of methodology, however, closely depends on the questions.

As we have discussed above, the first question that arises is motivated by concerns about the predictive validity of our data. However, simply asking whether our data predicts actual behavior is a very vague question. Furthermore, the question implies the need for the observation of stakeholders, which is both costly and heavily influenced by reactivity (cf. Table 2.3). Thus, it makes sense to narrow the scope of the question to not *if* stakeholders act in a certain way, but rather *under what circumstances* they act in a certain way.

Reflecting on the contents of the domain model allows us to come up with more concrete questions:

**Open Questions**

Questions arising from the data are:

- What motivates the high level of trust in job recruiters?
- What motivates distrust in instructors and TAs?
- What circumstances are implied in the displayed trust of law enforcement officials?
- Why are mailing addresses considered more sensitive than phone numbers?
- Under what circumstances are phone numbers or mailing addresses shared?
- What mechanisms are used to share phone numbers or mailing addresses?
- What circumstances lead to the use of per-group versus per-person authentication?
- What are examples of access rules for education records?
• Are there potential group-dynamics in sharing grades?
• Do group dynamics influence the likelihood of deception?

Answers to these questions would allow to address the concerns regarding the measurement validity of our data as well as provide sufficient information for use cases and scenarios. However, the questions also show the need for more depth than what could be reasonably expected from survey responses. Thus, our data collection needs are better addressed by an interview or focus group study. The choice between the methodologies largely depends on how much importance we assign to potential group dynamics. The ideal scenario would be a two-phase design: a focus group for collaboratively eliciting answers to the above questions as first phase and follow-up interviews with the individual participants of the groups to clarify or validate responses as second phase. Regardless of the actual choice, the design and application of the data collection strategy and the subsequent analysis of collected data would follow the same steps as our initial data collection and analysis.

6.8 Summary

At the beginning of this chapter, we set out to evaluate our Privacy Requirements Engineering process (PREprocess) and Privacy Domain Modeling Language (PDML) using the evaluation methodology described in Chapter 5 in order to provide support for Hypothesis 1. In that regard, we have determined that showing support for the data collection, process, artifact, and representational requirements provides sufficient evidence for bridging the gap between the complexity of privacy behavior and preferences on the one hand (cf. Q 1) and the concrete, structured domain knowledge required by privacy design frameworks on the other (cf. Q 2). Our evaluation centers around an application for the management of directory information (VT Search) and education records (HokieSpa) at Virginia Tech (cf. Section 6.2), which is heavily influenced by the Federal Education Rights and Privacy Act of 1974 (FERPA; cf. Section 6.1).

Based on this target application, we showed the development of a matching research design in
Section 6.3, showcasing how the PREprocess addresses the **data collection requirements**, allowing for the capture of the complexity of the privacy domain. We discussed the results of the data collection in Section 6.4. Consequently, in Section 6.5 we used PDML and the Privacy Analyst’s Work eNvironment (PAWN) to create a domain model from the collected data. Furthermore, we demonstrated how creating **templates** allows for automation of parts of the chunking process (cf. Section 6.5.1). The templates also highlight the **expressiveness** of PDML, allowing to capture the complex semantic, temporal information within the privacy-related information (demonstrating its match with the **representational requirements**). In Sections 6.5.2 and 6.5.3 we show how chunking and open coding lead to **incremental structuring** of information. We demonstrated PAWN’s support for **traceability** through linking assertions to points in the data and terms to their supporting assertions. This built-in traceability allows the automation of the **verification** process, as PAWN provides queries for incompleteness, meaninglessness, and ambiguity.

PAWN also allows to calculate all entropies discussed in Section 5.2.2 ‘over time’ (i.e., as it develops participant by participant), automating the **validation** process. Figures 6.14 and 6.15, furthermore, confirm our predictions in Section 5.2.2 and show how the term entropy allows to identify both the moment of **conceptual saturation** and **stability**. Thus, applying term entropy to PDML domain models not only provides us with a measure of **completeness**, but even allows us to achieve **confidence** in the fact that adding more participants — barring outliers — will not significantly change the distribution of measured phenomena.

Finally, in Section 6.7 we have shown how the PREprocess seamlessly **integrates** with the privacy design frameworks discussed in Section 1.3, allowing to both synthesize and prioritize privacy requirements. Moreover, we demonstrated how the PREprocess encourages and guides the **iterative refinement** of the domain model through evaluating validity concerns and addressing open questions arising from the analysis (cf. Section 6.7.2). Thus, in conclusion, we have met each of our requirements, showing how the PREprocess, PDML, and PAWN provide an analyst with both the methodology and the tools to develop application-specific domain models that capture the contextual privacy preference and practice of the application’s stakeholders.
Chapter 7

Conclusion

With every new wave of new innovations, information technology is changing the ways we live our lives, reshaping our everyday interactions as it permeates more and more aspects of our existence. These changes are not without growing pains, as we learn to adapt to the presence of a new, parallel, and intangible world of ever-present information. Part of these changes involve how we, as individuals and as a society, perceive and experience privacy. Thus, as we gain access to more and more information about the world around us, the world gains access to more and more information about ourselves — to an extent that some claim that expectations of confidentiality are a thing of the past [Hubaux and Juels 2016]. Still, there are pushes to counter the growing threat of pervasive surveillance, be it through ‘the right to be forgotten’ [European Parliament and Council of the European Union 2016] or the call for ‘privacy by design’ [Federal Trade Commission 2012]. This provides developers who wish to create ‘privacy-aware’ applications with the challenge of having to determine the requirements needed to support stakeholder privacy preference and practice with little tangible information about said preference and practice.

In this work, we have hypothesized that it is possible to leverage domain-knowledge and requirements gathering approaches to construct application-specific privacy domain models (Hypothesis 1). The initial challenge of this hypothesis arises from the complex nature of privacy (cf. Section 1.2): Every problem domain can potentially change the expression and perception of privacy (P 1).
In Chapter 2 we addressed the considerations that have to go into capturing this complex social behavior, eliciting a set of **data collection requirements**. Faced with the potentially large amount of unstructured, qualitative data (P 3) generated through data collection, we surveyed existing analysis approaches (cf. Section 3.1) and extracted a set of **process** and **artifact requirements** a privacy data analysis process has to meet (cf. Section 3.2.3).

To address the procedural aspects of these requirements, we developed the Privacy Requirements Engineering process (PREprocess; cf. Figure 3.3) that provides an analyst with guidance in the development of application-specific privacy domain models. Such domain models need to take on a form that meets the artifact requirements (traceability, consistency, and completeness) and adequately captures the complexity of the captured data, while at the same time providing appropriate structure for the management of the model (P 4). Thus, we elicited a set of **representational requirements** for privacy domain models (cf. Chapter 4) and evaluated current representations based on these requirements (cf. Section 4.1). As none of the reviewed representations fully met our needs, we developed the Privacy Domain Modeling Language (PDML) (cf. Section 4.2).

Armed with the PREprocess and PDML, we set out to determine the methodology required to show that the resulting domain model would provide sufficiently concrete domain knowledge for the application of existing privacy design frameworks (P 2) — and thus, also show support for Hypothesis 1. As addressing each problem we faced led to specific requirements that allowed to address them, we determined that evaluation should focus on the **data collection, process, artifact, and representational requirements** (cf. Chapter 5). During the evaluation, specific care needs to be taken in the **verification of consistency** and **validation of completeness** of the domain model created. Thus, we adopted the metrics of **incompleteness, meaningfulness, and ambiguity** for the evaluation of model consistency (cf. Section 5.1). Furthermore, we showed how the information theoretical concept of **entropy** can be applied to PDML domain models to not only demonstrate **conceptual saturation**, but also to gauge the **stability** of the underlying distribution of phenomena within the model (cf. Section 5.2). Finally, in Chapter 6, we systematically demonstrate how the PREprocess and PDML, with the tool support of the Privacy Analyst’s Work eNvironment (PAWN) fulfills each evaluation criterion, and allows seamless integration with existing practice.
7.1 Contributions

This research has provided several valuable contributions to the research community. First, this work features a thorough evaluation of both motivations for and expressions of privacy behavior (cf. Section 1.2) and the resulting challenges for the design of privacy-aware applications (cf. Section 1.3.1). Furthermore, we provide a detailed analysis of the considerations an analyst has to address when attempting to capture the complexity of privacy behavior within a given domain (cf. Chapter 2), developing a set of succinct requirements for data collection and highlighting the trade-offs involved in such a process.

Moreover, we have designed the Privacy Requirements Engineering process (PREprocess; cf. Section 3.3) that provides an analyst with guidance in the development of application-specific privacy domain models. The PREprocess leverages existing best practice from qualitative data analysis and software engineering, providing the scaffolding required for repeatable results. Moreover, through the incorporation of verification, validation, traceability, and validity evaluation, the process allows for the assessment and justification of outcomes. Furthermore, the PREprocess is tailored to seamlessly integrate with existing engineering and analysis processes, lowering the threshold for its adoption into practice.

A further contribution of this work is the Privacy Domain Modeling Language (PDML; cf. Section 4.2). The key aspect of PDML is its expressivity, allowing it to represent complex semantic contexts as well as intricate temporal relationships — even in the case of missing or incomplete information. This makes it singularly suitable to represent privacy-related information. However, its expressivity is not specific to the privacy domain, and thus its use may benefit other domains with similar representational requirements.

Tying into the value of PDML is our systematic evaluation of the applicability of entropy to establish conceptual saturation of PDML domain models in Section 5.2. Besides providing a quantitative metric for completeness, observing the term entropy over time furthermore allows to determine the point in time at which the distribution of the concepts represented in the model reaches sta-
bility. Thus, it provides a quantitative measure of confidence in the accuracy of the data and the representativeness of the concepts within the model. Furthermore, entropy and related information theoretical measures may allow to identify outliers in the data as well as provide evidence for the validity of the data based on only parts of the sampled data.

Finally, with the Privacy Analyst’s Work eNvironment (PAWN), we have contributed a powerful open-source data analysis platform to the set of tools available to the research community (available for download at https://bitbucket.org/aftenkap/pawn). Not only does PAWN provide invaluable support in the application of the PREprocess and the creation of PDML domain models, it also allows the automation of parts of the process, reducing the amount of work required of the analyst. Furthermore, it provides built-in support for the traceability of information across different levels of abstraction and for the calculation of entropies. PAWN also addresses the data management needs of analysis processes and can serve as repository of organizational memory.

7.2 Remaining Challenges

Unfortunately, despite our contributions, one of the primary challenges that Shapiro [2010] identifies for the design of privacy-aware technology remains. Namely, while providing a lot of guidance, successfully applying the PREprocess still requires a large amount of expertise. As mentioned in Chapter 2, the determining the appropriate sampling method and data collection strategy, designing good data collection instruments, and applying data collection methods correctly requires a significant amount of training. Furthermore, distinguishing relevant patterns within the data from ‘noise’, as well as creating and maintaining an adequate encoding convention require both practice in modeling and knowledge of the privacy field. However, these requirements are already met by members of many User Experience teams, namely User Researchers.

A similar remaining challenge is the significant amount of time that the process requires. As mentioned in Section 6.5.2, the manual chunking of assertions on a sub-sentence takes between four and six hours per participant. This establishes a relatively high threshold for the adoption of
the PREprocess, especially in the context of agile software development — at least at a very fine granularity of chunking.

While this issue can be addressed through adding more analysts to the team, multiple analysts lead to separate issues. Namely, while analysts can tackle the modeling task in parallel, the flexibility of modeling in PDML is likely to yield different modeling choices by different analysts (cf. Figure 6.13). Thus, additional time needs to be invested in either developing a common modeling convention, or aligning the conflicting parts of the domain model into a consistent whole.

7.3 Future Work

Many of the remaining challenges can be addressed through future work. For example, the large amount of time required by the PREprocess indicates the need for further automation of parts of the process. As we have seen in Section 6.5.1, creating templates of the questions allows for the automation of parts of the chunking. Reflecting on the template in Figure 6.11 in combination with the need for conventions mentioned before reveals a possible venue of additional automation. Namely, we plan to investigate whether Natural Language Processing can be used to automate chunking of assertions based on the decomposition of sentences based on their function. A similar approach for the generation of access control policies has been developed by Slankas and Williams [2013].

Furthermore, as PDML is based on an extension of Description Logics with temporal properties and the expansion of predicates of arbitrary length, we intend to explore the possibility of logical reasoning. Automated reasoning may allow to automatically identify modeling mismatches between different analysts, as well as the automatic classification of assertions. It would, furthermore, provide an additional means of verifying the consistency of the domain model. Moreover, we will examine whether extending PDML with additional concepts from description logics, such as cardinality restrictions, enumerated terms, etc. would increase its value.

As the PDML domain models are meant to serve as organizational memory, such domain models
would see significant growth over the lifetime of a project. This may lead to a model size that does not yield itself to exploration through querying an opaque database. Thus, the visualization of the semantic temporal networks would allow analysts to visually explore the domain models. We therefore plan to integrate the visualization capabilities of the Open Semantic Network Analysis Platform (OSNAP; [Radics et al. 2015]) into PAWN.

Finally, as the utility of PDML is not bound strictly to the privacy domain, we intend to examine whether other domains may benefit from its expressivity. Moreover, we plan on evaluating whether the conceptual saturation and stability of domain models in such domains can also be determined through a notion of entropy.
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Appendix A

The Privacy Domain Modeling Language

Abstract Syntax

The syntax of the Privacy Domain Modeling Language (PDML) is provided in the Extended Backus-Naur Form used for the definition of the abstract syntax of the Web Ontology Language (OWL) [World Wide Web Consortium (W3C) 2004a]. Datatypes correspond to the XML Schema Datatypes [World Wide Web Consortium (W3C) 2004b], referenced through the namespace xsd and given in italics. Furthermore, terminal symbols are quoted (‘…’), whereas non-terminal symbols are bold and not quoted. Alternatives are either separated by a vertical bar (|) or given in separate rules. Components that can occur zero or one time are enclosed in square brackets ([…]). Conversely, components that can occur zero or any other number of times are enclosed in braces ({…}). Whitespace is ignored in the production rules.

A.1 Knowledge Base

A knowledge base in PDML consists of a unique identifier, a human-readable label, and a sequence of statements. The main content of a PDML knowledge base is carried in these statements, which
provide assertions about instances and relationships, terminology in the shape of concepts and roles, and information about the temporal order of assertions.

\[\text{knowledgeBase} ::= \text{'KnowledgeBase(' knowledgeBaseID label } \{ \text{statement} \} \text{')'}\]
\[\text{statement} ::= \text{assertion} \]
\[\text{term} \]
\[\text{order} \]
\[\text{label} ::= \text{'label(' xsd:string ')'}\]

Each statement is uniquely identified through an identifier within each category. However, identifiers are not unique across categories (i.e., a term and assertion may have identical identifiers).

\[\text{knowledgeBaseID} ::= \text{xsd:ID}\]
\[\text{instanceID} ::= \text{xsd:ID}\]
\[\text{relationshipID} ::= \text{xsd:ID}\]
\[\text{conceptID} ::= \text{xsd:ID}\]
\[\text{roleID} ::= \text{xsd:ID}\]
\[\text{orderID} ::= \text{xsd:ID}\]
\[\text{durationID} ::= \text{xsd:ID}\]
\[\text{semiIntervalID} ::= \text{xsd:ID}\]

Assertions form the core of the knowledge base, representing the extensional knowledge or ‘A-Box’ (cf. [Nardi and Brachmann 2003]).

### A.2 Assertions

Assertions represent statements about phenomena within a data set. These assertions can take the form of instances, which describe a thing or entity, or relationships between assertions. Each
assertion is uniquely identified by an identifier and takes a human-readable label. Furthermore, details about instances and relationships are contained in a mandatory description. This description can also contain the thoughts of the analyst regarding the assertion.

\[
\text{assertion ::= instance } \\
\text{     | relationship} \\
\text{instance ::= 'Instance(' instanceID label description [ duration ]} \\
\text{            } \{ 'type(' conceptID ')' } \{ \text{support} \} ')' \\
\text{relationship ::= 'Relationship(' relationshipID name description [ duration ]} \\
\text{                     } \{ 'type(' roleID ')' } \{ \text{support} \} \\
\text{                       domain range ')'} \\
\text{domain ::= 'domain(' assertionId ')'} \{ \text{domain} \} \\
\text{range ::= 'range(' assertionId ')'} \{ \text{range} \} \\
\]

assertionID ::= instanceID | relationshipID
description ::= 'description(' xsd:string ')'
support ::= 'support(' xsd:anyURI ')'

Furthermore, the validity of both instances and relationships can be restricted by a duration (defined in Section A.4). Thus, the difference between an endurant (i.e., an assertion without temporal restriction) and such a perdurant or fluent is the existence of a duration element. Moreover, all assertions contain support statements, here given as URIs, which provide a link to the underlying data that gave rise to the assertions. This support, in concert with the reasoning provided in the description, establishes a chain of evidence for readers of the knowledge base. A final commonality shared between all assertions is the ability of classifying their type (i.e., the concept or role they instantiate). Instances are classified by concepts, whereas relationships are classified by roles (see Section A.3 for their definitions).

A large part of the expressivity of PDML lies in the definition of the domain and range of relationships. As shown above, both the domain and range of a relationship can contain one or more
assertions. Thus, it is not only possible to relate a single instance to another instance, but rather it is possible to relate a single instance to multiple other instances, or vice versa. Furthermore, the definition also allows relating instances and relationships to each other. In other words, it allows arbitrary \( n:m \) relationships between any two sets of assertions. However, an analyst may choose to represent such relationships with a set of equivalent \( 1:1 \) relationships, depending on context and requirements.

### A.3 Terms

Terms represent the intensional knowledge or ‘T-Box’ of the knowledge base (cf. [Nardi and Brachmann 2003]). Just like assertions, they contain a unique identifier, human-readable label, and a description. Furthermore, they serve two functions: the classification of assertions and the formation of a taxonomy. Classification is established from the side of the assertions (cf. Section A.2). However, terms can specify whether their associated assertions are endurants (i.e., not temporally restricted) or perdurants (temporally restricted). To establish a taxonomy, each term can contain a set of generalizing ‘super’ terms of the same type (i.e., concepts can have super-concepts, roles can have super-roles).

\[
\begin{align*}
term & ::= \text{concept} \\
& \quad | \quad \text{role} \\
concept & ::= 'Concept(' conceptID label description validity \\
& \quad \{ 'super(' conceptID ') ' \} \{ \text{support} \} ')' \\
role & ::= 'Role(' roleID label description validity \\
& \quad \{ 'super(' roleID ') ' \} \{ \text{support} \} \\
& \quad \{ 'domain(' termID ') ' \} \{ 'range(' termID ') ' \} ')' \\
termID & ::= \text{conceptID} | \text{roleID} \\
validity & ::= 'endurant' | 'perdurant'
\end{align*}
\]
Similar to assertions, terms can be supported directly through links into the data. However, while this allows to establish a chain of evidence directly, it is preferable to establish traceability through the associated assertions or sub-terms of a term. This indirect chain of evidence closer corresponds to a data-driven modeling approach, as, this way, a term is derived from its supporting assertions or represents a generalization of its sub-terms. Finally, analogously to relationships, roles can contain an arbitrary number of terms in their domains and ranges.

### A.4 Durations and Semi-Intervals

PDML uses the notion of semi-intervals introduced by Freksa [1992] to represent the beginning and end of temporal intervals. Thus, each duration contains two semi-intervals in addition to an optional length. Each semi-interval contains an optional time point. Both the length of durations and the time point of semi-intervals is optional to allow for the representation of incomplete knowledge of the exact timing of events. Thus, if only the beginning, end, or duration of an event is known, it is still possible to capture that information without providing any other details.

\[
\begin{align*}
\text{duration} &::= \text{Duration( durationID \ 'beginning(' semiInterval ')\ 'end(' semiInterval ')\ [ length ] \ ')')} \\
\text{semiInterval} &::= \text{SemiInterval( semiIntervalID \ [ timepoint ] \ ')')} \\
\text{timepoint} &::= \text{timepoint ( xsd:dateTime )} \\
\text{length} &::= \text{length( xsd:duration )}.
\end{align*}
\]
A.5 Temporal Order

The flexibility of representing durations and semi-intervals with optional lengths and time points is reflected in the way temporal orders are defined. Thus, relationships are not instantiated between the data literals, but rather the components themselves. This allows establishing the order of duration lengths without knowing either of the durations. Similarly, it allows us to establish any of the 17 semi-interval relationships defined by Freksa [1992], without knowing exact timing of events.

order ::= 'Order('orderID durationID comparator durationID ')'
       | 'Order('orderID semiIntervalID comparator semiIntervalID ')'

comparator ::= '<' | '<=' | '=' | '>=' | '>'
Appendix B

Survey of Privacy Preferences regarding Education Records

Hello, and welcome to our survey!

This research is being conducted by Peter Radics (peter.radics@vt.edu), Nicholas Polys (npolys@vt.edu), and Deborah Tatar (tatar@vt.edu) as part of ongoing research at the Department of Computer Science Department at Virginia Tech.

Purpose of the Study

The Family Educational Rights and Privacy Act of 1974 (better known as FERPA) is a law that regulates how information about students is handled by universities and other educational institutions or agencies. The law covers both “directory information” (e.g., your name, address, and major) as well as your education record (e.g., grades and transcripts). You can learn about Virginia Tech’s policies regarding FERPA at http://www.registrar.vt.edu/privacy/index.html.

We are interested in learning about if/how you are currently managing this information, as well as your preferences regarding how you would like to be able to manage it. We hope this survey
will allow us to better understand how to protect these types of information better. Also, we hope to use the results of this study to provide suggestions to university officials on how to improve current systems. Results of this survey will be used in a dissertation and may be published in a peer-reviewed venue.

You need to be at least 18 years old to participate in this study!

Study Details

During this study, we will ask you some questions about your background. Participation in this survey is confidential (i.e., none of your answers can be linked to you). The main part of the survey consists of questions about your preferences regarding the management of directory information and your education record. Some of the questions refer to hypothetical situations and do not necessarily reflect Virginia Tech’s current policies regarding FERPA. Taking this survey should not take you more than 30–45 minutes.

As a compensation for your time, we will either reward you 1 research credit through the Virginia Tech SONA system (if you used that system to sign up) or give you the chance to enter a raffle for one of two gift cards to the University Bookstore worth $10. The odds of winning a gift card are about 1 in 50 (specific odds vary based on participation and are at most 1 in 100). To allow us to award you research credit or enter you in the raffle, we will ask you for your Virginia Tech PID or a valid email address respectively. Providing this information is voluntary and cannot be linked to your responses!

You can skip any question you do not want to answer!
You can also exit the survey at any time without penalty by skipping all remaining answers!

I am 18 years or older, and I consent to participating in this study.

(Multiple Choice: yes | no)

I am not a robot! (Captcha to make sure responses are not automated or spammed)
Approval of Research

The Virginia Tech Institutional Review Board (IRB) has approved this research in compliance with the US Code of Federal Regulations (CFR) Title 45 Part 46 (http://www.hhs.gov/ohrp/humansubjects/guidance/45cfr46.html).


Questions or Concerns

Should you have any questions about this research, feel free to contact Peter Radics at peter.radics@vt.edu or Nicholas Polys at npolys@vt.edu or (540) 231–0968 directly.

Should you have any questions or concerns about the study’s conduct or your rights as a research subject, or need to report a research-related injury or event, you may contact the Virginia Tech IRB Chair, Dr. David M. Moore at moored@vt.edu or (540) 231–4991.

Part I: Demographic Information

Before we get started with the questions about your privacy preferences, we would like to get to know you a little bit better. This helps us understand better how different backgrounds influence the responses in the other parts of this survey.

**Question I.1:** How old are you? (Text Box)

**Question I.2:** What is your gender? (Text Box)

**Question I.3:** What is your race/ethnicity? (Text Box)

**Question I.4:** What country or countries are you a citizen of? (Text Box)

**Question I.5:** What country were you born in? (Text Box)

**Question I.6:** Is your primary address in Virginia? (Options: Yes | No)

**Question I.7:** Are you an undergraduate or graduate student? (Options: undergraduate | graduate | other)

**Question I.8:** Are you a tax dependent of your parents/guardians (i.e., do they claim you as a dependent on their income tax forms)? (Options: yes | no | I don’t know)
Part II: Questions regarding “Directory Information”

As you may know, Virginia Tech allows you to search for faculty, staff, and students through VT Search. In this part of the survey, we will ask you about your usage and preferences regarding the information available through VT Search. This information is commonly referred to as Directory Information, and includes:

- Full name
- Academic major
- Email address
- Mailing address
- Phone number

Question II.1a: Have you ever used VT Search to search for information on faculty, staff, or students at Virginia Tech?  
(Options: yes | no | I dont remember)

Question II.1b-1: (Yes in II.1a) What kind of person were you looking for the last time you used VT Search? Were you looking to contact that person or find information about them?  
(Text Box)

Question II.1b-2: (No in II.1a) Were you aware of this functionality of VT Search? Have you looked for this kind of information in a different place?  
(Text Box)

Question II.2a: Are you aware that, by default, VT Search lists your full name, academic major, mailing address, and phone number? (You can change these settings in myVT)  
(Options: Yes | No)

Question II.2b: What are your opinions / feelings about these default settings?  
(Text Box)

Question II.3: If you only had the choice to make a piece of information available to everyone (“public”) or no one (“confidential”), what would be your preference for the default value for

- Your full name
- Your academic major
- Your email address
- Your mailing address
- Your phone number

(Options: public | confidential)

1Directory information also includes personal website and Instant Messaging IDs.
**Question II.4a:** If you could choose which pre-defined groups had access to different parts of your “directory information”, what would be your preferences?

- Relatives
- Friends
- A fellow student in a class
- Instructors or TAs
- Other Students, Faculty, or Staff
- Law Enforcement Officials
- Job Recruiters
- Everyone else

*(Options: name (y | n), major (y | n), email (y | n), mailing address (y | n), phone number (y | n))*

**Question II.4b:** Are there any circumstances/situations in which you would answer differently for any of the groups above? *(Text Box)*

**Question II.5a:** If you could choose how your mailing address was displayed for certain groups, what would be your preferences?

- Relatives
- Friends
- A fellow student in a class
- Instructors or TAs
- Other Students, Faculty, or Staff
- Law Enforcement Officials
- Job Recruiters
- Everyone else

*(Options: full address | city, state, country | state, country | country | not displayed)*

**Question II.5b:** Are there any circumstances/situations in which you would answer differently for any of the groups above? *(Text Box)*
Part III: Questions regarding “Education Records”

The Family Educational Rights and Privacy Act (FERPA) sets up provisions for how to protect your education records (like grades, transcripts, etc.). We are interested in how you, as a student, manage this information.

**Question III.1:** Would you consider grades to be private information? (Options: Yes | No)

**Question III.2a:** Under what circumstances do you talk with your parents/guardians about a grade you received or grades in general? How frequently does this happen? (Text Box)

**Question III.2b:** Under what circumstances do you talk with your friends about a grade you received or grades in general? How frequently does this happen? (Text Box)

**Question III.2c:** Under what circumstances do you talk with fellow students you take a class with about a grade you received or grades in general? How frequently does this happen? (Text Box)

**Question III.2d:** Under what circumstances do you talk with any other people (i.e., people not mentioned before) about a grade or grades in general? How frequently does this happen? (Text Box)

**Question III.3a:** Are there any circumstances in which you would or have lied to your parents/guardians about a grade you received? Why/Why not? (Text Box)

**Question III.3b:** Are there any circumstances in which you would or have lied to your friends about a grade you received? Why/Why not? (Text Box)

**Question III.3c:** Are there any circumstances in which you would or have lied to to fellow students you take a class with about a grade you received? Why/Why not? (Text Box)

For the following questions, imagine there was an electronic system that allowed you to manage access to your educational records (i.e., transcripts/grades) to other people.

**Question III.4:** Who would you consider giving access to those records? Under what circumstances? (Text Box)

**Question III.5:** How coarse/fine would you like to be able to grant/restrict access to parts/all of your records? (Options: general access (all records) | semester-by-semester | class-by-class | grade-by-grade)

**Question III.6:** Would you like to be able to grant/restrict access to parts/all of your record separately for each person (per-person), collectively to certain groups of people (per group), or both? (Options: per-group | per-person | both)
Question III.7: Would you rather create specific rules that regulate access to your education records once, or decide to grant or deny access case-by-case (potentially many times)?

(Options: create rules | decide case-by-case)

Thank You for Participating!

Before you leave, please let us know where you learned about this survey!

Where did you learn about this survey?

(Options: Virginia Tech SONA system (for research credit) | Mailing List | Other)

(If SONA) Please enter your VT PID so we can award you your research credit. (Text Box)

(If Mailing List/Other) If you want to enter the raffle for one of two gift cards to the Virginia Tech University Bookstore worth $10 each, please provide us with a valid email address.

Your email will not be linked to your survey responses in any way!

We will contact you by May 20, 2016 should you have won one of the gift cards. (Text Box)

Should you have any questions or comments about this survey, feel free to contact Peter Radics at peter.radics@vt.edu or Nicholas Polys at npolys@vt.edu or (540) 231–0968 directly.

You can learn about Virginia Techs policies regarding FERPA at http://www.registrar.vt.edu/privacy/index.html.

(Displayed should a potential participate answer no to the question for age of 18 years or older/consent)

Sorry!

Unfortunately, you are not eligible to participate in this survey. Thank you for your interest in our survey!

We hope you will consider participating in future research at Virginia Tech!

Should you have any questions about why you are not eligible to participate, feel free to contact Peter Radics at peter.radics@vt.edu or Nicholas Polys at npolys@vt.edu or (540) 231–0968 directly.

You can learn about Virginia Techs policies regarding FERPA at http://www.registrar.vt.edu/privacy/index.html.
Appendix C

Template Reference

Figure C.1: Template for Question I.1.

Figure C.2: Template for Question I.2.

Figure C.3: Template for Question I.3.

Figure C.4: Template for Question I.4.

Figure C.5: Template for Question I.5.
Figure C.6: Template for Question I.6.

Figure C.7: Template for Question I.7.

Figure C.8: Template for Question I.8.

Figure C.9: Template for Questions II.1a and II.1b-2.
Figure C.10: Template for Question II.2a.
Figure C.11: Template for Question II.4a (Relatives).

Figure C.12: Template for Question II.4a (Friends).
Figure C.13: Template for Question II.4a (Fellow Students).

Figure C.14: Template for Question II.4a (Instructors and TAs).
Figure C.15: Template for Question II.4a (Other Students, Faculty, and Staff).

Figure C.16: Template for Question II.4a (Law Enforcement Officials).
Figure C.17: Template for Question II.4a (Job Recruiters).

Figure C.18: Template for Question II.4a (Everyone Else).
Figure C.19: Template for Question II.5a (Relatives).

Figure C.20: Template for Question II.5a (Friends).
Figure C.21: Template for Question II.5a (Fellow Students).

Figure C.22: Template for Question II.5a (Instructors and TAs).
Figure C.23: Template for Question II.5a (Other Students, Faculty, and Staff).

Figure C.24: Template for Question II.5a (Law Enforcement Officials).
Figure C.25: Template for Question II.5a (Job Recruiters).

Figure C.26: Template for Question II.5a (Everyone Else).

Figure C.27: Template for Question III.1.
Figure C.28: Template for Questions III.2a and III.3a.

Figure C.29: Template for Questions III.2b and III.3b.

Figure C.30: Template for Questions III.2c and III.3c.
Figure C.31: Template for Question III.2d.

Figure C.32: Template for Question III.5.

Figure C.33: Template for Question III.6.

Figure C.34: Template for Question III.7.