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(ABSTRACT)

With the development of sequencing technologies, more and more sequence variants are available for investigation. Different types of variants in the human genome have been identified, including single nucleotide polymorphisms (SNPs), short insertions and deletions (indels), and large structural variations such as large duplications and deletions. Of great research interest is the functional effects of these variants. Although many programs have been developed to predict the effect of SNPs, few can be used to predict the effect of indels or multiple variants, such as multiple SNPs, multiple indels, or a combination of both. Moreover, fine grained prediction of the functional outcome of variants is not available. To address these limitations, we developed a prediction framework, HMMvar, to predict the functional effects of coding variants (SNPs or indels), using profile hidden Markov models (HMMs). Based on HMMvar, we proposed HMMvar-multi to explore the joint effects of multiple variants in the same gene. For fine grained functional outcome prediction, we developed HMMvar-func to computationally define and predict four types of functional outcome of a variant: gain, loss, switch, and conservation of function.
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Chapter 1

Introduction

The DNA sequence of the entire human genome was deciphered by the Human Genome Project (HGP) in 2004 [15]. Since then, a few thousand human genomes have been sequenced and a large number of genetic variations have been identified. According to the 1000 Genomes Project, the 2535 sequenced genomes harbor approximately 80 million genetic variants, of which about 77.4 million are SNPs and 2.2 million indels. Genetic variations are the molecular substrates of evolutionary processes. Moreover, they are critical to the understanding of the relationship between phenotypes and genotypes. However, not all variants are decisive factors for phenotypes or diseases. As it is both expensive and time consuming to investigate the effect of each variant empirically, computational prediction of the effect of variants is usually performed first to filter the variants and identify possible targets for downstream empirical studies. The next section reviews available computational resources for predicting the effect of variants and limitations of the tools.
1.1 Background

Sequencing technology allows sequencing of the whole genome at increasingly lower cost. The ultimate goal of genome sequencing is to characterize the individual genomic landscape, identify mutations relevant to disease diagnosis and therapy, and provide insight into the connection between genotypes and phenotypes [72].

The basic workflow of genome projects, from data generation to prediction, is shown in Figure 1.1. First, whole genome sequencing produces hundreds of millions of short sequences, known as “short reads”. These reads are then aligned to and compared with a reference genome. Next, differences between reads and the reference genome are identified as genetic variants. Various tools are applied to predict the effect of the variants (mostly limited to SNPs and short indels). Based on the prediction, variants are filtered, prioritized, and selected for downstream empirical validation. Different computational methods and tools are developed at each step [72]. Our work focuses on the functional prediction module as shown in Figure 1.1.

There are different types of mutations. The two most common types are single nucleotide polymorphisms (SNPs) and insertions and deletions (indels). A SNP is a variation at a single nucleotide position that occurs with some frequency in a population. An indel is an insertion or deletion of a segment of the DNA sequence. From the Phase I data of the 1000 Genomes Project, 96% of the identified variants are SNPs, and 3% indels. The Phase III data uncovered over 79 million variants, of which over 77 million are SNPs and over 2 million indels. Most of the earlier studies focus on annotation of SNPs, since they are relatively easy to identify and analyze. Indels are analyzed by a relatively small number of tools. The common way of annotation in most of the tools is to provide links to the public variant databases that are relevant to the gene where the variant occurred. Besides database links, they also employ different approaches, ranging from simple sequence-based analysis to the evaluation of the structural impact on proteins. The result is a classification of the mutations into either the neutral or the deleterious class. The programs sometimes provide more fine grained
risk classes or quantitative scores to reflect the likelihood of a deleterious effect. The effect prediction of variants in protein coding regions has been extensively studied, because the effect is straightforward to interpret considering the formation of the corresponding proteins. Comparatively, interpreting variants in noncoding regions is more difficult and fewer tools are available. The protein sequence based prediction methods are typically grouped into two categories [19]: constraint based predictor and trained classifier.

Evolutionary conservation is usually considered as the best measurement of harmfulness of variants [19]. Many computational methods for predicting the harm of variants exploit the fact that sequences observed in living organisms are those that have not been removed by natural selection. Conserved positions evolve very slowly because mutations in these sites

---

**Figure 1.1:** The workflow of genome projects.
tend to be removed by purifying selection. Mutations in these sites are therefore likely to be deleterious. Constraint based approaches define a metric, such as entropy, variance, or Jensen-Shannon divergence, to quantitatively measure the conservation of the positions and make predictions based on the metric.

By contrast, a trained classifier identifies many potentially relevant properties of the variants, and heuristically combines them to train a classifier to optimally differentiate a set of true positives and negatives. In contrast to constraint based methods, it is not easy to interpret the results using a trained classifier. In addition, they are likely to be biased by the so-called "gold standard" data sets, which are contaminated with erroneous annotations and are not representative of the general population of true positives and negatives [19]. However, the trained classifier methods have the advantages of being specifically tunable to the desired task (e.g., predicting disease causality) and incorporating many sources of information without requiring a detailed understanding of how that information is relevant.

1.1.1 Prediction Methods for the Effects of Variants

Acquiring data is no longer the top priority as in earlier days. Sequencing of the first full human genome took over a decade and roughly three billion dollars [66]. Now, it is possible to sequence a human genome for only $1000 in less than two weeks [66]. However, as getting data becomes easier, new problems arise. Scientists are struggling to figure out the best way to extract useful information from the sea of data. Once variants are identified, the real challenge is interpreting what effect the variants have biologically. A great number of annotation tools have been developed and have already made great contribution to the prioritization of variants that may have relevant functional effects.

Table 1.1 shows typical methods for predicting the harmfulness of SNPs and indels with respect to coding and noncoding regions. Methods for predicting the effects of SNPs in coding regions are much more abundant than others. Methods fall into two groups: constraint based methods and trained classifiers. Constraint based methods are typically based on
Table 1.1: Some example programs for predicting the effect of SNPs and indels for coding and noncoding regions.

<table>
<thead>
<tr>
<th></th>
<th>Coding</th>
<th>Noncoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNP</td>
<td>SIFT [75], MAPP [96], Polyphen2 [1]</td>
<td>RegulomeDB [8], FunSeq [52]</td>
</tr>
<tr>
<td></td>
<td>Provean [14], FATHMM [87], PhastCons [89]</td>
<td>GWAVA [82], CADD [53]</td>
</tr>
<tr>
<td></td>
<td>GERP [20]</td>
<td>FATHMM-MKL [88]</td>
</tr>
<tr>
<td>Indel</td>
<td>SIFT-indel [45], Provean [14], CADD [53]</td>
<td>FunSeq [52], CADD [53]</td>
</tr>
</tbody>
</table>

evolutionary conservation theory and assign a score to the variant indicating the degree of harm. Trained classifier methods classify a variant as neutral or deleterious. The methods listed in Table 1.1 are discussed below.

Sorting Intolerant From Tolerant (SIFT) [75] is a sequence homology-based tool that sorts amino acid substitutions to identify those that may potentially have a phenotypic effect. SIFT works as follows: (1) take a protein sequence of interest as query; (2) search protein databases for homologous sequences; (3) build a multiple sequence alignment (MSA); (4) calculate a conservation value and scaled probability for each position; (5) classify the substitution as a neutral or deleterious mutation based on a predefined cutoff.

In step (4), the probability of amino acid \( a \) appearing at position \( c \) is estimated by the formula,

\[
P_{ca} = \frac{N_c}{N_c + B_c} \times g_{ca} + \frac{B_c}{N_c + B_c} \times f_{ca},
\]

where \( N_c \) is the total number of sequences, \( B_c \) the number of pseudocounts based on amino acid frequencies and a predetermined matrix (BLOSUM62) [75], \( g_{ca} \) the frequency of amino acid \( a \) at position \( c \), and \( f_{ca} \) the frequency of pseudocounts from a 13-component Dirichlet mixture model [91]. SIFT achieves good performance predicting the effects of amino acid substitutions. However, it can only be applied to SNPs or to indels that preserve the open reading frame of coding regions.


Multivariate Analysis of Protein Polymorphism (MAPP) [96] is another constraint based method. In MAPP, an MSA of closely related protein sequences and their phylogenetic tree is used to derive six matrices that reflect the evolutionary constraints on the 20 amino acids. Each matrix is built on the basis of a single physicochemical property of the amino acids. The results for the six physicochemical properties are then de-correlated to compute a single score that measures the violation of constraints across all properties. MAPP applies to only coding variants similar to SIFT.

Another popular method is the trained classifier Polymorphism Phenotyping v2 (Polyphen2) [1], which predicts possible impacts of an amino acid substitution on the structure and function of a protein by considering straightforward physical and chemical properties. The naïve Bayes classifier is trained on two data sets that contain both deleterious and neutral amino acid changes. Eight sequence based and three structure based features, most of which compare a given property of the wild type amino acid and its mutant, are used to build the classifier.

Protein variation effect analyzer (Provean) [14] is a recently proposed evolutionary conservation based method for predicting the functional effects of both indels and SNPs. Provean collects a set of sequences homologous to the gene or protein of interest and clusters them into different supporting sets to calculate the Provean score based on the delta alignment score. The delta alignment score of a protein sequence $Q$ with its variation $v$ is defined by the change in semiglobal alignment score from the wild type to the mutant type protein sequence with respect to a subject sequence $S$ obtained from homologous sequence search. Specifically,

$$\Delta(Q, v, S) = A(Q', S) - A(Q, S),$$

where $Q'$ is the variant sequence of $Q$ caused by $v$ and $A(P_1, P_2)$ the semiglobal alignment score between two protein sequences $P_1$ and $P_2$, computed based on a given amino acid substitution matrix (e.g., BLOSUM62) and gap penalties.

Functional Analysis Through Hidden Markov Models (FATHMM) [87] is a program and
server for functional analysis of genetic variants using HMMs. FATHMM uses profile HMMs [28] to capture the position information in an MSA. The HMMs used include an ad hoc initial HMM built from a set of homologous sequences to a query protein sequence of interest. Related protein domain HMMs from Pfam [78] and Superfamily [40] are also used to include domain specific information that might be missed by the ad hoc HMM. The most informative HMM is then selected and used to score the SNPs. FATHMM claims that it outperforms other traditional algorithms, such as SIFT [75], Polyphen2 [1], and Panther [100]. However, FATHMM is restricted to the functional prediction of SNPs.

The prediction methods discussed above are based on protein sequences. PhastCons [89] and Genomic Evolutionary Rate Profiling (GERP) [20] are two methods based on nucleotide sequences. PhastCons identifies conserved elements and/or computes conservation scores, given an MSA and a phylogenetic hidden Markov model (phylo-HMM). By default, a phylo-HMM is assumed to have two states: a “conserved” state and a “nonconserved” state. GERP estimates a constraint for each aligned column and identifies constrained elements in MSAs by quantifying substitution deficits. These deficits represent the substitutions that did not occur due to the functional constraint of the elements, but would have occurred if the elements were neutral.

Compared to the few dozens of prediction programs for SNPs, methods for evaluating the harmfulness of indels are rare. To our knowledge, only the methods described in [45], [109], and [14] can be used to predict the effects of indels in coding regions. SIFT-indel [45] predicts the effect of frameshift indels by a decision tree classifier. This method extracts 20 features for the prediction of frameshift indels via a feature selection procedure. The algorithm achieves maximum accuracy (84%) when four features are selected, including (1) fraction of affected conserved DNA bases, (2) maximum indel location relative to all the transcripts, (3) maximum fraction of affected conserved amino acids across all transcripts, and (4) minimum distance of the indel to the exon boundary of all affected transcripts. Though results from the decision tree classifier are easy to interpret, the predictive power is limited because the classifier only applies to frameshift indels, which account for a tiny proportion (about
0.05%) of all indels. In addition, SIFT-indel only provides a qualitative prediction, either “damaging” or “neutral”, rather than a quantitative measurement. Another indel functional effect prediction method is an evolutionary conservation based approach for both coding and noncoding regions [109]. It follows the constraint based method framework, using an MSA and calculating the information change at each column to define the conservation score. Provean [14] is also capable of predicting the effects of small indels in coding regions.

Annotating variants outside gene regions is difficult, although many genetic variants associated with complex traits or diseases lie in noncoding regions of the genome. Researchers are starting to shift their attention to noncoding regions. The Encyclopedia of DNA elements (ENCODE) [16] project launched in 2003 has produced a large amount of data that helps to annotate the noncoding functional elements in the human genome. Much progress has been made towards predicting or annotating noncoding variants. Because evolutionary conservation based methods are not as effective for noncoding regions as coding regions [84], current algorithms are mostly based on machine learning methods using a set of properties extracted from various databases.

RegulomeDB [8] is a database that annotates SNPs with known and predicted regulatory elements in the intergenic regions of the human genome. Known and predicted regulatory DNA elements include regions of deoxyribonuclease (DNase) hypersensitivity, binding sites of transcription factors, and promoter regions that have been biochemically characterized. Data sources in RegulomeDB include public data sets from Gene Expression Omnibus (GEO) [7], the ENCODE [16] project, and the literature. The input to RegulomeDB is a set of SNPs (dbSNP IDs or SNP locations) or a chromosome region, and the output includes the RegulomeDB scores, related annotations, and other external links. Therefore, RegulomeDB is an integrated annotation database used to identify noncoding functional elements that might be affected by the variant, based on a score indicating the harmfulness of the variant. The method is also limited to only predicting the functional effects of SNPs.

Funseq [52] is a workflow pipeline that identifies candidate driver mutations (mutations caus-
ing cancer) by whether or not the variants are in the so-called “sensitive” or “ultrasensitive” regions. Using the 1000 Genomes data, Funseq defines “sensitive” and “ultrasensitive” regions. A variant in an “ultrasensitive” region has a high probability to be a candidate driver variant. A variant is assigned a score between 0 and 6, indicating at which stage the variant is filtered out, with 6 corresponding to the most deleterious effect. However, the granularity of the scores is coarse because many variants may be filtered out at the same stage with the same scores. Although the authors claim that the pipeline can handle indels and structural variants, the indels discussed in the study are mainly in exon regions.

Genome-wide annotation of variants (GWAVA) [82] uses a modified random forest classifier to integrate various genomic and epigenomic annotations and assigns a score measuring the functional effects of variants. Because the random forest classifier is robust to features that are not predictive, the feature selection step is not necessary. In addition, the random forest classifier is able to identify relatively important features. The authors claim that annotations across the genome, such as G+C content, evolutionary conservation, DNase I hypersensitivity, histone modifications, and distance to the nearest transcription start site, were among the most informative features for the classification. GWAVA is mainly for SNPs in noncoding regions.

Combined Annotation Dependent Depletion (CADD) [53] is a tool for scoring the harm of SNPs and indels in the human genome. CADD integrates many diverse annotations into a single score (C score) using a support vector machine. CADD is the most comprehensive method so far, and can score the functional effects of both SNPs and indels in both coding and noncoding regions.

FATHMM-MKL [88] is the most recently developed method that predicts the functional effects of SNPs in both coding and noncoding regions. An extension of FATHMM [87] that uses a constraint based method to predict SNPs in coding regions, FATHMM-MKL uses machine learning instead. With various types of features, a multiple kernel learning method is used and the weights are assigned to different kernels (group of features). Then a
kernel based classifier (support vector machine) is implemented. The results show that the conservation information is the most informative feature and FATHMM-MKL achieves an area under curve (AUC) over 0.9 with this feature alone.

As we can see, prediction of the effect of variants in noncoding regions is done mainly through machine learning strategies and based on the available annotation of variants.

1.1.2 Genetic Variants in Cancer Genomes

Mutations can be divided into two categories, germline mutations and somatic mutations, according to the types of cells where mutations occur. Germline mutations are mutations that occur in sperms and/or eggs, so they may not only affect the individual that carries them, but also its offspring. Somatic mutations are mutations that occur in other types of cells, and therefore may affect only the individual that carries them. For cancer studies, identifying somatic mutations that may trigger cancer cell growth, also known as driver mutations, is often the main focus.

Prediction methods for driver mutations share commonality with prediction methods for germline mutations. Some methods are designed specifically to prioritize cancer driver mutations, including CHASM [9], CRAVAT [25], and transFIC [38]. For CHASM, a random forest classifier is trained on a curated set of driver mutations derived from COSMIC [34] and randomly simulated passenger mutations. CHASM uses 86 diverse features (available at the SNVBox database [107]), including physiochemical properties of amino acid residues, scores derived from MSAs of protein or DNA sequences, region based amino acid sequence composition, predicted properties of local protein structure, and annotations from the UniProtKB [18] feature tables. CRAVAT is a toolkit that combines three methods, CHASM [9], VEST [10], and SnvGet [107], to rank germline variants, somatic mutations, and relative genes in terms of their importance. TransFIC [38] improves other prediction methods by taking into account the baseline tolerance of genes. It has been shown that the transFIC scores perform better than the original scores in distinguishing driver variants from passen-
ger variants in various data sets [38]. The major difference between the cancer specific driver mutation prediction and germline variant effect prediction lies in the feature sets they use, many of which are in common.

Databases built specifically for cancer somatic mutations are also important resources. Example of these databases include COSMIC [34], IntOGen-mutations [39], DCC-ICGC [46], and TCGA [99]. COSMIC curates millions of somatic mutations in various cancers. IntOGen is an integrative oncogenomics cancer browser. IntOGen-mutations provides a pipeline for cancer researchers to identify mutations in genes and pathways. The DCC-ICGC data portal provides tools for visualizing, querying, and downloading data from associated projects. TCGA contains both germline and somatic mutations collected from large-scale genome sequencing projects, supported by the National Cancer Institute (NCI) and the National Human Genome Research Institute (NHGRI).

1.2 Problems and Motivation

Although many tools have been developed to predict the effect of genetic variants, there are limitations to these methods which prevent us from further interpreting the variants. In the following, we identified four major problems.

Problem 1: Predict the functional effects of various types of variants.

Most of the previous studies focus on SNPs rather than on indels. Indels are the second most common type of genetic variation in humans. Indels can occur in coding or noncoding regions of the genome. Indels in coding regions, especially frameshift ones, are expected to have large effects on protein functions, since they may change the reading frame of a gene, leading to changes in amino acids and protein functions.

Problem 2: Predict the joint effects of multiple variants.

The functional effects of a single variant, especially a SNP, have been studied extensively,
from sequence analysis to structure analysis. However, the effects of multiple variants have been largely ignored in the previous studies. It becomes much more complex when considering multiple variants together, which may involve genotype analysis, haplotype prediction, and linkage disequilibrium (LD) calculation. Complex diseases or cancers are likely to be associated with multiple mutations in one gene or multiple genes. Therefore it is important to be able to predict the aggregate effect of multiple variants.

Problem 3: Predict the fine grained functional outcome.

Many tools and databases predict and annotate the effects of variants in terms of whether they are neutral or deleterious to protein function. However, there is a need for methods that not only identify neutral or deleterious mutations, but also provide fine grained prediction of the cellular outcome resulting from the mutations, such as loss, switch, gain, or conservation of function. Earlier work addressed prediction of the functional types of variants [57,67,81] by identifying activating variants, but did not provide a precise computational definition for all the four types. Fine grained prediction of the functional outcome will contribute to better understanding of the molecular mechanisms of disease and cancer causing mutations.

Problem 4: Predict the effect of noncoding variants.

Studies reveal that the majority of genetic variants associated with diseases and complex traits lie in noncoding regions of the genome, and many of them some distance away from the nearest protein-coding loci [42]. Therefore many variants that affect the risk of common and complex diseases are likely to exert their effects by altering the regulation of genes rather than by directly affecting gene and protein functions. However, to date, much effort for annotating functional variants has been focused on variants that directly affect coding regions, such as missense and nonsense mutations, and those that affect transcript splicing signals [19]. In September 2003, the research consortium ENCODE [16] was launched, aiming to identify all functional elements in the human genome. The ENCODE project enables researchers to get relevant properties of variants in noncoding regions. However, it is still not clear which elements or combination of elements should be used to evaluate the harm of the variants in
noncoding regions.

For variants in coding regions, constraint based methods can be applied easily and effectively because protein sequences tend to be rather conserved throughout evolution across different species. Regulatory elements are known to have large interspecies differences [84], which implies that conservation might be a less important criterion when interpreting variants in regulatory regions. Thus, it might not be sufficient to use the conservation information alone for predicting the effects of variants in noncoding regions. Existing methods use different combinations of annotations, such as transcription factor binding sites, cytogenetic bands, regions of enhancers, and repressors or promoters. Identification of critical factors affected by mutations is a major concern. Effects of regulatory variants are also harder to interpret. Moreover, the same variant may have different effects in different tissues, developmental stages, or individuals with different genetic backgrounds. Incomplete annotation in noncoding regions is also an obstacle for developing reliable methods.

Human genetic variation is the engine for human evolution. It is important to understand the origin, development, and effects of genetic variants to associate the genotype with phenotype, which is one of the fundamental questions in genetic studies. We aim to provide solutions to the first three problems, while the last problem will be addressed in future studies.

1.3 Notation and Preliminaries

In this section, we introduce the essential concepts and algorithms for HMMs used in our studies for functional prediction of genetic variants.

1.3.1 Introduction of HMM

A discrete Markov stochastic process is a sequence of random variables $\xi(t_i)$ indexed by times $t_0 < t_1 < t_2 < \cdots$ with values in the set of states $X = \{x_0, x_1, x_2, \ldots\}$. The state
transition probability
\[ a_{ij}(t_k) = P(\xi(t_{k+1}) = x_j \mid \xi(t_k) = x_i) \]

has the (Markov) property
\[ P(\xi(t_{k+1}) = x_j \mid \xi(t_k)) = P(\xi(t_{k+1}) = x_j \mid \xi(t_0), \ldots, \xi(t_k)). \]

The process is called **stationary** if the \( a_{ij}(t) \) are independent of time \( t \) (i.e., constants). The state set \( X \) can be finite or infinite. The vector \( \pi \) defines the probability distribution of the initial state \( \xi(t_0) \). A hidden Markov model (HMM) is a stationary discrete Markov stochastic process where the states \( q_k = \xi(t_k) \) are not directly observable (hidden), but each state \( q_k \) produces (emits) an observation \( O_k = \eta(q_k) \) with values in the (finite or infinite) set \( V = \{0, 1, 2, \ldots\} \), and \( b_{jv} \equiv b_j(v) \) is the probability that the state \( x_j \) produces (emits) observation \( v \in V \).

To understand the basic idea of HMM, let us start with a coin toss experiment with two biased coins. One only observes a sequence of results of coin tosses, e.g., \( O_0, O_1, \ldots, O_{T-1} = H, T, \ldots, H \), where ‘H’ stands for head and ‘T’ stands for tail. A graphical representation of this model is shown in Figure 1.2. There are two hidden states, ‘1’ and ‘2’, representing Coin 1 and Coin 2, respectively. Each hidden state determines the probability distribution of the two sides of a coin, which are observable.
Let

\[ T = \text{length of the observed sequence}, \]
\[ N = \text{number of states in the model}, \]
\[ M = \text{number of observed symbols}, \]
\[ X = \{x_0, x_1, \ldots, x_{N-1}\} = \text{distinct hidden states of the Markov process}, \]
\[ V = \{0, 1, \ldots, M - 1\} = \text{the set of possible observations}, \]
\[ A = \{a_{ij}\} = \text{state transition probabilities}, \]
\[ B = \{b_j(o)\} = \text{emission probability matrix}, \]
\[ \pi = [\pi_0, \pi_1, \ldots, \pi_{N-1}] = \text{the initial state distribution}, \]
\[ O = (O_0, O_1, \ldots, O_{T-1}) = \text{the observed sequence, and} \]
\[ Q = (q_0, q_1, \ldots, q_{T-1}) = \text{the hidden states sequence}. \]

Each element \( a_{ij} \) of the transition probability matrix \( A \) is the transition probability from
Table 1.2: Three basic HMM problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Algorithm</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: Evaluation $P(O_0O_1,\ldots,O_{T-1} \mid \lambda)$</td>
<td>Forward-backward</td>
<td>$O(TN^2)$</td>
</tr>
<tr>
<td>Q2: Inference $\arg\max_Q P(Q = q_0q_1,\ldots,q_{T-1} \mid O_0O_2,\ldots,O_{T-1})$</td>
<td>Viterbi decoding</td>
<td>$O(TN^2)$</td>
</tr>
<tr>
<td>Q3: Learning $\arg\max_{\lambda} P(O_0O_1,\ldots,O_{T-1} \mid \lambda)$</td>
<td>Baum-Welch</td>
<td>$O(TN^2)^*$</td>
</tr>
</tbody>
</table>

N: the number of states; T: the number of time steps; *: for one iteration.

For the first problem, to calculate the conditional probability $P(O_0O_1,\ldots,O_{T-1} \mid \lambda)$, we need to sum over all possible state sequences $Q$ that can generate the observation sequence:

$$P(O_0O_1,\ldots,O_{T-1} \mid \lambda) = \sum_Q P(O \mid Q, \lambda) = \sum_Q P(O \mid Q, \lambda) P(Q) = \sum_Q \pi_0b_0(O_0)a_0Tb_T(O_T)\ldots a_{T-2,T-1}b_{T-1}(O_{T-1}),$$

where $x_k$ denotes the state $q_k$ in a given sequence $Q$. The joint probability $P(O \mid Q, \lambda)$
of the observation sequence and a specific path is easy to calculate, however, the time complexity for explicitly calculating the total probability using each of the possible paths is \( O(TN^T) \), which is generally infeasible for real problems. To eliminate repeated calculations, for \( t = 0, 1, \ldots, T - 1 \) and \( i = 0, 1, \ldots, N - 1 \), define

\[
\alpha_t(i) = P(O_0, O_1, \ldots, O_t, q_t = x_i \mid \lambda),
\]

the probability of the partial observation sequence up to time \( t \), where the hidden state \( q_t \) is \( x_i \) at time \( t \). The total probability can be calculated using dynamic programming as follows.

1. Let \( \alpha_0(i) = \pi_i b_i(O_0) \), for \( i = 0, 1, \ldots, N - 1 \).

2. For \( t = 1, 2, \ldots, T - 1 \) and \( i = 0, 1, \ldots, N - 1 \), compute

\[
\alpha_t(i) = \left( \sum_{j=0}^{N-1} \alpha_{t-1}(j) a_{ji} \right) b_i(O_t).
\]

3. The total probability is

\[
P(O \mid \lambda) = \sum_{i=0}^{N-1} \alpha_{T-1}(i).
\]

For the second problem, the goal is to find the optimal highest scoring path that generates the observation sequence. A brute force solution

\[
\arg \max_Q P(Q \mid O_0, O_1, \ldots, O_{T-1})
\]

enumerates all possible paths, but usually the Viterbi algorithm [35] is used for this problem.

For \( t = 1, \ldots, T - 1 \) and \( i = 0, 1, \ldots, N - 1 \), define

\[
\sigma_t(i) = \max_{Q_{t-1}} P(q_t = x_i, O_0, O_1, \ldots, O_t \mid \lambda),
\]

\[
Q_t(i) = \left( \arg \max_{Q_{t-1}} P(q_t = x_i, O_0, O_1, \ldots, O_t \mid \lambda), x_i \right).
\]
where $\sigma_t(i)$ is the maximum probability of any path with length $t$ and having the state $x_i$ at time $t$, $Q_t(i)$ a path that archives the maximum probability. An optimal path is computed by:

1. Let $\sigma_0(i) = \pi_ib_i(O_0)$ and $Q_0(i) = (x_i)$ for $i = 0, 1, \ldots, N - 1$.

2. For $t = 1, \ldots, T - 1$ and $j = 0, 1, \ldots, N - 1$, calculate

$$
\sigma_t(j) = \max_{0 \leq i \leq N - 1} \sigma_{t-1}(i) a_{ij} b_j(O_t), \quad (1.10)
$$

$$
i^* = \arg \max_{0 \leq i \leq N - 1} \sigma_{t-1}(i) a_{ij} b_j(O_t), \quad (1.11)
$$

$$
Q_t(j) = (Q_{t-1}(i^*), x_j). \quad (1.12)
$$

3. Let $j^* = \arg \max_{0 \leq j \leq N - 1} \sigma_{T-1}(j)$. The optimal probability is $\sigma_{T-1}(j^*)$ and a corresponding path is $Q_{T-1}(j^*)$.

The third problem is to train the HMM to best fit the observations. The sizes of the matrices ($N$ and $M$) are fixed but the elements of $A$, $B$, and $\pi$ are to be determined, subject to the row stochastic condition. Usually the expectation maximization (EM) algorithm [24] is used to iteratively estimate the parameters. A more detailed description can be found in [93]. For $t = 0, 1, \ldots, T - 1$ and $i = 0, 1, \ldots, N - 1$, define

$$
\beta_t(i) = P(O_{t+1}, O_{t+2}, \ldots, O_{T-1} \mid q_t = x_i, \lambda). \quad (1.13)
$$

Similar to the calculation of $\alpha_t(i)$, $\beta_t(i)$ can be computed recursively as follows.

1. Let $\beta_{T-1}(i) = 1$, for $i = 0, 1, \ldots, N - 1$.

2. For $t = T - 2, T - 3, \ldots, 0$ and $i = 0, 1, \ldots, N - 1$, compute

$$
\beta_t(i) = \sum_{j=0}^{N-1} a_{ij} b_j(O_{t+1}) \beta_{t+1}(j). \quad (1.14)
$$
For $t = 0, 1, \ldots, T - 2$ and $i = 0, 1, \ldots, N - 1$, define

$$\gamma_t(i) = P(q_t = x_i \mid O, \lambda) = \frac{\alpha_t(i) \beta_t(i)}{P(O \mid \lambda)},$$  \hfill (1.15)

$$\delta_t(i, j) = P(q_t = x_i, q_{t+1} = x_j \mid O, \lambda) = \frac{\alpha_t(i) a_{ij} b_j(O_{t+1}) \beta_{t+1}(j)}{P(O \mid \lambda)}. \hfill (1.16)$$

$\alpha_t(i)$ can be obtained from Equation 1.4 (the forward algorithm) and $\beta_t(i)$ from 1.13 (the backward algorithm). Then the elements in $A$ and $B$ can be estimated as follows.

1. For $i = 0, 1, \ldots, N - 1$, let $\pi_i = \gamma_0(i)$.

2. For $i = 0, 1, \ldots, N - 1$ and $j = 0, 1, \ldots, N - 1$, compute the transition probability,

$$a_{ij} = \frac{\sum_{t=0}^{T-2} \delta_t(i, j) / \sum_{t=0}^{T-2} \gamma_t(i)}{\sum_{t=0}^{T-2} \gamma_t(i)}. \hfill (1.17)$$

3. For $j = 0, 1, \ldots, N - 1$ and $k = 0, 1, \ldots, M - 1$, compute the emission probability,

$$b_j(k) = \frac{\sum_{O_t=k, t \neq T-1} \gamma_t(j) / \sum_{t=0}^{T-2} \gamma_t(j)}{\sum_{t=0}^{T-2} \gamma_t(j)}. \hfill (1.18)$$

Then the problem is fitted into the EM algorithm until the parameters converge by the following steps.

1. Randomly initialize $\pi$, $A$, and $B$.

2. Calculate $\alpha_t(i)$, $\beta_t(i)$, $\gamma_t(i)$, and $\delta_t(i, j)$ according to equations 1.4, 1.13, 1.15, and 1.16, respectively.

3. Re-estimate the model $\lambda = (X, V, A, B, \pi)$ ($X$ and $V$ are fixed).

4. If the likelihood $P(O \mid \lambda)$ is increased, go to step 2.
Figure 1.3: General structure of a profile HMM. D: delete state, M: match state, I: insert state.

1.3.2 Profile HMM

There are many applications of HMMs in bioinformatics. Profile HMMs are probably the most common application of HMMs in molecular biology [28]. Unlike a general HMM using the EM algorithm to estimate the parameters, a profile HMM can be built from a multiple sequence alignment (MSA). A profile HMM is a nondeterministic finite state machine consisting of a series of states, each of which corresponds roughly to a position (column) in the MSA from which the HMM was built. It models an MSA using a special structure as shown in Figure 1.3. Except for the “begin” and “end” states, each column in an MSA is modeled by three states in the model: insertion (I), deletion (D), and match (M). Figure 1.3 displays a model for a three-base consensus sequence. The match states are at the bottom, which model the contiguous blocks in the MSA. Insertion and deletion states are used to consider the possibility that gaps might occur when a sequence is aligned to the model. Insertions and deletions are treated separately and asymmetrically. For example, the insertion state $I_i$ will be used to match insertions after the residue matching the $i$th column of the MSA. Insertion states have emission distributions that are normally set to the background.
distribution. Observe that there is a transition from match state $M_i$ to insertion state $I_i$, a loop transition from $I_i$ to itself used to enable multiple insertions, and a transition from $I_i$ to $M_{i+1}$. The deletion states do not emit any observations. Deletion state $D_i$ can move to $I_i$, $D_{i+1}$, and $M_{i+1}$. Because the deletion states are silent, it is possible to use a sequence of them to get from any match state to any subsequent one, between two residues in the sequence.

The size of the model is determined by the decision on which columns in the MSA should be assigned to match states and which columns to insertion states. Then the transition probability matrix and the emission probability matrix can be calculated by counting the frequencies of state transitions and observations. Usually if the number of amino acids in a column is greater than $(n + 1)/2$, the column is assigned to a match state. Therefore, there are four match states in Figure 1.4 (a), and the three columns in the middle are assigned to insertion states. Figure 1.4 (b) shows the observed count of emission states and transition states, based on which the emission probability matrix $(A)$ and transition probability matrix $(B)$ are calculated under the background distribution. Note that there are many zeros in 1.4 (b), corresponding to a probability of zero in Equation 1.3. A pseudocount is usually used to avoid zero entries based on a mixture of Dirichlet distributions [47]. More details about estimating the parameters in a profile HMM from an MSA can be found in [27].

1.4 Summary

In this chapter, we first briefly introduced the pipeline of genome projects and highlighted the stage our method targets. Various existing methods for predicting the functional effect of variants were described. We also discussed methods specifically for cancer genomes because they are different from general prediction methods. The emphasis is put on reviewing the general prediction methods since these are fundamental to our work. According to the types or the locations of genetic variants, different methods are developed. Traditional methods
Figure 1.4: An example of building profile HMM. (a) A small DNA multiple alignment. The match states are marked with numbers corresponding to the four positions in the model shown in (c) and the insertion states are shown in the box. (b) The observed count of emission states and transition states. (c) The profile HMM structure for the MSA in (a).

such as SIFT [75] and Polyphen2 [1] predict the functional consequences of variants at the protein level by evaluating the changes in a single amino acid using evolutionary conservation or trained classifier based method. These methods are limited to single nucleotide variants and ignore other types such as indels. In addition, a large number of variants in noncoding
regions, which account for more than 99% of the total number of variants identified so far, are far from fully annotation. The state-of-art methods, such as CADD [53], GWAVE [82], and FATHMM-MKL [88], predict the functional effects of variants across different regions in the genome, as well as different types of variants (SNPs and indels). Although the trained classifier method behaves like a black box, where it is difficult to biologically explain the results, people tend to use it for the prediction in noncoding regions, because of its advantage of incorporating many properties of the variants. The collection and preprocessing of the features, as well as data sampling are the important parts in this strategy. Overall, most of these methods are designed for SNPs. They only predict the effects of a single mutation. Besides, these methods predict the mutation consequences only by the fitness effect, which are categorized as neutral, deleterious, or beneficial.

The rest of the dissertation is organized as follows. In Chapter 2, we introduce the novel functional prediction method, HMMvar, and explore its properties. We evaluate the performance of HMMvar and compare it with other existing tools. In Chapter 3, we extend the functionality of HMMvar to predict the joint effects of multiple variants in the same gene. In Chapter 4, we explore the functional outcome of variants based on multiple HMMs generated from clusters of protein sequences. We test the sensitivity of different clustering methods and evaluate their effects to the final prediction results. The results are presented by evaluating various data sets. Chapter 5 concludes the current work and presents a framework for predicting the functional effects of variants in noncoding regions.

Appendix A shows the proof of the Cumulative Conjecture proposed in Chapter 3. Appendix B presents the blueprint of the final comprehensive annotation/prediction system for genetic variants.
Chapter 2

Quantitative Prediction of the Effect of Genetic Variants

2.1 Introduction

Small indels account for the second largest portion of human variants, however, available methods for indel functional predictions, no matter in coding or noncoding regions, are many fewer compared to those for SNPs. It has been shown that indels cause more severe functional changes in proteins than SNPs [85] and also have significant influence on protein-protein interaction interfaces [44]. As revealed by the Human Gene Mutation Database (HGMD) [95], approximately half (57%) of the human disease variations (gene sequence level) are associated with single nucleotide substitutions, and about a quarter (22%) are associated with small indels [94,95]. Mill et al. [65] have shown that 42% of the nearly two millions indels they identified are mapped to human genes and more than 2,000 indels affect coding exons and likely disrupt protein function and cause phenotypic changes in humans. Moreover, many of the identified indels had a high level of linkage disequilibrium (LD) with SNPs, indicating that the indels might be essential factors that cause diseases. Furthermore, indels have profound functional impact in human specific evolution and adaptation [12,13,105]. Despite
their significance, only a handful of quantitative prediction methods, including FunSeq [52], CADD [53], SIFT-indel [45], and Provean [14] (Table 1.1), were developed for predicting the functional effects of indels.

Sequence alignment is usually used to visualize the association between residues in a set of evolutionarily or structurally related proteins. An MSA provides an overview for the underlying evolutionary, structural, or functional constraints of a protein family, which is often used to predict the functional impacts of mutations. According to the theory of natural selection, different regions of a functional sequence are subject to different selective pressures. MSA reveals this by amino acid/nucleotide conservation in certain positions. Some positions are more conserved than others, and some regions are more tolerant to indels than others. Mutants occurring at highly conserved residuals are more likely to be deleterious, whereas mutants occurring at lowly conserved residuals are more likely to be neutral or less deleterious. This is exactly the feature of profile HMMs. Basically, a profile HMM is a probabilistic description of the consensus of an MSA. Thus it is reasonable to consider profile HMMs as a tool for predicting functional effects of variants. Scoring (computing the probability of generation by a given Markov process) a wild type sequence or mutated sequence with the profile HMM gives one an idea how far the given sequence is away from the original population. A profile HMM captures the characteristics of an MSA, from which quantitative conservation information (a probability) is obtained. A high score means good fitness of the sequence with the protein family represented by a profile HMM. Thus, a high score of the probability of generation from the profile HMM for the wild type sequence, and a low score for the mutant sequence probably mean that the mutation has deleterious effects.
2.2 HMMvar: Functional Effects of Variants in Coding Regions

We developed HMM based variant prediction (HMMvar) [61], a tool for predicting the functional effects of SNPs or indels in coding regions of sequences. The five-step prediction pipeline of HMMvar (Figure 2.1) receives a set of small indels or SNPs in related genes as input, then completes the following steps: (1) find seed proteins that are affected by the indels or SNPs; (2) find homologous sequences from a database for each seed protein; (3) generate an MSA for each set of homologous sequences; (4) build a profile HMM based on each MSA; (5) predict the functional effects of indels using the profile HMMs. The first step identifies all unique proteins affected by these indels or SNPs as wild type sequences (seeds). Because it is possible that multiple indels affect one protein and multiple proteins are affected by one indel due to alternative splicing, it is more computationally efficient to first identify all the proteins involved in parallel. The mutant sequences for a given wild type sequence are obtained by inserting the indels into the wild type sequence. The input can be a nucleotide or protein sequence along with the variants in the sequence. In this case, step 1 is ignored as the seed protein is provided by the user as input. The second step, using the identified proteins as seeds, invokes PSI-BLAST [2] on a protein sequence database to find a set of homologous sequences for each seed protein. Both the NCBI non redundant (nr) [77] and uniprot90 [17] databases are used for comparison. The e-value and iteration limits were 0.01 and 5, respectively. The homologous sequences include both paralogous and orthologous sequences. The third step invokes ClustalW2 [55] with the BLOSUM62 matrix and the word size three for MSA for each homologous sequence set. The next step builds profile HMMs with HMMER3 [32] using the MSAs as training data (one HMM per seed protein). All mutant type sequences derived from the same seed sequence will use the same HMM for functional effect prediction. The last step uses all the constructed HMMs for predicting the functional effects. Precisely, given an input indel (mutant type) corresponding to seed protein (wild type), the ith profile HMM is used to compute the HMMvar score $S$,
as defined below.

The bit score from HMMER3 measures the fitness of a query sequence with the set of homologous sequences used to define the profile HMM. The HMMER3 bit score is a base 2 logarithm of ratio of probabilities (homology hypothesis over the null hypothesis),

\[ B = \log \frac{P(O_0O_2, \ldots, O_{n-1} | HMM)}{P(O_0O_2, \ldots, O_{n-1} | NULL)}, \quad (2.1) \]

where \( n \) is the length of the observed protein sequence; \( O_0O_2, \ldots, O_{n-1} \) is the observed protein sequence and “HMM” is the trained profile HMM. “NULL” is the “null model”, which is a one-state HMM configured to generate “random” sequences of the same length as the target sequence, with each residue drawn from a background frequency distribution. For proteins, the frequencies of the 20 amino acids are set to the amino acid composition of SWISS-PROT 34 [5]. Another parameter in the null model \( P_1 \) controls the expected length of a randomly generated sequence. \( P_1 \) is set to 350/351 in [6], which implies that the expected mean length of a protein is about 350 residues. The constituent probabilities are derived from the bit score and used to define the HMMvar score as the odds ratio

\[ S = \frac{P_w/(1 - P_w)}{P_m/(1 - P_m)}, \quad (2.2) \]

where \( P_w \) (\( P_m \)) is the probability that the wild type (mutated type) protein sequence could have been generated by the profile HMM trained on a homologous sequence set to the seed protein. Usually, this probability is calculated by the forward algorithm as we discussed in Chapter 1 in Equation 1.3. Here, this probability is derived from the bit score obtained from the HMMER3 package. Given a protein sequence, the probability that it was generated under the null model is,

\[ P_{null} = \exp(l \times \log P_1 + \log(1 - P_1)) \quad (2.3) \]
Input: \( m \) short genetic variations

**Step 1:** find seed proteins

Seed 1 \( \ldots \) Seed \( \ldots \) Seed \( n \)

**Step 2:** PSI-Blast

Identify a set of protein sequences homologous to each seed protein \( i \) (1 \( \leq i \leq n \)).

\( P_1 \ldots P_2 \) \( P_3 \)

\( H_1 \) \( H_2 \) \( H_n \)

**Step 3:** ClustalW

Multiple sequence alignment for each homologous sequence set \( H_i \) (1 \( \leq i \leq n \)).

\( MSA_1 \) \( \ldots \) \( MSA_i \) \( \ldots \) \( MSA_n \)

**Step 4:** HMMER

Build hidden Markov model for each MSA

\( HMM_1 \) \( \ldots \) \( HMM_i \) \( \ldots \) \( HMM_n \)

**Step 5:** HMM prediction

For variant \( v_i \) corresponding to seed protein \( i \), use \( HMM_i \) to compute odds ratio or bit score difference between wild type (WT) and mutant type (MT) sequences.

\[ O = \frac{WT_{\text{odds}}}{MT_{\text{odds}}} \quad \text{or} \quad D = WT_{\text{bits}} - MT_{\text{bits}} \]

Output: HMMvar score and prediction

---

Figure 2.1: Pipeline of HMMvar prediction for variants in coding regions.
where \( l \) is the length of the sequence and \( P_1 \) the parameter in the null model (\( P_1 = 350/351 \)). From the null model and bit score equation, the probability \( P_w \) or \( P_m \) can be derived as 
\[
P = P_{null} \times e^B \text{ given a wild type sequence or mutated type sequence.}
\]

Each wild type sequence (or seed protein) corresponds to one HMM model. We consider only the HMMs whose wild type sequence bit scores are greater than zero and compute the odds ratio for mutant type sequences that derive from these wild type sequences. The odds ratio is expected to be greater than 1, indicating the wild type sequence is more likely to occur in the HMM presented family. However, in practice, this is not always the case, which indicates that the mutant type sequence better fits the homology set profile. This situation may result from the nucleotide level mutation causing the amino acid level changes to be more compatible [5] with the homologous sequences than the wild type protein.

If the HMMvar score \( S \) is less than a threshold \( u \), the indel is considered neutral, otherwise deleterious. Fisher’s exact test was used to choose the threshold, using SIFT-indel prediction as the reference method, by minimizing the exact test \( p \)-value, giving the threshold \( u = 2.0 \) for the data sets used.

Instead of the odds ratio \( S \), one could use the HMMER3 bit scores directly in the difference
\[
D = B_w - B_m,
\]
(2.4)
where \( B_w \) is the bit score of the wild type sequence and \( B_m \) the bit score of the mutant type sequence. The bit score difference \( D \) represents the base 2 logarithm of the relative risk (probability of generating the wild type sequence over the probability of generating the mutant type sequence). For SNP variants, the \( S \) score results in extremely low variance, so the \( D \) score is used for the TP53 SNPs in the result section.

The selection of homologous sequences is the key for building a high quality profile HMM. The NCBI non-redundant protein sequence (nr) database was created by integrating several other databases, so it is highly redundant. Comparatively, the uniprot90 database is less redundant as it is generated from a consensus of a group of sequences with identity percentage over 90%.
For this reason, the uniprot90 database is also tested for homologous sequence search. Results for the two databases show no apparent difference. Therefore, the experiments only based on the nr database are presented. PSI-BLAST [2] is used to collect homologous sequences for each seed protein, using e-value 0.01, and iteration limit five. All sequences above 10% identity were selected as homologous sequences for a certain seed protein. Attempts to improve diversity in the homologous sequence set by including the sequences below 10% identity or using instead all sequences from 60% identity to 95% identity did not produce better HMMvar score distributions.

2.3 Results

The performance of HMMvar is validated via various data sets, including indels, SNPs, and mutations in an individual protein. HMMvar is also compared with other traditional tools. The results demonstrate that a scoring strategy based on HMM profiles can achieve good performance in identifying deleterious or neutral variants for different data sets.

2.3.1 Predictions on Indels

Indels were obtained from the database dbSNP [86], including human coding nonsynonymous mutations, such as nonsense, missense, and frameshift indels. Nonsense means the mutation introduces a stop codon, for example, the codon TCA changes to TGA. Missense means the indels that add or remove amino acids to or from the original protein sequence, for example, the codon ACT changes to GCT, which alters threonine (Thr) to alanine (Ala). The length of a missense indel is always divisible by three, which means the sequence is still in frame with the variants. A missense SNP is a SNP that leads to the replacement of the original amino acid with a new one. Frameshift means the mutation changes the open reading frame of protein translation. The data is then classified into two groups: variants that have Locus-specific Mutation Database (LSDB) [92] annotation, which are expected to
be disease associated and have more harmful effects, and variants that do not have LSDB annotation, which are expected to be nondisease (or unknown) associated and have less harmful effects. Since the numbers of LSDB indels and nonLSDB indels in the database are highly unbalanced, we randomly sampled the same number of proteins that have indel mutations in both categories. Table 2.1 lists the indel categories of the data set. The fractions (4% and 95.7%) of nonsense and frameshift mutations in the LSDB group are higher than those (1% and 95.1%) in the nonLSDB group, while there are no missense indels in the LSDB group but 56 in the nonLSDB group, suggesting that nonsense and frameshift indels are more likely to cause diseases.

<table>
<thead>
<tr>
<th></th>
<th>LSDB</th>
<th>nonLSDB</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonsense</td>
<td>112</td>
<td>15</td>
<td>127</td>
</tr>
<tr>
<td>Missense</td>
<td>0</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td>Frameshift</td>
<td>2519</td>
<td>1387</td>
<td>3906</td>
</tr>
<tr>
<td>Total</td>
<td>2631</td>
<td>1458</td>
<td>4089</td>
</tr>
</tbody>
</table>

The effects of indels in these two groups (LSDB and nonLSDB) were quantified by HMMvar. Figure 2.2(a) shows the distributions of the HMMvar scores (the odds ratio, $S$, described in the Methods section) in the disease associated and nondisease associated groups. When the score is small (typically $S < 2$), nondisease associated variants dominate, while disease associated variants significantly dominate the right side of the distributions ($S \geq 2$). The Kolmogorov-Smirnov test ($p < 2.2e-16$) indicates a significant difference between the HMMvar score distributions of the two groups. The mean scores in the two groups were compared by a one-sided two-sample $t$-test, where 200 variants from each group were randomly sampled with replacement and the means of the sampled data from the two groups were compared. This process was repeated 100 times, yielding two distributions of the sample means as shown in Figure 2.2(b). The two vertical dashed lines represent the means of these two distributions, which are significantly different ($t$ test, $p < 2.2e-16$).
Figure 2.2: HMMvar score distribution of the dbSNP data set. (a) Histogram of HMMvar scores for disease associated indels and nondisease associated indels. (b) Distribution of sample means of HMMvar scores from the two categories (LSDB and nonLSDB).

Different functional types of indels (nonsense, missense, and frameshift) were combined to give an overview of the distributions of the HMMvar scores for different groups (Figure 2.3). The most remarkable feature is that the score of missense indels is much lower than the scores of the other two types, consistent with the notion that missense mutations tend to have less deleterious effects than frameshift indels and nonsense mutations. In each type of indel, the median of the nondisease associated group is lower than the median of the disease associated group, demonstrating that the HMMvar score is effective in measuring the harm of indel mutations.

To test the consistency of HMMvar scores with a genome wide analysis, the indels with minor allele frequency (MAF) in dbSNP were extracted, resulting in 447 indels to be scored. The less the allele frequency is in a certain position of a genome, the more conserved the site and the more deleterious the effects of a mutation at this site, in terms of evolutionary theory. In this experiment, the MAF shows a negative Pearson correlation with the HMMvar score.
(r = −0.03), which is consistent with the common indication of MAF (the lower the MAF, the higher the significance of the site), though the correlation is not significant.

The experiments show several factors that affect the prediction score, such as the location of indels in the protein (Figure 2.4), and different types of indels (nonsense, missense, or frameshift, Figure 2.3). It is expected that frameshift indels close to the 5’ end of the sequence are more likely to have deleterious effects than indels occurring close to the 3’ end of the sequence as the former may affect a larger number of amino acids. Figure 2.4 displays the relationship between the HMMvar score and the position of an artificially introduced stop codon to a random protein. Nonsense variants introduce a stop codon at the mutation...
resulting in the termination of mRNA translation, which brings greatly deleterious effects if occurring close to the 5' end of the sequence. A missense mutation may change some amino acids locally, thus may have a relatively smaller effect compared to frameshift or nonsense variants.

Figure 2.4: The relationship between the HMMvar score and the position of an artificially introduced variant.

It is expected that the quality of the MSA is another factor that can potentially affect the prediction of indel effects. Comparing the HMMvar scores based on different MSA programs, ClustalW [55] and MUSCLE [29], for the TP53 transitivity level data set, showed that HMMvar scores based on the MUSCLE sequence alignment decreases more smoothly and shows lower variance within the same functional classes than scores based on the ClustalW sequence alignment. This suggests that having high quality sequence alignment is important.
for accurate indel effect prediction.

2.3.2 Comparison with Other Tools

HMMvar is compared with SIFT-indel [45], a tool recently proposed for predicting indel effects, as well as two traditional effect prediction tools for SNPs only, SIFT SNP [75] and PolyPhen [79]. SIFT-indel uses a trained classifier (decision tree) method to predict the effects of indels using four extracted features, which are considered to be the most informative properties in the paper [45]. Figure 2.5 shows the distributions of HMMvar scores of two groups, damaging and neutral, predicted by SIFT-indel on all the frameshift indels shown in Table 2.1. They have significantly different distributions (Kolmogorov-Smirnov test, $p = 2.273 \times 10^{-9}$), indicating that the HMMvar score is able to predict the two different functional effects using SIFT-indel prediction as a reference. When the score is small (typically $S < 2$), the frequency of neutral indels is higher than the frequency of damaging indels. On the other hand, when the score is large ($S \geq 2$), the frequency of damaging indels dominates. Three Fisher’s exact tests were done: (1) HMMvar prediction versus SIFT-indel prediction, (2) HMMvar prediction versus database annotation, and (3) SIFT-indel prediction versus database annotation. The $p$-values are $7.778 \times 10^{-5}$, $3.456 \times 10^{-12}$, and 0.4863, respectively, showing that HMMvar prediction has higher correlation with database annotation. The sensitivity, specificity, and accuracy comparisons between HMMvar and SIFT-indel are shown in Table 2.2. SIFT-indel prediction has higher sensitivity but much lower specificity than HMMvar prediction.

Table 2.2: Comparison between HMMvar prediction and SIFT-indel prediction with dbSNP indel data set

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMMvar</td>
<td>77.8%</td>
<td>68.6%</td>
<td>77.7%</td>
</tr>
<tr>
<td>SIFT-indel</td>
<td>95.7%</td>
<td>5.9%</td>
<td>94.0%</td>
</tr>
</tbody>
</table>
Figure 2.5: Compare HMMvar prediction with SIFT-indel prediction on dbSNP indel data set. Distributions of HMMvar of indels that are predicted as damaging (left) and neutral (right) by SIFT-indel.

Both SIFT SNP and PolyPhen are prediction tools for nonsynonymous SNPs only. To compare with these two programs, SNPs were downloaded from the database ENSEMBL (version: Variation 69, GRCh37.p8) [33], along with precomputed scores and predictions. Among the more than one million SNPs downloaded, only about 80,000 SNPs have Polyphen and/or SIFT predictions. There are two SIFT SNP prediction categories, deleterious and tolerated, and three PolyPhen prediction categories, benign, possibly damaging, and probably damaging. Since prediction for SNPs is very time consuming due to PSI-BLAST database
Table 2.3: Data Set from ENSEMBL

<table>
<thead>
<tr>
<th></th>
<th>SIFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Deleterious</td>
</tr>
<tr>
<td>Probably damaging</td>
<td>91</td>
</tr>
<tr>
<td>Polyphen</td>
<td>107</td>
</tr>
<tr>
<td>Benign+Possibly damaging</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>198</td>
</tr>
</tbody>
</table>

searching, 393 SNPs were randomly selected as shown in Table 2.3. To balance the data, PolyPhens possibly damaging and benign categories are combined together. Fisher’s exact test for the HMMvar prediction (cutoff 1.002) versus the SIFT SNP prediction has \( p \)-value \( 5.626e-05 \), HMMvar prediction versus PolyPhen prediction has \( p \)-value 0.2285, and SIFT SNP prediction versus PolyPhen prediction has \( p \)-value 0.8788. The HMMvar prediction has a high correlation with the SIFT SNP prediction, but the HMMvar and SIFT SNP predictions both have a weak correlation with the PolyPhen prediction, based on this data set.

### 2.3.3 A Case Study of Individual Protein: TP53

This section addresses whether the HMMvar score can reflect the degree of mutation effects on one extensively studied disease related protein, TP53. TP53 (known as tumor protein 53) acts as a tumor suppressor, and regulates cell division by preventing cells from growing and dividing too fast or in an uncontrolled way. A set of 2,565 SNP mutants and corresponding biological activity levels were obtained from the database IARC TP53 [76]. The mutants associated with TP53 were partitioned into four classes: nonfunctional, partially functional, functional (wildtype), and supertrans (higher activity than wildtype). The classification was made in terms of the median transactivation level of eight different promoters as measured in [49]. For each mutant, the median of the eight promoter-specific activities (expressed as a percent of the wild type protein) is calculated and mutations are classified as “nonfunctional”
Figure 2.6: HMMvar and Provean score distributions and mean/error bars of TP53 mutations binned into 15 classes in terms of transactivity level. (a) HMMvar score distribution of the 15 classes (x-axis represents the 15 classes based on the median of transactivity levels). (b) Provean score distribution of the 15 classes. (c) Mean along with error bar of HMMvar scores in each class. (d) Mean along with error bar of Provean scores in each class.
if the median is $\leq 20$, “partially functional” if the median is $> 20$ and $\leq 75$, “functional” if the median is $> 75$ and $\leq 140$, and “supertrans” if the median is $> 140$. The SNPs can also be more finely separated into 15 classes in terms of the median values with an increment of 10.

Figure 2.7: ROC curve and standard error of the HMMvar score and the Provean score. (a) ROC curve of the Provean score and the HMMvar score to distinguish “nonfunctional” and “partly functional” classes from “functional” and “supertrans” classes. (b) Standard error of the mean of Provean and HMMvar scores in the 15 transactivity level classes.

The results are compared with Provean [14] (introduced in Chapter 1), an evolutionary conservation based indel and SNP effect prediction method. Figure 2.6(a) and 2.6(b) show the HMMvar scores and Provean scores versus the transactivity level, respectively. With respect to the transactivity level, the HMMvar score shows a negative relationship, and the Provean score has a positive relationship, especially in the nonfunctional and partially functional regions. Figure 2.6(c) and 2.6(d) show the average scores and error bars for each functional class for the similarity trending HMMvar and Provean scores, respectively. As expected, the HMMvar score shows a strong linear relationship with the Provean score (Pearson cor-
relation coefficient $r = -0.733$). The HMMvar score has a slightly lower correlation with the transactivity level ($r = -0.523$) than the Provean score ($r = -0.552$) but a slightly higher correlation than the SIFT SNP score ($r = -0.493$). Figure 2.7(a) shows the receiver operating characteristic (ROC) curve for the comparison between HMMvar and Provean in distinguishing “nonfunctional” and “partly functional” classes from “functional” and “supertrans” classes. HMMvar obtained higher AUC than Provean. To better distinguish between different functional classes, it is highly desirable that a prediction metric exhibits small variance for mutations within the same functional class. Hence consider the variance of HMMvar.
and Provean scores within each functional class. The standard error of the mean for each functional class is $SE = \frac{S}{\sqrt{n}}$, where $S$ is the standard deviation of the scores for a functional class and $n$ is the size of the class. The HMMvar score has less variance for each functional class as shown in Figure 2.7(b), indicating that the HMMvar prediction is more stable than the Provean prediction. There are also SIFT SNP predictions for TP53 variants available in the data set; comparing the HMMvar score with the SIFT SNP prediction shows that the medians of the HMMvar scores in the two SIFT SNP predicted groups are significantly different (Figure 2.8).

Most existing methods for variant effect prediction are based on evolutionary conservation theory, which predicts that highly conserved sites experience strong purifying selection and mutations in these sites are most likely to be deleterious to protein function. However, these methods address each site independently of other sites and do not consider the impact of surrounding sites. Moreover, most of these methods are designed only for SNP variants. In contrast, a profile HMM serves as a representation of a set of homologous sequences, relating all sites through a Markov process. FATHMM [87] (introduced in Chapter 1) also uses a profile HMM to predict the functional effects of SNPs in coding regions in a similar way as HMMvar. However, unlike HMMvar, FATHMM only predicts the functional impacts for SNPs. Consequently, the present method HMMvar can provide functional predictions for the effects of indels besides SNPs and can predict the effects of multiple variants simultaneously. The latter is especially useful when multiple variants occur in a protein, each one of them may have deleterious effects on protein function, but the combination of them may have less harmful effects due to the possibility of a compensatory effect. Profile HMMs, used as proposed, have the capability to predict the total effects of multiple mutations along the gene given a specific haplotype, which is discussed in detail in the next chapter.
Chapter 3

Functional Effects of Multiple Variants

3.1 Introduction

Many genetic variants have been identified in the human genome. The functional effects of a single variant have been intensively studied. However, the joint effects of multiple variants have been largely ignored due to complexity or lack of data. Complex diseases are likely to be caused by multiple genes and/or multiple mutations on the same genes [63], so quantitatively measuring the effects of multiple variants together should be helpful for detecting causal genes/mutations for diseases. For example, it has been shown that the correlation between breast cancer and multiple SNPs of the ORAI1 gene is more significant than that with single SNPs [11]. The authors use a genetic algorithm to find combinations of SNPs that are significantly different between the genotypes of the case group and the control group. The results reveal that new insights in cancer studies are possible by considering the cumulative effects of multiple variants or the associations among genetic variants. Genetic causes of autism have been studied for years. Recently, researchers found that multiple rare mutations within a single gene may increase the risk of autism [97]. Also about 20 rare
variants are very likely related to autism, of which four are in the coding regions and 15 in the noncoding regions of the 5-HT transporter (SERT) gene. Cystic fibrosis is a disease that is associated with the CFTR gene and is triggered by multiple mutations [36] in the gene. In the methylenetetrahydrofolate reductase (MTHFR) gene, the variants C677T (alanine to valine) in the catalytic domain and A1298C (glutamate to alanine) in the regulatory domain together are known to decrease the activity of the MTHFR gene [103].

This chapter focuses on predicting the joint effects of variants in coding regions in the same gene using HMMvar [61] discussed in Chapter 2. Because the HMM is built from the MSA of homologous proteins from different species, it reflects the extent of evolutionary conservation naturally by its probabilistic profile. The probabilistic profile can be used to compute and compare the likelihood of generating mutant bearing sequences given the HMM with the likelihood of generating mutant free sequences, i.e., wild type sequences, given the HMM. The lower the former compared with the latter, the more deleterious the mutants are likely to be. Similarly, by evaluating the fitness of the wild type sequence versus the mutant sequence that contains multiple variants, we can measure the effects of multiple variants as a whole. Therefore, HMMvar is able to predict the functional effects of a single mutation, as well as the joint effects of multiple mutations in coding regions.

To demonstrate the effectiveness of HMMvar, data from the 1000 Genomes Project is used to identify genes that have multiple mutations, and HMMvar is used to predict the effects of multiple mutations on the genes identified. In addition, indels from two tumor suppressor genes, TP53 and PTEN, are also used to investigate the effects of multiple indels from a single gene. If a frameshift indel occurs, it is possible that a nearby second indel rescues the gene by restoring the reading frame. There is very limited knowledge about this kind of compensatory indel, but these are important because the deleterious effects of frameshift indels could be minimized by nearby compensatory indels. In [45], the author claims that frameshift indels near each other are more likely to restore the translation frame. The present work found compensatory indel sets for TP53 and PTEN and measured the functional effects of individual indels and compensatory indel sets using HMMvar. Compound mutations causing
severe cardiovascular disease in two genes, compared to a single mutation, are also validated. This chapter extends the functionality of HMMvar, a tool for assigning a quantitative score to a variant, to not only measure the effects of a single variant, but also the joint effects of multiple variants. HMMvar-multi is the first tool that can predict the functional effects of both single and general multiple variations on proteins.

3.2 HMMvar-multi: Joint Effect of Multiple Variants

3.2.1 Determine the Haplotypes

All the variants from the Phase I data of 1000 Genomes Project along with their genotypes and ancestry alleles are collected to find the definite haplotype in the genes for each individual. To quantitatively measure the effects of multiple variants in the same gene, the variant sets are generated in terms of their genotypes and the corresponding ancestral alleles that are inferred from the phylogenetic tree built from the multiple sequence alignment of four primate species [31,73,74]. Given a certain gene and an individual sample, the variants are grouped into four classes based on their locations and genotypes. Figure 3.1 illustrates an example of generating SNP sets from eight variants in a gene.

- Class 1: variants that are in the coding regions and the genotypes are homozygous and different from the ancestry allele, as the red variants shown in Figure 3.1.
- Class 2: variants that are in the coding regions and the genotypes are homozygous and the same as the ancestry allele, as the green variants shown in Figure 3.1.
- Class 3: variants that are in the coding regions and the genotypes are heterozygous, as the blue variants shown in Figure 3.1.
- Class 4: variants that are not in the coding regions, such as 3′-utr, 5′-utr, or intron regions, as the orange variants shown in Figure 3.1.
Only the variants in Class 1 are kept as a set to be scored, because all the variants in Class 1 are homozygous and are mutants compared to the ancestral alleles. They can form a determined haplotype for a sample individual. A single gene can have multiple transcripts due to alternative splicing, so a variant may be present in multiple transcripts. Figure 3.1 shows a gene with three transcripts. Consequently, a variant set is generated for each transcript: Transcript 1 contains variant set \{v_1, v_3\}; Transcript 2 contains variant set \{v_3, v_6, v_8\}; Transcript 3 contains variant set \{v_6, v_8\}. Finally, these sets will be scored against the corresponding transcripts by HMMvar. The homozygotes detected in individual samples along with the set score are available in the database for further analysis [60].

For each gene, all homologous genotype variants that are different from the ancestry allele are identified based on an individual sample. A transcript related to a certain gene might be associated with multiple variant sets due to the difference of genotypes among samples, and a variant set can also be associated with multiple transcripts due to alternative splicing. Table 3.1 shows an example illustrating the relationship between individual, gene, and variant sets. Only the records related to two individuals are shown here as an example (there are actually 2566 records related to gene ABCB5). As shown, gene ABCB5 is associated with multiple variant sets and even the same transcript (NM_178559.5) is associated with multiple variant sets due to the difference of genotypes of different individuals. The same variant set corresponds to multiple transcripts and multiple individuals. Finally, processing all genes that contain at least one variant set with size greater than one yielded 67,109 variant sets from 8,021 genes (14,917 transcripts) involving 1092 individual samples.

The variants in the 1000 Genomes Project are identified by next generation sequencing technology where short reads are generated and compared to the human reference genome. Therefore, the genotype of the individual is unknown, as is whether multiple mutations exist on the same allele or different alleles. To circumvent this problem, only those variants that are in a homozygous state are scored. Figure 3.2 shows the zygosity of disease-causing mutations or any mutations in general. Single variants could be in a heterozygous (a) or homozygous (b) state. For multiple variants on the same gene (Figure 3.2 (c–e) shows two
Figure 3.1: An example of variant classification in terms of genotypes. The colored sticks on the gene represent variants at different locations. Colors represent different classes of variants. The format $v1: T;A|A$ means variant $v1$’s ancestral allele is $T$ and the genotype is $A|A$, the same as other variants. The boxes on the transcripts represent exon regions. The gene and the transcripts share the same coordinate system.

mutations as an example), there are three possible scenarios: trans compound heterozygous (c, the two mutations occur in each copy of a gene, respectively), cis compound heterozygous (d, the two mutations occur in the same copy of a gene), or compound homozygous (e, the two mutations occur in both copies of a gene). This study scored compound mutations as scenario (e) so the two mutations are definite linked on the same allele.

3.2.2 Compensatory Indel Sets

The effects of a deleterious mutation at the sequence level could be compensated for or alleviated by another mutation. For example, a frameshift caused by a one base pair deletion could be recovered by a one base pair insertion nearby. A compensatory indel set is defined as two or more indels that combine to preserve the open reading frame [106]. To simplify the search for compensatory indels, we restrict the consideration of compensatory indel sets, preserving the open reading frame, to those satisfying four conditions: (1) the number of nucleotides inserted or deleted per indel is less than five ($\leq 4$); (2) the length of each indel is
Table 3.1: Variants sets related to gene ABCB5

<table>
<thead>
<tr>
<th>Individual ID</th>
<th>Transcript ID</th>
<th>Set ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA20805</td>
<td>NM_001163941.1</td>
<td>7619</td>
</tr>
<tr>
<td>NA20805</td>
<td>NM_001163942.1</td>
<td>3062</td>
</tr>
<tr>
<td>NA20805</td>
<td>NM_001163993.2</td>
<td>3062</td>
</tr>
<tr>
<td>NA20805</td>
<td>NM_178559.5</td>
<td>7619</td>
</tr>
<tr>
<td>NA20806</td>
<td>NM_178559.5</td>
<td>2807</td>
</tr>
<tr>
<td>NA20806</td>
<td>NM_001163993.2</td>
<td>3062</td>
</tr>
<tr>
<td>NA20806</td>
<td>NM_001163942.1</td>
<td>3062</td>
</tr>
<tr>
<td>NA20806</td>
<td>NM_001163941.1</td>
<td>2807</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

not divisible by three; (3) the combined length of all indels is divisible by three; (4) all indels in the set occur within 20 base pairs. A single variant in a compensatory indel set is corrected (preserves the reading frame) by combining all other variants in the set. The compensatory indel sets that satisfy the above four conditions for each of the TP53 variants and PTEN variants are considered. The indels are coded with an integer in terms of their lengths and types (insertion or deletion). For example, ‘AC/-’ represents the deletion of bases A and C at a certain position of a sequence, which is coded with -2; ‘-/A’ represents the insertion of base A at certain position of a sequence, which is coded with 1. With this coding rule, dynamic programming was used to find compensatory indel sets using each single variant as a seed, which is similar to a subset sum problem [64], but with three different sums (−3, 0, and 3). To bound the computational effort, the maximum size of a compensatory indel set is bounded at 10, and the maximum number of compensatory indel sets for each valid length (sums −3, 0 and 3) is bounded at 20. The effects of compensatory indels are evaluated by comparing the HMMvar score of a single variant (as the mutant type) with the HMMvar score of a compensatory indel set (as the mutant type).
Figure 3.2: Zygosity of disease causing single (a–b) or multiple mutations (c–e). The cross and circle indicate different mutations; the different thicknesses indicate different alleles of a mutation and the thicker one indicates a disease-causing allele; the boxes represent a gene.
3.3 Results

3.3.1 Multiple Variants in the 1000 Genomes Project Data

Only SNPs remain after processing the variants from the 1000 Genomes Project, according to the rules discussed in Section 3.2.1. 67,109 SNP sets are formed and scored. A SNP set may be formed from different transcripts, which results in multiple scores for a set (there are 91,970 set scores in total). Given a SNP set and a transcript sequence, HMMvar measures the deleterious effects of the SNP set using the transcript sequence as the wild type sequence. 291,662 single variants from those SNP sets were gathered and scored. The mean set score distribution is significantly different from the single variant score distribution (one tailed Wilcoxon rank-sum test, \( p < 2.2 \times 10^{-16} \)). 1000 SNP set scores and 1000 single SNP scores are repeatedly sampled from 91,970 set scores and 275,840 single SNP scores. The cumulative distribution functions of the means of the set scores and single scores are shown in Figure 3.3. Apparently, the HMMvar scores of multiple SNPs tend to be larger than those of the single SNP variants.

Let \( V = \{v_1, v_2, \ldots, v_n\} \) be a set of variants \( v_i \) (1 \( \leq \) i \( \leq \) n), \( S \) denote the HMMvar score of the set \( V \), and \( s_1, s_2, \ldots, s_n \) be the corresponding single variant scores of \( v_1, v_2, \ldots, v_n \), respectively. Define \( V \) as a compensatory mutation (CM) set if

\[ S \leq \min\{s_1, s_2, \ldots, s_n\} - 1.5 \times (\max\{s_1, s_2, \ldots, s_n\} - \min\{s_1, s_2, \ldots, s_n\}). \]

It ensures that the set score is low enough compared to the scores of every single variant in the set. 118 CM sets were obtained from the data set. The CM sets indicate that the deleterious effects of a single variant is compensated by combining it with other variants.

Define \( V \) as a noncompensatory mutation (nonCM) set if

\[ S \geq \max\{s_1, s_2, \ldots, s_n\} + 1.5 \times (\max\{s_1, s_2, \ldots, s_n\} - \min\{s_1, s_2, \ldots, s_n\}). \]

It ensures that the set score is high enough compared to the scores of every single variant
in the set. 2392 nonCM sets were obtained from the data set. The nonCM sets indicate the joint effects of multiple neutral variants could possibly result in deleterious effects.

To investigate the single variants in the CM and nonCM sets, all the single variants from all the CM sets and all the nonCM sets are gathered, respectively. The allele frequency distributions from these two groups are compared in Figure 3.4. When the allele frequency is less than 0.1, the proportion of the nonCM variants is greater than that of the CM variants. This is probably because the single variants are so deleterious that in most cases, the joint effects of these deleterious variants is still deleterious. However, when the allele frequency is in the range of 0.1 to 0.3, the signal of the compensatory mutation effect is boosted.
3.3.2 Compensatory Indels in TP53 and PTEN

The indels in two tumor suppressor genes, TP53 and PTEN, are collected from IARC [76] and COSMIC [34] database, respectively. The 4,736 variations (3,565 for TP53 and 1,171 for PTEN) include frameshift or in-frame insertions, deletions, and complexes (both insertion and deletion take place simultaneously in one location) in coding regions (Table 3.2).

In TP53, 1,039 variants were found that met the criterion for belonging to a compensatory indel set, out of 3,565 variants. The deleterious functional effects caused by these variants can be greatly weakened by compensatory indels as measured by HMMvar scores. A single variant may be different compensatory indel sets due to different combinations. Figure 3.5(a) shows the HMMvar score of a single variant versus the median of the HMMvar scores of the corresponding compensatory indel sets. It is obvious that the effects of a single variant (high HMMvar score) is neutralized by the compensatory indel sets (low HMMvar score). It is likely that single variants nearby share the same compensatory indel set, so many set scores shown in Figure 3.5 are approximately the same ($\approx 1$).

PTEN is also an intensively studied tumor suppressor gene. Figure 3.5(b) shows the HMMvar
Table 3.2: Data Description

<table>
<thead>
<tr>
<th>Type</th>
<th>Database</th>
<th>IARC (TP53)</th>
<th>COSMIC (PTEN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insertion (in-frame)</td>
<td>90</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Insertion (frameshift)</td>
<td>419</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td>Deletion (in-frame)</td>
<td>364</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>Deletion (frameshift)</td>
<td>1016</td>
<td>283</td>
<td></td>
</tr>
<tr>
<td>Complex (in-frame)</td>
<td>94</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Complex (frameshift)</td>
<td>53</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>3565</strong></td>
<td><strong>1171</strong></td>
<td></td>
</tr>
</tbody>
</table>

score of 246 variants versus the median HMMvar score of the corresponding compensatory indel sets, which shows the same trend as the TP53 variants. This scoring procedure provides candidate compensatory indel sets, which, when substituted for the indel, ameliorate the deleterious effects of that single mutation. For instance, the deleterious variant c.142delA (COSMIC428080) associated with skin cancer [54] has HMMvar score 1.75; however, with compensatory indels, the deleterious effects can be decreased to an HMMvar score of 1.07.

At the same time, the results here demonstrate the importance of scoring multiple variants together, instead of individually, to understand their joint effects.

### 3.3.3 A Case Study: Cardiovascular Disease

Studies [51] have shown that single mutations in two genes, β-myosin heavy chain (βMHC) and myosin-binding protein C (MyBP-C), can lead to genetic cardiovascular disease, and multiple mutations on these same genes can lead to more severe cardiovascular disorders and even death. As a test case for HMMvar’s capability in predicting the effects of multiple variants compared to the effects of single variants, the multiple mutations that have been shown to increase the severity of cardiovascular disease from single mutations are scored
Figure 3.5: Scatter plot of HMMvar score of a single variant versus the median HMMvar score of the corresponding compensatory indel sets for the TP53 gene and the PTEN gene. The red line is $y = x$. (a) TP53 compensatory indels. (b) PTEN compensatory indels. The red solid circle marks the COSMIC variant with ID 428080.

in these two genes. As shown in Table 3.3 for both genes, compound mutations all have higher scores than single mutations, consistent with the notion that compound mutations in these genes cause more severe cardiovascular disease than single mutations. The set score effectively reflects the cumulative effects of the single mutations. Except for the compound mutations involving nonsense mutation (replaced by a stop codon, ‘Ter’), the maximum score for compound mutations in the βMHC gene is the combination of Arg719Trp and Met349Thr, which has been reported causing sudden death [51]. It is noted that in Table 3.3, the set score $(S_{1,2})$ is always approximately the sum of the single scores $(S_1 + S_2)$, indicating the cumulative effect of compound mutations. We propose the Cumulative Conjecture to show the capability of HMMvar-multi of capturing the cumulative effect of compound mutations (See Appendix A for detailed illustration).
Conjecture 1 If one path is dominant in the profile HMM in terms of transition probabilities, the HMMvar score of the compound SNPs is approximately the sum of the HMMvar scores of individual SNPs.

Table 3.3: Scoring multiple mutations in βMHC and MyBP-C genes

<table>
<thead>
<tr>
<th>Gene</th>
<th>Mutation1</th>
<th>Score1 ($S_1$)</th>
<th>Mutation2</th>
<th>Score2 ($S_2$)</th>
<th>Set Score($S_{1,2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>βMHC</td>
<td>Val39Met</td>
<td>1.7</td>
<td>Arg723Cys</td>
<td>3.4</td>
<td>5.0</td>
</tr>
<tr>
<td>βMHC</td>
<td>Arg54Ter</td>
<td>15.8</td>
<td>Arg870His</td>
<td>2.2</td>
<td>17.9</td>
</tr>
<tr>
<td>βMHC</td>
<td>Pro211Leu</td>
<td>2.4</td>
<td>Arg663His</td>
<td>2.2</td>
<td>4.5</td>
</tr>
<tr>
<td>βMHC</td>
<td>Met349Thr</td>
<td>2.2</td>
<td>Arg719Trp</td>
<td>3.1</td>
<td>5.3</td>
</tr>
<tr>
<td>βMHC</td>
<td>Arg663His</td>
<td>2.2</td>
<td>Val763Met</td>
<td>2.3</td>
<td>4.4</td>
</tr>
<tr>
<td>βMHC</td>
<td>Arg719Gln</td>
<td>1.7</td>
<td>Thr1513Ser</td>
<td>0.0</td>
<td>1.6</td>
</tr>
<tr>
<td>βMHC</td>
<td>Asp906Gly</td>
<td>2.7</td>
<td>Leu908Val</td>
<td>2.0</td>
<td>4.6</td>
</tr>
<tr>
<td>MyBP-C</td>
<td>Gly5Arg</td>
<td>1.7</td>
<td>Arg502Trp</td>
<td>3.9</td>
<td>5.7</td>
</tr>
<tr>
<td>MyBP-C</td>
<td>Gln76Ter</td>
<td>15.6</td>
<td>His257Pro</td>
<td>4.0</td>
<td>19.6</td>
</tr>
<tr>
<td>MyBP-C</td>
<td>Arg502Trp</td>
<td>3.9</td>
<td>Ser858Asn</td>
<td>2.4</td>
<td>6.4</td>
</tr>
<tr>
<td>MyBP-C</td>
<td>Glu542Gln</td>
<td>2.2</td>
<td>Ala851Val</td>
<td>2.2</td>
<td>4.4</td>
</tr>
<tr>
<td>MyBP-C</td>
<td>Asp745Gly</td>
<td>3.9</td>
<td>Pro873His</td>
<td>4.0</td>
<td>7.9</td>
</tr>
<tr>
<td>MyBP-C</td>
<td>Arg810His</td>
<td>2.9</td>
<td>Arg820Gln</td>
<td>2.6</td>
<td>5.5</td>
</tr>
<tr>
<td>MyBP-C</td>
<td>Gln1233Ter</td>
<td>0.0</td>
<td>Arg326Gln</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

When multiple mutations occur and accumulate on the same gene, it is possible that though deleterious by themselves, they come together and become less deleterious or even beneficial to the carrier due to either recovery of the original gene function or gain of new function. This type of mutation, known as compensatory mutation, has been documented in the literature with many of the cases found in bacteria and viruses [37, 71, 108]. Potential compensatory indels were identified in two tumor suppressor genes, TP53 and PTEN, where compensatory indels are composed of frameshift indels that can recover the original reading frame. Results show that the HMMvar scores for the effects of compensatory indels are indeed much lower.
than the scores of the frameshift indels, with many of them close to one (Figure 3.5), suggesting that compensatory indels can rescue the deleterious effects of frameshift indels. Similarly, Figure 3.4 shows that SNPs with putative compensatory effect (CM) tend to have higher frequencies in the 1000 Genomes data than those SNPs predicted to be noncompensatory (nonCM, Figure 3.4).

HMMvar can predict the effects of a set of multiple variants in its entirety. This is especially useful when multiple variants occur in a protein, each of which may have deleterious effects on the protein function, but the combination of them may be less deleterious due to a compensatory effect. Profile HMMs, used as proposed, have the capability to predict the joint effect of multiple mutations along the gene given a specific haplotype. Due to current technological limitations, inferring genotypes of a gene is still a challenge, and little data exists that can be used for understanding the effects of multiple variations on the same gene. With future sequencing technology, long sequences may be generated and genotypes of a gene may be determined with certainty, in which case the HMMvar method will be of great use in understanding the joint effect of multiple mutations, in addition to single mutations, and better identification of disease contributing/causing variations.
Chapter 4

Predicting the Functional Outcome of Variants

4.1 Introduction

Over 79 million genetic variants have been identified in 2535 humans from 26 populations around the world (the 1000 Genomes Project, 06/2014). The sheer numbers of these variants poses a significant challenge for researchers to empirically examine their individual or collective phenotypic or pathological effects and to identify the ones that are important determinants for phenotypes or diseases. Consequently, to help narrow down target variants that may have a phenotypic and/or pathological effect, various computational tools (e.g., [4, 14, 19, 53, 75, 79]) have been introduced to predict the effects of genetic variants. Specifically, these tools provide either a quantitative score indicating the degree of harm of the variant (e.g., [14, 53, 75, 79]), or a qualitative statement of whether the variant is deleterious or neutral (e.g., [45]). These tools have been developed to predict the fitness effects (i.e., neutral, deleterious, or beneficial) of genetic variants on the corresponding proteins. However, prediction in terms of whether a variant causes the variant bearing protein to lose the original function or gain new function is also needed for better understanding how the
variant contributes to disease or cancer. To address this problem, we introduce and computationally define four types of functional outcome of a variant: gain, loss, switch, and conservation of function. Biologically, loss of function (LoF) mutations cause the gene product to have reduced activity or complete loss of function; gain of function (GoF) mutations change the gene product to have a new and possibly abnormal function; switch of function (SoF) mutations cause the gene product to switch from one set of functions to another set of functions [81], thus may involve both loss of the original functions and gain of new functions; conservation of function (CoF) mutations, coined in this study, refer to mutations that are neutral and do not alter gene functions. A graphic view of these definitions is shown in Figure 4.1.

Fine grained prediction of the functional outcome of variants on these four types can be used to help elucidate the molecular mechanism of disease or cancer causing mutations. For instance, two important classes of genes, oncogenes and tumor suppressor genes, when mutated, can both lead to cancer. However, the effects that mutations have on these cancer causing genes are almost the opposite. Mutations in oncogenes can keep the genes stuck in a state of constant activity. A proto-oncogene converted into an oncogene generally involves a GoF. For example, BRAF is a proto-oncogene, and there is a well-known GoF mutation that replaces the amino acid valine with the amino acid glutamic acid at position 600 (V600E). The V600E mutation can cause 500-fold increased activation, stimulating the constant activation of the mitogen-activated protein kinase (MEK) signaling, which leads to tumor cells [30]. This mutation has been frequently found in the skin cancer called melanoma [3]. On the other hand, mutations of a tumor suppressor gene result in the gene losing the ability to prevent or suppress abnormal cells from developing into full-blown tumors, which are essentially LoF mutations. An example can be seen in the PTEN gene, one of the most common down-regulated tumor suppressor gene in a cancer genome. Substitutions of some of its important residues, such as D92 and H93, result in significantly reduced PTEN function [83]. Therefore, identifying different types of mutations in terms of functional impacts helps one understand the driven event and the identification of novel targets, which
Figure 4.1: The consequences of LoF, SoF, GoF and CoF mutations (M). The normal gene is indicated by blue box and mutated gene is indicated by orange box. The original functions are represented by blue circles and the new functions are represented by green circles.

is crucial for the development of targeted disease and cancer therapeutics.

An MSA captures the evolutionary information within homologous sequences. Evolutionary analysis provides a powerful tool for predicting the functional impact of mutations. Presumably, a profile HMM built from the MSA is an implicit representative of a set of functions of the protein family or subfamily. Based on the fitness of a sequence within a family or across subfamilies, different types of mutations are defined. The LoF mutations weaken the fitness of the wild type sequence within the protein family, whereas the GoF mutations make
the mutant type sequence fit better than the wild type sequence in one of the subfamilies. The SoF is in the middle of LoF and GoF, which loses functions from the original protein subfamily but gains functions from other subfamilies. CoF means the mutation does not cause any functional changes.

Earlier work addressed prediction of the functional type of variants [57, 67] by trying to identify activating variants, but none provides a precise computational classification definition for all these types: LoF, SoF, GoF and CoF mutations. In this chapter, we propose HMMvar-func to computationally classify coding variants into four types on the basis of HMMvar [61].

4.2 HMMvar-func: Predicting the Functional Outcome of Variants

4.2.1 Building Multiple HMMs

HMMvar [61] quantitatively predicts the functional effects of variants. It builds an HMM based on the MSA of a set of sequences homologous to the wild type sequence. Then the wild type protein sequence and mutant type protein sequence are matched against the HMM, respectively. HMM can calculate the fitness or similarity between the sequence and the protein family represented by a profile HMM. If the mutant type sequence scores almost the same as the wild type sequence, the mutation has little effect on the protein function. To identify different types of mutations, the MSA of homologous sequences are clustered and each cluster is viewed as a “subfamily”, which captures specific functions. If a mutant sequence fits better than the corresponding wild type sequence in one of the subfamilies, then it is likely the variant enables the protein to “acquire” new functions. With this assumption, we identify subfamilies by clustering the MSA generated from homologous sequences, including the query sequence. Each of the subfamilies represents a functional profile.
The pipeline is shown in Figure 4.2. First, homologous sequences to the protein with mutations are identified by PSI-BLAST [2] against the UniProt90 [98] database. Then the homologous sequences with identity percentage over 50% to the query sequence are aligned by the algorithm MUSCLE [29] with parameters “-maxiters 1 -diags -sv -distance1 kbit20_3”. To ensure the quality of the MSA, further processing was performed. First, redundant sequences are removed. If the identity percentage between the aligned positions of any two sequences in the alignment exceeds a threshold (95%), the shorter sequence is discarded. Then low quality columns (those with the number of gaps exceeding a threshold (99%)) are discarded. Given a variant, a region of the MSA is selected by left and right extension from the position of the variant, keeping the query sequence consecutive in the MSA. Finally, empty rows are removed (rows with all gaps).

With the post-processed MSA, the combinatorial entropy optimization algorithm [80] is used to perform the clustering. This algorithm minimizes the combinatorial entropy across different clusters over all the positions in the MSA. By minimizing the combinatorial entropy, we can find a partition of the MSA such that the columns are conserved in a subfamily (cluster) but differ between subfamilies. The detailed clustering algorithms are discussed in the next section. For each of the clusters, a profile HMM is built, which represents a subfamily or specific functions that differ from those of the target cluster; then HMMvar can be used to score the variants. Denote these subfamilies by $C_0$, $C_1$, ..., $C_{k-1}$, where $C_0$ is the target cluster that contains the wild type sequence, and the corresponding HMMs as $H_0$, $H_1$, ..., $H_{k-1}$. Only the clusters with size greater than one are used for prediction in the pipeline.

### 4.2.2 Clustering of MSA

A protein family is a group of proteins that share functions but that have diverged from a common evolutionary origin and thus have similar functions and structures. Because the sequence members in a protein family share similar functions, it is reasonable to identify the
Figure 4.2: Flowchart of the classification procedure (the dashed line represents the wild type sequence).
subfamilies within a protein family and predict the functional transition among subfamilies
due to the variants. Two algorithms, K-means [48] clustering and combinatorial entropy
optimization (CEO) [80], are used for the clustering step in the pipeline.

K-means clustering is a traditional unsupervised learning algorithm for clustering. Given a
set of points \((s_1, s_2, \ldots, s_n)\), K-means clustering aims to partition the \(n\) points into \(k\) (\(\leq n\))
sets, so as to minimize the objective function,

\[
J = \sum_{j=1}^{k} \sum_{i \in I_j} \rho(s_i, c_j),
\]

where \(I_j\) is the index set of the points \(s_i\) in the \(j\)th cluster with representative \(c_j\), and \(\rho(s_i, c_j)\)
is a measurement of the distance between \(s_i\) and \(c_j\). The sets \(I_j, j = 1, \ldots, k\), partition the
set \(\{1, \ldots, n\}\).

The algorithm assigns a given data point to one of the \(k\) clusters according to the distance
between the data point \(s_i\) and the cluster representative \(c_j\). The \(k\) representatives, one for
each cluster, are initially defined. Once all points are assigned, the \(k\) representatives \(c_j\)
are replaced by the centroids of the clusters. The above steps are iteratively implemented
until no more changes occur in the \(k\) representatives. It can be proved that the iterative
procedure will always converge. However, the K-means algorithm does not guarantee an
optimal configuration, corresponding to the globally minimized objective function. Besides,
the algorithm is very sensitive to the initial randomly selected representatives.

There are two uncertain factors in the clustering of MSA using the K-means algorithm. One
is the number of clusters \(k\), which needs to be predetermined or at least well-estimated,
and the other is the method for generating new representatives. There are several methods
to generate the cluster representatives. For example, one can pick the new representative
of a cluster as the medoid, which is a member of a cluster whose average dissimilarity
to all the members in the cluster is minimal. However, it is time consuming to calculate
the medoid of a big cluster (e.g., \(n \geq 50\)). We can also encode the amino acid sequence
using real values and calculate the mean of the sequences (centroid) in a cluster as the new
representative. However, it is difficult to encode the amino acids efficiently. For simplicity, the most frequently occurring amino acid (and gap) at each column of the MSA is used to form the representative sequence. The distance between sequences is defined as edit distance.

The combinatorial entropy optimization (CEO) algorithm finds the clusters by (locally) minimizing the combinatorial entropy of the MSA. The combinatorial entropy of an MSA is

\[ \Delta S = \sum_{m=1}^{M} \sum_{i=1}^{L} \Delta S_i^{(m)}, \]  

(4.2)

where \( L \) is the length of the MSA, \( M \) the number of clusters, and \( \Delta S_i^{(m)} \) the entropy difference of cluster \( m \) at position \( i \). \( \Delta S_i^{(m)} \) is computed as

\[ \Delta S_i^{(m)} = \ln \frac{N_m!}{\prod_{\alpha} n^{(m)}_i(\alpha)!} - \ln \frac{N_m!}{\prod_{\alpha} \Gamma(n_i(\alpha)N_m/N + 1)} \]  

(4.3)

where \( N_m \) is the number of sequences in cluster \( m \), \( \alpha \) one of the 20 amino acids (plus the gap), \( n^{(m)}_i(\alpha) \) the number of amino acids \( \alpha \) (or the gap) at position \( i \) in cluster \( m \), \( n_i(\alpha) \) the number of amino acids \( \alpha \) (or the gap) at position \( i \) in the entire MSA, and \( n_i(\alpha)N_m/N \) \( (N = \sum_{m=1}^{M} N_m) \) the expected number of amino acids \( \alpha \) (or the gap) at position \( i \) in cluster \( m \) in terms of a uniform distribution. By minimizing the combinatorial entropy, the CEO algorithm finds the clusters considering not only the conservation in the entire MSA, but also the conservation in subfamilies.

A straightforward solution to this optimization problem would be to enumerate all possible partitions of the sequence set into subfamilies, compute the combinatorial entropy, and then choose the partition with the lowest combinatorial entropy. However, this is computationally infeasible for all but very small \( M \) and \( N \). A simple agglomerative hierarchical clustering is used to heuristically find a locally optimal partition. Each sequence is in a cluster by itself at the initial state. Two clusters are merged at each step until no clusters can be merged. The two clusters chosen for merging, \( a \) and \( b \), are the two clusters closest to each other, the distance between two clusters \( a \) and \( b \) being defined as

\[ \Delta Q_{a,b} = A \Delta S_{a,b} + (1 - A) \Delta S'_{a,b}, \]  

(4.4)
where $0 \leq A \leq 1$, $\Delta S_{a,b}$ is the entropy difference of the new cluster resulting from merging clusters $a$ and $b$, $\Delta S'_{a,b} = \ln(N_a + N_b)$ is a penalty term, $N_a$ is the number of sequences in cluster $a$, and $N_b$ the number of sequences in cluster $b$. The granularity parameter $A \in [0,1]$ controls the merging step in the hierarchical clustering. If $A = 1$, the contribution of merging two clusters comes from the entropy difference, whereas if $A$ is very close to 0, the contribution comes from the sizes of the two clusters, that is, the smaller the two clusters are, the more likely they are merged. By tuning the granularity parameter $A$, we can avoid favoring the merging of two big clusters in the hierarchical clustering.

The final solution is chosen as the minimum of $\Delta S$ (Equation (4.2)) over all clustering steps and penalty weights ($A \in [0,1]$). $A$ ranging from 0.6 to 0.9 was suggested by the paper [80]. In our implementation, $A$ is fixed at 0.75, as the minimum is only over the hierarchical clustering.

### 4.2.3 Classification by HMMvar Scores

HMMvar [61] predicts the harmfulness of variants and only one HMM is built from the MSA of all the homologous sequences. In this chapter, multiple HMMs are built, one HMM for each of the $k$ clusters. For a given variant $v_i$, let $S^m_i$ ($0 \leq m \leq k-1$) denote the quantitative HMMvar score of variant $v_i$ obtained from $H_m$. $H_0$ is the HMM built from the target cluster $C_0$ that contains the wild type sequence (Figure 4.2), and $S^0_i$ is the score of variant $v_i$ calculated from $H_0$. With all the scores calculated from multiple HMMs, we assign a functional type to each of the variants using two classification strategies, hard classification and soft classification. Soft classifiers estimate a conditional probability for each of the class labels and perform classification based on the estimated probabilities. By contrast, hard classifiers directly use the decision boundary of different classes without producing any probability estimations.

The hard classification method was used in the previous work [59]. The decision tree for hard classification of different types of mutations is shown in Figure 4.3. $S^0_i > u$ indicates that in
the target subfamily, the wild type sequence fits better than the mutant type sequence, which is an indication that the variant is a LoF mutation. Further, if for all other subfamilies, the wild type sequence fits better than the mutant type sequence, this variant is classified as a LoF mutation. Otherwise, it is classified as SoF, because, although the variant may cause the protein to lose the function represented by \( C_0 \), it may enable the protein to obtain the specific function represented by some \( C_m \). On the other hand, if \( S_i^0 \leq t \) and if there exists at least one other subfamily that the mutant type sequence fits better than the wild type sequence, the variant is classified as GoF, otherwise, CoF.

Figure 4.3: Decision tree for predicting the functional outcome of variants with hard classification.

Soft classification is based on a different approach compared to hard classification and has its merits. Because the HMMvar scores are sensitive to the quality of the MSA, a soft classification strategy is more appropriate. Given a variant \( v_i \), the probability \( L_i^0 \) of losing the original functions from \( C_0 \) and the probability \( A_i^x \) of acquiring new functions from \( C_x \) are defined by

\[
L_i^0 = \frac{1}{1 + e^{-(S_i^0 - u)}},
\]

\[
A_i^x = \frac{1}{1 + e^{-(u - S_i^x)}},
\]
where $S^0_i$ is the score calculated from $H_0$, $S^x_i = \min_{1 \leq j \leq k-1} S^j_i$, and $u$ is the user defined cutoff. The logistic functions correspond to assuming that the odds ratios for $L^0_i$ and $A^x_i$ are linear in the threshold $u$. Assuming the independence of losing the original function and acquiring new function, the confidence scores are $L^0_i \ast (1 - A^x_i)$, $L^0_i \ast A^x_i$, $(1 - L^0_i) \ast A^x_i$, and $(1 - L^0_i) \ast (1 - A^x_i)$ for LoF, SoF, GoF, and CoF mutation respectively.

The binary tree in Figure 4.4 demonstrates how the confidence score for different types is calculated. The mutation type corresponding to the maximum probability (confidence score) is taken as the predicted type. If there is a tie for the maximum probability, the tie is broken by the order LoF, SoF, CoF, GoF. For a given variant $v_i$ and predefined cutoff $u$, $S^0_i > u$ indicates that in the target subfamily, the wild type sequence fits better than the mutant type sequence, so it has a higher probability of losing the original function. Further, if for the subfamilies $x$, from which the minimum HMMvar score is calculated, the wild type sequence fits better than the mutant type sequence, then it indicates no new function is acquired and results in LoF ($L^0_i > 0.5$ and $A^x_i < 0.5$). Otherwise, $v_i$ is classified as SoF ($L^0_i > 0.5$ and $A^x_i > 0.5$) with higher confidence score because although the variant probably causes the protein loss the function in subfamily $C_0$, $v_i$ obtains the specific function in some $C_m$. On the other hand, if $S^0_i \leq u$, the variant could potentially cause GoF. Then if the mutant type sequence fits better in subfamily $x$ ($S^x_i < u$), which means there exists at least one other subfamily that the mutant type sequence fits better than the wild type sequence, the variant $v_i$ is classified as GoF ($L^0_i \leq 0.5$ and $A^x_i > 0.5$) with higher confidence score, otherwise, $v_i$ is classified with CoF ($L^0_i \leq 0.5$ and $A^x_i < 0.5$).
4.3 Results

4.3.1 Thyrotropin Receptor Gene Mutations

Thyroid stimulating hormone (TSH, thyrotropin) and its receptor TSHr together play a key role in controlling thyroid function. The TSHr gene provides instructions for making a receptor that serves as a customized binding site for TSH. Several TSHr gene mutations have been identified in people who are insensitive (or resistant) to TSH. In some cases, this resistance causes congenital hypothyroidism. Hypothyroidism is caused by too little thyroid hormone secreted by the thyroid, which results in the level of thyroid-stimulating hormone in the blood increasing. Somatic mutations in the TSHr gene have been identified in thyroid tumors, which are found in tumor cells but not in the cells from normal tissues. TSHr gene mutations can cause disorders in which the thyroid gland is overactive (hyperthyroidism). Hyperthyroidism mutations change one of the building blocks (amino acids) used to make the thyroid stimulating hormone receptor. As a result, the receptor is continuously activated
and overstimulates the production of thyroid hormones.

Mutations of the TSHr gene can be LoF or GoF depending on their nature, leading to hypo or hyperthyroidism, respectively. The discovery of large serial GoF mutations in the TSHr gene is of great interest, revealing a new disease mechanism of mutations that constantly increase the basal activity of a receptor [26].

111 TSHr mutations are extracted from the TSH Receptor Mutation Database II [101]. These mutations include sporadic, family, or nodule mutations. They are all nonsynonymous SNPs. 61 out of 111 are GoF that constitutionally activate the receptor independently of TSH; the remaining 50 are LoF mutations that result in the loss of TSH sensitivity. The confusion matrix is shown in Table 4.1. Three variants are not available for the prediction, because the built HMMs are not significant for scoring. Only the predicted LoF (25) and GoF (39) are used to calculate the performance metrics (accuracy, sensitivity, and specificity), since there are only two types (LoF and GoF) in the data set. Figure 4.5 shows the ROC with respect to $u$ for HMMvar-func based on CEO clustering. The best performance is achieved at $u = 2.7$ with sensitivity 78.9%, specificity 65.4%, and accuracy 73.4%. The predicted types with high confidence scores are more reliable, thus it is reasonable to focus on these variants, which also avoids the ambiguity of confidence score ties. Considering only the variants with maximum confidence score greater than 0.5 (43 in total, 21 GoF and 22 LoF), the sensitivity, specificity, and accuracy are 85.7%, 68.2%, and 76.7%, respectively. The detailed scores can be accessed at [62]. The CEO algorithm finds the optimal number of clusters to minimize the combinatorial entropy [80]. Due to the processing of the MSA, the MSA used for the clustering step is a segment of the original MSA, and this segment is possibly different with regard to a specific variant. As a result, the number of clusters generated by the CEO algorithm is not fixed for all the variants. The average number of clusters generated in this date set is 19 from 162 sequences in the original MSA (exclude the clusters with size 1).

Two aspects of the HMMvar-func prediction method merit investigation, the clustering method and the cutoff score $u$ set in Figure 4.5. The present work uses the CEO algo-
Figure 4.5: Receiver operating curve (ROC) for prediction of TSHR mutations (sensitivity is with respect to GoF; the AUC is 0.613.).

Table 4.1: The confusion matrix of the prediction results for the TSHr data set

<table>
<thead>
<tr>
<th>GoF</th>
<th>LoF</th>
<th>SoF</th>
<th>CoF</th>
</tr>
</thead>
<tbody>
<tr>
<td>GoF</td>
<td>30</td>
<td>8</td>
<td>23</td>
</tr>
<tr>
<td>LoF</td>
<td>9</td>
<td>17</td>
<td>19</td>
</tr>
</tbody>
</table>

The K-means clustering method, used in previous work [59], was compared with the CEO algorithm. Figure 4.6 shows the cost function 4.1 with respect to the number of clusters; as the number of clusters increases, the cost function decreases, more...
dramatically from $k = 1$ to $k = 4$, then levels off as $k > 4$. Next, $k = 4$ are selected in terms of the “elbow criterion”, and $K$-means clustering is compared with the CEO clustering method with the cutoff scores $u = 2.7$ as shown in Figure 4.7. The $K$-means clustering is extremely sensitive to the initial guesses, so 100 runs with random initial guesses were performed to reduce this effect. The number of clusters generated by the CEO method was controlled to be the same as the $K$-means clustering ($k = 4$) for fair comparison in this case. Figure 4.7 shows that the CEO statistics are much better than what would be expected from using $K$-means, but that the CEO clusters are not optimal, and a lucky $K$-means clustering can do much better than CEO.

The inner coherence of the clusters generated by CEO and $K$-means is also compared in Table 4.2. The “median” and “best” $K$-means are defined in terms of the median and best accuracy shown in Figure 4.7, respectively. The Dunn index and Davies-Bouldin index are consistent with the accuracy metrics. Better cluster quality corresponds to a higher Dunn index and a lower Davies-Bouldin index.

As expected, results here demonstrate that both the clustering method and the cutoff score $u$ can affect the prediction results. The better the cluster quality is, the more accurate the prediction is. Since there is no consensus on which clustering method works best, it is advisable to compare the quality of the clusters from several different methods and possibly use consensus clusters for downstream prediction.
4.3.2 Application in Cancer Mutations

Activating mutations [102] in two oncogenes, epidermal growth factor receptor (EGFR) gene and B-Raf proto-oncogene, serine/threonine kinase (BRAF) gene are predicted. The activating variants related to these two genes can be accessed at [62]. In addition, the mutations in an extensively studied suppressor genes, tumor protein p53 (TP53), are also evaluated. The variants related to TP53 are from the IARC TP53 database [76]. The detailed description of this data set can be found in Chapter 2.

Figure 4.6: The cost function with respect to the number of clusters for K-means clustering with 100 runs for each $k$, $n = 162$. 
Figure 4.7: The performance of HMMvar-func based on $K$-means clustering or CEO clustering. (100 random initial guesses are evaluated for $K$-means clustering on the TSHR data set with $k = 4$ and $u = 2.7$. The red diamond points represent the corresponding performance of the CEO clustering.)

Table 4.3: Prediction of oncogenic mutations.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Total</th>
<th>GoF</th>
<th>SoF</th>
<th>LoF</th>
<th>CoF</th>
</tr>
</thead>
<tbody>
<tr>
<td>EGFR</td>
<td>78</td>
<td>31</td>
<td>44</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>BRAF</td>
<td>46</td>
<td>13</td>
<td>27</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>
EGFR is a cell surface protein that binds to epidermal growth factor. The BRAF gene makes a protein called B-RAF, which is used to transmit chemical signals from outside the cell into the cell’s nucleus. Activating mutations in EGFR and BRAF are frequently found to be associated with cancer [22, 56, 68, 69]. Improper activation results in increased malignant cell survival, proliferation, invasion, and metastasis. Table 4.3 shows the total number of activating mutations evaluated and the corresponding number of predicted GoF, SoF, LoF, and CoF classifications for each gene. The predicted types are dominated by GoF and SoF mutations as expected, because the GoF and SoF mutations are both expected to have the protein acquiring new functions. The median confidence score for GoF is greater than that for SoF, which means the mutant gene is more likely to keep the original functions. Distribution details of the confidence scores for both genes are in Figure 4.8.

BRAF is commonly activated by somatic point mutations in human cancers, most frequently by mutations located within the kinase domain at amino acid positions G466, G469, L597, and V600. The most prevalent mutation is a missense mutation, which results in a replacement of valine at codon 600 (V600) with other amino acids and occurs in 90% of all BRAF mutations [3]. Figure 4.9 shows the target cluster $C_0$ along with other subfamilies. In the
last column of the MSA, where the substitution occurs, the amino acids are conserved within each subfamily but are different across subfamilies, which may indicate the valine acid at this residue could be easily replaced by the corresponding amino acids from other subfamilies. For example, the BRAF V600A mutation, caused by a single nucleotide change (c.1799T>C) that results in the replacement of valine at position 600 by alanine, has been shown to be a rare mutation in skin cancer [58].

The TP53 SNPs are classified into four classes as shown in Figure 4.10 in terms of the transactivity level. Three dotted lines (y = 20, y = 75, and y = 140) separate the plot vertically into four regions, which represent “nonfunctional”, “partially functional”, “functional”, and “supertrans” regions, respectively, from bottom to top. In Figure 4.10, the median of the transactivity level in the GoF group is the highest among these four groups as the GoF group is enriched by “functional” or “supertrans” variants. In contrast, the LoF group is dominated by “partially functional” or “nonfunctional” variants. The medians of the transactivity level in the GoF and CoF groups are higher than those in the SoF and LoF groups, as ‘loss of function’ mutations inactivate tumor suppressor genes and the genes are likely losing the original functions as a result of LoF or SoF.

The 273rd codon of TP53 is one of the ‘hot spots’ for cancer related mutations. In [50], the authors concluded that the mutants of TP53 on the 273rd codon show growth modulation activities regardless of its specific transactivation. Specifically, the R273H mutation enhances cell growth in spite of keeping the TP53 specific transactivation activity, whereas the R273L mutation suppresses cell growth in spite of its complete loss of the TP53 specific transactivation. HMMvar-func predicts R273H to be a GoF mutation with confidence score of 0.49 and R273L to be an SoF mutation with confidence score of 0.71. Therefore, the HMMvar-func prediction of the functional outcome of these two mutations is indeed consistent with the findings in [50].
Figure 4.9: Several selected BRAF subfamilies from the clustering result. The last column is the position of the mutation. The wild type query sequence is in the target cluster $C_0$ and indicated in the dashed red box. Subfamilies are separated by blue borders.
4.3.3 Predictions on SoF Mutations

The SoF mutations reported in [81] are tested. The R132H mutation in IDH1, shown experimentally [21] to lead to loss of the original function but gain of new function, essentially falls into the category of “SoF” defined in the current study, and is also investigated here. As shown in Table 4.5, three mutations (in PTPRD, MAP2K4, and CDH1) are predicted as switch of function with confidence score over 0.6. As an example, Figure 4.11 shows the tree generated by Jalview [104] from the processed alignment of homologous sequences of the MAP2K4 protein. The tree is built according to the average distance using BLOSUM62 and based on sum of scores for the residue pairs at each aligned position. The tree shows three clusters, $C_{19}, C_{28},$ and $C_{0},$ with $C_{0}$ being the target cluster. The minimum score $S_{i}^{x}$ is calculated from $C_{19}.$ According to the HMMvar scores, $C_{19}$ and $C_{28}$ are the potential subfamilies that the protein MAP2K4 might switch to due to the variation Q142L (not all the potential subfamilies are listed). Q142L, a missense mutation in MAP2K4, has been identified as one
of the major somatic mutations in human lung cancer samples [23]. However, it is predicted by the two commonly used programs SIFT [75] to be "tolerant" and PolyPhen [79] "benign", respectively. Our prediction result together with [81] suggests an alternative hypothesis for the functional impact of the variant, that is it leads to "SoF" in MAP2K4, which seems to be more likely considering its common occurrence in lung cancer samples [23].

Similarly, the two mutations in PTPRD and CDH1 are likely to lead to SoF with high probabilities. PTPRD has been found to be somatically mutated in colorectal carcinoma with R28Q mutation [90]. H233Q in CDH1 was found to be associated with breast cancer [43].

The prediction for A95E in RAC1 gene is SoF. However, the confidence score is only slightly greater than 0.5, because the probability $L_i^0$ (Figure 4.4) of losing the original functions is low (0.55) whereas the probability $A_i^x$ of acquiring new functions is high (0.997), making a SoF classification unreliable. Previous studies are more agreed on GoF. As discussed before, the cutoff $u$ is an important factor in determining the final prediction. We examined the cutoff and found that, if $u = 3.0$ instead of 2.7, A95E is predicted as GoF with confidence score 0.524. A similar result is obtained for the R132H mutation in IDH1, which is predicted as GoF with low confidence score ($L_i^0 = 0.40, A_i^x = 0.89$). We assume the independence of losing the original functions and gaining new functions. As a result, for those predictions with low confidence scores, the users should be aware of the probability of losing the original functions ($L_i^0$) and the probability of acquiring new functions ($A_i^x$).

<table>
<thead>
<tr>
<th>Table 4.4: SoF Mutations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gene</strong></td>
</tr>
<tr>
<td>RAC1</td>
</tr>
<tr>
<td>PTPRD</td>
</tr>
<tr>
<td>MAP2K4</td>
</tr>
<tr>
<td>CDH1</td>
</tr>
<tr>
<td>IDH1</td>
</tr>
</tbody>
</table>
Figure 4.11: Distance tree of the MAP2K subfamilies. Colors indicate different subfamilies. The minimum score $S^x_i$ is calculated from $C_{19}$. $C_0$ is the target cluster. $C_{28}$ is an example subfamily that the mutant protein could switch to. The leaves are protein sequences. Two sequences are merged according to the BLOSUM62 matrix by averaging the substitution distance over all the positions in the MSA.

4.3.4 Mutagenesis Analysis

The SWISS-PROT mutagenesis data obtained from [57] consists of 6922 variants from 4061 proteins, including 225 activating, 1222 neutral, and 5475 deleterious variants (labeled in the data set).

Figure 4.12 displays the prediction results. The deleterious variants contribute the most to the predicted LoF group and this contribution decreases as it goes from LoF to SoF to neutral to GoF, while the activating variants contribute the least to the predicted LoF group and this contribution increases as it goes from LoF to SoF to neutral to GoF. The neutral variants have the same trend as the activating variants. Although only 3.3% of the data set is activating, 8.7% of the mutations in the gain of function group are activating. Compared to other groups, the activating variants are enriched in the gain of function group, and the
deleterious variants are enriched in the LoF group.

![Figure 4.12: Predictions based on SWISS-PROT mutagenesis data set.](image)

**4.3.5 The Conversion Between HPES and TEAS**

Studies have shown that two closely related proteins (75% amino acid identity), henbane premnaspirodiene synthase (HPES) and 5-epi-aristolochene synthase (TEAS), can convert to each other by nine amino acid mutations [41, 70], shown in Table 4.5. HMMvar-func is used to predict these mutations. First, the single scores of these mutations calculated from the entire family (all the homologous sequences) are very low (Table 4.5), suggesting that these mutations are neutral. Second, these mutations are all predicted as GoF with high confidence scores (over 90%). Finally, the alternative alleles are dominant in the target subfamily (Figure 4.13, the blue shaded columns), further indicating the conversion between TEAS and HPES through these mutations.

We explored the factors that influence the performance of HMMvar-func. Two clustering
### Table 4.5: The mutations that convert TEAS to HPES

<table>
<thead>
<tr>
<th>Variant</th>
<th>Position</th>
<th>HMMvar Score</th>
<th>Predicted Type</th>
<th>Confidence Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A/T</td>
<td>274</td>
<td>-1.3</td>
<td>GoF</td>
</tr>
<tr>
<td>2</td>
<td>V/A</td>
<td>291</td>
<td>-1.1</td>
<td>GoF</td>
</tr>
<tr>
<td>3</td>
<td>V/I</td>
<td>372</td>
<td>-1.1</td>
<td>GoF</td>
</tr>
<tr>
<td>4</td>
<td>T/S</td>
<td>402</td>
<td>-1.2</td>
<td>GoF</td>
</tr>
<tr>
<td>5</td>
<td>Y/L</td>
<td>406</td>
<td>-0.8</td>
<td>GoF</td>
</tr>
<tr>
<td>6</td>
<td>S/N</td>
<td>436</td>
<td>-0.1</td>
<td>GoF</td>
</tr>
<tr>
<td>7</td>
<td>I/T</td>
<td>438</td>
<td>-0.1</td>
<td>GoF</td>
</tr>
<tr>
<td>8</td>
<td>I/L</td>
<td>439</td>
<td>1.1</td>
<td>GoF</td>
</tr>
<tr>
<td>9</td>
<td>V/I</td>
<td>516</td>
<td>-0.6</td>
<td>GoF</td>
</tr>
</tbody>
</table>

---

**Figure 4.13:** The target cluster of TEAS. The blue shaded columns are the mutation positions and the target sequence is indicated by the red dashed box.

algorithms, the $K$-means clustering and the CEO algorithm, were compared. The cutoff $u$ was determined by the prediction performance in the TSHr data set. The quality of the MSA is an important factor that may affect the final prediction. To ensure high quality, the MSA processing step removes redundant sequences that are above an alignment similarity threshold and the columns that have low alignment quality. Finally, the proper region is
selected by left and right extension from the position of the variant. Prediction of the fitness impact of variants, such as deleterious or neutral, is important, but computationally predicting the fine grained functional outcome is equally crucial, especially in cancer studies. The fine grained predictions can be used to identity mutations that may play an important role in the resistance to certain therapeutic agents.
Chapter 5

Conclusion

Functional prediction of variants using conservation based methods has been done extensively in the literature. An HMM integrates conservation information into a rigorous probabilistic framework. In this dissertation, based on HMMs, a suite of programs, HMMvar, HMMvar-multi, and HMMvar-func, was developed to predict the functional effect of both SNPs and short indels, the joint effects of multiple variants, and the fine grained functional outcome of SNPs, respectively.

Although the dissertation addressed the three limitations raised in Chapter 1, the suite of tools have a major caveat: they are only applicable to coding variants. As the majority of variations identified in the 1000 Genomes Project reside in noncoding regions, future work needs to focus on predicting the effect of noncoding variants.

To this end, I conjecture a pipeline that can predict the functional effects of different types of mutations in noncoding regions (Figure 5.1). The pipeline includes these components: (1) disease set curation, (2) control set curation, (3) feature set curation, and (4) training and classification. Disease set curation will require collecting disease causing mutations and/or cancer driver mutations from various databases. Control set curation can be done through simulation and/or collecting the variants that have minor allele frequency greater than 1%
(MAF > 1%) in the 1000 Genomes data. Feature set curation will involve extensive collection of the annotation data from various programs and databases. Finally, different classifiers can be explored to train and classify/predict the effect of noncoding variants. Generally, the main concern of a trained classifier is feature set curation. In this pipeline, a feature learning procedure can be developed using deep learning technologies to automatically collect and update the features.

Figure 5.1: A hypothetical system for trained classifier based method for predicting the functional effect of variants in noncoding regions (HGMD: Human Gene Mutation Database; 1KG: 1000 Genomes Project; MAF: minor allele frequency; FunSeq: [52]; GWAVA: [82]. The red curve may represent deleterious mutations and the blue curve neutral).

It is challenging to interpret the molecular mechanisms of disease-related variants in noncoding regions, given the diverse functions of noncoding regions, incomplete annotation of regulatory elements, and the potential existence of unknown regulatory control mechanisms. However, scientists are making efforts to overcome the obstacles and build reliable pipelines to discover the consequences of variants in noncoding regions.
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Appendix A

The Cumulative Conjecture

As shown in Table 3.3, the set score is always approximately equal to the sum of the two single scores (i.e., \( S_{1,2} \approx S_1 + S_2 \)). We propose Conjecture 1 and theoretically prove it as follows. Let \( B_w \) be the bit score for the wild type sequence, \( B^1_m \) the bit score for the mutant sequence with variant \( v_1 \), \( B^2_m \) the bit score for the mutant sequence with variant \( v_2 \), and \( B^{1,2}_m \) the bit score for the mutant sequence with \( v_1 \) and \( v_2 \). Then the corresponding HMMvar scores (bit score difference) are

\[
S_1 = B_w - B^1_m, \\
S_2 = B_w - B^2_m, \\
\text{and } S_{1,2} = B_w - B^{1,2}_m.
\]

Assume \( S_{1,2} = S_1 + S_2 \), we have \( B_w = B^1_m + B^2_m - B^{1,2}_m \). Therefore, we only need to show \( B_w = B^1_m + B^2_m - B^{1,2}_m \). The bit score is defined in Equation 2.1. The numerator in Equation 2.1 is the total probability shown in Equation 1.3. If the profile HMM is dominated by one path (e.g., \( Q = q_0q_1, \ldots, q_{T-1} \)), there is a very low probability (approximately to zero) of any branches other than those in the dominant path. Thus, the total probability (Equation 1.3) is approximately equal to \( P(O, Q \mid \lambda) \). Let the length of the wild type sequence be \( n \) (\( T = n \))
in the HMM model). The logarithm of the joint probability is

\[
\log P(O_0O_2, \ldots, O_{n-1}q_0q_2, \ldots, q_{n-1} | \lambda)
\]

\[
= \log \left( P(O_0O_2, \ldots, O_{n-1} | q_0q_2, \ldots, q_{n-1}, \lambda) \ast p(q_0q_2, \ldots, q_{n-1}, \lambda) \right)
\]

\[
= \log \left( P(q_0) \prod_{i=1}^{n-1} P(q_i | q_{i-1}) \prod_{i=0}^{n-1} P(O_i | q_i) \right)
\]

\[
= \log P(q_0) + \sum_{i=1}^{n-1} \log P(q_i | q_{i-1}) + \sum_{i=0}^{n-1} \log P(O_i | q_i).
\]

Let us ignore the ‘NULL’ model in Equation 2.1 for now, or consider it as a constant. Let \(O_l\) and \(O_k\) denote the normal amino acids at position \(l\) and \(k\), and \(O'_l\) and \(O'_k\) the alternative allele (mutant ones) at position \(l\) and \(k\). The bit score of the wild type sequence and the corresponding three kind of mutant sequences are \(B^w\), \(B^1_m\), \(B^2_m\), and \(B^{1,2}_m\), respectively.
Calculate

\[
B_w = \log P(O_0O_2, \ldots, O_l, \ldots, O_k, \ldots, O_{n-1}q_0q_2, \ldots, q_{n-1} | \lambda) \\
= \log P(q_0) + \sum_{i=1}^{n-1} \log P(q_i | q_{i-1}) + \sum_{i=0}^{l-1} \log P(O_i | q_i) \\
+ \log P(O_l | q_l) + \sum_{i=1}^{k-1} P(O_i | q_i) + \log P(O_k | q_k) + \sum_{i=1}^{n-1} P(O_i | q_i), \\
B_m^1 = \log P(O_0O_2, \ldots, O_l', \ldots, O_k', \ldots, O_{n-1}q_0q_2, \ldots, q_{n-1} | \lambda) \\
= \log P(q_0) + \sum_{i=1}^{n-1} \log P(q_i | q_{i-1}) + \sum_{i=0}^{l-1} \log P(O_i | q_i) \\
+ \log P(O_l' | q_l) + \sum_{i=1}^{k-1} P(O_i | q_i) + \log P(O_k' | q_k) + \sum_{i=1}^{n-1} P(O_i | q_i), \\
B_m^2 = \log P(O_0O_2, \ldots, O_l', \ldots, O_k', \ldots, O_{n-1}q_0q_2, \ldots, q_{n-1} | \lambda) \\
= \log P(q_0) + \sum_{i=1}^{n-1} \log P(q_i | q_{i-1}) + \sum_{i=0}^{l-1} \log P(O_i | q_i) \\
+ \log P(O_l' | q_l) + \sum_{i=1}^{k-1} P(O_i | q_i) + \log P(O_k' | q_k) + \sum_{i=1}^{n-1} P(O_i | q_i), \\
B_m^{1,2} = \log P(O_0O_2, \ldots, O_l', \ldots, O_k', \ldots, O_{n-1}q_0q_2, \ldots, q_{n-1} | \lambda) \\
= \log P(q_0) + \sum_{i=1}^{n-1} \log P(q_i | q_{i-1}) + \sum_{i=0}^{l-1} \log P(O_i | q_i) \\
+ \log P(O_l' | q_l) + \sum_{i=1}^{k-1} P(O_i | q_i) + \log P(O_k' | q_k) + \sum_{i=1}^{n-1} P(O_i | q_i).
\]

Due to the existence of the dominant path, it is very likely that the bit scores of a wild type sequence and the corresponding mutant type sequences are mainly contributed by the dominant path. As a result, if we only consider the dominant path, we can derive

\[
B_w = B_m^1 + B_m^2 - B_m^{1,2}.
\]

Because the probability of going through other path is not exactly zero and there is a background distribution (the null model), \(S_{1,2}\) is not strictly equal to \(S_1 + S_2\). Figure A.1 shows a part of the profile HMM built from the homologous sequence of \(\beta\)MHC protein. The
path going through all the match states is dominant in the HMM in terms of the transition probabilities. The purple coded states consists of the optimal path for the wild type sequence, as well as for the three mutant sequences. As a result, the set score of these two variants is approximately equal to the sum of the two single scores.
Figure A.1: A section of the profile HMM of the homologous sequence of $\beta$MHC protein. Two variants (D906G and L908V) are marked.
Appendix B

A Prediction System for Interpretation of Genomic Variants

Putting all the pieces together, the ultimate goal is to build a comprehensive system that can predict and interpret the functional effects of genomic variants. We present a comprehensive variant prediction system from a theoretical point of view in this appendix.

The inputs are genomic variants, which could be SNPs or indels in coding or noncoding regions. In the prediction step, a quantitative score is calculated to measure the harmfulness of variants, followed by the interpretation step, where annotations, related experiments, literature, and cross references are provided for a complete interpretation of the scores.

Users will be able to not only download the precomputed predictions for possible functional impact of SNPs or indels, but also upload their own variants to the system for functional annotation. The prediction for the likely functional effects of variants will enable biologists to prioritize variants for downstream empirical studies. Moreover, according to the prediction, variants can be selected and incorporated into assays to study their association with various traits or diseases. The high-level design of the system, shown in Figure B.1, consists of four modules: query, validation, core, and storage and visualization. The core module
makes functional predictions. The input can be either the specified chromosome regions or variant IDs from different databases. If the input is a chromosome region, the system queries databases to extract detailed information about the region, including all the variants in this region, lengths of the variants, associated gene/protein sequences, and relative positions of the variants to protein sequences. If the input is variant IDs from major databases, the validation module first confirms that the submitted IDs are valid in major databases. The variants are then transformed to standard format and fed to the core module for functional prediction in coding or noncoding regions. For variants in coding regions, the suite of programs HMMvar, HMMvar-multi, and HMMvar-func perform the predictions. For variants in noncoding regions, the functional prediction for noncoding regions described in Chapter
5 will be conducted. The storage and visualization module aims to store and display the results.