AN AFFINE QUANTUM COHOMOLOGY RING FOR FLAG MANIFOLDS
AND THE PERIODIC TODA LATTICE
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Abstract. Consider the generalized flag manifold $G/B$ and the corresponding affine flag manifold $F\ell_G$. In this paper we use curve neighborhoods for Schubert varieties in $F\ell_G$ to construct certain affine Gromov-Witten invariants of $F\ell_G$, and to obtain a family of “affine quantum Chevalley” operators $\Lambda_0, \ldots, \Lambda_n$ indexed by the simple roots in the affine root system of $G$. These operators act on the cohomology ring $H^*(F\ell_G)$ with coefficients in $\mathbb{Z}[q_0, \ldots, q_n]$. By analyzing commutativity and invariance properties of these operators we deduce the existence of two quantum cohomology rings, which satisfy properties conjectured earlier by Guest and Otofuji for $G = SL_n(\mathbb{C})$. The first quantum ring is a deformation of the subalgebra of $H^*(F\ell_G)$ generated by divisors. The second ring, denoted $QH^*_{aff}(G/B)$, deforms the ordinary quantum cohomology ring $QH^*(G/B)$ by adding an affine quantum parameter $q_0$. We prove that $QH^*_{aff}(G/B)$ is a Frobenius algebra, and that the new quantum product determines a flat Dubrovin connection. Further, we develop an analogue of Givental and Kim formalism for this ring and we deduce a presentation of $QH^*_{aff}(G/B)$ by generators and relations. The ideal of relations is generated by the integrals of motion for the periodic Toda lattice associated to the dual of the extended Dynkin diagram of $G$.
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Let $G$ be a simply connected, simple, complex Lie group and $B \subset G$ a Borel subgroup. Let $G := \mathbb{C}^* \ltimes G(\mathbb{C}[t, t^{-1}])$ where $\mathbb{C}^*$ acts by loop rotation, and $B \subset G$ be the standard Iwahori subgroup of $G$ determined by $B$. Associated to this data there is the finite (generalized) flag manifold $G/B$ and the affine flag manifold $F_{\ell G} := G/B$. The first is a finite dimensional complex projective manifold, while the second is an infinite-dimensional complex projective ind-variety. An influential result of Givental and Kim [23] (for $G = SL_{n+1}(\mathbb{C})$) and Kim [36] (for all $G$) states that the ideal of relations in the quantum cohomology ring $QH^*(G/B)$ of the generalized flag manifold $G/B$ is generated by the integrals of motion of the Toda lattice associated to the dual root system of $G$. Soon after that, Guest and Otofuji [29, 54] (for $G = SL_{n+1}(\mathbb{C})$) and Mare [45] (for $G$ of Lie types $A_n, B_n, C_n$) assumed that there exists a (still undefined) quantum cohomology algebra $QH^*(F_{\ell G})$ for the affine flag manifold $F_{\ell G}$, which satisfies the analogues of certain natural properties enjoyed by quantum cohomology, such as associativity, commutativity, the divisor axiom etc. The list of conjectured properties includes the fact that the quantum multiplication of Schubert divisor classes satisfies a quadratic relation determined by the Hamiltonian of the dual periodic Toda lattice. With these assumptions they proved that the ideal of relations in $QH^*(F_{\ell G})$ is determined by the integrals of motion for the periodic Toda lattice associated to the dual of the extended Dynkin diagram of $G$.

In fact, Guest and Otofuji considered in [29] two other rings related to the cohomology ring $H^*(F_{\ell G})$. One is $H^*_{\text{aff}}(G/B)$, which is an isomorphic copy of the ordinary cohomology ring $H^*(G/B)$ inside $H^*(F_{\ell G})$, induced by an evaluation morphism (we will explain this below). The other is the subring $H^*(F_{\ell G}) \subset H^*(F_{\ell G})$ generated by the Schubert divisor classes. It is well known that $H^*(G/B)$ is generated by the divisor classes (over $\mathbb{Q}$), but for affine flag manifolds $H^*(F_{\ell G})$ is a proper subring of $H^*(F_{\ell G})$. It was also conjectured in [29] that these two rings are closed under the hypothetical quantum product on $H^*(F_{\ell G})$, and as a consequence the authors deduced that the integrals of motion of the periodic Toda lattice generate the ideal of relations in these rings.

The main goal of this paper is to rigorously define quantum products on the rings $H^*_{\text{aff}}(G/B)$ and $H^*(F_{\ell G})$, for $G$ of all Lie types, which will satisfy the analogues of the properties predicted in [29, 54, 45]. We will then identify the ideal of relations in the quantum ring $QH^*_{\text{aff}}(G/B)$ determined by $H^*_{\text{aff}}(G/B)$ with the conserved quantities of the periodic Toda lattice associated to the dual of the extended Dynkin diagram for $G$ (these diagrams correspond to twisted affine Lie algebras). The definition of the quantum product involves the geometry of spaces of rational curves inside Schubert varieties of $F_{\ell G}$, as encoded in the “curve neighborhoods” of (finite-dimensional) Schubert varieties $\Omega \subset F_{\ell G}$. The curve neighborhood $\Theta_d(\Omega)$ for a degree $d \in H_2(F_{\ell G})$ is the subvariety of $F_{\ell G}$ containing the points on all rational curves $C \subset F_{\ell G}$ such that $C \cap \Omega \neq \emptyset$ and the degree of $C$ is $|C| = d$. Because $\Omega$ is finite dimensional so is $\Theta_d(\Omega)$, an observation which goes back to Atiyah [1]. Curve neighborhoods appeared in several recent studies of quantum cohomology and quantum K-theory rings of homogeneous spaces [10, 11].

1.1. Statement of results. In what follows we give a more precise version of our results. We first fix some notations. Let $q = (q_0, \ldots, q_n)$ denote the sequence of quantum parameters indexed by the simple roots $\{\alpha_0, \ldots, \alpha_n\}$ in the affine root system associated to $G$. Let $\deg q_i = 2$ (see Remark 6.2 for geometry behind this). The cohomology ring $H^*(G/B)$ is a graded $\mathbb{Z}$-algebra with a basis given by Schubert classes $\sigma_w \in H^{2\ell(w)}(G/B)$, where $w \in W$ varies in the Weyl group of $G$. Similarly, the cohomology ring $H^*(F_{\ell G})$ is a graded $\mathbb{Z}$-algebra with a basis given by affine Schubert classes $\varepsilon_w \in H^{2\ell(w)}(F_{\ell G})$, where $w \in W_{\text{aff}}$ varies in the affine Weyl group of $G$. Here $\ell(w)$ denotes the length function for the Coxeter groups $W$ and $W_{\text{aff}}$. In what follows we consider complex degrees, which are half the topological degrees; e.g. $\deg \sigma_w = \ell(w)$. By $s_i$ we denote the simple reflection corresponding to the simple root $\alpha_i$. Let $\varepsilon_i := \varepsilon_{s_i}$ and $\sigma_i := \sigma_{s_i}$.
Fix \( d \in \mathbb{H}_2(\mathcal{F}_G) \) an effective degree and write \( d = d_0\alpha_0^\vee + \cdots + d_n\alpha_n^\vee \) where \( d_i \in \mathbb{Z}_{\geq 0} \) and \( \alpha_i^\vee \) are the simple affine coroots of \( G \). Let \( \{\lambda_0, \ldots, \lambda_n\} \) be a set of fundamental weights dual to the coroot basis under the evaluation pairing \( \langle \cdot, \cdot \rangle \), i.e. \( \langle \lambda_i, \alpha_j^\vee \rangle = \delta_{ij} \) (the Kronecker symbol). By \( q^d \) we will mean \( q_0^{d_0} \cdots q_n^{d_n} \); note that \( \deg q^d = 2(d_0 + \cdots + d_n) \). Fix also \( s_i, u, w \in W_{aff} \). Consider the Schubert variety \( X(w) := \overline{BwB}/B \subset \mathcal{F}_G \). This is a projective variety of complex dimension \( \ell(w) \).

A key definition in this paper is that of the “Chevalley” Gromov-Witten invariants \( \langle \epsilon_i, \epsilon_u, [X(w)] \rangle \) where \( X(w) \in \mathbb{H}_2(w)(\mathcal{F}_G) \) is the fundamental class. Let \( \Theta_d(w) := \Theta_d([X(w)]) \) be the curve neighborhood of \( X(w) \), defined rigorously in Theorem 5.2 below. By definition \( \langle \epsilon_i, \epsilon_u, [X(w)] \rangle \) is nonzero only when \( 1 + \ell(u) = \ell(w) + \deg q^d \). This is a familiar condition from quantum cohomology which is equivalent to the fact that the quantum multiplication is homogenous (or that the subspace of the moduli space of stable maps consisting of maps passing through classes represented by \( \epsilon_i, \epsilon_u \) and \( [X(w)] \) has expected dimension 0). If \( 1 + \ell(u) = \ell(w) + \deg q^d \) then we define

\[
\langle \epsilon_i, \epsilon_u, [X(w)] \rangle = \langle \lambda_i, d \rangle \int_{\mathcal{F}_G} \epsilon_u \cap [\Theta_d(w)],
\]

where \( \cap \) is the cap product between cohomology and homology and the integral means taking the degree 0 homology component. This definition is the natural generalization of the analogous formula for the corresponding Gromov-Witten invariants of \( G/B \), recently proved by Buch and Mihalcea in [11]. Note that the integral is nonzero only when \( \dim \Theta_d([X(w)]) = \ell(w) \), which is a very strong constraint on the possible degrees \( d \) that may appear. We prove in [6] that \( d = \alpha^\vee \), the dual of a positive affine real root \( \alpha \) which satisfies \( \ell(s_\alpha) = 2ht(\alpha) - 1 \), where \( ht \) denotes the height. There are finitely many such coroots \( \alpha^\vee \), because they satisfy \( \alpha^\vee < c := \alpha^\vee + \theta^\vee \) where \( c \) is the imaginary coroot, and \( \theta \) is the highest root of the finite root system; see Proposition 6.5.

Define the free \( \mathbb{Z}[q] \)-module \( \mathbb{QH}^*(\mathcal{F}_G) := \mathbb{H}^*(\mathcal{F}_G) \otimes_{\mathbb{Z}} \mathbb{Z}[q] \) graded in the obvious way. The definition of the Gromov-Witten invariants above allows us to define the family of \( \mathbb{Z}[q] \)-linear, degree 1 operators of graded \( \mathbb{Z}[q] \)-modules \( \Lambda_i : \mathbb{QH}^*(\mathcal{F}_G) \to \mathbb{QH}^*(\mathcal{F}_G) \) given by

\[
\Lambda_i(\epsilon_u) = \epsilon_i \cdot \epsilon_u + \sum_{d \in \mathbb{H}_2(\mathcal{F}_G), d \neq 0} \langle \epsilon_u, \epsilon_i, [X(w)] \rangle q^d \epsilon_w,
\]

where \( \epsilon_i \cdot \epsilon_u \) is the ordinary multiplication in \( \mathbb{H}^*(\mathcal{F}_G) \). These operators can be interpreted as affine quantum Chevalley operators on \( \mathbb{H}^*(\mathcal{F}_G) \). In Theorem 6.7 we find an explicit combinatorial formula for these operators, which generalizes to the affine case the quantum Chevalley formula of Peterson, proved by Fulton and Woodward [21].

Let \( \mathcal{T} \subset B \) and \( \mathcal{T} \subset B \) be maximal tori. Let \( e_1 : G/\mathcal{T} \to G/T \) be the map obtained by evaluation of loops at \( t = 1 \). Since \( G/\mathcal{T} \) and \( G/T \) are affine bundles over the corresponding flag manifolds \( \mathcal{F}_G \) and \( G/B \), this induces a map \( e_1^\ast : \mathbb{H}^*(G/B) \to \mathbb{H}^*(\mathcal{F}_G) \). We analyze this map in \([4]\) and prove that it is injective and that

\[
e_i^\ast(\sigma_i) = \epsilon_i - m_i \epsilon_0, \quad (1 \leq i \leq n), \text{ where } \theta^\vee = m_1 \alpha_1^\vee + \cdots + m_n \alpha_n^\vee.
\]

In the topological category this map was studied by Mare [35] and it played a key role in Peterson’s “quantum=affine” phenomenon [55] proved by Lam and Shimozono [42]. Using this map define \( \mathbb{H}^*_aff(G/B) := \epsilon_1^\ast(\mathbb{H}^*(G/B)) \), which is a graded subalgebra of \( \mathbb{H}^*(\mathcal{F}_G) \) isomorphic to \( \mathbb{H}^*(G/B) \). Recall also the subalgebra \( \mathbb{H}^#(\mathcal{F}_G) \) of \( \mathbb{H}^*(\mathcal{F}_G) \) generated by Schubert classes \( \epsilon_0, \ldots, \epsilon_n \). The main result of this paper, proved in [7] below, is the following:

**Theorem 1.1.** The affine quantum Chevalley operators \( \Lambda_i \) satisfy the following properties:

(a) The operators \( \Lambda_i \) commute up to the imaginary coroot, i.e. for any \( w \in W_{aff} \) and any \( 0 \leq i, j \leq n \) we have

\[
\Lambda_i \Lambda_j(\epsilon_w) = \Lambda_j \Lambda_i(\epsilon_w) \mod q^d = q_0 q^{\theta^\vee};
\]
Corollary 1.2. Let $w \in W_{\text{aff}}$ and any $1 \leq i, j \leq n$ we have
\[(\Lambda_i - m_i \Lambda_0)(\Lambda_j - m_j \Lambda_0)(\varepsilon_w) = (\Lambda_j - m_j \Lambda_0)(\Lambda_i - m_i \Lambda_0)(\varepsilon_w);\]

(c) Let $0 \leq i \leq n$. Then the Chevalley operator $\Lambda_i$ preserves the submodule $\text{QH}^\#(\mathcal{F}_G) := H^\#(\mathcal{F}_G) \otimes \mathbb{Z}[q]$.

(d) Let $1 \leq i \leq n$. Then the modified Chevalley operator $\Lambda_i - m_i \Lambda_0$ preserves the submodule $\text{H}^\#_{\text{aff}}(G/B) \otimes \mathbb{Z}[q]$.

As we show in Remark 1.3, the restriction on commutativity up to $q^c$ from part (a) cannot be removed, even for $G = \text{SL}_2(\mathbb{C})$. In (d) we use the algebra generated by the commuting operators $\Lambda_i - m_i \Lambda_0$, together with the fact that Schubert divisors $\sigma_i$ generate $H^* (G/B)$ over $\mathbb{Q}$, to give the definition of a product on $H^\#_{\text{aff}}(G/B) \otimes \mathbb{Z}[q]$. Using the injective algebra homomorphism $\varepsilon_i^*$ one can transfer this product by $\mathbb{Q}[q]$-linearity and define a product $\ast_{\text{aff}}$ on $\text{QH}^\#_{\text{aff}}(G/B) := H^*(G/B) \otimes \mathbb{Q}[q]$.

**Corollary 1.2.** The pair $(\text{QH}^\#_{\text{aff}}(G/B), \ast_{\text{aff}})$ is a graded, commutative, associative $\mathbb{Q}[q]$-algebra with a $\mathbb{Q}[q]$-basis given by Schubert classes $\sigma_w$, where $w$ varies in $W$. Further, the $\mathbb{Q}[q_1, \ldots, q_n]$-algebra $\text{QH}^\#_{\text{aff}}(G/B)/\langle q^c \rangle$ is naturally isomorphic to the ordinary quantum cohomology algebra $H^*(G/B)$.

A similar product can be defined on the quotient $\text{QH}^\#(\mathcal{F}_G)/\langle q^c \rangle$ which makes it a graded, commutative $\mathbb{Z}[q]$-algebra. The multiplication in both rings is determined by the Chevalley operators, thus one can algorithmically calculate any quantum products. An interesting fact is that the structure constants in $\text{QH}^\#_{\text{aff}}(G/B)$ with respect to the Schubert basis are in general not positive, although the affine Chevalley operator $\Lambda_i$, and thus the quantum products $\varepsilon_i \ast_{\text{aff}}$ on $\text{QH}^\#(\mathcal{F}_G)/\langle q^c \rangle$, are positive. See [2,1] below for some examples. Note that for $G = \text{SL}_n(\mathbb{C})$ the ring $\text{QH}^\#_{\text{aff}}(G/B)/\langle q^c \rangle$ was constructed with different methods in [46].

The proof of Theorem 1.1 is based on several different techniques. On one side one needs the precise combinatorial formula for $\Lambda_i$, which requires a study of the geometry and combinatorics of the relevant curve neighborhoods. Once this is done, we perform in [3] a thorough investigation of the “Chevalley” roots $\alpha$ which may appear in the formula for $\Lambda_i$. We mentioned above that these are the affine positive real roots $\alpha$ such that $\ell(s_\alpha) = 2ht(\alpha^\vee) - 1$, and satisfy $\alpha^\vee < c = \alpha_0^\vee + \theta^\vee$. We use this investigation to establish an involution of the set of certain chains of length 2 in the affine analogue of the quantum Bruhat graph defined by Brenti, Fomin, and Postnikov [9]. These chains help calculate the quantities $\Lambda_i \Lambda_j (\varepsilon_w)$, and the involution corresponds to proving the identity in (a). The identity in (b) is an easy extra calculation, although we find it surprising that the $q^c$ constraint can be removed; it would be interesting to give an independent explanation of this fact.

The proof of properties (c) and (d), which are equivalent to the closure of the corresponding quantum products, turn out to be equivalent to certain properties of the divided difference operators acting on $H^*(\mathcal{F}_G)$ and $H^*(G/B)$. Part (c) is a consequence of the Leibniz formula for these operators. Part (d) is much more subtle and requires certain facts which might be of independent interest. Let $R_{\text{aff}}$ be the Coxeter ring generated by the divided difference operators $D_i$ ($0 \leq i \leq n$) associated to simple roots, acting on $H^*(\mathcal{F}_G)$. These operators satisfy $D_i^2 = 0$ and the braid relations; see [3.1] below and [10, Ch. 11] for details. Similarly let $R$ be the Coxeter ring of Bernstein-Gelfand-Gelfand (BGG) divided difference operators from [5] acting on $H^*(G/B)$, generated by $\partial_i$ for $1 \leq i \leq n$. We prove in Theorem 3.3 that there is a ring homomorphism $\pi : R_{\text{aff}} \to R$ such that $\pi(D_i) = \partial_i$ for $1 \leq i \leq n$ and $\pi(D_0) = \partial_{-0}$ where $\partial_{-0}$ is the BGG operator associated to the (negative) root $-\theta$. Since the braid relations are satisfied, one can define an operator $D_w \in R_{\text{aff}}$ for any $w \in W_{\text{aff}}$ by composition $D_w := D_{s_{\alpha_1}} \cdots D_{s_{\alpha_k}}$ where $w$ has a reduced word $w = s_{\alpha_{i_1}} \cdots s_{\alpha_{i_k}}$. Similarly one defines $\partial_w \in R$ for $w \in W$. The key formula needed to prove
(d) is that $D_w$ and $e_1^w$ commute with each other via $\pi$, i.e. for any $a \in H^*(G/B)$,

$$D_w(e_1^w(a)) = e_1^w(\pi(D_w)(a)) \in H^*(\mathcal{F}L_G);$$

cf. Theorem [4.3]. In fact, with these notations we show in [7] that the Chevalley multiplication formula in $QH_{\text{aff}}(G/B)$ is given by

$$\sigma_i \star_{\text{aff}} \sigma_w = \sigma_i \cdot \sigma_w + \sum_{\alpha}(\lambda_i - m_\alpha \lambda_0, \alpha^\vee)q^{\alpha^\vee} \pi(D_{s_\alpha})(\sigma_w), \quad 1 \leq i \leq n, \quad w \in W$$

where the sum is over affine positive real roots $\alpha$ such that $\ell(s_\alpha) = 2ht(\alpha^\vee) - 1$ and $D_{s_\alpha}$ is the affine BGG operator. This formula is similar to the quantum Chevalley formula from the finite case [21].

The second part of the paper is devoted to the study of the Dubrovin and Givental-Kim formalisms for the quantum product $\star_{\text{aff}}$ on $H^*(G/B)$, in analogy to the study from [13] and [22, 36] of the ordinary quantum product on $H^*(G/B)$; our treatment is inspired from [12]. More precisely, let $\langle \cdot, \cdot \rangle$ be the Poincaré pairing on $H^*(G/B)$ extended linearly over $\mathbb{C}[q]$. Then $QH^*_{\text{aff}}(G/B)$ is a Frobenius algebra, i.e. it satisfies $\langle a \star_{\text{aff}} b, c \rangle = \langle a, b \star_{\text{aff}} c \rangle$ for any $a, b, c \in H^*(G/B)$. In [9] we construct the analogue of Dubrovin connection $\nabla^h$ on the trivial bundle $H^2(G/B) \times H^*(G/B) \to H^2(G/B)$, and we prove it is flat (Theorem 9.5); here $h \in \mathbb{C}^*$ is a parameter. Following [22] we define the Givental connection to be $\nabla := h\nabla^h/h$. Let $\partial/\partial z_i$ be the derivation corresponding to the vector field $\partial/\partial z_i$ where $z_i$ is the coordinate on $H^2(G/B)$ corresponding to the Schubert class $\sigma_i$. The flatness of the Dubrovin connection $\nabla^h$ together with an argument of Mare [45] imply that the system of quantum differential equations

$$h\partial/\partial z_i(s) = \sigma_i \star_{\text{aff}} s \iff \nabla_{\partial/\partial z_i}(s) = 0; \quad i \in \{1, \ldots, n\}$$

has nontrivial solutions $s$ in the ring of formal power series $\mathbb{C}[[q_0, \ldots, q_n]][z_1, \ldots, z_n][h^{-1}]$ where $q_i = e^{z_i}$ for $1 \leq i \leq n$ and where there is a relation $q^e = q_{0}q_{1}^{m_1} \cdots q_{n}^{m_n} = 1$. See Remark 9.4 for an interpretation of this relation. Further, for each $w \in W$ one can find solutions $s_w$ which have the leading term $\sigma_w$. These are the main ingredients needed to adapt the Givental-Kim formalism from [22, 36] to the affine case, and relate the ring $QH^*_{\text{aff}}(G/B)$ to the periodic Toda lattice. The key fact which makes this possible is the quadratic relation in $QH^*_{\text{aff}}(G/B)$:

$$\sum_{i,j=1}^{n}(\alpha^\vee_i | \alpha^\vee_j)\sigma_i \star_{\text{aff}} \sigma_j = (\theta^\vee | \theta^\vee)q_0 + \sum_{i=1}^{n}(\alpha^\vee_i | \alpha^\vee_i)q_i,$$

where $\langle \cdot | \cdot \rangle$ is the Killing form on the Lie algebra of $G$ normalized so that $\langle \theta | \theta \rangle = 2$. The quantization of this relation corresponds to the differential operator

$$\mathcal{H} := \sum_{i,j=1}^{n}(\alpha^\vee_i | \alpha^\vee_j)h\partial/\partial z_i (\theta^\vee | \theta^\vee)e^{z_0} - (\theta^\vee | \theta^\vee)e^{z_0} - \sum_{i=1}^{n}(\alpha^\vee_i | \alpha^\vee_i)e^{z_i}$$

acting on the ring of formal power series above. Here $\partial/\partial z_i$ is the partial derivative and $h$ and $e^{z_i}$ act by multiplication; see [10] for details. The operator $\mathcal{H}$ is the Hamiltonian of the quantum periodic Toda lattice associated to the dual of the extended Dynkin diagram for $G$. (Sometimes this is referred to as the quantum periodic Toda lattice for the short dominant root $\theta^\vee$, and it corresponds to a twisted affine Lie algebra.) The complete integrability of this system has been established by Goodman and Wallach [25] for $G$ of Lie types $A_n, B_n, C_n, D_n$ and $E_6$, and by Etingof [15] in the simply laced Lie types (in these cases, there is no difference between the dual and the non-dual versions of the periodic quantum Toda lattice). For the remaining types $F_4$ and $G_2$ the integrability has been proved by Mare [47].
The relevance of complete integrability comes from the fact that by the Givental-Kim formalism any differential operator $\mathcal{H}_k$ which is polynomial in $e^{z_i}, \partial/\partial z_i$ and $h$, and which commutes with $\mathcal{H}$ gives a relation in $\text{QH}^*(G/B)$. This leads to the second main result of this paper, proved in [11]

**Theorem 1.3.** The algebra $\text{QH}^*_{\text{aff}}(G/B)$ has a presentation of the form $\mathbb{Q}[q][x_1, \ldots, x_n]/I$ where $I$ is the ideal generated by the integrals of motion of the dual periodic Toda lattice associated to $G$, and where the indeterminates $x_i$ correspond to the Schubert divisors $\sigma_i$.

Observe that the ideal of relations is determined by the integrals of motion for the ordinary (non-quantum) dual periodic Toda lattice: recall that they are obtained from the differential operators in the quantum version after taking top degree terms and making certain substitutions.

This theorem naturally generalizes the results of Givental and of Kim [23, 36] for the ordinary quantum cohomology ring $\text{QH}^*(G/B)$. In fact, there has been recently a flurry of activity relating quantum cohomology and quantum K-theory of the (cotangent bundle of) flag manifolds to integrable systems, and eventually to quantum groups; see e.g. [24, 53, 8, 48, 27, 26]. A connection between the periodic Toda lattice and certain 1-point Gromov-Witten invariants for affine flag manifolds appears in the work of Braverman [7]. He studies a particular compactification of the space of rational curves in $\mathcal{F} \ell_G$ with one marked point, called based quasi-map spaces. Using this he constructs an equivariant J-function which is an eigenvector for a differential operator related to the Hamiltonian $\mathcal{H}$. Since in the finite case the J-function is determined by flat sections of the Givental connection, it is natural to expect that an equivariant version of the aforementioned flat sections $g_w$ will be related to Braverman’s J-function.
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2. Preliminaries

The goal of this section is to set up notations and recall some basic facts about Lie algebras and their affine versions, and about the cohomology of the associated flag varieties. Throughout this article $G$ will denote a complex simple, simply connected Lie group. We fix $T \subset B \subset G$ a maximal torus included in a Borel subgroup of $G$. Let $\mathfrak{g}$ and $\mathfrak{h}$ be the Lie algebras for $G$ and $T$. The corresponding sets of roots and coroots are $\Pi \subset \mathfrak{h}^*$ and $\Pi^\vee := \{ \alpha^\vee \mid \alpha \in \Pi \} \subset \mathfrak{h}$. Pick a simple root system along with the corresponding coroots:

$$\Delta = \{ \alpha_1, \ldots, \alpha_n \}, \quad \Delta^\vee = \{ \alpha_1^\vee, \ldots, \alpha_n^\vee \}.$$  

This determines the partition of $\Pi$ into positive and negative roots: $\Pi = \Pi^+ \cup \Pi^-$.  

Denote by $\langle \cdot, \cdot \rangle$ the Killing form of $\mathfrak{g}$, which we normalize in such a way that $\langle \alpha | \alpha \rangle = 2$, for any long root $\alpha$ (recall that the restriction of $\langle \cdot, \cdot \rangle$ to $\mathfrak{h}$ is non-degenerate, see e.g. [18, Section 14.2]). Let $\langle \cdot, \cdot \rangle : \mathfrak{h}^* \times \mathfrak{h} \to \mathbb{C}$ be the evaluation pairing, and let $\{ \omega_1, \ldots, \omega_n \} \subset \mathfrak{h}^*$ be the fundamental weights satisfying $\langle \omega_i, \alpha^\vee_j \rangle = \delta_{ij}$. Set $W := N_G(T)/T$ the Weyl group. This is generated by the simple reflections $s_i := s_{\alpha_i}$ corresponding to the simple roots $\alpha_i$. For $w \in W$, the length $\ell(w)$ equals the number of simple reflections in any reduced word decomposition of $w$; $w_0$ denotes the longest element of $W$.

The (finite) flag variety $G/B$ is a complex projective manifold of dimension $\ell(w_0)$. The group $G$ acts transitively on the left. The Schubert varieties $X(w) := \overline{BwB}/B$ and $Y(w) = \overline{B^-wB}/B$ are
irreducible subvarieties of $G/B$ so that $\dim X(w) = \operatorname{codim} Y(w) = \ell(w)$, where $B^- = w_0 Bw_0$ is the opposite Borel subgroup. For now we consider the homology $H_*(G/B)$ and cohomology $H^*(G/B)$ with integral coefficients, but occasionally we will need to work over $\mathbb{Q}$, and we will specify when this is the case. The homology is a free $\mathbb{Z}$–module with a basis given by fundamental classes $[X(w)] \in H_{2\ell(w)}(G/B)$, where $w$ varies in $W$. The Poincaré pairing $H^*(G/B) \otimes H_*(G/B) \to \mathbb{Z}$ sending $a \otimes b$ to $\int_{G/B} a \cap b$ is nondegenerate; here the integral denotes the push forward to a point. Let $\sigma_w \in H^{2\ell(w)}(G/B)$ denote the dual class of $[X(w)]$ with respect to this pairing. Since the intersection $X(w) \cap Y(w)$ is transversal and it consists of a single $T$–fixed point $e_w$, $\sigma_w$ is naturally identified with $[Y(w)]$.

For each integral weight $\lambda \in \mathfrak{h}^*$ we denote by $C_\lambda$ the 1-dimensional $T$–module of weight $\lambda$, defined by $z.u = \lambda(z)u$. Recall that the Borel group $B$ can be written as the product $B = UT$, where $U$ is the unipotent subgroup. Then we regard $C_\lambda$ as a $B$–module by letting elements of $U$ act trivially. Let $L_\lambda$ be the $G$–equivariant line bundle over $G/B$ 

$$L_\lambda := G \times B C_{-\lambda} = (G \times \mathbb{C})/B$$

where $B$ acts on $G \times \mathbb{C}$ by $b.(g, u) = (gb^{-1}, \lambda(b)^{-1}u)$. With these definitions we have that $c_1(L_{\omega_i}) = [Y(s_i)]$; see e.g. [11, §8]. This identifies $H^2(G/B) = \oplus_{i=1}^n [Y(s_i)]$ with the (integral) weight lattice $\bigoplus_{i=1}^n \mathbb{Z}\omega_i$. We can further identify $H_2(G/B)$ with the coroot lattice $\oplus_{i=1}^n \mathbb{Z}\alpha_i^\vee$ by letting $[X(s_i)]$ correspond to $\alpha_i^\vee$. Then the restriction of the Poincaré pairing to $H^2(G/B) \otimes H_2(G/B)$ is identified to the evaluation pairing $\langle \cdot, \cdot \rangle$.

2.1. Affine Kac-Moody algebras. Next we establish the main notation for the affine root systems and the corresponding Lie algebras, following the references [33, 40]. Let $\mathfrak{g}_{\text{aff}}$ be the affine (non-twisted) Kac-Moody Lie algebra associated to $\mathfrak{g}$ (cf. e.g. [33, Ch. 7] or [40, Section 13.1]). By definition, 

$$\mathfrak{g}_{\text{aff}} = \mathcal{L}(\mathfrak{g}) \oplus \mathbb{C}c \oplus \mathbb{C}d,$$

where $\mathcal{L}(\mathfrak{g}) := \mathfrak{g} \otimes \mathbb{C}[t, t^{-1}]$ ($t \in \mathbb{C}^*$) is the space of all Laurent polynomials in $\mathfrak{g}$ and where $c$ is a central element with respect to the Lie bracket in $\mathfrak{g}_{\text{aff}}$. The Cartan subalgebra of $\mathfrak{g}_{\text{aff}}$ is $\mathfrak{h}_{\text{aff}} := \mathfrak{h} \oplus \mathbb{C}c \oplus \mathbb{C}d$ and let $\langle \cdot, \cdot \rangle : \mathfrak{h}_{\text{aff}}^* \times \mathfrak{h}_{\text{aff}} \to \mathbb{C}$ be the evaluation pairing. The affine root system $\Pi_{\text{aff}}$ associated to $\mathfrak{g}_{\text{aff}}$ consists of

- $m\delta + \alpha$, where $m \in \mathbb{Z}$ and $\alpha \in \Pi$ (these are called the (affine) real roots).
- $m\delta$, $m \in \mathbb{Z} \setminus \{0\}$ (these are the imaginary roots).

Here the embedding $\Pi \subset \Pi_{\text{aff}}$ identifies a root $\alpha \in \Pi$ with the linear function on $\mathfrak{h}_{\text{aff}}$ whose restriction to $\mathfrak{h}$ equals to $\alpha$ and which satisfies $\langle \alpha, c \rangle = \langle \alpha, d \rangle = 0$. The imaginary root $\delta$ of $\mathfrak{h}_{\text{aff}}$ is defined by

$$\delta|_{\mathfrak{h} \oplus \mathbb{C}c} = 0 \quad \text{and} \quad \langle \delta, d \rangle = 1.$$

The (affine) simple root system $\Delta_{\text{aff}} \subset \Pi_{\text{aff}}$ is

$$\Delta_{\text{aff}} := \{\alpha_0 := \delta - \theta, \alpha_1, \ldots, \alpha_n\}$$

where $\theta \in \Pi$ is the highest root. As in the finite case, this determines a partition $\Pi_{\text{aff}} = \Pi_{\text{aff}}^+ \cup \Pi_{\text{aff}}^-$ into positive and negative roots. Denote by $\Pi_{\text{aff}}^{+\text{re}}$ and $\Pi_{\text{aff}}^{+\text{re}}$ the set of affine roots which are real, respectively the subset of positive real roots. Then $\Pi_{\text{aff}}^{+\text{re}}$ contains the finite positive roots along with $m\delta + \alpha$, where $m > 0$ and $\alpha \in \Pi$. For $a, b$ in the root lattice $\bigoplus_{0 \leq i \leq n} \mathbb{Z}\alpha_i$, we say that $a \leq b$ if $b - a$ is a linear combination with non-negative coefficients of $\alpha_0, \ldots, \alpha_n$. By $a < b$ we mean $a \leq b$ and $a \neq b$. The (affine) simple coroot system is the subset $\Delta_{\text{aff}}^\vee \subset \mathfrak{h}_{\text{aff}}^*$:

$$\Delta_{\text{aff}}^\vee := \{\alpha_0^\vee := c - \theta^\vee, \alpha_1^\vee, \ldots, \alpha_n^\vee\}.$$
The affine Weyl group $W_{\text{aff}}$ of $\mathfrak{g}_{\text{aff}}$ relative to $h_{\text{aff}}$ is by definition the subgroup of $\GL(h_{\text{aff}}^*)$ generated by the simple reflections $s_0, \ldots, s_n$, where $s_i(\lambda) := \lambda - \langle \lambda, \alpha_i^\vee \rangle \alpha_i$ for $\lambda \in h_{\text{aff}}^*$ and $0 \leq i \leq n$. It turns out that $W_{\text{aff}}$ leaves $\Pi_{\text{aff}}$ invariant. Further, $\alpha \in \Pi_{\text{aff}}$ is a real root if and only if $\alpha = w_0 \alpha_i$ for some $w \in W_{\text{aff}}$ and $0 \leq i \leq n$. Then the resulting reflection $s_\alpha \in W_{\text{aff}}$ is independent of choices of $w$ and $\alpha_i$ and it is the linear automorphism of $h_{\text{aff}}^*$

$$s_\alpha(\lambda) = \lambda - \langle \lambda, \alpha_i^\vee \rangle \alpha_i; \quad (\lambda \in h_{\text{aff}}^*).$$

For each $w \in W_{\text{aff}}$ one defines the length $\ell(w)$ to be the minimal length of a reduced word of $w$ in terms of the generating system $s_0, \ldots, s_n$. Recall that if $w \in W_{\text{aff}}$ and $\alpha \in \Pi_{\text{aff}}$, then:

- $\ell(ws_\alpha) < \ell(w)$ (resp. $\ell(ws_\alpha) > \ell(w)$) if and only if $w \alpha < 0$ (resp. $w \alpha > 0$).
- (Strong Exchange Condition) If $\ell(ws_\alpha) < \ell(w)$ and $w = s_{i_1} \cdots s_{i_k}$ is a (possibly not reduced) expression then $ws_\alpha = s_{i_1} \cdots s_{i_j} \cdots s_{i_k}$ for some $1 \leq j \leq k$.

See e.g. [40, §1.3] for details. These facts also follow because $(W_{\text{aff}}, \{s_0, \ldots, s_n\})$ is a Coxeter group; see e.g. [31] or [6].

If $\alpha = w_0 \alpha_i$ then the coroot $\alpha^\vee := w_0 \alpha_i^\vee$ is independent of choices of $w$ and $\alpha_i$. The set $\{\alpha^\vee \mid \alpha \in \Pi_{\text{aff}}^\vee\}$ consists of the real roots of the Kac-Moody affine Lie algebra $\mathfrak{g}_{\text{aff}}$, which is associated to the Langlands dual simple Lie algebra $\mathfrak{g}^\vee$ of $\mathfrak{g}$, and whose root system is $\Pi^\vee$. The simple root system of $\mathfrak{g}_{\text{aff}}^\vee$ is $\Delta_{\text{aff}}^\vee$ and the roots of $\mathfrak{g}_{\text{aff}}^\vee$ are:

- $mc + \alpha^\vee$, where $m \in \mathbb{Z}$ and $\alpha \in \Pi$ (the real coroots).
- $mc, m \in \mathbb{Z} \setminus \{0\}$ (the imaginary coroots).

We still denote by $\leq$ the ordering on the coroot lattice determined by the positive coroots. An alternative description of the coroots can be obtained in terms of the invariant bilinear form $(\cdot | \cdot)$ on $\mathfrak{g}_{\text{aff}}$ given by

$$\langle u + r_1 c + s_1 d | v + r_2 c + s_2 d \rangle := r_1 s_2 + s_1 r_2 + \text{Res}(t^{-1}(u, v)),$$

for all $u, v \in \mathcal{L}(\mathfrak{g})$ and $r_1, r_2, s_1, s_2 \in \mathbb{C}$. Here $(u, v)$ is the function $\mathbb{C}^* \to \mathbb{C}$ given by $(u, v)(t) = (u(t)|v(t))$ and Res stands for residue. This inner product is invariant, in the sense that $\langle [a_1, a_2]|a_3 \rangle = \langle a_1|[a_2, a_3] \rangle$, for all $a_1, a_2, a_3 \in \mathfrak{g}_{\text{aff}}$. Its restriction to $\mathfrak{g}$ coincides with the biinvariant metric we have considered initially. The restriction of $(\cdot | \cdot)$ to $h_{\text{aff}} \times h_{\text{aff}}$ is nondegenerate and invariant under $W_{\text{aff}}$, hence it induces a linear isomorphism $\nu : h_{\text{aff}} \to h_{\text{aff}}^*$. We have

$$\alpha^\vee = \frac{2\nu^{-1}(\alpha)}{\langle \alpha | \alpha \rangle},$$

for any root $\alpha \in \Pi_{\text{aff}}^\vee$, therefore the duals of finite roots are exactly the finite coroots. The identity (2.2) implies that $s_\alpha = s_\alpha^\vee$, hence the affine Weyl groups of $\mathfrak{g}_{\text{aff}}$ and $\mathfrak{g}_{\text{aff}}^\vee$ coincide.

The restriction of the inner product (2.1) to $h_{\text{aff}}^*$ is nondegenerate. Thus it induces an inner product on $h_{\text{aff}}^*$, in particular on its subspace $h_{\text{aff}}^* \oplus \mathbb{C}\delta$. Denote by $h_{\text{aff}}^*_{\mathbb{R}}$ the subspace of $h_{\text{aff}}^*$ spanned by the roots, i.e., the elements of $\Pi$. Observe that $\Pi_{\text{aff}}$ is contained in $h_{\text{aff}}^*_{\mathbb{R}} \oplus \mathbb{R}\delta$.

**Remark 2.1.** For $x \in h_{\text{aff}}^*_{\mathbb{R}} \oplus \mathbb{R}\delta$, we have

- $\langle x | x \rangle \geq 0$
- $\langle x | x \rangle = 0$ if and only if $x \in \mathbb{R}\delta$.

Indeed, one can see from (2.1) that if $x = x_0 + r\delta$, with $x_0 \in h_{\text{aff}}^*$ and $r \in \mathbb{R}$ then $\langle x | x \rangle = \langle x_0 | x_0 \rangle$. The claim follows because the inner product $\langle x_0 | x_0 \rangle$ is the Killing form and its restriction to $h_{\text{aff}}^*_{\mathbb{R}}$ is strictly positive definite [18, Section 14.2].

The following property of the root system $\Pi_{\text{aff}}$ will be useful; see [33, Proposition 5.1]:
Proposition 2.2. Let $\alpha \in \Pi_{\text{aff}}^*$ and $\beta \in \Pi_{\text{aff}}$. Then there is an equality:

$$\{\beta + k\alpha \mid k \in \mathbb{Z}\} \cap (\Pi_{\text{aff}} \cup \{0\}) = \{\beta - pa, \beta - (p-1)\alpha, \ldots, \beta + (q-1)\alpha, \beta + qa\},$$

where $p, q \in \mathbb{Z}_+$ are such that $p - q = \langle \beta, \alpha \rangle$. In particular, $\langle \beta, \alpha \rangle \in \mathbb{Z}$.

2.2. Affine flag varieties and their cohomology. In this section we recall some basic facts about affine flag varieties and (co)homology. Our main reference is [40], especially Chapters 7, 2.2.

The context should clarify any confusions; as a general rule, if $\ell$ varieties of dimension $n$ 11 and 13. Let $G(\mathbb{C}[t, t^{-1}])$ be the group of Laurent polynomials loops $\mathbb{C}^* \to G$ (cf. [40] Def. 13.2.1]) and let $\mathcal{G}$ be the semidirect product $\mathbb{C}^* \ltimes G(\mathbb{C}[t, t^{-1}])$ where $\mathbb{C}^*$ acts by loop rotation, i.e. $(z \cdot (g(t))) = (\gamma(t))$ for $\gamma \in G(\mathbb{C}[t, t^{-1}])$. As explained in [40] 13.2.2 there is a group homomorphism $\tau : \mathbb{C}^* \ltimes G(\mathbb{C}[t]) \to \mathbb{C}^* \ltimes G$ sending $(z, g(t))$ to $(z, g(0))$ obtained by evaluation at $t = 0$. Define $B := \tau^{-1}(\mathbb{C}^* \times B)$ and $U := \tau^{-1}(1 \times U)$ where $U \subset B$ is the unipotent subgroup of $B$. The restriction of the semidirect product defining $\mathcal{G}$ to $\mathbb{C}^* \ltimes G$ is actually a direct product hence the standard maximal torus $T \subset B$ is isomorphic to $\mathbb{C}^* \times T$. The subgroup $B$ is the standard Iwahori subgroup of $\mathcal{G}$ and there is a semidirect product $B = U \cdot (\mathbb{C}^* \times T)$. With these notations the affine flag variety $\mathcal{F}_{\mathcal{G}}$ associated to the group $G$ is $\mathcal{F}_{\mathcal{G}} := \mathcal{G}/B$.1

The flag variety $\mathcal{F}_{\mathcal{G}}$ has a natural structure of a projective ind-variety, i.e. it has a filtration $\mathcal{X}_1 \subset \mathcal{X}_2 \subset \ldots \subset \mathcal{F}_{\mathcal{G}}$ where $\mathcal{X}_\ell$ are finite dimensional projective algebraic varieties and the inclusions $\mathcal{X}_\ell \subset \mathcal{X}_{\ell+1}$ are closed embeddings. This filtration is used to endow $\mathcal{F}_{\mathcal{G}}$ with the strong topology. We consider the homology and cohomology relative to this topology, with $\mathbb{Z}$ coefficients.

As in the finite case, the Schubert varieties $X(w) := \overline{BwB/B}$ are irreducible complex projective varieties of dimension $\ell(w)$. Notice that we used the same notation $X(w)$ as in the finite case. The context should clarify any confusions; as a general rule, if $w \in W_{\text{aff}}$ (as is the situation here) then $X(w) \subset \mathcal{F}_{\mathcal{G}}$. The fundamental classes $[X(w)] \in H_{2\ell(w)}(\mathcal{F}_{\mathcal{G}})$ form a $\mathbb{Z}$-basis of $H_{\ast}(\mathcal{F}_{\mathcal{G}})$ as $w$ varies in $W_{\text{aff}}$. Denote by $\{\varepsilon_w \mid w \in W\}$ the dual basis of $H^\ast(\mathcal{F}_{\mathcal{G}})$ relative to the natural “cap” pairing $H^\ast(\mathcal{F}_{\mathcal{G}}) \otimes H_\ast(\mathcal{F}_{\mathcal{G}}) \to \mathbb{Z}$ sending $a \otimes b$ to $\int_{\mathcal{F}_{\mathcal{G}}} a \cap b$. Thus $\langle \varepsilon_{w}, [X_{w}] \rangle = \delta_{w\bar{v}}$ for all $v, w \in W_{\text{aff}}$, where $\delta_{w\bar{v}}$ is the Kroenecker delta. We refer to $\{\varepsilon_w \mid w \in W_{\text{aff}}\}$ as the Schubert basis in $H^\ast(\mathcal{F}_{\mathcal{G}})$; note that $\varepsilon_w \in H^{2\ell(w)}(\mathcal{F}_{\mathcal{G}})$. We will use the notation $\varepsilon_i := \varepsilon_{s_i}$, for $0 \leq i \leq n$.

Let $\lambda_0, \ldots, \lambda_n$ denote a set of fundamental weights relative to $\Delta_{\text{aff}}$. Then $\lambda_i \in h_{\text{aff}}^*$ are determined by

$$\langle \lambda_i, \alpha_j \rangle = \delta_{ij} \quad \text{and} \quad \langle \lambda_i, \alpha_i \rangle = 0; \quad 0 \leq i, j \leq n.$$

As in the finite case, for each integral weight $\lambda \in h_{\text{aff}}^*$ there is an associated line bundle $\mathcal{L}_\lambda = \mathcal{G} \times_B \mathbb{C}_{-\lambda}$ where the $\mathcal{T}$-module $\mathbb{C}_{-\lambda}$ is extended over $B$ by letting $U \subset B$ act trivially. It is proven in [40] p. 405 that $c_1(\mathcal{L}_\lambda) = \varepsilon_i$, for $0 \leq i \leq n$. Since we could not find a reference, we include the proof of the following proposition.

Proposition 2.3. The line bundle $\mathcal{L}_\delta$ associated to the imaginary root is trivial on $\mathcal{F}_{\mathcal{G}}$.

Proof. Take an equivalence class $[g, u] \in \mathcal{G} \times_B \mathbb{C}_{-\delta}$ for $g \in \mathcal{G}$ and $u \in \mathbb{C}$. We can choose a representative for the coset of $gB$ of the form $g = (1, g') \in \mathbb{C}^* \ltimes G(\mathbb{C}[t, t^{-1}])$. The restriction of $\delta$ to $U \cdot (1 \times T)$ is trivial. Hence if $(1, \tilde{g}) \in \mathcal{G}$ is such that $[(1, \tilde{g}), \tilde{u}] = [(1, g'), u]$ in $\mathcal{L}_\delta$ (for some $\tilde{u} \in \mathbb{C}$) then $(1, \tilde{g})B = (1, g')B$ and $\tilde{u} = u$. Therefore the application sending $[(1, g'), u]$ to $(1, g')B, u) \in \mathcal{G}/B \times \mathbb{C}$ is well defined and it gives an isomorphism of line bundles between $\mathcal{L}_\delta$ and $\mathcal{G}/B \times \mathbb{C}$.\hfill $\Box$

We notice now that $h_{\text{aff}}^* = h^* \oplus \mathbb{C}\delta \oplus \mathbb{C}\lambda_0$. Therefore, by identifying $\varepsilon_i$ with $\lambda_i$ and $[X(s_i)]$ with $\alpha_i^\vee$ ($0 \leq i \leq n$) we can identify the Poincaré pairing $H^2(\mathcal{F}_{\mathcal{G}}) \otimes H_2(\mathcal{F}_{\mathcal{G}}) \to \mathbb{Z}$ to the restriction

---

1By [40] Corollary 13.2.9 $\mathcal{G}$ is closely related to the Kac-Peterson group discussed in §7.4 of loc. cit., which itself is a subgroup of the Kac-Moody group associated to $G$. Although all these groups are distinct, their flag varieties coincide; see p. 231 of loc. cit.
of the evaluation pairing $\langle , \rangle$ to $(\bigoplus_{i=0}^{n}\mathbb{Z}\lambda_i) \times (\bigoplus_{j=0}^{n}\mathbb{Z}\alpha_j^\vee)$. With these notations, the Chevalley formula in $H^*(F\ell_G)$ states that if $0 \leq i \leq n$ and $w \in W_{aff}$ then

$$
\epsilon_i \cdot \epsilon_w = \sum_{\alpha} \langle \lambda_i, \alpha^\vee \rangle \epsilon_{ws_{\alpha}},
$$

where the sum runs over all positive real roots $\alpha \in \Pi_{aff}^+, \varepsilon$ such that $\ell(ws_{\alpha}) = \ell(w) + 1$. See [40, Theorem 11.1.7 (i) and Corollary 11.3.17, Eq. (3)].

3. A morphism between the affine and finite nil-Coxeter rings

Let $R_{aff}$ and $R$ be the nil-Coxeter rings of divided difference operators associated to the affine Weyl group $W_{aff}$ respectively the finite Weyl group $W$. A generalization of these rings, called the nil-Hecke rings, has been studied by Kostant and Kumar [39] in the more general setting of equivariant cohomology of Kac-Moody flag varieties; see also [40, §11.1]. The main goal of this section is to construct a ring homomorphism $\pi : R_{aff} \to R$; see Theorem 3.3 below. We recall next the relevant definitions.

Denote by $D_i : H^k(F\ell_G) \to H^{k-2}(F\ell_G)$ (where $0 \leq i \leq n$ and $k \geq 0$) the affine BGG operator acting on the Schubert basis of $H^*(F\ell_G)$ by

$$
D_i(\epsilon_v) = \begin{cases} 
\epsilon_{vs_i} & \text{if } \ell(vs_i) < \ell(v); \\
0 & \text{otherwise.}
\end{cases}
$$

Geometrically, these operators arise as “push-pull” operators in a fibre diagram of $\mathbb{P}^1$-bundles on Kashiwara’s “thick” flag manifold; see [35]. The operators $D_i$ satisfy the nilpotence and braid relations:

$$
D_i^2 = 0; \quad D_iD_j \cdots = D_jD_i \cdots \quad (m_{ij} \text{ factors}), \quad 0 \leq i, j \leq n
$$

where $m_{ij}$ is the order of $s_is_j$ in $W_{aff}$. This implies that for each $w \in W_{aff}$ with a reduced word $w = s_{i_1} \cdots s_{i_k}$ there is a well defined operator $D_w := D_{i_1}\cdots D_{i_k}$ which is independent of the choice of the word. Then $R_{aff}$ has a $\mathbb{Z}$-basis given by elements $D_w$ ($w \in W_{aff}$) [40, Theorem 11.2.1] with the multiplication given by composition.

If we omit the “affine” operator $D_0$, replace the affine Weyl group by the finite Weyl group $W$, and the cohomology ring $H^*(F\ell_G)$ by $H^*(G/B)$, we obtain the description of the finite nil-Coxeter ring $R$. To distinguish them from the affine case, we denote the finite BGG operators by $\partial_i$ and $\partial_w$ respectively. In fact, $\partial_i$ are just special cases of the classical divided difference operators $\partial_\alpha : H^*(G/B) \to H^*(G/B)$, $\alpha \in \Pi$ (any finite root), which were defined by Bernstein, I. M. Gelfand, and S. I. Gelfand in [15]. More precisely, we have $\partial_i = \partial_{s_i}$, $1 \leq i \leq n$. We note that for any $\alpha \in \Pi$, the operator $\partial_\alpha$ is originally the endomorphism of $\text{Sym} (\mathfrak{h}_Q^*)$ given by

$$
\partial_\alpha := \frac{id - s_\alpha}{\alpha}.
$$

One then uses the Borel presentation $H^*(G/B; \mathbb{Q}) = \text{Sym} (\mathfrak{h}_Q^*)/(\text{Sym} (\mathfrak{h}_Q^*)_W)$, where $\langle \text{Sym} (\mathfrak{h}_Q^*)_W \rangle$ is the ideal of $\text{Sym} (\mathfrak{h}_Q^*)$ generated by the non-constant $W$-invariant polynomials. Recall that this presentation arises by identifying each $\omega_i$ with $c_1(L_{\omega_i})$, $1 \leq i \leq n$ (the line bundles $L_{\omega_i}$ are defined in [2] above). We notice that the operator $\partial_\alpha$ preserves integral cohomology classes. For future use we record the following well-known Leibniz properties satisfied by the BGG operators:

Proposition 3.1. (a) Let $\alpha$ be a root in the finite root system $\Pi$ and $x, y \in H^*(G/B)$. Then

$$
\partial_\alpha(xy) = \partial_\alpha(x)y + x\partial_\alpha(y) - c_1(L_\alpha)\partial_\alpha(x)\partial_\alpha(y).
$$
(b) For any $0 \leq i \leq n$ and any $x, y \in H^*(F\ell_G)$ we have

$$D_i(xy) = D_i(x)y + xD_i(y) - c_1(L_{\alpha_i})D_i(x)D_i(y).$$

**Proof.** (a) From [3.2] we deduce easily that for any $f, g \in S(h^*_0)$ we have

$$\partial_\alpha(fg) = \partial_\alpha(f)g + s_\alpha(f)\partial_\alpha(g).$$

It only remains to observe that $s_\alpha(f) = f - \alpha \partial_\alpha(f)$, and use the aforementioned Borel isomorphism $H^*(G/B; \mathbb{Q}) = \text{Sym}(h^*_0)/\text{Sym}(h^*_0)^\mathbb{Q}$.

(b) By [40] Theorem 11.1.7 (4) and Theorem 11.3.9 we have that $D_i(xy) = D_i(x)y + xD_i(y)$.

But from [40] Theorem 11.3.9 combined with [40] Eq. (7), p. 373, we have $s_i(x) = x - c_1(L_{\alpha_i})D_i(x)$. This finishes the proof. □

**Remark 3.2.** The divided difference operator $\partial_\alpha$ can also be defined by

$$\partial_\alpha = r^{\alpha}_w \partial_{r^{\alpha}_w - 1}$$

where $w \in W$, $\alpha_i \in \Delta$ are such that $w(\alpha_i) = \alpha$, and $r^{\alpha}_w : H^*(G/B; \mathbb{Z}) \to H^*(G/B; \mathbb{Z})$ is the degree 0, $\mathbb{Z}$-algebra automorphism determined by the right Weyl group action of $w \in W$ on $H^*(G/B)$. We will use this alternate definition in [39] below, and we refer to [37, 59] for the explicit construction and formulas for $r_w$ in the finite setting. Notice also that the same definition extends in the Kac-Moody generality, see e.g. [40] p. 387.

The main result of this section is:

**Theorem 3.3.** There is a well-defined ring homomorphism $\pi : R_{\text{aff}} \to R$ sending $D_i$ to $\partial_i$ if $i \neq 0$ and $D_0$ to $\partial_{-\theta}$, where $\theta$ is the highest root of the finite root system $\Pi$.

Before proving the theorem, we remark that the homomorphism $\pi$ appeared in Peterson’s lecture notes [55], but we could not find a proof for its properties therein. The strategy of proof uses two facts: that the nil-Coxeter ring $R_{\text{aff}}$ has a presentation with generators $D_i$ and relations (3.1), and that these relations are preserved under the push-forward by $\pi$.

Define $A_{\text{aff}}$ the ring with generators $A_i$, for $0 \leq i \leq n$ and relations (3.1) where we replace $D_i$ by $A_i$. There is a ring homomorphism $a : A_{\text{aff}} \to R_{\text{aff}}$ sending $A_i$ to $D_i$.

**Lemma 3.4.** The ring homomorphism $a : A_{\text{aff}} \to R_{\text{aff}}$ is an isomorphism.

This lemma appears to be known among experts, although we could not find a reference for it. We are grateful to S. Kumar who suggested to us the approach used in the proof.

**Proof.** Let $w \in W_{\text{aff}}$ with a reduced expression $w = s_{i_1} \cdots s_{i_k}$. There is a well defined element $A_w := A_{i_1} \cdots A_{i_k}$ in $A_{\text{aff}}$. To finish the proof it suffices to show that $\{A_w \mid w \in W_{\text{aff}}\}$ is a $\mathbb{Z}$-basis of $A_{\text{aff}}$. First, this set is linearly independent, since $a(A_w) = D_w$ and $\{D_w \mid w \in W_{\text{aff}}\}$ is a basis of $R_{\text{aff}}$. To show that $A_w$ span the $\mathbb{Z}$-module $A_{\text{aff}}$, it suffices to show that for $i_1, \ldots, i_k \in \{0, 1, \ldots, n\}$ we have

$$A_{i_1} \cdots A_{i_k} = \begin{cases} 
A_{s_{i_1} \cdots s_{i_k}}^* & \text{if } s_{i_1} \cdots s_{i_k} \text{ is a reduced expression} \\
0 & \text{otherwise}
\end{cases}$$

We prove this claim by induction on $k$. The case $k = 1$ is clear, so let $k \geq 2$ and assume that $u := s_{i_1} \cdots s_{i_k}$ satisfies $\ell(u) < k$. We have $u = u's_{i_k}$, where $u' := s_{i_1} \cdots s_{i_k-1}$. If the word $s_{i_1} \cdots s_{i_k-1}$ is not reduced, then by the induction hypothesis, $A_{i_1} \cdots A_{i_k} = A_{i_1} \cdots A_{i_k-1}A_{i_k} = 0$. If $\ell(u') = k - 1$ then $\ell(u's_{i_k}) < \ell(u')$ and by the Exchange Condition (cf. e.g. [31] p. 14), there exists a reduced expression for $u'$ which ends with $s_{i_k}$, that is $u' = s_{j_1} \cdots s_{j_{k-2}}s_{i_k}$. We then have $A_{i_1} \cdots A_{i_k} = A_{i_1} \cdots A_{i_{k-1}}A_{i_k} = A_{j_1} \cdots A_{j_{k-2}}A_{i_k}A_{i_k} = 0$ since $A_{i_k}^2 = 0$. □
Proof of Theorem 3.3. By Lemma 3.4 it suffices to show that the relations (3.1) are preserved under \( \pi \). Since the map \( W \to W_{\text{aff}} \) sending \( s_i \) to \( s_i \) \((i \neq 0)\) is an injective group homomorphism, it suffices to check that

\[
\partial^2_{-\theta} = 0; \quad \partial_i \partial_{-\theta} \cdots = \partial_{-\theta} \partial_i \cdots \quad (m_{0i} \text{ factors}), \quad 1 \leq i \leq n,
\]

where \( m_{0i} \) is the order of \( s_0 s_i \) in the affine Weyl group \( W_{\text{aff}} \). It is known that

\[
m_{0i} = \begin{cases} 
2, & \text{if } \langle \alpha_0, \alpha_i^\vee \rangle \langle \alpha_i, \alpha_0^\vee \rangle = 0 \\
3, & \text{if } \langle \alpha_0, \alpha_i^\vee \rangle \langle \alpha_i, \alpha_0^\vee \rangle = 1 \\
4, & \text{if } \langle \alpha_0, \alpha_i^\vee \rangle \langle \alpha_i, \alpha_0^\vee \rangle = 2 \\
6, & \text{if } \langle \alpha_0, \alpha_i^\vee \rangle \langle \alpha_i, \alpha_0^\vee \rangle = 3,
\end{cases}
\]

see for instance [33, Proposition 3.13, p. 41]. Observe that for any \( 1 \leq i \leq n \) we have

\[
\langle \alpha_i, \alpha_0^\vee \rangle = \langle \alpha_i, -\theta^\vee \rangle \quad \text{and} \quad \langle \alpha_0, \alpha_i^\vee \rangle = \langle -\theta, \alpha_i^\vee \rangle.
\]

Consider the root system generated by \(-\theta\) and \( \alpha_i \). A case by case analysis of the extended Dynkin diagrams (see e.g. [33, Table Aff1, p. 44]) shows that if \( \mathfrak{g} \) is not of type \( C \) the elements of the subsystem are \(-\theta, \alpha_i\), and \(-\theta + \alpha_i\) along with their negatives; if \( \mathfrak{g} \) is of type \( C \), the subsystem consists of \(-\theta, \alpha_i\), \(-\theta + \alpha_i\), and \(-\theta + 2\alpha_i\) along with their negatives. These roots are a root system in \( \operatorname{Span}_{\mathbb{R}} \{ -\theta, \alpha_i \} \). A system of simple roots is \( \{ -\theta, \alpha_i \} \). Thus, if \( V := \operatorname{Span}_{\mathbb{Q}} \{ \alpha_i, -\theta^\vee \} \), then the operators \( \partial_{-\theta}, \partial_i : \operatorname{Sym}(h_{\mathbb{Q}}^*) \to \operatorname{Sym}(h_{\mathbb{Q}}^*) \) leave \( \operatorname{Sym}(V^*) \) invariant and we have

\[
\partial^2_{-\theta}|_{\operatorname{Sym}(V^*)} = 0; \quad \partial_i \partial_{-\theta} \cdots |_{\operatorname{Sym}(V^*)} = \partial_{-\theta} \partial_i \cdots |_{\operatorname{Sym}(V^*)} \quad (m_{0i} \text{ factors}), \quad 1 \leq i \leq n;
\]

here \( \operatorname{Sym}(V^*) \) denotes the symmetric algebra of \( V^* \). On the other hand, if \( V^\perp \) denotes the orthogonal complement of \( V \) in \( h_{\mathbb{Q}}^* \), it follows from (3.2) that both \( \partial_{-\theta} \) and \( \partial_i \) restricted to \( \operatorname{Sym}(V^\perp)^* \) are identically 0. We take into account that \( \operatorname{Sym}(h^*) = \operatorname{Sym}(V^*) \otimes \operatorname{Sym}(V^\perp)^* \) and use the Leibniz property (3.3) to deduce that for \( f \in \operatorname{Sym}(V^*) \) and \( g \in \operatorname{Sym}(V^\perp)^* \) we have

\[
\partial_i (fg) = \partial_i (f) g \quad \text{and} \quad \partial_{-\theta} (fg) = \partial_{-\theta} (f) g.
\]

This proves equations (3.5). \( \square \)

4. The ring homomorphism \( e_1^* : H^*(G/B) \to H^*(F \ell_G) \)

It is well known that the finite flag variety \( G/B \) is homotopically equivalent to \( K/T \) where \( K \) is a maximal compact subgroup of \( G \) and \( T \) its maximal (real) torus. Unpublished results of Quillen (see e.g. [56, 52]) show that the affine flag variety \( F \ell_G \) is homotopically equivalent to \( LK/T \), where \( LK \) is the group of (unbased) continuous loops \( f : S^1 \to K \). Therefore there exists a continuous map \( e_1 : LK/T \to K/T \) obtained by evaluating a loop \( f(t) \) to \( t = 1 \). This induces a ring homomorphism

\[
e_1^* : H^*(K/T) = H^*(G/B) \to H^*(LK/T) = H^*(F \ell_G).
\]

Mare proved in [45] that

\[
e_1^*(\sigma_i) = \varepsilon_i - m_i \varepsilon_0, \quad 1 \leq i \leq n,
\]

where the integers \( m_i \) are the coefficients \( \theta^\vee = m_1 \alpha_1^\vee + \cdots + m_n \alpha_n^\vee \) of the dual of the highest root \( \theta \in \Pi \) in terms of the simple coroots. Since the ring \( H^*(G/B) \) is generated (over \( \mathbb{Q} \)) by monomials in the Schubert divisors \( \sigma_i \), the identity (4.1) determines the morphism \( e_1^* \). The main goal of this section is to construct the morphism \( e_1^* \) in the algebraic category, and to study its properties. In particular we will reprove the identity (4.1). The main new result is Theorem 4.3 which states that \( e_1^* \) commutes with divided difference operators, i.e. for any \( a \in H^*(G/B) \) and \( w \in W_{\text{aff}} \) there is an identity

\[
D_w e_1^* (a) = e_1^* (\pi (D_w) a)
\]
where \( \pi : R_{\text{aff}} \to R \) was defined in Theorem 3.3. This identity is the key step in proving that the new quantum product we will define later is closed.

Consider the composition of morphisms:

\[
e_1 : (\mathbb{C}^* \ltimes G(\mathbb{C}[t, t^{-1}].readyState)/\mathbb{C}^* \times T) \xrightarrow{=} G(\mathbb{C}[t, t^{-1}])/T \xrightarrow{t=1} G/T
\]

where the first morphism “cancels” the loop action by \( \mathbb{C}^* \) and the second is determined by the natural evaluation map \( G(\mathbb{C}[t, t^{-1}]) \to G \) at \( t = 1 \). We abuse notation and denote the composition by \( e_1 \), as in the topological case. Note that the “algebraic” morphism \( e_1 \) does not extend to one \( F\ell_G = G/B \to G/B \) because the evaluation map does not send the standard Iwahori subgroup of \( G(\mathbb{C}[t, t^{-1}]) \) into the Borel group \( B \subset G \). However, as explained in [40, p. 400] there is a fibre bundle \( (\mathbb{C}^* \ltimes G(\mathbb{C}[t, t^{-1}]))/(\mathbb{C}^* \times T) \to G/B \) in the strong topology with fibre the unipotent group \( \mathcal{U} \simeq B/T \) which is contractible. This induces a ring isomorphism \( H^*(G/B) \simeq H^*((\mathbb{C}^* \ltimes G(\mathbb{C}[t, t^{-1}].readyState))/\mathbb{C}^* \times T) \) obtained by pulling back from \( H^*(G/B) \) and an isomorphism between the corresponding homology groups. Same discussion applies and it gives a ring isomorphism \( H^*(G/B) \simeq H^*(G/T) \) and a group isomorphism \( H_*(G/B) = H_*(G/T) \). Therefore there are well-defined ring, respectively group homomorphisms \( e_1^*: H^*(G/B) \to H^*(G/B) \) and \( (e_1)_*: H_*(G/B) \to H_*(G/B) \).

**Proposition 4.1.** The morphism \( e_1^* : H^*(G/B) \to H^*(F\ell_G) \) is injective.

**Proof.** There is an (algebraic) isomorphism \( G(\mathbb{C}[t, t^{-1}]) \simeq G \times G(\mathbb{C}[t, t^{-1}])/G \) sending a loop \( \tilde{g} = \tilde{g}(t) \) to \( (\tilde{g}(1), \tilde{g}G) \). This induces an isomorphism \( G(\mathbb{C}[t, t^{-1}])/T \to G/T \times G(\mathbb{C}[t, t^{-1}])/G \) and \( e_1 \) is given by composing this with the first projection. But the trivial fibration \( G/T \times G(\mathbb{C}[t, t^{-1}])/G \to G/T \) gives an injective map \( H^*(G/T) \to H^*(G/T \times G(\mathbb{C}[t, t^{-1}])/G) \). This and the considerations before the proposition prove the claim. \( \square \)

Let \( \omega \in \mathfrak{h}^* \) be an integral (finite) weight and consider the embedding \( \iota : \mathfrak{h}^* \subset \mathfrak{h}_{\text{aff}}^* = \mathfrak{h}^* \oplus \mathbb{C} \delta \oplus \mathbb{C} \lambda_0 \) (cf. §2.1). Denote by \( \tilde{\omega} := \iota(\omega) \in \mathfrak{h}_{\text{aff}}^* \).

**Proposition 4.2.** Let \( \omega \in \mathfrak{h}^* \) be an integral (finite) weight. Then \( e_1^*(\mathcal{L}_\omega) \simeq \mathcal{L}_{\tilde{\omega}} \) as line bundles on \( (\mathbb{C}^* \ltimes G(\mathbb{C}[t, t^{-1}].readyState))/\mathbb{C}^* \times T) \). In particular, \( e_1^*(c_1(\mathcal{L}_\omega)) = c_1(\mathcal{L}_{\tilde{\omega}}) \) in \( H^2(F\ell_G) \).

**Proof.** Let \( e'_1 : G(\mathbb{C}[t, t^{-1}])/T \to G/T \) be the morphism obtained by evaluation at \( t = 1 \). It suffices to prove the statement when \( e_1 \) is replaced by \( e'_1 \). Since \( \mathcal{L}_\omega \) is a \( G \)-equivariant bundle and \( e'_1 \) is equivariant with respect to the evaluation map \( e_1 : G(\mathbb{C}[t, t^{-1}]) \to G \), it follows that \( e'_1 \mathcal{L}_\omega \) is \( G(\mathbb{C}[t, t^{-1}]) \)-equivariant. Thus it is determined by the character of its fibre at the identity coset. It is easy to check that this character is \( \iota(\omega) \). \( \square \)

If the expansion of \( \omega \) in terms of the finite fundamental weights is \( \omega = a_1 \omega_1 + \cdots + a_n \omega_n \) then one calculates that \( \tilde{\omega} = a_1 \lambda_1 + \cdots + a_n \lambda_n - \langle \omega, \theta^\vee \rangle \lambda_0 \). In particular, if \( \omega = \omega_i \) is a fundamental weight in \( \mathfrak{h}^* \) then \( \tilde{\omega}_i = \lambda_i - m_i \lambda_0 \) and Proposition 4.2 gives an algebraic proof of the identity (4.1). From now on in this section we consider homology and cohomology with rational coefficients. The following is the main result for this section.

**Theorem 4.3.** For any \( a \in H^*(G/B) \) and any \( w \in W_{\text{aff}} \) there an identity

\[
D_w(e_1^*(a)) = e_1^*(\pi(D_w)(a))
\]

where \( \pi : R_{\text{aff}} \to R \) is defined in Theorem 3.3.

**Proof.** The Schubert classes \( \sigma_i \) generate the ring \( H^*(G/B) \) (over \( \mathbb{Q} \)), therefore we may assume that \( a = \sigma_{i_1} \cdots \sigma_{i_k} \) for \( 1 \leq i_1, \ldots, i_k \leq n \). The proof is by double induction, first on length of \( w \), then on \( k \). We take first \( w = s_i \), for \( 0 \leq i \leq n \). For any \( 1 \leq j \leq n \) we have

\[
D_i(e_1^*(\sigma_j)) = D_i(e_j - m_j \epsilon_0) = \delta_{ij} - m_j \delta_{i0} = e_1^*(\pi(D_i)(\sigma_j))
\]
where we used the identity \( \partial_\sigma(c_1(L_\omega)) = \langle \omega, \alpha^\vee \rangle \) (\( \alpha \in \Pi \)) for \( \partial_\varnothing(\sigma_j) \) and \( \partial_{-\varnothing}(\sigma_j) \). This identity follows immediately from Proposition 3.1.

Let now \( a \) be a monomial in \( H^*(G/B) \) of degree \( \geq 2 \), and write \( a = a_1 a_2 \) where the degree of both \( a_1 \) and \( a_2 \) is strictly less than \( \deg a \). By the Leibniz rule from Proposition 3.1

\[
(4.2) \quad D_i(e^*_a(a_1a_2)) = D_i(e^*_a(a_1))e^*_a(a_2) + e^*_a(a_1)D_i(e^*_a(a_2)) - c_1(L_{a_1})D_i(e^*_a(a_1))D_i(e^*_a(a_2)).
\]

By induction hypothesis \( D_i(e^*_a(a_s)) = e^*_a(\pi(D_i)a_s) \) for \( s = 1, 2 \). Further, \( c_1(L_{a_1}) = e^*_a(c_1(L_{a_1})) \) if \( i \neq 0 \), and \( c_1(L_{a_0}) = e^*_a(c_1(L_{-\varnothing})) \) by Proposition 4.2 and using that \( c_1(L_{\varnothing}) = 0 \) by Proposition 2.3.

Since \( e^*_a \) is a ring homomorphism, and invoking the Leibniz rule for \( \partial_i \) respectively \( \partial_{-\varnothing} \), these identities show that the right hand side of (4.2) equals \( e^*_a(\pi(D_i)(a_1a_2)) \). This finishes the case when \( \ell(w) = 1 \), and assume now that \( \ell(w) > 1 \). Write \( w = w's_i \), with \( \ell(w') < \ell(w) \). Then \( D_w = D_{w'}D_i \) and for a \( a \in H^*(G/B) \),

\[
D_w(e^*_a(a)) = D_{w'}D_i(e^*_a(a)) = D_{w'}(e^*_a(\pi(D_i)a)) = e^*_a(\pi(D_{w'})\pi(D_i)a) = e^*_a(\pi(D_w)a),
\]

where we used the induction hypothesis and the fact that \( \pi \) is a ring homomorphism. This finishes the proof. \( \Box \)

**Remark 4.4.** Using the projection formula and Proposition 4.2 we obtain that

\[
\int_{G/B} \sigma_j \cap (e_1)_* [X(s_i)] = \int_{\mathcal{F}_G} e^*_a(\sigma_j) \cap [X(s_i)] = \langle \lambda_j - m_j \lambda_0, \alpha_i^\vee \rangle,
\]

therefore we have the following identities in \( H_2(G/B) \):

\[
(4.3) \quad (e_1)_* [X(s_i)] = \begin{cases} [X(s_i)] & \text{if } i > 0; \\ -m_1 [X(s_1)] - \cdots - m_n [X(s_n)] & \text{if } i = 0. \end{cases}
\]

Further, since the (affine or finite) Poincaré pairing is nondegenerate, one can define an action of the divided difference operators \( D_u \) (\( u \in W_{\text{aff}} \)) and \( \partial_v \) (\( v \in W \)) on homology, by duality:

\[
\int_{\mathcal{F}_G} a \cap D_u(b) := \int_{\mathcal{F}_G} D_u(a) \cap b; \quad a \in H^*(\mathcal{F}_G), b \in H_*(\mathcal{F}_G),
\]

and similarly for \( \partial_v \). Then Theorem 4.3 and the projection formula implies that for any \( w \in W_{\text{aff}} \) and any \( b \in H_*(\mathcal{F}_G) \), \( (e_1)_*(D_w(b)) = \pi(D_w)(e_1)_*(b) \).

5. **Curve neighborhoods of affine Schubert varieties**

The goal of this section is to define curve neighborhoods of Schubert varieties in the affine flag manifolds. This notion sits at the heart of the definition of the affine quantum Chevalley operators from the next section. The definition extends the one from [10] where curve neighborhoods played a central role in the study of quantum cohomology and quantum K-theory of finite flag manifolds.

Recall that if \( w \in W_{\text{aff}} \) then \( X(w) \) denotes the Schubert variety \( \overline{BwB} \subset \mathcal{F}_G \) and that \( X(w) \) is a complex projective algebraic variety of dimension \( \dim X(w) = \ell(w) \). Denote also by \( X(w)^o \) the Schubert cell \( BwB \) which is the \( B \)-orbit of the \( T \)-fixed point \( w \). Recall that \( B \) acts transitively on \( X(w)^o \) and that \( X(w)^o \cong C^{\ell(w)} \) ([10] Proposition 7.4.16). The Schubert variety is the union of its Schubert cells: \( X(w) = \bigcup_{v \leq w} X(v)^o \). The ind-variety structure of \( \mathcal{F}_G \) is given by the filtration \( X_1 \subset X_2 \subset \cdots \subset \mathcal{F}_G \) where \( X_n = \bigcup_{v \in W_{\text{aff}}, \ell(v) \leq n} X(v) \).

Let \( d \in H_2(\mathcal{F}_G) \) be an effective degree. A rational curve of degree \( d \) in \( \mathcal{F}_G \) is a morphism of (ind-)varieties \( f : C \to \mathcal{F}_G \) where \( C \) is an algebraic curve of arithmetic genus \( 0 \) (i.e. a tree of \( \mathbb{P}^1 \)'s).

In particular, the image of \( f \) must be included in some stratum \( X_n \). We will often abuse notation and we will denote by \( C \) the (scheme-theoretic) image of \( f \). We can find \( w \in W_{\text{aff}} \) sufficiently large such that \( d \in H_2(X(w)) \). Recall from [20] Theorem 1] that there exists a projective scheme
\( \overline{\mathcal{M}}_{0,2}(X(w), d) \) which parametrizes \( 2 \)-point, genus \( 0 \) stable rational curves in \( X(w) \) of degree \( d \). Denote the evaluation maps at the two points by \( \text{ev}_1, \text{ev}_2 : \overline{\mathcal{M}}_{0,2}(X(w), d) \to X(w) \).

**Definition 5.1.** Let \( u, w \) be in the affine Weyl group such that \( u \leq w \) in the Bruhat ordering (thus \( X(u) \subset X(w) \)). Fix an effective degree \( d \in H_2(X(w)) \). The \( w \)-curve neighborhood \( \Theta^u_d(u) \) of \( X(u) \) is defined by

\[
\Theta^u_d(u) := \text{ev}_2(\text{ev}_1^{-1} X(u)) \subset X(w)
\]

endowed with the reduced scheme structure.

Because the evaluation maps are proper, this is a closed subscheme of \( X(w) \), and it consists of the closure of locus of points \( x \in X(w) \) such that there exists a rational curve \( f : \mathbb{P}^1 \to X(w) \) with \( x \in f(\mathbb{P}^1) \) and \( f(\mathbb{P}^1) \cap X(u) \neq \emptyset \).

**Theorem 5.2.** Let \( u \in W_{\text{aff}} \) and \( d \in H_2(\mathcal{F}_{\ell_G}) \) an effective degree. There exists a unique projective variety \( \Theta_d(u) \subset \mathcal{F}_{\ell_G} \), called the curve neighborhood of \( X(u) \), satisfying the properties:

- \( \Theta^u_d(u) \subset \Theta_d(u) \) for any \( v \in W_{\text{aff}} \) such that \( v \geq v \);
- there exists \( w \in W_{\text{aff}} \) depending on \( u \) and \( d \) with \( \Theta_d(u) = \Theta^w_d(u) \).

A priori, this theorem can be deduced from the work of Atiyah [1], who proved that the locus of points on rational curves of a fixed degree \( d \), intersecting a fixed finite-dimensional subscheme of \( \mathcal{F}_{\ell_G} \) is finite dimensional. However, we will give a different proof of this statement by analyzing chains of \( \mathcal{T} \)-stable of rational curves through \( X(u) \), in the same spirit as in [21]. We need the following general result:

**Lemma 5.3.** Let \( Z \) be an irreducible complex projective variety and \( H \) a complex algebraic torus acting on \( Z \). Let \( \Omega_1, \Omega_2 \subset Z \) be \( H \)-stable subschemes and assume that there exists a rational curve \( C \) of degree \( d = [C] \in H_2(Z) \) intersecting \( \Omega_1 \) and \( \Omega_2 \). Then there exists an \( H \)-stable rational curve of degree \( d \) intersecting \( \Omega_1 \) and \( \Omega_2 \).

**Proof.** Consider the projective scheme \( \overline{\mathcal{M}} := \overline{\mathcal{M}}_{0,2}(Z, d) \) parametrizing \( 2 \)-point, genus \( 0 \) stable maps of degree \( d \) to \( Z \). Define the Gromov-Witten variety \( GW_d(\Omega_1, \Omega_2) := ev_1^{-1}(\Omega_1) \cap ev_2^{-1}(\Omega_2) \), which is a closed subscheme of \( \overline{\mathcal{M}} \), nonempty by hypothesis. The \( H \) action on \( Z \) induces an action on \( \overline{\mathcal{M}} \), and because \( \Omega_1, \Omega_2 \) are \( H \)-stable, it also induces an action on \( GW_d(\Omega_1, \Omega_2) \). Borel fixed point theorem (see e.g. [32, 21.2]) implies that there exists an \( H \)-fixed point on \( GW_d(\Omega_1, \Omega_2) \), and this corresponds to a rational curve having the claimed properties. \( \square \)

Recall that the moment graph of \( \mathcal{F}_{\ell_G} \) is the graph with vertices given by \( w \in W_{\text{aff}} \) and edges the irreducible \( \mathcal{T} \)-stable curves in \( \mathcal{F}_{\ell_G} \). By [40, Proposition 12.1.7] there exists an edge between \( u \) and \( v \) if \( v = w \alpha \) where \( \alpha \) is an affine real root.

**Corollary 5.4.** Let \( d \in H_2(\mathcal{F}_{\ell_G}) \) be an effective degree and \( u, v, w \in W_{\text{aff}} \) such that \( u \leq v \leq w \). Assume that the intersection \( \Theta^u_d(u) \cap X(v)^0 \) is nonempty. Then there exists a \( \mathcal{T} \)-stable rational curve of degree \( d \) in \( X(w) \) joining \( e_v \) with a \( \mathcal{T} \)-fixed point \( e_z \) where \( z \leq u \).

**Proof.** By hypothesis there exists a rational curve \( C \) of degree \( d \) in \( X(w) \) which intersects \( X(u) \) and the cell \( X(v)^0 \). Since \( \mathcal{B} \) acts transitively on \( X(v)^0 \), and because \( X(u) \) is \( \mathcal{B} \)-stable, we can find \( b \in \mathcal{B} \) such that the translate \( b.C \) contains \( e_v \) and intersects \( X(u) \). This shows that the Gromov-Witten variety \( GW_d(X(u), \{ e_v \}) \subset \overline{\mathcal{M}}_{0,2}(X(w), d) \) is non-empty. Then we invoke Lemma 5.3 to obtain a \( \mathcal{T} \)-stable rational curve of degree \( d \) joining \( X(u) \) to \( e_v \). But any irreducible \( \mathcal{T} \)-stable curve in \( \mathcal{F}_{\ell_G} \) is isomorphic to \( \mathbb{P}^1 \) and it joins a \( \mathcal{T} \)-fixed point \( e_\theta \) (\( b \in W_{\text{aff}} \)) to \( e_{b\alpha} \) where \( \alpha \) is an affine real root. Therefore any \( \mathcal{T} \)-stable curve intersecting \( X(u) \) contains a \( \mathcal{T} \)-fixed point \( e_z \) in \( X(u) \), and this finishes the proof. \( \square \)
The proof is similar to that of results proved in the finite dimensional case in [11, §3] for further details.

Corollary 5.5. Let \( z^1_d, \ldots, z^p_d \) be the Weyl group elements such that \( \Theta_d(1) = X(z^1_d) \cup \ldots \cup X(z^p_d) \).

Then:

(a) \( z^i_d \) are the maximal elements in the Bruhat ordering so that there exists a path of degree \( \leq d \) in the moment graph of \( \mathcal{F}_{\ell_C} \) containing 1 and \( z^i_d \).

(b) Fix \( 1 \leq i \leq p \). Then there exist affine positive real roots \( \alpha_i^{\circ}, \ldots, \alpha_i^{\vee} \) (not necessarily simple, and depending on \( i \)) such that \( \sum_{j=1}^{r_i} \alpha_j^{\vee} = d \) and \( z^i_d = s_{\alpha_{i_1}} \cdots s_{\alpha_{i_r}} \cdot \), where \( \cdot \) denotes the Hecke product.

(c) \( \Theta_d(u) = X(u \cdot z^1_d) \cup \ldots \cup X(u \cdot z^p_d) \).

Proof. The proof is similar to that of results proved in the finite dimensional case in [11, §5] so we will be brief. Part (a) follows from the construction of the curve neighborhood in the proof of Theorem 5.2. Part (b) follows from properties of the Hecke product (see e.g. [11 Proposition 3.1]) and from the fact that there must be a \( \mathcal{T} \)-stable chain of curves (possibly non-reduced) from 1 to each of \( z^i_d \) of degree equal to precisely \( d \). Part (c) is the same as in the case when \( X = G/B \), using Corollary 5.4; see [11, Theorem 5.1].

Remark 5.6. Unlike in the finite-dimensional case when \( X = G/B \), the curve neighborhood of a Schubert variety may no longer be irreducible. Indeed, take \( \mathcal{F}_{\ell_C} \) to be the flag variety for the affine Kac-Moody group of type \( A_1^{(1)} \) and take \( d = \alpha_0^{\vee} + \alpha_1^{\vee} \) the degree corresponding to the imaginary (co)root. Then Corollary 5.5 implies that \( \Theta_d(1) = X(s_0s_1) \cup X(s_1s_0) \), which is obviously reducible (see Figure 1). However, we will prove in Lemma 6.6 below that the curve neighborhoods relevant to the quantum Chevalley product remain in fact irreducible. A description for the curve neighborhoods of Schubert varieties in the affine Lie type \( A_1^{(1)} \) has been obtained in [51].
their study will lead in §7 below to definitions of certain affine quantum cohomology rings. The main technical result is Theorem 6.7, which gives an explicit combinatorial formula for the action of these operators.

Recall that \( H^*_{\mathcal{F}\ell_G} \) is a free graded \( \mathbb{Z} \)-module, with a basis given by Schubert classes \( \epsilon_w \) (\( w \in W_{\text{aff}} \)) such that \( \deg \epsilon_w = \ell(w) \). Denote by \( q = (q_0, q_1, \ldots, q_n) \) the sequence of quantum parameters, which are indexed by the basis of \( H_2(\mathcal{F}\ell_G) \). This is analogous to the finite case, where the quantum parameters are indexed by the basis of the homology group \( H_2 \). We set \( q_i = 2 \) for \( 0 \leq i \leq n \). For \( d = d_0[X(s_0)] + \cdots + d_n[X(s_n)] \in H_2(\mathcal{F}\ell_G) \) an effective degree (i.e. satisfying \( d_i \in \mathbb{Z}_+ \)), we denote by \( q^d := q_0^{d_0} \cdots q_n^{d_n} \). Under the identification \( H_2(\mathcal{F}\ell_G) \simeq \oplus_{i=0}^n \mathbb{Z} \alpha_i^\vee \) a degree can be regarded as an element of the coroot lattice, so it has a well defined height defined by \( \text{ht}(d) = d_0 + \cdots + d_n \).

Then \( \deg q^d = 2\text{ht}(d) \). Consider \( \text{QH}^*(\mathcal{F}\ell_G) := H^*(\mathcal{F}\ell_G) \otimes_{\mathbb{Z}} \mathbb{Z}[q] \) the free \( \mathbb{Z}[q] \)-module graded in the obvious way.

**Definition 6.1.** Let \( 0 \leq i \leq n \). Define the \( \mathbb{Z}[q] \)-linear, degree 1, endomorphism of graded \( \mathbb{Z}[q] \)-modules \( \Lambda_i : \text{QH}^*(\mathcal{F}\ell_G) \to \text{QH}^*(\mathcal{F}\ell_G) \) by

\[
\Lambda_i(\epsilon_u) = \epsilon_i \cdot \epsilon_u + \sum_{d \in H_2(\mathcal{F}\ell_G), d \neq 0} \langle \epsilon_u, \epsilon_i, [X(w)] \rangle_d q^d \epsilon_w,
\]

where \( \epsilon_i \cdot \epsilon_w \) is the ordinary Chevalley multiplication in \( H^*(\mathcal{F}\ell_G) \) from (2.3) above and \( \langle \epsilon_u, \epsilon_i, [X(w)] \rangle_d \) is the affine Gromov-Witten invariant defined by

\[
\langle \epsilon_u, \epsilon_i, [X(w)] \rangle_d = \langle \lambda_i, d \rangle \cdot \int_{\mathcal{F}\ell_G} \epsilon_u \cap [\Theta_d(w)];
\]
here \( \lambda_i \) is the affine fundamental weight from \[2.2\]. Notice that the requirement that \( \Lambda_i \) has degree 1 implies that \( \ell(u) + 1 = \deg q^d + \ell(w) \).

**Remark 6.2.** To motivate that \( \deg q_i = 2 \), recall that for the finite flag variety \( G/B \) this degree arises as \( \int_{G/B} c_1(T_{G/B}) \cap [X(s_i)] \) for \( i \neq 0 \), where \( T_{G/B} \) is the tangent bundle of \( G/B \). Since \( F_{\ell G} \) is infinite dimensional, an argument is needed to show that the corresponding tangent bundle, or at least an analogue of its first Chern class, exists. As observed by Guest and Otofuji [29] and Mare [45], this was done in differential geometric setting by Freed [17]. More recently Kashiwara provided an algebro-geometric approach in [41] Appendix, where he calculated the canonical bundle of the “thick” version of the flag manifold \( F_{\ell G} \).

**Remark 6.3.** The definition of the affine Gromov-Witten invariants is the natural generalization of a formula for the ordinary Gromov-Witten invariants on \( G/B \) of the form \( \langle \sigma_{u, \sigma_{s_i}}, [X(w)] \rangle_d \) (for \( i \neq 0 \) and \( w \in W \)) which involves curve neighborhoods of Schubert varieties; see [11] \[8.7\]. In the finite case this formula is obtained from the divisor axiom in Gromov-Witten theory and a push-forward formula \( [(ev_1)_*, (ev_2)_*[X(w)] \rangle \) \( H_*(G/B) \) involving the evaluation maps \( ev_i : \mathcal{M}_{0,3}(G/B, d) \to G/B \); see [10] for a proof of this push-forward formula in cohomology and K-theory. However, the affine flag variety \( F_{\ell G} \) is infinite dimensional, and an analogous moduli space has not been constructed. It would be interesting to construct the affine invariants above using moduli spaces.

Corollary 5.5 implies that the quantity \( \int_{F_{\ell G}} \epsilon_u \cap [\Theta_d(w)] \) is non-zero only if \( u = w \cdot z_d^i \) for some \( i \) and in this case it equals 1. The latter condition turns out to be closely related to the upper bound \( \ell(s_{\alpha_i}) \leq 2ht(\alpha^\vee) - 1 \), where \( \alpha \) is a positive real affine root. This bound is well-known for finite root systems - see for instance [9] Lemma 4.3, [43] Lemma 3.2 or [11] Theorem 6.1. To prove it in the affine case we need the following result:

**Lemma 6.4.** Let \( \alpha \) be a positive, real, non-simple root. Then there exists a simple root \( \alpha_i \in \Delta_{aff} \) such that \( \langle \alpha_i, \alpha^\vee \rangle > 0 \). For any such \( \alpha_i \) we have that \( \ell(s_{\alpha_i}) = \ell(s_{\alpha_i}) - 2 \), \( \text{ht}(s_{\alpha}) = \text{ht}(\alpha) - \langle \alpha, \alpha_i \rangle \) and \( \text{ht}(s_{(\alpha_\vee)}) = \text{ht}(\alpha^\vee) - \langle \alpha_i, \alpha^\vee \rangle \).

**Proof.** Because \( \alpha \) is not simple, there exists a simple reflection \( s_i \in W_{aff} \) such that \( \ell(s_{\alpha_i}) < \ell(s_{\alpha}) \). Then \( s_{\alpha_i}(\alpha_i) = \alpha_i - \langle \alpha_i, \alpha^\vee \rangle \alpha \) is a negative root, thus both \( \langle \alpha, \alpha^\vee \rangle > 0 \) and \( \langle \alpha_0, \alpha^\vee \rangle > 0 \). Further, \( s_is_{\alpha_i}(\alpha_i) = \langle (\alpha, \alpha^\vee), (\alpha_0, \alpha^\vee) \rangle - 1 \alpha_i - \langle \alpha_0, \alpha^\vee \rangle \alpha \) is also a negative root. This proves the identity on lengths and the one on heights is obvious.

**Proposition 6.5.** Let \( \alpha \in \Pi_{aff}^+ \) be an affine positive real root. Then there is an inequality \( \ell(s_{\alpha}) \leq 2\min\{\text{ht}(\alpha^\vee), \text{ht}(\alpha)\} - 1 \). If the equality \( \ell(s_{\alpha}) = 2\text{ht}(\alpha^\vee) - 1 \) holds then \( \alpha^\vee < c = \alpha_0^\vee + \theta^\vee \) where \( c \) is the imaginary coroot defined in [2.1].

**Proof.** We use induction on \( \text{ht}(\alpha^\vee) \). If \( \ell(s_{\alpha}) = 1 \), then \( \alpha \) and \( \alpha^\vee \) are simple, so \( \text{ht}(\alpha^\vee) = \text{ht}(\alpha) = 1 \). If \( \text{ht}(\alpha) > 1 \) then with the \( \alpha_i \) from Lemma 6.4 and by induction hypothesis

\[ \ell(s_{\alpha}) = \ell(s_{\alpha}s_{\alpha_i}) + 2 \leq 2\min\{\text{ht}(s_{\alpha_i}(\alpha)), \text{ht}(s_{(\alpha_\vee)})\} - 1 + 2 \leq 2\min\{\text{ht}(\alpha), \text{ht}(\alpha^\vee)\} - 1. \]

This proves the first part of the lemma. Assume now that \( \ell(s_{\alpha}) = 2\text{ht}(\alpha^\vee) - 1 \). Recall that \( \Pi_{aff}^{\vee,+} = \Pi^{\vee,+} \cup \{mc + \beta^\vee : m > 0, \beta^\vee \in \Pi^\vee\} \). If \( \alpha \in \Pi^{\vee,+} \) does not satisfy the inequality \( \alpha^\vee < c \) then \( \alpha^\vee = c + \gamma^\vee \), where \( \gamma^\vee \in \Pi_{aff}^{\vee,+} \) is a positive real coroot. If \( \gamma = \alpha_i \) for \( i \neq 0 \) then \( \langle \alpha_i, \alpha^\vee \rangle = \langle \alpha_i, c + \gamma^\vee \rangle = \langle \alpha_i, \alpha^\vee \rangle = 2 \); if \( \gamma = \alpha_0 \) then \( \langle \alpha_0, \alpha^\vee \rangle = \langle \alpha_0, 2c - \theta^\vee \rangle = \langle \theta, \theta^\vee \rangle = 2 \). Thus by Lemma 6.4

\[ \ell(s_{\alpha}) = \ell(s_{\alpha}s_{\alpha_i}) + 2 \leq 2\text{ht}(s_{(\alpha_\vee)}) + 1 = 2\text{ht}(\alpha^\vee) - 3. \]

Let now \( \text{ht}(\gamma^\vee) > 1 \). Because \( \gamma^\vee \) is real and positive, Lemma 6.4 shows that there exists a simple root \( \alpha_i \) such that \( \langle \alpha_i, \gamma^\vee \rangle > 0 \). But then \( \langle \alpha_i, \alpha^\vee \rangle = \langle \alpha_i, c + \gamma^\vee \rangle = \langle \alpha_i, \gamma^\vee \rangle > 0 \). Together with the fact that \( s_i(\gamma^\vee) > 0 \) (because \( \gamma \) is not simple) this implies that

\[ s_{\alpha_i}(\alpha^\vee) = \alpha^\vee - \langle \alpha_i, \alpha^\vee \rangle \alpha_i^\vee = c + \gamma^\vee - \langle \alpha_i, \gamma^\vee \rangle \alpha_i^\vee = c + s_i(\gamma^\vee) > c. \]
Then $s_i(\alpha)$ is a positive real root with $ht(s_i(\alpha)) < ht(\alpha)$ and $s_i(\alpha)^\vee > c$. By the induction hypothesis and Lemma 6.4
\[ \ell(s_\alpha) = \ell(s_is_\alpha s_i) + 2 < 2ht(s_i(\alpha)^\vee) + 1 = 2ht(\alpha) - 2\langle \alpha_i, \alpha \rangle + 1 \leq 2ht(\alpha)^\vee - 1. \]
Thus $\alpha^\vee < c$ and the proof is finished. \qed

The following result is the key to the explicit calculation of the action of $\Lambda_i$, and it generalizes to $\mathcal{F}\ell_G$ a similar result from \cite{[11]} in the case $G/B$.

**Lemma 6.6.** Let $d \in H_2(\mathcal{F}\ell_G)$ be an effective, non-zero degree. Assume that $\ell(u)+1 = \deg q^d + \ell(w)$ and that $u = w \cdot z^i_d$ in the Bruhat ordering for some $i$. Then the following hold:

1. $d = \alpha^\vee$ for some real affine coroot $d < c = \alpha_0^\vee + \theta^\vee$;
2. $\ell(s_\alpha) = \deg q^d - 1$;
3. the curve neighborhoods $\Theta_d(X(id))$ and $\Theta_d(X(w))$ are given by
   \[ \Theta_d(X(id)) = X(s_\alpha); \quad \Theta_d(X(w)) = X(ws_\alpha). \]

**Proof.** By Corollary 5.5 we can find affine, positive real roots such that $z^i_d = s_{\alpha_1} \cdots s_{\alpha_r}$ and $\sum_{j=1}^r \alpha^\vee_{ij} = d$. Since $\ell(s_\alpha) \leq 2ht(\alpha^\vee) - 1$ by Proposition 6.5 and because $\deg q^d = 2ht(d)$,
\[ \ell(u) = \ell(w \cdot z^i_d) \leq \ell(w) + \ell(s_{\alpha_1} \cdots s_{\alpha_r}) \leq \ell(w) + \sum_{j=1}^r (2ht(\alpha^\vee_{ij}) - 1) \]
\[ = \ell(w) + 2ht(d) - r = \ell(w) + \deg q^d - r = \ell(u) + 1 - r. \]
This implies that $r = 1$ and that we have equality throughout. Thus $z^i_d = s_\alpha$ and $d = \alpha^\vee$ with $\ell(s_\alpha) = 2ht(\alpha^\vee) - 1$. Moreover, the Hecke product $w \cdot s_\alpha$ coincides with the usual product $ws_\alpha$ in $W_{aff}$. The equality of curve neighborhoods follows from Corollary 5.5. This finishes the proof. \qed

Lemma 6.6 implies immediately the following formula for $\Lambda_i$:

**Theorem 6.7.** Let $0 \leq i \leq n$. Then the affine quantum Chevalley operator $\Lambda_i$ is given by:
\[ \Lambda_i(\varepsilon_u) = \varepsilon_i \cdot \varepsilon_u + \sum \langle \lambda_i, \alpha \rangle q^{\alpha^\vee} \varepsilon_{us_\alpha} \]
where $\varepsilon_i \cdot \varepsilon_u$ is given by the Chevalley formula from (2.3), and the sum is over affine, positive, real roots $\alpha$ satisfying $\ell(us_\alpha) = \ell(u) + 1 - \deg q^{\alpha^\vee}$. Further, any such $\alpha$ must satisfy $\ell(s_\alpha) = 2ht(\alpha^\vee) - 1$, therefore in particular $\alpha^\vee < c = \alpha_0^\vee + \theta^\vee$.

The condition on $\alpha$ and the definition of the divided difference operator $D_{s_\alpha}$ on $H^*(\mathcal{F}\ell_G)$ implies that the expression for $\Lambda_i$ can be rewritten as:
\[ \Lambda_i(\varepsilon_u) = \varepsilon_i \cdot \varepsilon_u + \sum \langle \lambda_i, \alpha \rangle q^{\alpha^\vee} D_{s_\alpha}(\varepsilon_u) \]
where the sum is over affine, positive, real roots $\alpha$ with $\ell(s_\alpha) = 2ht(\alpha^\vee) - 1$. This generalizes the quantum Chevalley operators from \cite{[55, 44]} and it will be used in the next section to prove that various quantum products we will define are closed.

7. Two affine quantum cohomology rings

From now on all the cohomology rings will be taken with coefficients over $\mathbb{Q}$. Denote by $H^\#(\mathcal{F}\ell_G)$ the graded subring of $H^*(\mathcal{F}\ell_G)$ generated by the Schubert divisors $\varepsilon_i$ for $0 \leq i \leq n$. Unlike in the finite case, the Schubert divisors do not generate the cohomology ring (even over $\mathbb{Q}$), therefore $H^\#(\mathcal{F}\ell_G)$ is a strict subring of $H^*(\mathcal{F}\ell_G)$. Define the graded $\mathbb{Q}[q]$-modules
\[ QH^\#(\mathcal{F}\ell_G) := H^\#(\mathcal{F}\ell_G) \otimes_{\mathbb{Q}} \mathbb{Q}[q]; \quad QH^\#_{aff}(G/B) := H^*(G/B) \otimes_{\mathbb{Q}} \mathbb{Q}[q]; \]
the first is a graded submodule of \( H^*(\mathcal{F}_\ell G) \otimes_{\mathbb{Q}} \mathbb{Q}[q] \), and the grading on the second is determined by \( \deg \sigma_w = \ell(w) \) (for \( w \in W \)) and \( \deg q_i = 2 \). The goal of this section is to define the main new rings in this paper:

- a ring structure on the \( \mathbb{Q}[q] \)-module \( \text{QH}^*_\text{aff}(G/B) \);
- a ring structure on the \( \mathbb{Q}[q]/(q^r) \)-module \( \text{QH}^r(\mathcal{F}_\ell G)/\langle q^r \rangle \) where \( q^c = q_0 q^{\theta^\vee} \) is the product of the quantum parameters determined by the imaginary coroot.

Recall from [4] the formula \( e_1^*(\sigma_i) = \varepsilon_i - m_i \varepsilon_0 \) (1 \( \leq i \leq n \)) where the integers \( m_i \) are defined by \( \theta^\vee = \sum_{i=1}^{n} m_i \alpha_i^\vee \). Our first result is:

**Theorem 7.1.** (a) Let \( 0 \leq i \leq n \). Then the Chevalley operator \( \Lambda_i \) preserves the submodule \( \text{QH}^*(\mathcal{F}_\ell G) \).

(b) Let \( 1 \leq i \leq n \). Then the modified Chevalley operator \( \Lambda_i - m_i \Lambda_0 \) preserves the submodule \( e_1^*(H^*(G/B)) \otimes_{\mathbb{Q}} \mathbb{Q}[q] \).

**Proof.** To prove (a), we use the expression [6.2] for \( \Lambda_i \). It suffices to show that the divided difference operators \( D_k \) preserve the subring \( \text{H}^*(\mathcal{F}_\ell G) \), for all \( 0 \leq k \leq n \). This reduces to checking whether \( D_k(\varepsilon_1, \cdots, \varepsilon_i, \cdots) \in \text{H}^*(\mathcal{F}_\ell G) \). This follows from induction on the number of terms in the monomial \( \varepsilon_1, \cdots, \varepsilon_i \); if \( j = 1 \) then \( D_k(\varepsilon_i) = (\lambda_i, \alpha_i^\vee) \), and if \( j > 1 \) one uses the Leibniz formula from Proposition 3.1 and the induction hypothesis. We now turn to the proof of part (b). Let \( w \in W \). The identities \( D_{s_i}(e_1^*(\sigma_w)) = e_1^*(\pi(D_{s_0})(u)) \) (Theorem 4.3) and \( e_1^*(\sigma_i) = \varepsilon_i - m_i \varepsilon_0 \) (Proposition 4.2) imply that

\[
(\Lambda_i - m_i \Lambda_0)(e_1^*(\sigma_w)) = e_1^*(\sigma_i) \cdot e_1^*(\sigma_w) + \sum (\lambda_i - m_i \lambda_0, \alpha^\vee q^{\alpha^\vee} e_1^*(\pi(D_{s_0})(\sigma_w)),
\]

where the sum is as in (6.2). Since \( e_1^*: H^*(G/B) \rightarrow H^*(\mathcal{F}_\ell G) \) is a ring homomorphism, this finishes the proof.

To construct the quantum products advertised above, we need the following commutativity properties of the operators \( \Lambda_i \) and \( \Lambda_i - m_i \Lambda_0 \). The proof will be given in the next section.

**Theorem 7.2.** (a) The operators \( \Lambda_i \) commute up to the imaginary coroot, i.e. for any \( w \in W_{aff} \) and any \( 0 \leq i, j \leq n \) we have

\[
\Lambda_i \Lambda_j(\varepsilon_w) = \Lambda_j \Lambda_i(\varepsilon_w) \mod q^c = q_0 q^{\theta^\vee}.
\]

(b) The operators \( \Lambda_i - m_i \Lambda_0 \) commute (without any additional constraint), i.e. for any \( w \in W_{aff} \) and any \( 1 \leq i, j \leq n \) we have

\[
(\Lambda_i - m_i \Lambda_0)(\Lambda_j - m_j \Lambda_0)(\varepsilon_w) = (\Lambda_j - m_j \Lambda_0)(\Lambda_i - m_i \Lambda_0)(\varepsilon_w).
\]

**Remark 7.3.** Without the condition on \( \mod q^c \) the commutativity in (a) fails already for \( G = \text{SL}_2(\mathbb{C}) \). Recall that in this case \( W_{aff} \) is the infinite dihedral group with generators \( s_0 \) and \( s_1 \) and \( c = \alpha_0^\vee + \alpha_1^\vee \). Then \( q^c = q_0 q_1 \) and \( \Lambda_0 \Lambda_1(\varepsilon_{s_0 s_1}) = \Lambda_1 \Lambda_0(\varepsilon_{s_0 s_1}) = q^c \).

### 7.1. A quantum product on \( \text{QH}^*_\text{aff}(G/B) \).

Since the ring homomorphism \( e_1^*: H^*(G/B) \rightarrow H^*(\mathcal{F}_\ell G) \) is injective by Proposition 4.1, one can use the expression [7.1] to define a \( \mathbb{Q}[q] \)-linear endomorphism on \( \text{QH}^*_\text{aff}(G/B) \), denoted \( \tilde{\Lambda}_i \), by

\[
\tilde{\Lambda}_i(\sigma_w) = \sigma_i \cdot \sigma_w + \sum (\lambda_i - m_i \lambda_0, \alpha^\vee q^{\alpha^\vee} \pi(D_{s_0})(\sigma_w)); \quad 1 \leq i \leq n; \quad w \in W;
\]

where the sum is over affine positive real roots \( \alpha \) such that \( \ell(s_\alpha) = 2\text{ht}(\alpha^\vee) - 1 \). Recall that \( \pi(D_{s_0}) \) is the operator acting on \( H^*(G/B) \) defined in Theorem 3.3 above and that \( \pi(D_{s_0})(\text{H}^k(G/B)) \subset \text{H}^{k-2\ell(s_\alpha)}(G/B) \) for \( k \geq 0 \). This implies that \( \tilde{\Lambda}_i \) has degree +1 on \( \text{QH}^*_\text{aff}(G/B) \). Finally, the commutativity of the operators \( \Lambda_i - m_i \Lambda_0 \) from Theorem 7.2 implies that the operators \( \tilde{\Lambda}_i \) commute as well.
Denote by $Q$ the (commutative) subring of the endomorphism ring $\text{End}_{Q[q]}(QH^*_\text{aff}(G/B))$ generated by the operators $\Lambda_1, \ldots, \Lambda_n$. Then $Q$ is also a $Q[q]$-module and there is a well defined morphism of $Q[q]$-modules

$$\varphi : Q \to QH^*_\text{aff}(G/B); \quad \varphi(\Phi) = \Phi(1).$$

**Theorem 7.4.** (a) The kernel of the morphism $\varphi$ is an ideal in $Q$.

(b) The morphism $\varphi$ is surjective.

Before proving the theorem we recall a graded version of Nakayama Lemma; see e.g. [14] Ex. 4.6 or [49] Lemma 4.1:

**Lemma 7.5.** Let $R$ be a commutative ring graded by nonnegative integers and let $I$ be an ideal in $R$ which consists of elements of strictly positive degree. Let $M$ be an $R$-module graded by nonnegative integers and let $a_1, a_2, \ldots \in M$ be a set of homogeneous elements (possibly infinite) whose images generate $M/IM$ as an $R/I$-module. Then $a_1, a_2, \ldots$ generate $M$ as an $R$-module.

**Proof.** Let $a$ be a nonzero homogeneous element of $M$. We use induction on the degree of $a$. If $\text{deg} \ a = 0$ the hypothesis implies that

$$a = r_{i_1}a_{i_1} + \cdots + r_{i_k}a_{i_k} \mod IM$$

where $r_{i_j}$ are elements in $R$. Since $I$ contains only elements of positive degree, it follows that the equality holds in $M$ as well. Let now $\text{deg} \ a > 0$. Writing $a$ as in (7.3), implies that $a - \sum_{s=1}^k r_s a_{i_s} = \sum_{j=1}^p r'_ja'_{i_j}$ for some (finitely many) $r'_j \in I$ and $a'_{i_j} \in M$. Again, since $I$ contains only elements of positive degree, $\text{deg} \ a'_j < \text{deg} \ a$ for each $j$. The induction hypothesis implies that each $a'_j$ is an $R$-linear combination of $a_i$’s, which finishes the proof. \hfill $\Box$

**Proof of Theorem 7.4.** Part (a) follows immediately from the fact that $Q$ is commutative. We now turn to the proof of (b). Since the $Q$-algebra $H^*(G/B)$ is finitely generated and free it follows that there exists a finite set $I$ of elements of the form $\sigma(i) := \sigma_{i_1} \cdots \sigma_{i_s} \in H^*(G/B)$ such that $H^*(G/B)$ is generated as a $Q$-module by $\sigma(i)$ for $i \in I$. For each $i = (i_1, \ldots, i_s) \in I$ define the elements $\sigma^{(q)}(i) = \Lambda_{i_1} \Lambda_{i_2} \cdots \Lambda_{i_s}(1) \in QH^*_\text{aff}(G/B)$. By the graded Nakayama Lemma above the elements $\sigma^{(q)}(i) (i \in I)$ generate the $Q[q]$-module $QH^*_\text{aff}(G/B)$. But these elements are also in the image $\varphi(Q)$, thus $\varphi$ must be surjective. \hfill $\Box$

**Theorem 7.4** implies that we can define a product structure $*_\text{aff}$ on $QH^*_\text{aff}(G/B)$ by:

$$\sigma_u *_{\text{aff}} \sigma_v := \bar{\Lambda}_u \bar{\Lambda}_v(1) = \bar{\Lambda}_u(\sigma_v)$$

where $\bar{\Lambda}_u, \bar{\Lambda}_v$ are any elements in the preimages of $\sigma_u$ and $\sigma_v$ respectively through $\varphi$. Then one extends this product by $Q[q]$-linearity. For example, $\varphi(\bar{\Lambda}_i) = \sigma_i$ and

$$\sigma_i *_{\text{aff}} \sigma_j = \sigma_i \cdot \sigma_j + \delta_{ij}q_i + m_j m_jq_0 \text{ where } \theta \equiv \sum_{i=1}^n m_i \alpha_i \bar{\gamma}.$$
7.2. Properties of the ring \((\text{QH}^*_{\text{aff}}(G/B), \cdot)\). By construction it follows that \((\text{QH}^*_{\text{aff}}(G/B), \cdot)\) is a graded, commutative, \(\mathbb{Q}[q]\)-algebra with a \(\mathbb{Q}[q]\)-basis given by classes \(\sigma_w\), for \(w \in W\). It is generated by classes \(\sigma_i\), where \(1 \leq i \leq n\). We will prove in \([11]\) below that the relations among the generators can be described using the integrals of motion for the dual periodic Toda lattice. While proving these facts we will also develop the Frobenius/Dubrovin formalism for \(\text{QH}^*_{\text{aff}}(G/B)\): we will prove in \([9]\) below that it has a Frobenius structure, and that the quantum multiplication \(\cdot\) determines a flat Dubrovin connection on the trivial bundle \(H^*(G/B) \times H^2(G/B) \to H^2(G/B)\).

Finally, the ring \(\text{QH}^*_{\text{aff}}(G/B)\) is closely related to the ordinary quantum cohomology algebra \(\text{QH}^*(G/B)\) for \(G/B\). Recall that the latter is the graded \(\mathbb{Q}[q_1, \ldots, q_n]\)-module \(\text{H}^*(G/B) \otimes \mathbb{Q}[q_1, \ldots, q_n]\) with the basis given by the usual Schubert classes \(\sigma_w\) \((w \in W)\) and the usual grading. The product, denoted by \(\cdot\), is given by

\[
\sigma_u \cdot \sigma_v = \sum_{d \in H_2(G/B), w \in W} \langle \sigma_u, \sigma_v, [X(w)] \rangle_d q^d \sigma_w
\]

where \(d = d_1[X(s_1)] + \cdots + d_n[X(s_n)]\), \(q^d = q_1^{d_1} \cdots q_n^{d_n}\), and \(\langle \sigma_u, \sigma_v, [X(w)] \rangle_d\) are the (ordinary) Gromov-Witten invariants which count rational curves of degree \(d\) in \(G/B\) intersecting general translates of Schubert varieties representing the cycles \(\sigma_u, \sigma_v\) and \([X(w)]\). In particular, the structure constants of \(\text{QH}^*(G/B)\) are non-negative integers. Then the ring \(\text{QH}^*_{\text{aff}}(G/B)\) is a deformation of the ordinary quantum cohomology ring in the sense that there is an isomorphism of graded \(\mathbb{Q}[q]/\langle q_0 \rangle\)-algebras

\[\text{QH}^*_{\text{aff}}(G/B)/\langle q_0 \rangle \simeq \text{QH}^*(G/B)\]

preserving Schubert classes. This follows because the classes \(\sigma_i\) \((1 \leq i \leq n)\) generate both algebras (over the appropriate coefficient rings), and because the specialization \(q_0 = 0\) of the affine quantum Chevalley formula \([12]\) coincides with the ordinary quantum Chevalley formula conjectured by Peterson and proved by Fulton and Woodward \([21]\). However, unlike for \(\text{QH}^*(G/B)\), the structure constants for \(\text{QH}^*_{\text{aff}}(G/B)\) are not positive in general. For instance, one can calculate that for \(G = \text{SL}_3(\mathbb{C})\) the coefficient of \(q_0\) in \(\sigma_1 \cdot \sigma_{s_1 s_2}\) is

\[
\langle \lambda_1 - \lambda_0, \alpha_0^\vee \rangle \pi(D_0)(\sigma_{s_1 s_2}) = -\partial_{-\theta}(\sigma_{s_1 s_2}) = \partial_{\theta}(\sigma_{s_1 s_2}) = \sigma_2 - \sigma_1.
\]

The last equality follows because \(\sigma_{s_1 s_2} = \sigma_2 \cdot \sigma_1\) by the ordinary Chevalley formula and from the Leibniz formula (Proposition \([3, 1]\)).

7.3. A quantum product on \(\text{QH}^*(\mathcal{F}(\ell_G))/(q^c)\). We will abuse notation and denote again by \(\cdot\) the quantum product on \(\text{QH}^*(\mathcal{F}(\ell_G))/(q^c)\). Its definition is similar to that from the previous section, so we will be brief. Define \(\text{Q}^#\) to be the subring of \(\text{End}_{\mathbb{Q}[q]/\langle q^c \rangle}(\text{Q}^#(\mathcal{F}(\ell_G))/(q^c))\) generated by \(\Lambda_0, \ldots, \Lambda_n\). By Theorem \([7.2]\) (b) this is a commutative ring and a \(\mathbb{Q}[q]/\langle q^c \rangle\)-module. One can define a \(\mathbb{Q}[q]/\langle q^c \rangle\)-module homomorphism \(\varphi^# : \text{Q}^# \to \text{Q}^#(\mathcal{F}(\ell_G))/(q^c)\) by \(\varphi^#(\Phi) = \Phi(1)\). Since \(\text{Q}^#\) is commutative, the kernel of \(\varphi^#\) is an ideal in \(\text{Q}^#\). By hypothesis the \(\mathbb{Q}\)-module \(\text{H}^*(\mathcal{F}(\ell_G))\) has a countable set of generators given by the images modulo \(q_0, \ldots, q_n\) of the monomials \(\Lambda_{i_1} \cdots \Lambda_{i_k}(1)\). By the Nakayama-type result from Lemma \([7.3]\) this implies that the set of these monomials generate \(\text{Q}^#(\mathcal{F}(\ell_G))/(q^c)\) as a \(\mathbb{Q}[q]/\langle q^c \rangle\)-module, which implies that \(\varphi^#\) is surjective. Then for any \(a, b \in \text{H}^*(\mathcal{F}(\ell_G))\) one can define a product:

\[
a \cdot b := \Lambda_a \Lambda_b(1) = \Lambda_a(b)
\]

where \(\Lambda_a, \Lambda_b\) are elements in the preimages of \(a\) and \(b\) respectively through \(\varphi^#\). Then one extends this product by \(\mathbb{Q}[q]/\langle q^c \rangle\)-linearity. This endows \(\text{QH}^*(\mathcal{F}(\ell_G))/(q^c)\) with an associative, commutative quantum product. When \(q_0 = 0\) one recovers the ordinary quantum cohomology ring \(\text{QH}^*(G/B)\), thus \(\text{QH}^*(\mathcal{F}(\ell_G))/(q^c)\) is another deformation of \(\text{QH}^*(G/B)\).
8. The commutativity of the Chevalley operators: proof of Theorem 7.2

The goal of this section is to prove part (a) of theorem 7.2 for any \( w \in W_{\text{aff}} \) and any \( 0 \leq i, j \leq n \) we have

\[
\Lambda_i \Lambda_j (\varepsilon_w) = \Lambda_j \Lambda_i (\varepsilon_w) \mod q^c = q_0 q^\theta. 
\]

8.1. Combinatorial preliminaries on roots appearing in Chevalley operators. Denote by \( \tilde{\Pi}_{\text{aff}}^{re,+} \) the set of all positive real affine roots \( \alpha \) with the property that \( \ell(s_\alpha) = 2\text{ht}(\alpha) - 1 \). According to Proposition 6.5 any such root satisfies \( \alpha < c = \alpha_0^\vee + \theta^\vee \), and by Theorem 6.7 these are precisely the roots relevant for the Chevalley operators. The following lemma shows that roots \( \alpha \in \tilde{\Pi}_{\text{aff}}^{re,+} \) can be constructed inductively:

**Lemma 8.1.** Let \( \alpha \in \tilde{\Pi}_{\text{aff}}^{re,+} \) be a non-simple root. Then there exists a simple root \( \alpha_i \in \Delta_{\text{aff}} \) such that \( s_i(\alpha) \in \tilde{\Pi}_{\text{aff}}^{re,+} \), \( \ell(s_i \alpha s_i) = \ell(\alpha) - 2 \), and \( s_i(\alpha) \vee = \alpha \vee - \alpha_i \vee \).

**Proof.** Take the simple reflection \( s_i \) guaranteed by Lemma 6.4 above. Then

\[
2\text{ht}(\alpha \vee) - 3 = \ell(\alpha) - 2 = \ell(s_i \alpha s_i) \leq 2\text{ht}(s_i(\alpha) \vee) - 1 = 2\text{ht}(\alpha \vee) - 2\langle \alpha_i, \alpha \vee \rangle - 1,
\]

where the inequality follows from Proposition 6.5. But \( \langle \alpha_i, \alpha \vee \rangle > 0 \) again by Lemma 6.4 and this implies that \( \langle \alpha_i, \alpha \vee \rangle = 1 \) and we have equality throughout.

Proposition 8.2 and Lemmas 8.5 and 8.6 below are affine versions of [44, Proposition 3.1, Lemma 3.2 and Lemma 3.3].

**Proposition 8.2.** A positive real root \( \alpha \) is in \( \tilde{\Pi}_{\text{aff}}^{re,+} \) if and only if it is simple, or else there exist indices \( i_1, \ldots, i_k \in \{0, \ldots, n\} \) (\( k \geq 2 \)), where all indices different from 0 are possibly repeated, such that:

- each root \( \alpha_{i_j} := s_{i_j} \cdots s_{i_2}(\alpha_{i_1}) \) is in \( \tilde{\Pi}_{\text{aff}}^{re,+} \) and it satisfies \( \langle \alpha_{i_j}, s_{i_{j-1}} \cdots s_{i_2}(\alpha_{i_1}) \rangle = -1 \) for all \( 2 \leq j \leq k \);
- \( \alpha = s_{i_k} \cdots s_{i_2}(\alpha_{i_1}) \) and the expression \( s_\alpha = s_{i_k} \cdots s_{i_2}s_{i_1}s_{i_2} \cdots s_{i_k} \) is reduced.

In particular, \( \alpha \vee = \alpha_1^\vee + \cdots + \alpha_k^\vee \).

**Proof.** Applying repeatedly Lemma 8.1 starting with \( \alpha \in \tilde{\Pi}_{\text{aff}}^{re,+} \) yields the set of indices \( i_1, \ldots, i_k \) and the roots with the claimed properties. To prove the converse, we use induction on \( j \geq 2 \). Let \( \beta := s_{i_j-1} \cdots s_{i_2}(\alpha_{i_1}) \) as in the hypothesis and denote \( i := i_j \). We will show that \( s_{i} s_{i \beta} s_{i} \) is reduced and that \( s_{i}(\beta) \) satisfies the required properties. First, \( s_{i}(\beta \vee) = \beta \vee + \alpha_i \vee \) because \( \langle \alpha_i, \beta \vee \rangle = -1 \).

In particular, \( \ell(s_{i} s_{i \beta}) = \ell(s_{i \beta}) + 1 \). By induction hypothesis, we know that \( \beta \in \tilde{\Pi}_{\text{aff}}^{re,+} \). We have that \( s_{i} s_{i \beta}(\alpha_{i_1}) = (\langle \beta, \alpha_i \rangle \langle \alpha_i, \beta \vee \rangle - 1)\alpha_i - \langle \alpha_i, \beta \vee \rangle \beta \) is a positive root, which shows that \( \ell(s_{i} s_{i \beta} s_{i}) = \ell(s_{i \beta}) + 2 \). This finishes the proof.

**Corollary 8.3.** If \( G \) is simply laced then the set \( \tilde{\Pi}_{\text{aff}}^{re,+} \) coincides with the set of positive real roots \( \alpha \in \Pi_{\text{aff}}^{re,+} \) such that \( \alpha \vee < c \).

**Proof.** We use induction on \( \text{ht}(\alpha) \geq 1 \). The case when \( \text{ht}(\alpha) = 1 \) is clear, and let \( \text{ht}(\alpha) > 1 \). We claim that there exists a simple root \( \alpha_i \) such that \( \langle \alpha_i, \alpha \vee \rangle = 1 \). If \( \alpha \) is a root in the finite root system, we can take any \( \alpha_i \) such that \( \alpha - \alpha_i \) is a root. Since \( G \) is simply laced, the claim follows in this case from the table on [30, p. 45]. If \( \alpha \) is not in the finite root system, and because \( \alpha \vee < c \), we have \( \alpha \vee = c - \tilde{\alpha} \vee \) where \( \tilde{\alpha} \in \Pi^+ \). Notice that \( \alpha \neq \alpha_0 \) and \( \alpha \vee < c \) implies that \( \tilde{\alpha} \vee < \theta \vee \). Thus there exists a finite simple root \( \alpha_i \) such that \( \langle \alpha_i, \tilde{\alpha} \vee \rangle = -1 \) (otherwise \( \tilde{\alpha} \) would be a dominant root, hence equal to the highest root, see e.g. [25, p. 371]). This implies that \( \langle \alpha_i, \alpha \vee \rangle = -\langle \alpha_i, \tilde{\alpha} \vee \rangle = 1 \) and the claim is proved. Let \( \beta := s_{i}(\alpha) \). This is a positive root because \( \alpha \) is not simple. Further, \( \text{ht}(\beta) < \text{ht}(\alpha) \) and
by induction hypothesis we have that $\beta \in \tilde{\Pi}^{\text{re}+}_{\text{aff}}$. We calculate that $\langle \alpha_i, \beta^\vee \rangle = \langle \alpha_i, \alpha^\vee - \alpha_i^\vee \rangle = -1$, so by Proposition 8.2 the root $\alpha = s_i(\beta)$ is in $\tilde{\Pi}^{\text{re}+}_{\text{aff}}$, which concludes the proof. \hfill \square

**Remark 8.4.** The Corollary above is false if $G$ is not simply laced. In fact, the sets $\tilde{\Pi}^{\text{re}+}_{\text{aff}} \cap \Pi^+ \neq \Pi^+$ for each $G$ not simply laced. A list with all roots in $\tilde{\Pi}^{\text{re}+}_{\text{aff}} \cap \Pi^+$ can be found in [1].

**Lemma 8.5.** (a) Let $\alpha, \beta$ be two positive real roots such that $\ell(s_\alpha s_\beta) = \ell(s_\alpha) + \ell(s_\beta)$. Then $\langle \alpha, \beta^\vee \rangle \leq 0$.

(b) Assume in addition that $s_\alpha s_\beta \neq s_\beta s_\alpha$ and that $\alpha^\vee + \beta^\vee$ is not a multiple of the imaginary coroot $c = \alpha_0^\vee + \theta^\vee$. Then at least one of $\langle \alpha, \beta^\vee \rangle$ and $\langle \beta, \alpha^\vee \rangle$ is equal to $-1$.

**Proof.** Since $s_\alpha s_\beta$ and $s_\beta s_\alpha$ are inverses to each other, $\ell(s_\alpha s_\beta) = \ell(s_\beta s_\alpha)$. The hypothesis implies that the root $s_\alpha(\beta) = \beta - \langle \beta, \alpha^\vee \rangle \alpha > 0$ and $s_\beta(\alpha) = \alpha - \langle \beta, \alpha^\vee \rangle \beta > 0$; cf. [31] p. 116]. If $\langle \alpha, \beta^\vee \rangle > 0$ then $\langle \beta, \alpha^\vee \rangle > 0$ also, because $\alpha, \beta$ are not multiples of the imaginary root $\delta$, and by Remark 2.1 and equation (2.2), this implies that $\alpha \geq \beta$ and $\beta \geq \alpha$, therefore $\alpha = \beta$, which implies that $\ell(s_\alpha s_\beta) = 0$, a contradiction. This proves part (a).

For part (b), we first notice that the hypothesis implies that $\langle \alpha, \beta^\vee \rangle < 0$ and $\langle \beta, \alpha^\vee \rangle < 0$. Assume that the claim in the lemma is not true, i.e. $\langle \alpha, \beta^\vee \rangle = \frac{2\langle \alpha, \beta \rangle}{|\beta|} \leq -2$ and $\langle \beta, \alpha^\vee \rangle = \frac{2\langle \beta, \alpha \rangle}{|\alpha|} \leq -2$.

Thus $-\langle \alpha, \beta \rangle \geq \langle \alpha, \alpha \rangle$ and $-\langle \beta, \beta \rangle \geq \langle \beta, \beta \rangle$, which implies that $\langle \alpha, \beta \rangle^2 \geq (\langle \alpha, \alpha \rangle \cdot \langle \beta, \beta \rangle)$. On the other side, by Cauchy-Schwartz inequality $\langle \alpha, \beta \rangle^2 \leq (\langle \alpha, \alpha \rangle \cdot (\beta, \beta))$, and thus we have equality. This also forces equalities $-\langle \alpha, \beta \rangle = \langle \alpha, \alpha \rangle = \langle \beta, \beta \rangle$, therefore $\alpha + \beta = 0$. By Remark 2.1 this implies that $\alpha + \beta = m\delta$ for some $m \in \mathbb{R}$. In fact, since $\alpha, \beta$ and $\delta$ are in the root lattice, and $\delta$ is part of an integral basis for this lattice, it follows that $m \in \mathbb{Z}$. Then $\nu^{-1}(\alpha + \beta) = mc$ hence

$$\alpha^\vee + \beta^\vee = \frac{2m}{\langle \alpha, \alpha \rangle} c.$$ 

But by hypothesis $\alpha^\vee + \beta^\vee$ is not a multiple of $c$, and this finishes the proof. \hfill \square

**Lemma 8.6.** Let $\alpha, \beta \in \tilde{\Pi}^{\text{re}+}_{\text{aff}}$ such that $\ell(s_\alpha s_\beta) = \ell(s_\alpha) + \ell(s_\beta)$, $s_\alpha s_\beta \neq s_\beta s_\alpha$ and in addition $\alpha^\vee + \beta^\vee < c$. Then $\alpha^\vee + \beta^\vee = \gamma^\vee$ where $\gamma$ is a root in $\tilde{\Pi}^{\text{re}+}_{\text{aff}}$.

**Proof.** By Lemma 8.5 we can assume that $\langle \beta, \alpha^\vee \rangle = -1$. We need to show that $\gamma := s_\beta(\alpha) \in \tilde{\Pi}^{\text{re}+}_{\text{aff}}$ (since $s_\beta(\alpha^\vee) = \alpha^\vee + \beta^\vee$, this proves the claim). We will use induction on $\ell(s_\beta)$. If $\beta$ is simple, the result follows from Proposition 8.2. Consider now the case when $\beta \in \tilde{\Pi}^{\text{re}+}_{\text{aff}}$ is non-simple. Take the index $i$ guaranteed by Lemma 8.1. Then $s_\beta = s_i s_\beta s_i$ where $\ell(s_\beta) = \ell(s_\beta) - 2$, and $\langle \alpha_i, \beta^\vee \rangle = 1$. Combined with the fact that $\ell(s_\beta s_\alpha) = \ell(s_\alpha) + \ell(s_\beta)$ this implies that $\ell(s_\alpha, s_\beta) > \ell(s_\alpha)$, thus $s_\alpha(\alpha_i) = \alpha_i - \langle \alpha_i, \alpha^\vee \rangle \alpha$ is a positive root. Then $\langle \alpha_i, \alpha^\vee \rangle \leq 0$ and $\alpha_i \neq \alpha$.

We claim that the quantity $\langle \alpha_i, \alpha^\vee \rangle \in \{-1, 0\}$. Assume $\langle \alpha_i, \alpha^\vee \rangle \leq -2$ and let $\alpha = m\delta + \tilde{\alpha}$ where $\tilde{\alpha}$ is a finite root, possibly negative. By the description of positive real roots and coroots from [2.1] it follows that $\alpha_i = a\delta + \tilde{\alpha}$ and $\alpha^\vee = mc + \tilde{\alpha}^\vee$ where $a, m \in \{0, 1\}$ (because $0 < \alpha^\vee < c$ and $\alpha_i < \beta < \delta$) and $\tilde{\alpha}$ is in the finite root system, possibly negative. In fact, $\tilde{\alpha}$ is either simple, or it equals $-\theta$, the negative of the highest root. Notice that $\langle \alpha_i, \alpha^\vee \rangle = \langle \tilde{\alpha}, \alpha^\vee \rangle$. We claim that $\tilde{\alpha}$ is different. This follows from analysis of the four possibilities for $a, m \in \{0, 1\}$. The only situations when the equality occurs are when $\alpha^\vee + \tilde{\alpha}^\vee = c$, but this is impossible since $\alpha^\vee + \alpha_i^\vee \leq \alpha^\vee + \beta^\vee < c$.

We deduce that $\langle \alpha_i, \alpha_i \rangle = \langle \tilde{\alpha}, \tilde{\alpha} \rangle > \langle \tilde{\alpha} \rangle \alpha = (\alpha \alpha)$, where the inequality follows from Table on [31] p. 45]. On the other side, the hypothesis that $\langle \alpha_i, \beta^\vee \rangle = 1$ implies that $\langle \beta, \beta \rangle \geq (\alpha_i \alpha_i)$, and the condition that $\langle \beta, \alpha^\vee \rangle = -1$ implies that $\langle \alpha \alpha \rangle \geq (\beta \beta)$. Therefore $\langle \alpha \alpha \rangle \geq (\alpha_i \alpha_i)$, which is a contradiction, and finishes the proof of the claim.

In what follows we will prove that the roots $\beta_1 := s_i(\beta)$ and $s_i(\alpha)$ satisfy the induction hypothesis. First, notice that by construction $\ell(s_\beta_1) < \ell(s_\beta)$, and that $\beta_1 \in \tilde{\Pi}^{\text{re}+}_{\text{aff}}$. It is also clear that $s_\beta_1 s_i(\alpha) \neq$
s_{s_i(α)}s_{β_1}, so it remains to check that s_i(α) ∈ \tilde{Π}_{aff}^{re+}, \langle β_1, s_i(α) \rangle = -1 and that ℓ(s_{β_1}s_{s_i(α)}) = ℓ(s_{β_1}) + ℓ(s_{s_i(α)}). When this is done, it implies that γ' := s_{β_1}(s_i(α)) ∈ \tilde{Π}_{aff}^{re+}, and to finish the proof we will show that γ = s_i(γ') is also in \tilde{Π}_{aff}^{re+}. We distinguish the following two situations:

Case 1. \langle α_i, α' \rangle = 0. This implies s_i(α) = α, and because s_{β_1}s_α has a decomposition given by a reduced subword of s_{β_1}s_α, we obtain that ℓ(s_{β_1}s_{s_i(α)}) = ℓ(s_{β_1}) + ℓ(s_i(α)). Further,

\[ -1 = \langle β, α' \rangle = \langle s_i(β_1), α' \rangle = \langle β_1, s_i(α) \rangle = \langle β_1, α' \rangle. \]

From the induction hypothesis, γ' := s_{β_1}(α) is in \tilde{Π}_{aff}^{re+}. Furthermore

\[ (α_i, (γ')^\vee) = (α_i, s_i(β_1)(α')^\vee) = -⟨α_i, s_β(α')⟩ = -⟨α_i, α' + β'⟩ = -1. \]

Then by Proposition 8.2, the root s_i(γ') is in \tilde{Π}_{aff}^{re+}, and the proof in this case is done.

Case 2. \langle α_i, α' \rangle = -1. In this case the root s_i(α) is in \tilde{Π}_{aff}^{re+}, by Proposition 8.2. Further,

\[ -1 = \langle β, α' \rangle = \langle s_i(β_1), α' \rangle = \langle β_1, s_i(α) \rangle. \]

A simple calculation shows that s_is_α(α_i) = -(⟨α, α'⟩ + 1)α_i + α and that s_{β_1}s_is_α(α_i) = α - (1 + ⟨α, α'⟩)α_i - (1 + ⟨α, β'⟩)β_1, and both of these are positive roots. Then

\[ ℓ(s_{β_1}s_is_α(α_i)) = ℓ(s_{β_1}s_is_α) + 1 = ℓ(s_{β_1}) + ℓ(s_αs_is_α) = ℓ(s_β) + ℓ(s_αs_is_α). \]

From the induction hypothesis we deduce that γ' := s_{β_1}(s_i(α)) belongs to \tilde{Π}_{aff}^{re+}. But \langle α_i, (γ')^\vee \rangle = -⟨α_i, α' + β'⟩ = 0, therefore γ = s_i(γ') = γ' is again in \tilde{Π}_{aff}^{re+}. □

Lemma 8.7. Let α, β ∈ \tilde{Π}_{aff}^{re+} such that s_αs_β ≠ s_βs_α, ℓ(s_αs_β) = ℓ(s_α) + ℓ(s_β) and α' + β' ⋈ c = α_0' + θ. Then α' + β' = c.

Proof. Assume first that α' + β' is not a multiple of c. The hypothesis implies that ⟨α, β'⟩ ≠ 0 therefore one of ⟨α, β'⟩ and ⟨β, α'⟩ must equal −1 by Lemma 8.5(b). Since the statement is symmetric in α and β (because ℓ(s_αs_β) = ℓ(s_βs_α)), we only need to consider the case when ⟨α, β'⟩ = -1. Then s_α(β') = β' - ⟨α, β'⟩α' = α' + β' is a positive coroot, therefore s_α(β) is a positive root. On the other hand,

\[ s_αs_β(α) = s_α(α - ⟨α, β'⟩β) = s_α(α + β) = -α + β - ⟨β, α'⟩α = β - ⟨β, α'⟩ - 1)α, \]

which is a positive root because ⟨β, α'⟩ ≤ -1. This implies

\[ ℓ(s_αs_β(β)) = ℓ(s_αs_β) > ℓ(s_αs_β) = 2ht(α' + β') - 2 = 2ht(s_0(β')) - 2. \]

Proposition 6.5 implies that ℓ(s_αs_β) = 2ht(s_0(β')) - 1 and s_α(β') < c. Since s_α(β') = α' + β', this is a contradiction, therefore α' + β' must be a multiple of c. Invoking again Proposition 6.5 we obtain that α' + β' < c, thus the only possibility is α' + β' = c. □

Lemma 8.8. Let γ be a non-simple root in \tilde{Π}_{aff}^{re+} and η a real positive root in Π_{aff}^{re+} such that ℓ(s_γs_η) = ℓ(s_γ) - 1. Then ⟨η, γ'⟩ = 1.

Proof. Consider the reduced decomposition s_γ = s_{i_k}⋯s_{i_1}⋯s_{i_k} guaranteed by Proposition 8.2. Since ℓ(s_γs_η) < ℓ(s_γ), the Strong Exchange Condition [31, p. 117] implies that there is a unique index j such that s_γs_η = s_{i_k}⋯s_{i_j}⋯s_{i_k}. Assume that the removed index is in the second half of the decomposition of s_γ, i.e. s_γs_η = s_{i_k}⋯s_{i_1}⋯s_{i_j}⋯s_{i_k}. Then s_γs_η = s_{i_k}⋯s_{i_1}⋯s_{i_j}⋯s_{i_k}, therefore η = s_{i_k}⋯s_{i_1}⋯s_{i_j}⋯s_{i_k}(α_{i_j}), which is a positive root because s_{i_k}⋯s_{i_1}⋯s_{i_j} is reduced. Finally,

\[ ⟨η, γ'⟩ = ⟨s_{i_k}⋯s_{i_1}⋯s_{i_j}⋯s_γ(α_{i_j}), s_{i_k}⋯s_2(α_{i_j})⟩ = ⟨s_{i_k}⋯s_{i_j}(α_{i_j}), α_{i_j}⟩ = ⟨α_{i_j}, s_{i_j}⋯s_2s_{i_j}(α_{i_j})⟩ = -⟨α_{i_j}, s_{i_j}⋯s_2(s_2(α_{i_j})⟩ = 1. \]

A similar calculation works when s_γs_η = s_{i_k}⋯s_{i_1}⋯s_{i_2}⋯s_{i_k}. □
Proposition 8.9. There is a bijection $\Psi$ between the sets

$$A := \{(\alpha, \beta) \in \tilde{\Pi}_{\text{aff}}^{r_0,+} \times \tilde{\Pi}_{\text{aff}}^{r_0,+} : (\alpha, \beta^\vee) \neq 0, \ell(s_\alpha s_\beta) = \ell(s_\alpha) + \ell(s_\beta), \alpha^\vee + \beta^\vee < c\}$$

and

$$B := \{(\gamma, \eta) \in \tilde{\Pi}_{\text{aff}}^{r_0,+} \times \tilde{\Pi}_{\text{aff}}^{r_0,+} : \ell(s_\gamma s_\eta) = \ell(s_\gamma) - 1 > 0\}$$

sending $(\alpha, \beta)$ to $(\gamma, \eta)$ such that $\gamma^\vee = \alpha^\vee + \beta^\vee$ and $s_\gamma s_\eta = s_\alpha s_\beta$.

Proof. We first prove that $\Psi$ is well defined. From Lemmas 8.5 and 8.6 we obtain that the pair $(\gamma, \eta)$ is the following:

$$\begin{cases}
(\alpha, \alpha) & \text{if } (\alpha, \beta^\vee) = -1; \\
(\beta, \alpha) & \text{if } (\alpha, \beta^\vee) = -1; \\
(\alpha, \beta) & \text{if } (\alpha, \beta^\vee) < -1.
\end{cases}$$

(In fact one can easily check the the formula for $\eta$ in the branch for $\langle \alpha, \beta^\vee \rangle < -1$ works also for $\langle \alpha, \beta^\vee \rangle = -1$.) Further, we have that $\ell(s_\gamma s_\eta) = \ell(s_\alpha s_\beta) = 2ht(\alpha^\vee + \beta^\vee) - 2 = 2ht(\gamma^\vee) - 2 = \ell(s_\gamma) - 1$. This implies that $(\gamma, \eta) \in B$. Let now $(\alpha_1, \beta_1) \in A$ such that $\Psi((\alpha, \beta)) = \Psi((\alpha_1, \beta_1))$. One calculates that

$$\ell(s_\gamma s_\eta) = 2ht(\gamma^\vee) - 2 = 2ht(\alpha^\vee) - 1 + 2ht(\beta^\vee) - 1.$$ 

From Proposition 6.5 we deduce that $\alpha$ and $\beta$ are both in $\tilde{\Pi}_{\text{aff}}^{r_0,+}$ and $\ell(s_\alpha s_\beta) = \ell(s_\alpha) + \ell(s_\beta)$. If we had $s_\alpha s_\beta = s_\beta s_\alpha$, then $s_\gamma s_\eta = s_\eta s_\gamma$, which is impossible, since $\langle \eta, \gamma^\vee \rangle > 0$.

Case 1. We have

$$s_\gamma s_\eta = s_{i_1} \cdots s_{i_2} s_{i_1} s_{i_2} \cdots s_{i_k}$$

for some $j$ between 2 and $k$. This implies $s_\gamma = s_{i_1} \cdots s_{i_j} s_{i_j+1} \cdots s_{i_k}$, thus $\gamma = s_{i_1} \cdots s_{i_j+1}(\alpha_i_j)$, the latter being a positive root since the expression in (8.3) is reduced. Set $\alpha = \eta$ and $\beta = s_\eta(\gamma)$. Notice that $s_\eta(\gamma) = s_{i_1} \cdots \hat{s}_{i_j} \cdots s_{i_k}(\alpha_i_j)$ is a positive root, because the right-hand side in (8.3) is reduced. Then $\beta^\vee = s_\eta(\gamma^\vee) = \gamma^\vee - \eta^\vee$, which implies that $\gamma^\vee = \alpha^\vee + \beta^\vee$. We obviously have $s_\gamma s_\eta = s_\alpha s_\beta$, hence

$$\ell(s_\alpha s_\beta) = 2ht(\gamma^\vee) - 2 = 2ht(\alpha^\vee) - 1 + 2ht(\beta^\vee) - 1.$$ 

Case 2. We have

$$s_\gamma s_\eta = s_{i_1} \cdots \hat{s}_{i_j} \cdots s_{i_2} s_{i_1} s_{i_2} \cdots s_{i_k}$$

for some $j$ between 2 and $k$. We set $\beta = -s_\gamma(\eta)$, and $\alpha = -s_\eta(\gamma)$. Since $\ell(s_\gamma s_\eta) < \ell(s_\gamma)$ it follows that $\beta > 0$. The identity (8.4) and the expression for $s_\gamma$ imply that

$$s_\gamma s_\eta s_\gamma = s_{i_1} \cdots s_{i_j} \cdots s_{i_k},$$

therefore $\ell(s_\gamma s_\eta s_\gamma) \leq 2(k - j) + 1 < 2(k - 1) = \ell(s_\eta s_\gamma)$. Thus $\alpha > 0$. We have that $\beta^\vee = -\eta^\vee + (\gamma, \eta^\vee)\gamma^\vee$ and $\alpha^\vee = \eta^\vee - ((\gamma, \eta^\vee) - 1)\gamma^\vee$, which implies that $\alpha^\vee + \beta^\vee = \gamma^\vee$. We can also easily check that $s_\alpha s_\beta = s_\gamma s_\eta$. Same arguments as in the previous case show that $\alpha$ and $\beta$ are both in $\tilde{\Pi}_{\text{aff}}^{r_0,+}$, that $\ell(s_\alpha s_\beta) = \ell(s_\alpha) + \ell(s_\beta)$, and that $s_\alpha s_\beta \neq s_\beta s_\alpha$. This finishes the proof.

For later use, we also record the following result:
Lemma 8.10. Let \( \alpha, \beta \in \Pi^{\text{re},+}_{\text{aff}} \) and \( \gamma \in \Pi^{\text{re},+}_{\text{aff}} \) such that \( \ell(s_\alpha s_\beta) = \ell(s_\alpha) + \ell(s_\beta) \) and \( \gamma^\vee = \alpha^\vee + \beta^\vee \). Then \( \gamma \in \Pi^{\text{re},+}_{\text{aff}} \) if and only if \( \langle \alpha, \beta^\vee \rangle \neq 0 \).

Proof. If \( \langle \alpha, \beta^\vee \rangle \neq 0 \) then Lemma 8.7 implies that \( \alpha^\vee + \beta^\vee < c \). Then \( \gamma \in \Pi^{\text{re},+}_{\text{aff}} \) by Lemma 8.6. Conversely, assume that \( \gamma \in \Pi^{\text{re},+}_{\text{aff}} \) but \( \langle \alpha, \beta^\vee \rangle = 0 \). Let \( u \in W_{\text{aff}} \) such that \( s_\gamma u = s_\alpha s_\beta \). Then

\[
\ell(s_\gamma u) = \ell(s_\alpha s_\beta) = 2\text{ht}(\alpha^\vee + \beta^\vee) - 2 = 2\text{ht}(\gamma^\vee) - 2 = \ell(s_\gamma) - 1.
\]

As in the proof of Lemma 8.8, one uses the Strong Exchange Condition to obtain that \( u = s_\eta \) for \( \eta \in \Pi^{\text{re},+}_{\text{aff}} \). Same lemma implies that \( \langle \eta, \gamma^\vee \rangle = 1 \), so in particular \( s_\gamma \) and \( s_\eta \) do not commute. But \( s_\gamma s_\eta = s_\alpha s_\beta = (s_\alpha s_\beta)^{-1} = s_\eta s_\gamma \), which is a contradiction. \( \square \)

8.2. Quantum Bruhat chains and the proof of Theorem 7.2 (a). In this section we introduce the notion of quantum Bruhat chains, which is our main tool in the proof of the commutativity of the Chevalley operators. The definition of these chains arises naturally from the study of the terms which appear in the quantum Chevalley formula, and it generalizes to the affine case the chains in the quantum Bruhat graph defined by Brenti, Fomin and Postnikov [9] for ordinary flag varieties.

Definition 8.11. A (weighted) quantum Bruhat cover is a pair \( u \to v \) where \( u, v \) are in \( W_{\text{aff}} \) and one of the following two conditions is satisfied:

- There exists \( \alpha \in \Pi^{\text{re},+}_{\text{aff}} \) such that \( v = us_\alpha \) and \( \ell(v) = \ell(u) + 1 \). The weight of this cover is 1 and this situation is denoted by \( u \xrightarrow{\alpha^\vee} v \).

- There exists \( \alpha \in \Pi^{\text{re},+}_{\text{aff}} \) such that \( v = us_\alpha \) and \( \ell(v) = \ell(u) + 1 - 2\text{ht}(\alpha^\vee) \). The weight of this cover is \( q^\alpha^\vee \) and this situation is denoted by \( u \xrightarrow{q^\alpha^\vee} v \). Notice that in this case \( \ell(s_\alpha) = 2\text{ht}(\alpha^\vee) - 1 \) by Lemma 6.6 thus \( \alpha \in \Pi^{\text{re},+}_{\text{aff}} \).

A (weighted) quantum Bruhat chain of weight \( q^\kappa \) is an oriented sequence \( u \to us_\alpha \to us_\alpha s_\beta \) of two quantum Bruhat covers such that the product of the two weights equals \( q^\kappa \).

Notice that we only use length 2 chains, although this notion can be obviously extended to any length. There are three types of quantum Bruhat chains:

(1q) \( u \xrightarrow{\alpha^\vee} us_\alpha \xrightarrow{q^\beta^\vee} us_\alpha s_\beta \), with weight \( q^\beta^\vee \).

(q1) \( u \xrightarrow{q^\alpha^\vee} us_\alpha \xrightarrow{\beta^\vee} us_\alpha s_\beta \), with weight \( q^\alpha^\vee \).

(qq) \( u \xrightarrow{q^\alpha^\vee} us_\alpha \xrightarrow{q^\beta^\vee} us_\alpha s_\beta \), with weight \( q^{\alpha^\vee + \beta^\vee} \).

We say that the last chain is of type (qq)' if \( \langle \alpha, \beta^\vee \rangle = 0 \); otherwise we say it is of type (qq)**.

Given \( u, v \in W_{\text{aff}} \) and \( \kappa \) as before, we will determine all chains of weight \( q^\kappa \) between \( u \) and \( v \). Then we will use this information to show that the coefficient of \( q^{\kappa \varepsilon_{ij}} \) in \( \Lambda_i \Lambda_j(\varepsilon_u) \) is symmetric in \( i \) and \( j \). This, together with the fact that \( H^*(F\ell_G) \) is an associative ring (hence commutativity holds modulo \( q_0, \ldots, q_n \)) will complete the proof of part (a) of Theorem 7.2.

In our analysis we will repeatedly use the following Lemma:

Lemma 8.12. Let \( \alpha, \beta \) be in \( \Pi^{\text{re},+}_{\text{aff}} \) and \( u, v \) in \( W_{\text{aff}} \) such that \( v = us_\alpha s_\beta \) and

\[
(8.5) \quad u \xrightarrow{q^\alpha^\vee} us_\alpha \xrightarrow{q^\beta^\vee} us_\alpha s_\beta
\]

is a quantum Bruhat chain. Then we have \( \ell(s_\alpha s_\beta) = \ell(s_\alpha) + \ell(s_\beta) \).
Proof. The quantum Bruhat chain conditions for (8.5) give \( \ell(us_\alpha s_\beta) = \ell(u) + 2 - 2\text{ht}(\alpha^\vee + \beta^\vee) \). On the other hand, we have
\[
\ell(us_\alpha s_\beta) \geq \ell(u) - \ell(s_\alpha) \geq \ell(u) - \ell(s_\alpha) - \ell(s_\beta) \geq \ell(u) + 2 - \deg(q^{\alpha^\vee + \beta^\vee}),
\]
thus all inequalities here must actually be equalities.

To prove commutativity, we will fix \( u, v \in W_{\text{aff}} \) and we distinguish three main cases: there exists a quantum Bruhat chain from \( u \) to \( v \) of weight \( q^\kappa \) such that: (1) \( \kappa \neq \gamma^\vee \) for any \( \gamma \in \tilde{\Pi}^r_{\text{aff}^+} \); (2) \( \kappa = \gamma^\vee \) is a non-simple coroot, for \( \gamma \in \tilde{\Pi}^r_{\text{aff}^+} \); (3) \( \kappa = \gamma^\vee \) is a simple coroot.

8.2.1. Case 1: There exists a chain from \( u \) to \( v \) of weight \( q^\kappa \) and \( \kappa \neq \gamma^\vee \), for any \( \gamma \in \tilde{\Pi}^r_{\text{aff}^+} \). In this case there exists a chain
\[
\begin{array}{c}
u \\
\longrightarrow
\end{array} q^\alpha^\vee u s_\alpha \quad q^\beta^\vee \quad \begin{array}{c}v \\
\longrightarrow
\end{array} u s_\alpha s_\beta ,
\]
where \( \alpha, \beta \in \Pi_{\text{aff}^+} \) satisfy \( \kappa = \alpha^\vee + \beta^\vee \). If \( \kappa \neq c \) and \( \langle \alpha, \beta^\vee \rangle \neq 0 \) then Lemma 8.7 implies that \( \kappa = \alpha^\vee + \beta^\vee = c \). We are only interested in commutativity modulo \( q^\gamma \), thus by Proposition 8.9 and Lemma 8.10 we may assume from now on that \( \langle \alpha, \beta^\vee \rangle = 0 \). Then there exists another chain of the form
\[
\begin{array}{c}
u \\
\longrightarrow
\end{array} q^\alpha^\vee u s_\beta \quad q^\beta^\vee \quad \begin{array}{c}v \\
\longrightarrow
\end{array} u s_\beta s_\alpha ,
\]
and the exchange of \( \alpha \) and \( \beta \) gives an involution on the set of chains from \( u \) to \( v \) of weight \( q^\kappa \). The coefficient of \( q^\kappa \varepsilon_{ij} \) in \( \Lambda_i \Lambda_j(\varepsilon_u) \) is
\[
\sum_{\alpha^\vee + \beta^\vee = \kappa} \langle \lambda_i, \alpha^\vee \rangle \langle \lambda_j, \beta^\vee \rangle + \sum_{\alpha^\vee + \beta^\vee = \kappa} \langle \lambda_i, \beta^\vee \rangle \langle \lambda_j, \alpha^\vee \rangle,
\]
which is symmetric in \( i, j \) and the proof is finished in this case.

8.2.2. Case 2: There exists a chain from \( u \) to \( v \) of weight \( q^\kappa \), where \( \kappa = \gamma^\vee \) is a non-simple coroot with \( \gamma \in \tilde{\Pi}^r_{\text{aff}^+} \). Denote by \( \pi : u \to v \) the chain from \( u \) to \( v \) given by the hypothesis.

We claim that the Weyl group element \( s_\gamma u^{-1}v \) is a root reflection corresponding to an affine real root. This is clear if the chain \( \pi \) is of type (q1). If it is of type (1q) then \( u^{-1}v s_\gamma \) is a root reflection, but then so is \( s_\gamma u^{-1}v = s_\gamma (u^{-1}v s_\gamma) s_\gamma \). Finally, if \( \pi \) is of type (qq) this follows from Proposition 8.9. Then we can define \( \eta, \eta' \in \Pi^r_{\text{aff}^+} \) as the unique positive real roots given by
\[
s_\eta := s_\gamma u^{-1}v; \quad s_\eta' := u^{-1}v s_\gamma.
\]
Notice that from definition it follows that \( \eta' = \pm s_\gamma(\eta) \), and this leads to 2 situations, according to whether the plus or minus sign occurs.

Case 2.1: \( \eta' = s_\gamma(\eta) \). We first notice that there is no chain of type (qq) between \( u \) and \( v \). If this were the case, by Proposition 8.9 there would be one of type (q1) of the form
\[
\begin{array}{c}
u \\
\longrightarrow
\end{array} q^\gamma \gamma^\vee \quad \begin{array}{c}u s_\gamma \longrightarrow
\end{array} \eta^\gamma \quad \begin{array}{c}v \\
\longrightarrow
\end{array} u s_\gamma s_\eta^\gamma,
\]
with \( \ell(s_\gamma s_\eta^\gamma) = \ell(s_\gamma) - 1 \). But then \( \eta^\gamma = \eta \) and \( s_\gamma(\eta^\gamma) < 0 \) which is a contradiction. We now claim that there exist exactly 2 quantum Bruhat chains of weight \( q^\kappa \), between \( u \) and \( v \) given by:
\[
(8.6) \quad \begin{array}{c}
u \\
\longrightarrow
\end{array} q^\gamma \gamma^\vee \quad \begin{array}{c}u s_\gamma \longrightarrow
\end{array} \eta^\gamma \quad \begin{array}{c}v \\
\longrightarrow
\end{array} u s_\gamma s_\eta^\gamma \quad \begin{array}{c}
u \\
\longrightarrow
\end{array} \eta^\gamma \quad \begin{array}{c}u s_\eta^\gamma \longrightarrow
\end{array} q^\gamma \quad \begin{array}{c}v \\
\longrightarrow
\end{array} u s_\eta^\gamma s_\gamma .
\]

To prove the claim note that the root \( u(\eta') > 0 \) if and only if \( u s_\gamma(\eta) > 0 \). Since one of these two chains exists (by hypothesis and from the definition of a quantum Bruhat chain) the equivalence shows the other exists as well. Again by definition of a quantum Bruhat chain and the uniqueness of \( \gamma \) it follows that there cannot be another chain of type (1q) or (q1). The claim is proved.
Then the coefficient of $q^\epsilon \xi_v$ in $\Lambda_i \Lambda_j (\epsilon_u)$ is
\[
\langle \lambda_j, \gamma \rangle \langle \lambda_i, \eta \rangle + \langle \lambda_j, \eta \rangle \langle \lambda_i, \gamma \rangle = \langle \lambda_j, \gamma \rangle \langle \lambda_i, \eta \rangle + \langle \lambda_j, s_\gamma (\eta) \rangle \langle \lambda_i, \gamma \rangle = \langle \lambda_j, \gamma \rangle \langle \lambda_i, \eta \rangle + \langle \lambda_i, \gamma \rangle \langle \lambda_j, \eta \rangle - \langle \gamma, \eta \rangle \langle \lambda_i, \gamma \rangle \langle \lambda_j, \gamma \rangle.
\]
This is clearly symmetric in $i$ and $j$.

Case 2.2: $\eta' = -s_\gamma (\eta)$. Notice that in this case $us_\gamma (\eta) > 0$ if and only if $u(\eta') < 0$ therefore exactly one of the two chains from (8.6) can exist: if $us_\gamma (\eta) > 0$ then it is the first chain, otherwise it is the second. In both situations Proposition 8.9 yields a unique chain of the form
\[
u \xrightarrow{q^{\alpha'}} us_\alpha \xrightarrow{q^{\beta'}} \nu = us_\alpha s_\beta,
\]
where $\alpha' = \gamma$, $s_\alpha s_\beta \neq s_\beta s_\alpha$ and $s_\alpha s_\beta = s_\gamma s_\eta = s_{\eta'} s_\gamma$. From the formulas (8.2) it follows that
\[
\gamma = \alpha' + \beta'; \quad \eta' = -\beta' - (\alpha, \beta') \gamma; \quad \eta'' = (\gamma, \eta') \gamma - \eta'.
\]
To conclude, in this case there exist exactly two chains between $u$ and $v$, one of type (qq)$^-$ and the other of type (1q) or (q1), depending on the sign of the root $u(\eta')$. We will analyze both cases.

Assume that we have the chain
\[
u \xrightarrow{q^{\gamma'}} us_\gamma \xrightarrow{q^{\gamma'}} \nu = us_\gamma s_\eta.
\]
Then the coefficient of $q^\epsilon \xi_v$ in $\Lambda_i \Lambda_j (\epsilon_u)$ is
\[
\langle \lambda_j, \gamma \rangle \langle \lambda_i, \eta \rangle + \langle \lambda_j, \alpha \rangle \langle \lambda_i, \beta \rangle = -\langle \lambda_j, \gamma \rangle \langle \lambda_i, \beta \rangle + \langle \lambda_j, \alpha \rangle \langle \lambda_i, \gamma \rangle = -\langle \lambda_j, \beta \rangle \langle \lambda_i, \gamma \rangle - \langle \lambda_j, \alpha \rangle \langle \lambda_i, \gamma \rangle.
\]
If we have the chain
\[
u \xrightarrow{q^{\epsilon'}} us_{\epsilon'} \xrightarrow{q^{\epsilon'}} \nu = us_{\epsilon'} s_\gamma,
\]
then the coefficient of $q^\epsilon \xi_v$ in $\Lambda_i \Lambda_j (\epsilon_u)$ is
\[
\langle \lambda_j, \gamma \rangle \langle \lambda_i, \eta \rangle + \langle \lambda_j, \alpha \rangle \langle \lambda_i, \beta \rangle = \langle \lambda_j, \gamma \rangle \langle \lambda_i, \eta \rangle + \langle \lambda_j, \alpha \rangle \langle \lambda_i, \gamma \rangle = -\langle \lambda_j, \beta \rangle \langle \lambda_i, \gamma \rangle - \langle \lambda_j, \alpha \rangle \langle \lambda_i, \gamma \rangle.
\]
In both situations the coefficient is symmetric in $i$ and $j$ and we are done.

8.2.3. Case 3: There exists a chain from $u$ to $v$ of weight $q^\epsilon$, where $\kappa = \gamma$ is a simple coroot. This case is similar to Case 2 above, but simpler because there cannot be a chain of type (qq) between $u$ and $v$ (since $\gamma$ is a simple root). So we will be brief. As in Case 2 we can define the affine real positive roots $\eta, \eta' \in \Pi^{r.e.}_c$ by $s_\eta := s_u^{-1} v$ and $s_{\eta'} := u^{-1} s_\gamma$. We have again two situations, depending on whether $s_\gamma (\eta)$ equals $\eta'$ or $-\eta'$. The case when $s_\gamma (\eta) = \eta'$ is identical to the case 2.1, except for the fact that we do not need to prove again the non-existence of the chain of type (qq). Assume now that $s_\gamma (\eta) = -\eta'$. Then $s_\gamma (\eta) = \eta - (\eta, \gamma) \gamma$ is a negative root. Since $\gamma$ is a
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In both situations, the coefficient of $q^\kappa \varepsilon_v$ in $\Lambda_i \Lambda_j (\varepsilon_u)$ is $\langle \lambda_i, \gamma^\vee \rangle \langle \lambda_j, \gamma^\vee \rangle$, which is clearly symmetric in $i$ and $j$.

8.3. Proof of Theorem 7.2 (b): commutativity of the operators $\Lambda_i - m_i \Lambda_0$. Recall that $\theta^\vee = m_1 \alpha_1^\vee + \cdots + m_n \alpha_n^\vee$. In this section we prove:

Theorem 8.13. For any $1 \leq i, j \leq n$ and any $u \in W_{aff}$ we have

\begin{equation}
(\Lambda_i - m_i \Lambda_0)(\Lambda_j - m_j \Lambda_0)\varepsilon_u = (\Lambda_j - m_j \Lambda_0)(\Lambda_i - m_i \Lambda_0)\varepsilon_u.
\end{equation}

\textbf{Proof.} As before, we need to show that for any $v \in W_{aff}$ and any $\kappa$ in the affine coroot lattice, the coefficient of $q^\kappa \varepsilon_v$ in the left hand side of (8.7) is symmetric in $i$ and $j$. By Theorem 7.2 (a) proved in the previous section this is true for $\kappa < c$, so from now on we will assume that $\kappa \not< c = \alpha_0^\vee + \theta^\vee$.

Then Proposition 6.5 and Lemma 8.7 imply that there exists a quantum Bruhat chain of type (qq):

\begin{align*}
u \xrightarrow{q^{\alpha^\vee}} u s_\alpha \xrightarrow{q^{\beta^\vee}} v = u s_\alpha s_\beta
\end{align*}

such that $\kappa = \alpha^\vee + \beta^\vee$, and either $s_\alpha s_\beta = s_\beta s_\alpha$ or $s_\alpha s_\beta \neq s_\beta s_\alpha$ but then $\kappa = \alpha^\vee + \beta^\vee = c$. The assumption on $\kappa$ implies that there cannot be any chains of type (1q) or (q1). If $s_\alpha s_\beta = s_\beta s_\alpha$, then as in Case 1 from the previous section the coefficient of $q^{\alpha^\vee + \beta^\vee} \varepsilon_{us_\alpha s_\beta}$ in the left hand side of (8.7) is symmetric in $i$ and $j$. If $s_\alpha s_\beta \neq s_\beta s_\alpha$ then $\alpha^\vee + \beta^\vee = c$ and the coefficient of $q^{\alpha^\vee + \beta^\vee} \varepsilon_{us_\alpha s_\beta}$ in the left hand side of (8.7) is

\begin{align*}
\langle \lambda_j, \alpha^\vee \rangle \langle \lambda_j, \beta^\vee \rangle - m_i \langle \lambda_j, \alpha^\vee \rangle \langle \lambda_0, \beta^\vee \rangle - m_j \langle \lambda_0, \alpha^\vee \rangle \langle \lambda_i, \beta^\vee \rangle + m_i m_j \langle \lambda_0, \alpha^\vee \rangle \langle \lambda_0, \beta^\vee \rangle.
\end{align*}

After ignoring the last term (since it is symmetric in $i, j$), replacing $\beta^\vee$ by $c - \alpha^\vee$, and using that $\langle \lambda_i, c \rangle = m_i$ for $i \neq 0$ as well as $\langle \lambda_0, c \rangle = 1$, the expression above is equal to

\begin{align*}
-\langle \lambda_i, \alpha^\vee \rangle \langle \lambda_j, \alpha^\vee \rangle + m_i \langle \lambda_j, \alpha^\vee \rangle \langle \lambda_0, \alpha^\vee \rangle + m_j \langle \lambda_i, \alpha^\vee \rangle \langle \lambda_0, \alpha^\vee \rangle
\end{align*}

\begin{align*}
= m_i \lambda_j + m_j \lambda_i, \alpha^\vee \rangle \langle \lambda_0, \alpha^\vee \rangle - \langle \lambda_i, \alpha^\vee \rangle \langle \lambda_j, \alpha^\vee \rangle,
\end{align*}

which is symmetric in $i$ and $j$.

9. The Frobenius property and the Dubrovin formalism

The goal of this section is to show that the algebra $\text{QH}^*_{aff}(G/B)$ is a Frobenius algebra, and to define an analogue $\nabla^h$ of the Dubrovin connection, parametrized by a complex parameter $h$. Then we will show how the associativity of the product $\ast_{aff}$ implies that $\nabla^h$ is flat. These facts will be used in the next section to define the Givental-Kim formalism for $\text{QH}^*_{aff}(G/B)$, which eventually leads to a presentation of this algebra by generators and relations. For the reminder of the paper we will consider the cohomology $H^*(G/B)$ with complex coefficients, and $\text{QH}^*_{aff}(G/B)$ as an algebra over $\mathbb{C}[q] := \mathbb{C}[q_0, \ldots, q_n]$.

We abuse notation and denote by $\langle \cdot, \cdot \rangle$ the Poincaré pairing defined by

\begin{align*}
\langle a, b \rangle = \int_{G/B} a \cdot b
\end{align*}
where \( a, b \in H^*(G/B) \) and the integral means the push-forward to a point. (Equivalently this equals the coefficient of \([pt]\) in \( \sigma_u \cdot \sigma_v \).) We extend this pairing by \( \mathbb{C}[q] \)-linearity to define a pairing on \( \text{QH}_{\text{aff}}(G/B) \). We prove in Theorem 9.2 below that relative to this pairing, \( \text{QH}_{\text{aff}}(G/B) \) is a Frobenius algebra (see e.g. \[28\] §9.2 for this notion). We need the following lemma.

**Lemma 9.1.** Let \( a, b \in H^*(G/B) \) and let \( \alpha \in \Pi \) be in the finite root system. Then \( \langle \partial_\alpha(a), b \rangle = \langle a, \partial_\alpha(b) \rangle \).

**Proof.** We first prove the lemma in the case \( \alpha = \alpha_i \) is a simple root. Let \( P_i \) be the minimal parabolic subgroup corresponding to \( \alpha_i \) and let \( \pi_i : G/B \to G/P_i \) be the projection. It is well known that \( \partial_i(a) = [\pi_i]\cdot(\pi_i)_*(a) \) where \( (\pi_i)_* : H^k(G/B) \to H^k(G/P_i) \) is the Gysin push-forward. (This formula for \( \partial_i \) can be traced back to [5, §5.2]; we refer e.g. to [19] or [50, Appendix] for more on Gysin push-forwards.) Then by the projection formula

\[
\int_{G/B} \partial_i(a) \cdot b = \int_{G/B} [\pi_i]\cdot(\pi_i)_*(a) \cdot b = \int_{G/P_i} (\pi_i)_*(a) \cdot (\pi_i)_*(b).
\]

Then the identity in the lemma for \( \alpha = \alpha_i \) follows because the last expression is symmetric in \( a \) and \( b \). For the general case we use the definition of \( \partial_\alpha \) from (3.4) above. Let \( w \in W \) such that \( w(\alpha_i) = \alpha \) for some \( 1 \leq i \leq n \). Then \( \partial_i = r_w^*\partial_i r_w^{-1} \) where \( r_w^* : H^*(G/B) \to H^*(G/B) \) is the ring automorphism induced by the right action of \( W \) on cohomology. Because \( r_w^*r_w^{-1} = id \) it follows that \( r_w^*[pt] = r_w^{-1}[pt] = \pm [pt] \in H^*(G/B) \). This implies that \( \langle r_w^*(a_1), a_2 \rangle = \pm \langle a_1, r_w^{-1}(a_2) \rangle \), for any \( a_1, a_2 \in H^*(G/B) \). Then

\[
\langle \partial_\alpha(a), b \rangle = \langle r_w^*\partial_i r_w^{-1}(a), b \rangle = \pm \langle \partial_i r_w^{-1}(a), r_w^*(b) \rangle = \pm \langle r_w^{-1}(a), \partial_i r_w^{-1}(b) \rangle = \langle a, \partial_\alpha(b) \rangle.
\]

The third equality used the previously proved identity \( \langle \partial_i(a), b \rangle = \langle a, \partial_i(b) \rangle \). \( \square \)

**Theorem 9.2.** For any \( a_1, a_2, a_3 \in \text{QH}_{\text{aff}}(G/B) \) there is an identity \( \langle a_1 \ast_{\text{aff}} a_2, a_3 \rangle = \langle a_1, a_2 \ast_{\text{aff}} a_3 \rangle \). In particular, the algebra \( (\text{QH}_{\text{aff}}(G/B), \ast_{\text{aff}}) \) is a Frobenius algebra with respect to \( \langle \cdot, \cdot \rangle \).

**Proof.** Recall that \( \text{QH}_{\text{aff}}(G/B) \) has a \( \mathbb{C}[q] \)-basis given by Schubert classes, and it is generated as an algebra over \( \mathbb{C}[q] \) by the Schubert divisors \( \sigma_1, \ldots, \sigma_n \). Then we can assume that \( a_1 = \sigma_u, a_3 = \sigma_v \) and \( a_2 = \sigma_i \) for some \( u, v \in W \) and \( 1 \leq i \leq n \). By the Chevalley formula from (7.2) above we calculate that

\[
\langle \sigma_u \ast_{\text{aff}} \sigma_i, \sigma_v \rangle = \langle \sigma_u \cdot \sigma_i, \sigma_v \rangle + \sum_{\alpha} \langle \lambda_i - m_i\lambda_0, \alpha^\vee \rangle q^{\alpha^\vee} \langle \pi(D_{s_{\alpha}})(\sigma_u), \sigma_v \rangle,
\]

where the sum is as in (7.2) and \( \pi : R_{\text{aff}} \to R \) is the homomorphism between the nil-Coxeter rings defined in Theorem 3.3. Notice now that

\[
\langle \sigma_u \cdot \sigma_i, \sigma_v \rangle = \int_{G/B} \sigma_u \cdot \sigma_i \cdot \sigma_v = \langle \sigma_u, \sigma_i \cdot \sigma_v \rangle.
\]

Thus to prove the theorem it remains to show that \( \langle \pi(D_{s_{\alpha}})(\sigma_u), \sigma_v \rangle = \langle \sigma_u, \pi(D_{s_{\alpha}})(\sigma_v) \rangle \). Choose a reduced word \( s_{\alpha} = s_{i_1}s_{i_2} \cdots s_{i_k} \) where the indices \( i_j \in \{0,1,\ldots,n\} \). Theorem 3.3 implies that \( \pi(D_{s_{\alpha}}) = \pi(D_{i_1}) \cdots \pi(D_{i_k}) \) and each \( \pi(D_{i_j}) \) equals to either \( \partial_{i_j} \) or \( \partial_{-i_j} \). Then we can successively apply Lemma 9.1 to get

\[
\langle \pi(D_{s_{\alpha}})(\sigma_u), \sigma_v \rangle = \langle \pi(D_{i_1}) \cdots \pi(D_{i_k})(\sigma_u), \sigma_v \rangle = \langle \sigma_u, \pi(D_{i_1}) \cdots \pi(D_{i_k})(\sigma_v) \rangle = \langle \sigma_u, \pi(D_{s_{\alpha}})(\sigma_v) \rangle,
\]

where the last equality follows because the reduced word of \( s_{\alpha} \) is symmetric. \( \square \)

\(^2\)In fact it can be shown that \( r_w^*[pt] = (-1)^{(w)}[pt] \). This follows because \( [pt] = \prod_{\beta \in \Pi^+} \beta \) where the right hand side is interpreted in the BGG presentation described after (3.2) above.
Remark 9.4. In order to regard \( \sigma \)

Theorem 9.5.

\( f \in \mathcal{O}_M \) (the ring of functions on \( M \)) and \( X \in \Gamma(TM) \);

\( \nabla_{fX+Y}(\sigma) = f\nabla_X(\sigma) + \nabla_Y(\sigma) \), for any \( f \in \mathcal{O}_M \), \( \sigma \in \Gamma(E) \) and \( X,Y \in \Gamma(TM) \).

Consider now the complex vector space \( M := H^2(G/B) \) with coordinates \( z = (z_1, \ldots, z_n) \) corresponding to the basis \( \sigma_1, \ldots, \sigma_n \). This means that \( z_i \) is the function \( H^2(G/B) \rightarrow \mathbb{C} \) defined by \( z_i(\sigma_j) = \delta_{i,j} \), the Kronecker delta symbol; it can also be identified to the homology class \( [X(s_i)] \in H_2(G/B) \) of the corresponding Schubert curve. We regard \( M \) as a formal scheme, i.e. \( \mathcal{O}_M = \mathbb{C}[[z]] := \mathbb{C}[[z_1, \ldots, z_n]] \). There is a trivial bundle \( E := M \times H^*(G/B) \). A section \( s \in \Gamma(E) \) can be written as a finite sum \( \sum a_w(z)\sigma_w \), where \( a_w(z) \in \mathcal{O}_M \).

Definition 9.3. Let \( h \in \mathbb{C}^* \) be a complex parameter. Define \( \nabla^h : \Gamma(E) \otimes \Gamma(TM) \rightarrow \Gamma(E) \) to be the unique connection on \( E \) which satisfies

\[
\nabla^h_{\partial/\partial z_i}(\sigma_w) = \frac{1}{h} \sigma_i \ast_{\text{aff}} \sigma_w, \quad (1 \leq i \leq r).
\]

In order to regard \( \sigma_i \ast_{\text{aff}} \sigma_w \) in \( \Gamma(E) \) we use the substitutions

\[
q_i := e^{z_i} \quad (1 \leq i \leq n);
q_0 := e^{-(m_1z_1 + \cdots + m_nz_n)}.
\]

Remark 9.4. To motivate the last substitution \( q_0 = e^{-(m_1z_1 + \cdots + m_nz_n)} \) recall that the quantum product \( \ast_{\text{aff}} \) we defined on \( H^*(G/B) \) used the affine quantum Chevalley operators which we transported from \( H^*(F_c) \) via the injective ring homomorphism \( e_1^* : H^*(G/B) \rightarrow H^*(F_c) \). Let \( z_{\text{aff}} := (z_0', z_1', \ldots, z_n') \) be the coordinates on \( H^2(F_c) \) corresponding to the Schubert basis \( z_0, \ldots, z_n \). Then we identify \( \sigma_i \leftrightarrow e_i^*(\sigma_i) = z_i - m_iz_0, \quad 1 \leq i \leq n \), which leads to identifications \( z_i \leftrightarrow z_i' \). In addition, notice that \( e_i^*(H^2(G/B)) \) is defined by the equation \( z_0' + m_1z_1' + \cdots + m_nz_n' = 0 \) in \( H^2(F_c) \), so one can formally define an extra coordinate \( z_0 \) on \( H^2(G/B) \) by \( z_0 := -(m_1z_1 + \cdots + m_nz_n) \). The quantum parameters \( q_i := e^{z_i} \quad (0 \leq i \leq n) \) and \( q_i := e^{z_i} \quad (1 \leq i \leq n) \) are regarded as functions on \( H^2(F_c) \), respectively \( H^2(G/B) \), and they transform with respect to the dual of \( e_i^* \), which is \((e_1)_*: H_2(F_c) \rightarrow H_2(G/B) \). By the above identifications (or by applying the identity \( \text{[4.3]} \) above) one obtains that \( q_i' \leftrightarrow q_i \) for \( 1 \leq i \leq n \) and \( q_0' \leftrightarrow q_0 := e^{z_0} = q_1^{-m_1} \cdots q_n^{-m_n} \).

Of particular importance for us later will be the subgroup of sections of the form

\[
\Gamma(E)' := \{ s : s = \sum g_{d,w}(z)q^d\sigma_w; \quad g_{d,w}(z) \in \mathbb{C}[z] \}
\]

where the (possibly infinite) sum is over \( d = (d_0, d_1, \ldots, d_n) \in (\mathbb{Z}_{\geq 0})^{n+1} \) and \( w \in W \). Then for any \( 1 \leq i \leq n \) and \( g(z) \in \mathbb{C}[z] \), we record the following:

\[
\nabla^h_{\partial/\partial z_i}(g(z)q^d\sigma_w) = \left( \frac{\partial g(z)}{\partial z_i} + (d_i - m_id_0)g(z) \right) q^d\sigma_w + \frac{1}{h}g(z)q^d\sigma_i \ast_{\text{aff}} \sigma_w.
\]

Theorem 9.5. The Dubrovin connection \( \nabla^h \) is flat for any \( h \in \mathbb{C}^* \).

Proof. Since the vector fields \( \partial/\partial z_i \) and \( \partial/\partial z_j \) on \( TM \) commute with respect to the Lie bracket, it suffices to show that

\[
\nabla^h_{\partial/\partial z_i} \nabla^h_{\partial/\partial z_j}(\sigma_w) = \nabla^h_{\partial/\partial z_j} \nabla^h_{\partial/\partial z_i}(\sigma_w).
\]

A calculation based on the Chevalley formula from \( \text{[7.2]} \) and the identity \( \text{[9.2]} \) above shows that

\[
\nabla^h_{\partial/\partial z_i} \nabla^h_{\partial/\partial z_j}(\sigma_w) = \frac{1}{h^2} \sum_{\alpha} \langle \lambda_j - m_j\lambda_0, \alpha^\vee \rangle \cdot \langle \lambda_i - m_i\lambda_0, \alpha^\vee \rangle q^{\alpha^\vee} \pi(D_{\alpha_0})(\sigma_w) + \frac{1}{h^2} \sigma_i \ast_{\text{aff}} (\sigma_j \ast_{\text{aff}} \sigma_w),
\]
where the sum is over $\alpha \in \check{\mathbb{H}}_{\text{aff}}^{\text{re}}$ such that $\ell(ws_\alpha) = \ell(w) + 1 - 2ht(\alpha^v)$. The sum is symmetric in indices $i$ and $j$ and $\sigma_i *_{\text{aff}} (\sigma_j *_{\text{aff}} \sigma_w) = \sigma_j *_{\text{aff}} (\sigma_i *_{\text{aff}} \sigma_w)$ by Theorem 7.2(b) and the definition of $*_{\text{aff}}$ from (9.4). Therefore the roles of $i$ and $j$ can be interchanged, and this finishes the proof. $\square$

10. Towards relations in $\text{QH}^*_\text{aff}(G/B)$: the Givental-Kim formalism

Our goal from now on is to show that the ideal of relations in the ring $\text{QH}^*_\text{aff}(G/B)$ is given by the non-constant integrals of motion for the periodic Toda lattice associated to the dual of the extended Dynkin diagram of $G$. In fact, a result of Guest and Otofuji [29] for $G$ of type $A$, generalized by Mare to types A-C in [43], shows that if there exists a quantum cohomology ring $\mathcal{F}_{L_G}$ satisfying certain natural properties, then the relations are obtained from the conserved quantities of the periodic Toda lattice. The ring $\text{QH}^*_\text{aff}(G/B)$ satisfies the analogue of all these properties, thus one can obtain the ideal of relations at least in types $A$-$C$.

We are pursuing here a slightly different approach, which emphasizes the role of the quantum differential equations and of the Dubrovin - Givental formalism. This will lead to relations in all types. We begin by adapting a method of Givental and Kim in [22] and [36] which produces relations in quantum cohomology; our approach is inspired by the presentation of this method by Cox and Katz in [12]. This method uses the quantum differential equations associated to a renormalization of the Dubrovin connection, called the Givental connection, and certain differential operators acting on solutions of these equations. A particular specialization of these operators leads to relations in the quantum cohomology ring. In the next section we will identify these operators with integrals of motion for the quantum, dual version of the periodic Toda lattice.

Consider the ring of operators $\mathbb{C}[[e^z]][\partial/\partial z][h]$ where
\[
(10.1) \quad z = (z_1, \ldots, z_n); \quad \partial/\partial z = (\partial/\partial z_1, \ldots, \partial/\partial z_n); \quad e^z = (e^{z_1}, e^{z_2}, \ldots, e^{z_n}),
\]
and recall the convention $q_0 = e^{z_0} = e^{-(m_1z_1 + \cdots + m_nz_n)}$ from (9.1). These operators act on $\mathbb{C}[[e^z]][z][h, h^{-1}]$ as follows. First, $h, h^{-1}$ and $e^z$ act by multiplication. Now let $g(z; h) \in \mathbb{C}[z; h, h^{-1}]$ and $d = (d_0, \ldots, d_n) \in \mathbb{Z}_{\geq 0}^n$, set $e^{zd} = e^{d_0z_0 + \cdots + d_nz_n}$. For $1 \leq i \leq n$ the operator $\partial/\partial z_i$ acts by
\[
(10.2) \quad \frac{\partial}{\partial z_i} (g(z; h)e^{zd}) = \left( \frac{\partial g}{\partial z_i}(z; h) + (d_i - m_i d_0) g(z; h) \right) e^{zd}.
\]
(This is the action compatible with the Dubrovin connection; see equation (9.2) above.)

**Definition 10.1.** Let $h \in \mathbb{C}^*$. The Givental connection $\nabla$ is defined to be $\nabla := h\nabla^{-1}$, i.e. if $s = g(z)q^d\sigma_w \in \Gamma(E)'$ is as in (9.2) then
\[
\nabla_{\partial/\partial z_i}(s) = h \left( \frac{\partial g}{\partial z_i}(z) + (d_i - m_i d_0) g(z) \right) q^d \sigma_w - g(z)q^d \sigma_i *_{\text{aff}} \sigma_w.
\]
(Technically, $\frac{1}{h}\nabla$ is a connection, but we follow tradition from [22] [36] to use this form.) We will also use the “dual” Givental connection, defined by $\hat{\nabla} := h\nabla^{1/h}$.

The flatness of Dubrovin connection from Theorem 9.5 implies that both $\nabla$ and $\hat{\nabla}$ are flat.

**Definition 10.2.** The system of quantum differential equations is the system of PDE’s given by
\[
(10.3) \quad h\partial/\partial z_i(s) = \sigma_i *_{\text{aff}} s \iff \nabla_{\partial/\partial z_i}(s) = 0; \quad i \in \{1, \ldots, n\}.
\]

Since $\nabla$ is flat, the classical Frobenius theorem (see e.g. [57] §4 or [28] p. 36) for a context similar to ours) ensures that $C^\infty$ solutions of this system exist in some neighborhood of $z = 0$. However, in what follows we require the existence of formal solutions $s \in \Gamma(E)'$. In the ordinary quantum cohomology a fundamental solution of this system was constructed by Givental [22] (see also [12] §10.2) using 2-point Gromov-Witten invariants with a gravitational descendent. Since in our case
we do not have a moduli space to help define the quantum multiplication, we will need to construct these solutions directly. For this we rely on results from the aforementioned paper [45] where the existence of such solutions is proved.

The following lemma is the analogue of Proposition 6.1 and Corollary 6.3 from [45].

**Lemma 10.3.** There exists a solution $g_w \in \Gamma(E') \otimes \mathbb{C}[h^{-1}]$ of the system (10.3) of quantum differential equations of the form

$$g_w = \sigma_w + \sum_v g_{0,v}(z; h^{-1})\sigma_v + \sum_{v,d} g_{d,v}(z; h^{-1})q^d \sigma_v$$

where $g_{d,v}(z; h^{-1}) \in \mathbb{C}[z][h^{-1}]$ are polynomials. Both sums are over $v \in W$, and the second sum is also over $d \in (\mathbb{Z}_{\geq 0})^{n+1}$ such that $d \neq 0$ and $d$ is not a multiple of $c = \alpha_0^\vee + \theta^\vee$; further, the constant term of the polynomial $g_{0,v}$ relative to the variables $z$ is equal to 0.

**Proof.** For each $1 \leq i \leq n$ we denote by $A_i$ the matrix of the “quantum Chevalley” $\mathbb{C}[q]$-linear endomorphism $\overline{A}_i : \text{QH}_{\text{aff}}^*(G/B) \rightarrow \text{QH}_{\text{aff}}^*(G/B)$ sending $\sigma_w$ to $\sigma_i \ast_{\text{aff}} \sigma_w$. Thus $A_i$ is a $|W| \times |W|$ matrix with coefficients in $\mathbb{C}[q]$. One can see from the proof of Theorem [45, 9.5] that the flatness of the Dubrovin connection is equivalent to the fact that the matrices $A_i$ mutually commute and that $\partial/\partial z_i(A_j) = \partial/\partial z_j(A_i)$ for any $i, j$. Further, up to some reordering of the Weyl group elements, and because of the affine quantum Chevalley formula, we can write $A_i$ as $A_i = A_i'(q^d) + A_i''$ where

- $A_i'(q^d)$ is strictly lower triangular, and its coefficients are linear combinations of $q^d = e^{zd} := e^{d_0z_0} \cdots e^{d_nz_n}$ where $d \geq 0$ and $\langle \lambda_i - m_i\lambda_0, d \rangle \neq 0$;
- $A_i''$ is strictly upper triangular and its coefficients do not depend on $q$ (in particular, the diagonal of $A_i''$ is identically zero).

We temporarily suspend the convention $q^c = q_0 q_1^{m_1} \cdots q_n^{m_n} = 1$ from [9.1], thus $q_0 = e^{z_0}$ is now independent from $q_1 = e^{z_1}, \ldots, q_n = e^{z_n}$. Since the Chevalley rule in $\text{QH}_{\text{aff}}^*(G/B)$ only involves powers $q^d$ where $|d| < 1 + m_1 + \cdots + m_n$, this does not affect the coefficients of the matrices $A_i$. Further, consider the formal power series ring $\mathbb{C}[z_1, \ldots, z_n; h, h^{-1}][[e^{z_0}, \ldots, e^{z_n}]]$ and define a “twisted derivative” operator $\partial/\partial z_i$ acting as in (10.2): for $g(z; h) \in \mathbb{C}[z_1, \ldots, z_n; h, h^{-1}]$ set

$$\frac{\partial}{\partial z_i}(g(z; h)e^{d_0z_0} \cdots e^{d_nz_n}) = \left(\frac{\partial}{\partial z_i}(g(z; h)) + (d_i - m_i d_0)g(z; h)\right)e^{d_0z_0} \cdots e^{d_nz_n}.$$

The key fact is that this operator satisfies $\partial/\partial z_i(e^{z_0}e^{m_1z_1} \cdots e^{m_nz_n}) = 0$, therefore it also satisfies:

$$\frac{\partial}{\partial z_i}(g(z; h)e^{zd})|_{e^{z_0}e^{m_1z_1} \cdots e^{m_nz_n}=1} = \left(\frac{\partial}{\partial z_i}(g(z; h)e^{zd})\right)|_{e^{z_0}e^{m_1z_1} \cdots e^{m_nz_n}=1}$$

as formal power series in $z_1, \ldots, z_n$, where on the left hand side we considered the usual partial derivative with respect to $z_i$, and on the right the twisted derivative; the bars denote restrictions to the given relation. Consider now the $\mathbb{C}[z; h^{-1}]$-module $(\mathbb{C}[z; h^{-1}])^{[W]}$, and a function $G = \sum_{d \geq 0} G_d(z; h^{-1})e^{d_0z_0} \cdots e^{d_nz_n}$, where $G_d(z; h^{-1}) \in (\mathbb{C}[z; h^{-1}])^{[W]}$ and $d = (d_0, \ldots, d_n) \in \mathbb{Z}^{n+1}_{\geq 0}$. Then $\partial/\partial z_i$ acts componentwise on such functions. Consider also the system of PDE’s

$$\frac{\partial}{\partial z_i}(G) = \left(\frac{1}{h} A_i\right) G, \quad 1 \leq i \leq n.$$

(The convention $q^e = 1$ is still suspended and $\frac{\partial}{\partial z_i}$ is the twisted derivative.) According to [45, Proposition 6.1] this system has a solution $G = \sum_{d \geq 0} G_d(z; h^{-1})e^{zd}$ which is uniquely determined by the degree 0 part $G_0^d = G_0^d(h^{-1})$ in the variables $z$ of $G_d$ for those degrees $d$ satisfying $\langle \lambda_i - m_i\lambda_0, d \rangle = 0$. Fix an identification of $H^*(G/B) \otimes \mathbb{C}[h^{-1}]$ to $\mathbb{C}[h^{-1}]^{[W]}$, as $\mathbb{C}[h^{-1}]$-modules, and pick the vector $e_w \in \mathbb{C}[h^{-1}]^{[W]}$ which corresponds to the Schubert class $\sigma_w$. Define $G_0 = e_w$ and $G_d^0 = 0$ for the
degrees \( d \neq 0 \) mentioned before, and denote by \( G_w \) the resulting solution of the PDE system. The identity (10.5) implies that the restriction of \( G_w \) to \( q^e = 1 \) satisfies the system of PDE’s
\[
\frac{\partial}{\partial z_i}(G_w|_{e_0^i e_{n+1}^i \ldots e_{n+i}^i = 1}) = \left( \frac{A_i}{\hbar} \right)(G_w|_{e_0^i e_{n+1}^i \ldots e_{n+i}^i = 1}); \quad 1 \leq i \leq n,
\]
where in the left hand side we have the usual partial derivative. Then the Lemma follows by taking \( g_w \) to correspond to \( G_w \) restricted to \( q^e = 1 \), under the fixed identification.

Let now \( P(e^z, h\partial/\partial z, h) \in \mathbb{C}[[e^z]][h\partial/\partial z][h] \) be a differential operator where
\[
h\partial/\partial z = (h\partial/\partial z_1, \ldots, h\partial/\partial z_n).
\]
We will always regard \( e^z \) to the left of \( \partial/\partial z \). We impose a grading on these operators with respect to:
\[
\deg q_j = 2, \quad (0 \leq j \leq n); \quad \deg h = 1; \quad \deg \partial/\partial z_i = 0, \quad (1 \leq i \leq n).
\]
It will be convenient to define an operator denoted \( P_\nabla \) which is obtained from \( P \) after making substitutions \( e^{z_i} = q_i \) for \( 0 \leq i \leq n \), and \( h\partial/\partial z_i = \nabla_{\partial/\partial z_i} \), for \( 1 \leq i \leq n \), where \( \nabla \) is the dual Givental connection.

The following result, observed for the ordinary quantum cohomology ring in [12, Theorem 10.3.1] (where it is attributed to B. Kim) will be repeatedly used:

**Lemma 10.4.** Let \( P = P(e^z, h\partial/\partial z, h) \in \mathbb{C}[[e^z]][\partial/\partial z][h] \) be a differential operator. Then
\[
P(e^z, h\partial/\partial z, h)(g_w, 1) = \langle g_w, P_\nabla(1) \rangle
\]
where \( 1 = \sigma_e \in H^0(G/B) \), \( \langle \cdot, \cdot \rangle \) denotes the Poincaré pairing, and \( g_w \) is the flat section defined in Lemma 10.3.

**Proof.** Let \( F = \sum f_{d,w}(z; h)q^d\sigma_w \) and \( G = \sum g_{d,w}(z; h)q^d\sigma_w \) where the sums are over \( d = (d_0, \ldots, d_n) \in \mathbb{Z}_{\geq 0}^{n+1} \) and \( w \in W \), and where \( f_{d,w}, g_{d,w} \in \mathbb{C}[z; h^{-1}] \). Then using the Frobenius property \( \langle \sigma_u \ast \text{aff} \sigma_i, \sigma_v \rangle = \langle \sigma_u, \sigma_i \ast \text{aff} \sigma_v \rangle \) from Theorem 9.2 we obtain
\[
h\partial/\partial z_i(F, G) = \langle \nabla_{\partial/\partial z_i} F, G \rangle + \langle F, \nabla_{\partial/\partial z_i} G \rangle.
\]
Take \( F := g_w \) and \( G := 1 \). The lemma follows because \( \nabla_{\partial/\partial z_i} g_w = 0 \) for all \( i \).

The following analogue of Givental’s result [22, Corollary 6.4] (see also [45, Lemma 6.4]) shows how this formalism leads to relations in \( \text{QH}^*_\text{aff}(G/B) \).

**Proposition 10.5.** Let \( P = P(e^z, h\partial/\partial z, h) \in \mathbb{C}[[e^z]][h\partial/\partial z][h] \) be a differential operator such that \( \deg P < \deg q^0 q^{d^0} = 2(1 + m_1 + \cdots + m_n) \) and which satisfies \( P(g_w, 1)_d = 0 \) for all \( w \in W \) and all \( d = (d_0, \ldots, d_n) \) with \( d_0 + \cdots + d_n \leq m_1 + \cdots + m_n \) (the subscript \( d \) indicates the coefficient of \( e^d \)). Then the specialization \( P(q, \sigma_i \ast \text{aff} 0) = 0 \) in the quantum cohomology ring \( \text{QH}^*_\text{aff}(G/B) \).

**Proof.** We adapt the proof of [12, Theorem 10.3.1], using ideas from [45, Lemma 6.4]. By Lemma 10.3 we obtain that
\[
0 = P(g_w, 1) = \langle g_w, P_\nabla(1) \rangle.
\]
Write \( P_\nabla(1) = P^{(0)} + \cdots + P^{(k)} \) where \( P^{(i)} \) contains the terms which are multiples of \( q_0^{d_0} \cdots q_n^{d_n} \) with \( d_0 + \cdots + d_n = i \) (for now we regard \( h \) and the Schubert classes as parameters). Notice that \( k \leq m_1 + \cdots + m_n \). Let \( g_w^0 \in H^*(G/B) \otimes \mathbb{C}[z; h^{-1}] \) be the component of \( g_w \) which does not depend on \( q \). Since the term independent of the variables \( z \) of \( g_w^0 \) equals \( \sigma_w \) (by Lemma 10.3), it follows that the elements \( g_w^0 \) are a basis of \( H^*(G/B; \mathbb{C}[z; h^{-1}]) \). Notice now that the part of degree 0 with respect to \( q \) of \( \langle g_w, P_\nabla(1) \rangle \) equals \( \langle g_w^0, P^{(0)} \rangle \). Since this is true for all \( w \in W \), we deduce that \( P^{(0)} = 0 \). Using this, we obtain that \( \) the part of total degree 1 with respect to \( q \) of \( \langle g_w, P_\nabla(1) \rangle \)
equals $\langle g_w^0, \sigma (1) \rangle$, thus $P^{(i)} = 0$. Continuing this process we obtain that $P^{(i)} = 0$ for all $0 \leq i \leq k$, thus $P_{\hat{\nabla}} (1) = 0$. Now notice that

$$\hat{\nabla} \partial / \partial z_i \cdots \hat{\nabla} \partial / \partial z_k (1) = \sigma_{i_1} *_{\text{aff}} \cdots *_{\text{aff}} \sigma_{i_k} + hP_1$$

where $P_1$ depends on $q$, Schubert classes $\sigma_w$ and $h$. Then we can write

$$P_{\hat{\nabla}} (1) = P(q, \sigma_{i^*} *_{\text{aff}} 0) + hP_2 (q, \sigma_{i^*} *_{\text{aff}} h)$$

where $P_2$ contains nonnegative powers of $h$. This is an identity in $h$, therefore we can make $h = 0$ to deduce that $P(q, \sigma_{i^*} *_{\text{aff}} 0) = 0$ as claimed.

An operator $P = P(e^z, h\partial / \partial z, h)$ satisfying $P\langle g_w, 1 \rangle = 0$ for all $w \in W$ is called a quantum differential operator. When studying the ordinary quantum cohomology ring $\text{QH}^*(G/B)$, such operators annihilate the J-function of $G/B$. A first example of a quantum differential operator is the Hamiltonian of the dual version of the quantum periodic Toda lattice:

$$\begin{equation}
\mathcal{H} := \sum_{i,j=1}^{n} (\alpha_i^\vee | \alpha_j^\vee) \frac{h\partial}{\partial z_i} \frac{h\partial}{\partial z_j} - (\theta^\vee | \theta^\vee) e^{z_0} - \sum_{i=1}^{n} (\alpha_i^\vee | \alpha_i^\vee) e^{z_i},
\end{equation}$$

where $(\cdot | \cdot)$ is the Killing form on $\mathfrak{h}$ from (2) above. (We shall discuss more about this Hamiltonian in the next section.) Indeed, by Lemma 10.4 $\mathcal{H} \langle g_w, 1 \rangle = \langle g_w, \mathcal{H}_{\hat{\nabla}} (1) \rangle$, so it suffices to show that $\mathcal{H}_{\hat{\nabla}} (1) = 0$. This is equivalent to showing that

$$\sum_{i,j=1}^{n} (\alpha_i^\vee | \alpha_j^\vee) \sigma_i *_{\text{aff}} \sigma_j = (\theta^\vee | \theta^\vee) g_0 + \sum_{i=1}^{n} (\alpha_i^\vee | \alpha_i^\vee) q_i.$$

The last identity holds because $\sum_{i,j=1}^{n} (\alpha_i^\vee | \alpha_j^\vee) \sigma_i \cdot \sigma_j = 0$ (as this is a non-constant element of $\text{Sym}(h^*_G)^W$ in the Borel presentation of $H^*(G/B)$), and using the formula 7 for $\sigma_i *_{\text{aff}} \sigma_j$.

Next is the key technical result which will determine the ideal of relations of $\text{QH}^*_h(G/B)$. For the ordinary quantum cohomology this was proved by B. Kim [36, Lemma 1], and in a more general context by the first author in [45, Theorem 5.1].

**Theorem 10.6.** Let $\mathcal{D} = \mathcal{D}(e^z, h\partial / \partial z, h)$ be an operator such that:

1. $\mathcal{D}(1) \equiv 0 \mod q_0, q_1, \ldots, q_n$, i.e. $\mathcal{D}$ is a deformation of an ordinary Borel relation in $\text{Sym}(h^*_G)^W$ for $H^*(G/B)$;
2. $\mathcal{D}$ has degree at most $\deg q^\theta = 2(m_1 + \cdots + m_n)$;
3. $\mathcal{D}$ commutes with the Hamiltonian $\mathcal{H}$ from (10.7), i.e. $[\mathcal{H}, \mathcal{D}] = 0$.

Then for all $w \in W$ and all $d = (d_0, \ldots, d_n) \in (\mathbb{Z}_\geq 0)^{n+1}$ with $d_0 + \cdots + d_n \leq m_1 + \cdots + m_n$, the identity $\mathcal{D} \langle g_w, 1 \rangle_d = 0$ holds. In particular, $\mathcal{D} (q, \sigma_{i^*} *_{\text{aff}} 0) = 0$ in $\text{QH}^*_h(G/B)$.

The proof requires the following lemma proved in [45, Lemma 6.5]:

**Lemma 10.7.** Let $g = g_0 + \sum_{d>0} g_d (z; h, h^{-1}) e^{zd} \in \mathbb{C}[z; h^{-1}, h][[e^z]]$ be a formal power series which satisfies $g_0 = 0$ and $\mathcal{H}(g) = 0$. Then $g_d = 0$ for any degree $d = (d_0, \ldots, d_n) \in (\mathbb{Z}_\geq 0)^{n+1}$ such that $d_0 + \cdots + d_n \leq m_1 + \cdots + m_n$.

**Proof of Theorem 10.6.** By Lemma 10.4,

$$0 = \mathcal{D} \langle g_w, \mathcal{H}_{\hat{\nabla}} (1) \rangle = \mathcal{D} \mathcal{H} \langle g_w, 1 \rangle = \mathcal{H} \mathcal{D} \langle g_w, 1 \rangle = \mathcal{H} \langle g_w, \mathcal{D}_{\hat{\nabla}} (1) \rangle.$$
11. The periodic Toda lattice and relations in $\mathbb{Q}H^*_\text{aff}(G/B)$

The strategy to obtain the ideal of relations for $\mathbb{Q}H^*_\text{aff}(G/B)$ is to produce some differential operators $\mathcal{H}_i$ which deform the Borel relations in $H^*(G/B)$ and commute with the Hamiltonian operator $\mathcal{H}$ from [10.7]. Then by Theorem [10.6] each $\mathcal{H}_i$ gives a relation, and it is easy to show that these generate the ideal of relations. It turns out that the differential operators we need are the integrals of motion for the integrable system called the quantum periodic Toda lattice associated to the dual of an extended Dynkin diagram. Such operators were constructed by Etingof [15] in the general case and Goodman and Wallach [25] for $G$ of Lie types $A_n - D_n$ and $E_6$. In [17], Mare used Dynkin automorphisms and the results from [25] to construct such operators in the remaining Lie types $F_4$ and $G_2$. This is consistent to the philosophy of B. Kim [36] that the relations in quantum cohomology of $G/B$ are given by integrals of motion for the Toda lattice of the Langlands dual root system. In what follows we recall the relevant facts about the (quantum) periodic Toda lattice and its integrability.

11.1. The dual, quantum, periodic Toda lattice. Recall that $g$ denotes a complex simple Lie algebra, with the simple coroot system $\Delta^\vee \subset \Pi^\vee$. The periodic quantum Toda lattice associated to $\Delta^\vee \cup \{-\theta^\vee\}$ is determined by the differential operator $\mathcal{H}$ given by equation [10.7]. The integrals of motion are differential operators $D \in \mathbb{C}[e^z, h\partial/\partial z, h]$ that commute with $\mathcal{H}$, i.e. $[\mathcal{H}, D] = 0$. In the case one can find $n = \text{rank}(\Delta)$ integrals that are independent and are in involution then the system is completely integrable.

Remark 11.1. In the literature there are two integrable systems associated to $g$ with the name of (classical) periodic Toda lattice. One is associated to $\Delta \cup \{-\theta\}$, the other is the “dual” one above, associated to $\Delta^\vee \cup \{-\theta^\vee\}$, which corresponds to a twisted affine Lie algebra. The first system was classically studied by Kostant [35]. Adler and van Moerbeke [3, 4] studied both systems in the context of geometry of Abelian varieties.

We recall the main ideas behind the construction of integrals of motion for the dual quantum periodic Toda lattice. We follow the method of Goodman and Wallach [25], based on the notion of the $(ax+b)$-algebra associated to the extended simple root system $\Delta^\vee \cup \{-\theta^\vee\}$. For finite Lie types, this is the Lie algebra $b^\vee/[u^\vee, u^\vee]$ where $b$ is the Borel subalgebra for $\Delta$, and $u$ the nilpotent algebra. It played a key role in Kim’s paper [36]. Consider a complex vector space $u$ of dimension $n+1$ along with a basis $\{X_\alpha | \alpha \in \{-\theta, \alpha_1, \ldots, \alpha_n\}\}$. Put $b := b^\vee \oplus u$, and define on this space the Lie bracket $[,]$ as follows:

(i) $[,]$ is identically zero on both $b^\vee$ and $u$
(ii) for any $\lambda \in b^\vee$ and any $\alpha \in \{-\theta, \alpha_1, \ldots, \alpha_n\}$ one has $[\lambda, X_\alpha] = \langle \lambda, \alpha^\vee \rangle X_\alpha$.

Let $\omega_1, \ldots, \omega_n \in b^\vee$ be the fundamental weights, i.e. $\langle \omega_i, \alpha_j^\vee \rangle = \delta_{ij}$ (the Kronecker symbol), for all $1 \leq i, j \leq n$. The corresponding PBW basis of the universal enveloping algebra $U(b)$ consists of $a_{i_1}^{a_{i_1}} \cdots a_{i_k}^{a_{i_k}} X_{\beta_{j_1}}^{b_{j_1}} \cdots X_{\beta_{j_l}}^{b_{j_l}}$, where $a_{i_k}, b_{j_l} \in \mathbb{Z}_{\geq 0}$ and $\beta_{j_l} \in \{-\theta, \alpha_1, \ldots, \alpha_n\}$. A key role will be played by the subspace $U(b)_{ev} \subset U(b)$ which is spanned by the elements as before but where all powers $b_{j_l}$ are even. Consider the canonical filtration $U_1(b) \subset U_2(b) \subset \cdots \subset U(b)$. We say that $P \in U(b)$ has degree $k$ if $P \in U_k(b) \setminus U_{k-1}(b)$. The Laplacian of $b$ is the element

$$\Omega := \sum_{i,j=1}^{n} (\alpha_i^\vee | \alpha_j^\vee ) \omega_i \omega_j + \sum_{\alpha} X_\alpha^2 \in U(b).$$

The projection $b \to b^\vee$ induces a degree preserving algebra homomorphism $\mu : U(b) \to U(b^\vee) = \text{Sym}(b^\vee)$ called the symbol homomorphism. Choose fundamental homogeneous generators $f_1, \ldots, f_n$
of $\text{Sym}(\mathfrak{h}^*)^W$; by convention take $f_1 := \sum_{i,j=1}^{n} (\alpha_i^\vee | \alpha_j^\vee) \omega_i \omega_j$ and assume that $\deg f_i \leq \deg f_j$ whenever $i < j$. The sequence of degrees of $f_1$, together with the quantity $m_1 + \ldots + m_n = \frac{1}{2} \deg q^\theta$ are recorded in the table below (cf. [31 §3.7]).

<table>
<thead>
<tr>
<th>Type</th>
<th>$\deg f_1, \ldots, \deg f_n$</th>
<th>$\sum m_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_n$</td>
<td>$2, 3, \ldots, n + 1$</td>
<td>$n$</td>
</tr>
<tr>
<td>$B_n$</td>
<td>$2, 4, 6, \ldots, 2n$</td>
<td>$2n - 2$</td>
</tr>
<tr>
<td>$C_n$</td>
<td>$2, 4, 6, \ldots, 2n$</td>
<td>$n$</td>
</tr>
<tr>
<td>$D_n$</td>
<td>$2, 4, 6, \ldots, 2n - 2, n$</td>
<td>$2n - 3$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$2, 5, 6, 8, 9, 12$</td>
<td>$11$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$2, 6, 8, 10, 12, 14, 18$</td>
<td>$17$</td>
</tr>
<tr>
<td>$E_8$</td>
<td>$2, 8, 12, 14, 18, 20, 24, 30$</td>
<td>$29$</td>
</tr>
<tr>
<td>$F_4$</td>
<td>$2, 6, 8, 12$</td>
<td>$8$</td>
</tr>
<tr>
<td>$G_2$</td>
<td>$2, 6$</td>
<td>$3$</td>
</tr>
</tbody>
</table>

**Theorem 11.2.** ([25], [15], [47]) Fix $i \in \{1, \ldots, n\}$. There exists a unique $\Omega_i \in U(b)_{ev}$ such that:

- $\Omega_i ; \Omega_j = 0$;
- $\Omega_i$ has degree equal to $\deg f_i$;
- the symbol $\mu(\Omega_i) = f_i$ is the chosen generator of $\text{Sym}(\mathfrak{h}^*)^W$.

Further, for $\Omega_1 := \Omega$ and for any $1 \leq i, j \leq n$, $[\Omega_i, \Omega_j] = 0$.

This result was proved by Goodman and Wallach [25] for types $A_n - D_n$ and $E_6$, and by Mare [47] in the types $F_4$ and $G_2$. Etingof [15] proved earlier the integrability of the (non-dual) quantum periodic Toda lattice, for all Lie types, and this implies the above result for the simply laced Lie algebras. We refer to [47] for details.

### 11.2. Quantization of $U(b)$ and commuting differential operators.

We will quantize the operators $\Omega_i$ from Theorem 11.2 by adapting the procedure outlined e.g. in [36]. We recall from [10] above the ring $\mathbb{C}[\mathbb{e}^z][\partial/\partial z][\hbar]$ consisting of operators acting on $\mathbb{C}[z][\mathbb{e}^z][\hbar, \hbar^{-1}]$. Define the linear map $\rho : b \to \mathbb{C}[\mathbb{e}^z][\partial/\partial z][\hbar, \hbar^{-1}]$ given by

$$\rho(\omega_i) := 2 \frac{\partial}{\partial z_i}, \quad \rho(X_{\alpha_i}) = \frac{2\sqrt{-1}}{\hbar} \sqrt{(\alpha_i^\vee | \alpha_i^\vee)} e_{\mathbb{e}^z} (1 \leq i \leq n), \quad \rho(X_{-\theta}) = \frac{2\sqrt{-1}}{\hbar} \sqrt{(\theta^\vee | \theta^\vee)} e_{\mathbb{e}^z} .$$

Then one can check that $\rho$ preserves the Lie bracket, thus it is a morphism of Lie algebras. For example, if $g(z; \hbar) \in \mathbb{C}[z; \hbar, \hbar^{-1}]$ then

$$\rho(\omega_i)\rho(\omega_j)(g(z; \hbar)e^{zd}) = 2e^{zd} \left(\frac{\partial^2 g(z; \hbar)}{\partial z_i \partial z_j} + (d_i - m_i d_0) \frac{\partial g(z; \hbar)}{\partial z_j} + (d_j - m_j d_0) \frac{\partial g(z; \hbar)}{\partial z_i} \right) ,$$

and this shows that $\rho([\omega_i, \omega_j]) = [\rho(\omega_i), \rho(\omega_j)] = 0$. Therefore there exists a well-defined Lie algebra homomorphism $\rho : U(b) \to \mathbb{C}[\mathbb{e}^z][\partial/\partial z][\hbar, \hbar^{-1}]$. Define

$$\mathcal{H}_i := \hbar^\deg \Omega_i \rho(\Omega_i), \quad 1 \leq i \leq n .$$

In particular, $\mathcal{H}_1 = \hbar^2 \rho(\Omega) = 4\mathcal{H}$ where $\mathcal{H}$ is the operator defined in (10.7).

**Corollary 11.3.** Let $1 \leq i \leq n$. Then the operator $\mathcal{H}_i$ has the following properties:

- $\mathcal{H}_i$ belongs to $\mathbb{C}[\mathbb{e}^z][\hbar \partial/\partial z][\hbar]$;
- $[\mathcal{H}_i, \mathcal{H}] = 0$;
- $\mathcal{H}_i$ has degree $\deg \mathcal{H}_i \leq \deg q^\theta$.
In particular, the specialization $\mathcal{H}_i(q; \sigma_k \ast_{\text{aff}}; 0) = 0$ in $\text{QH}^*_{\text{aff}}(G/B)$.

Proof. The fact that the operators are in the subring $\mathbb{C}[e^z]\{h\partial/h\partial z\} [h]$ follows because by construction the integrals of motion $\Omega_i$ are in the subspace $U(b)_{ev}$. Using the PBW basis for $U(b)_{ev}$, notice that any element in $\rho(U(b)_{ev})$ has degree $0$, where (recall) $\deg h = 1$, $\deg \partial/h\partial z_i = 0$ and $\deg e^{x_i} = 2$. Thus $\deg H_i = \deg \Omega_i = \deg f_i$. Now we use again the table with degree $f_i$ from above to notice that $\max \{\deg f_i\} \leq \deg q^{\theta^\vee}$. The commutation is immediate from the fact that $\rho$ preserves Lie brackets. Finally, the relation in $\text{QH}^*_{\text{aff}}(G/B)$ is now immediate from Theorem 10.6. □

11.3. The dual, classical, periodic Toda lattice. Relations in $\text{QH}^*_{\text{aff}}(G/B)$. Corollary 11.3 shows that the quantum dual periodic Toda lattice is integrable. In fact, Theorem 11.2 can also be used to prove the integrability at the classical level of that system. To describe this Hamiltonian system, let $h_\mathbb{R}$ be the real span $\text{Span}_\mathbb{R} \Delta^\vee$ and $\text{aff} h_\mathbb{R} \times \text{aff} h_\mathbb{R}$ its cotangent bundle. The Hamiltonian function is $H : h_\mathbb{R} \times h_\mathbb{R} \to \mathbb{R}$ defined by

$$H(r, s) = |r|^2 + e^{-2(s, \theta^\vee)} + \sum_{i=1}^n e^{2(s, \alpha_i^\vee)}, \quad r \in h_\mathbb{R}, s \in \text{aff} h_\mathbb{R}. \tag{11.2}$$

The norm involved in the equation above is the one induced by the Killing form. Conserved quantities of this system are real functions on $h_\mathbb{R} \times \text{aff} h_\mathbb{R}$ that commute with $H$ with respect to the Poisson bracket. To construct such functions, consider again the PBW basis $\{\omega_1 \ldots \omega_n X_{\alpha_i^\vee} \ldots X_{\alpha_n^\vee} \}$ of $U(b)_{ev}$, where $a_i, b_j \in \mathbb{Z}_{\geq 0}$. With respect to this basis we can write each $\Omega_i$ ($1 \leq i \leq n$) as $\Omega_i = H_i(\omega_1, \ldots, \omega_n, X_{\alpha_1^\vee}, \ldots, X_{\alpha_n^\vee}) + H_i'(\omega_1, \ldots, \omega_n, X_{\alpha_1}, \ldots, X_{\alpha_n}, X_{\theta^\vee})$ where $H_i$ is homogeneous of degree $\deg \Omega_i$ and $\deg H_i' < \deg H_i$. After the change of variables

$$X_{\alpha_i^\vee} = e^{(s, \alpha_i^\vee)}; \quad X_{\theta^\vee} = e^{-(s, \theta^\vee)} \tag{11.3}$$
the homogeneous polynomials $H_i$ are the aforementioned conserved quantities.

To obtain relations in $\text{QH}^*_{\text{aff}}(G/B)$ we need to consider the substitutions

$$\omega_i = x_i; \quad X_{\theta^\vee} = -(\alpha_i^\vee | \alpha_i^\vee) q_i; \quad X_{\theta^\vee} = -(\theta^\vee | \theta^\vee) q_0. \tag{11.4}$$
We use notation and we keep the notation $H_i = H_i(q; x)$ for the resulting polynomial in $\mathbb{C}[q; x]$, where $q = (q_0, \ldots, q_n)$ and $x = (x_1, \ldots, x_n)$. By Theorem 7.2 there is a surjective $\mathbb{C}[q]$-algebra homomorphism $\Phi : \mathbb{C}[q; x] \to \text{QH}^*_{\text{aff}}(G/B)$ obtained by sending $x_i$ to $\sigma_i$. The main result of this section identifies the kernel of this homomorphism. It is the affine analog of B. Kim’s theorem 30.1, Theorem 1.

**Theorem 11.4.** The kernel of $\Phi$ is the ideal generated by the conserved quantities $H_i(q; x)$ ($1 \leq i \leq n$) of the dual periodic Toda lattice. Equivalently, there is a $\mathbb{C}[q]$-algebra isomorphism

$$\mathbb{C}[q; x]/(H_1(q; x), \ldots, H_n(q; x)) \to \text{QH}^*_{\text{aff}}(G/B)$$
sending $x_i$ to $\sigma_i$.

Proof. From the definitions of $\mathcal{H}_i$ and $H_i$ one can easily see that $\Phi(H_i(q; x))$ equals the specialization $\mathcal{H}_i(q; \sigma_k \ast_{\text{aff}}; 0)$. This and Corollary 11.3 imply that each such $H_i$ is in the kernel of $\Phi$. The rest of the theorem follows from a standard Nakayama-type argument, going back to Siebert-Tian 58. We briefly remind its main idea. First, notice that the specializations $H_i(0; x)$ at $q_k = 0$ equal the polynomials $f_i$ which are the homogeneous generators of the ideal of relations in the Borel presentation of the graded $\mathbb{C}$-algebra $H^* (G/B) = \text{QH}^*_{\text{aff}}(G/B)/(q_0, \ldots, q_n)$. Second, the images of $H_i(q; x)$ give (homogeneous) relations in $\text{QH}^*_{\text{aff}}(G/B)$. These two facts, together with the fact that $\text{QH}^*_{\text{aff}}(G/B)$ is graded, imply that the polynomials $H_i(q; x)$ generate the ideal of relations. We refer to [20, Proposition 11] for full details about this argument. □
12. Examples

In this section we illustrate Theorem 11.4 by two examples, and we also calculate the multiplication in \( \text{QH}_*^\text{aff}(\text{SL}_3(\mathbb{C})/B) \).

Example 12.1. Let \( G = \text{SL}_n(\mathbb{C}) \), thus \( G/B = \text{Fl}(n) \), the variety which parametrizes complete flags \( F_1 \subset \ldots \subset F_n := \mathbb{C}^n \). In this case, \( \mathfrak{h}_R \) can be identified with the hyperplane in \( \mathbb{R}^n \) consisting of all \( r = (r_1, \ldots, r_n) \) with \( r_1 + \cdots + r_n = 0 \). In this identification the coroots are given by

\[
\alpha_i^\vee = e_i - e_{i+1}, 1 \leq i \leq n - 1, \quad \theta^\vee = \alpha_1^\vee + \cdots + \alpha_n^\vee = e_1 - e_n,
\]

where \( e_1, \ldots, e_n \) is the canonical basis of \( \mathbb{R}^n \). Let \( s = (s_1, \ldots, s_n) \) be the coordinates on \( \mathfrak{h}_R^* \) induced from \( \mathbb{R}^n \). The Hamiltonian function of the periodic Toda lattice is in this case

\[
H(r, s) = \sum_{i=1}^n r_i^2 + \sum_{i=1}^n e^{2(s_i - s_{i+1})}, \text{ where } s_{n+1} := s_1.
\]

To describe the integrals of motion, we follow [3, pp. 292-294] (see also [2, pp. 81-82]). Consider the matrix

\[
A := \begin{pmatrix}
-\sqrt{2}r_1 & e^{2(s_1 - s_2)} & 0 & 0 & \cdots & 0 & 1/2 \\
1 & -\sqrt{2}r_2 & e^{2(s_2 - s_3)} & 0 & \cdots & 0 & 0 \\
0 & 1 & -\sqrt{2}r_3 & e^{2(s_3 - s_4)} & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & \cdots & -\sqrt{2}r_{n-1} & e^{2(s_{n-1} - s_n)} \\
0 & 0 & 0 & 0 & \cdots & 1 & -\sqrt{2}r_n
\end{pmatrix},
\]

where \( z \) is a complex parameter. Its characteristic polynomial is

\[
\det(A + \lambda I_n) = \sum_{k=1}^{n-1} H_k \lambda^{n-k-1} + \lambda^n + (-1)^{n-1} \left( z + \frac{1}{z} \right),
\]

where \( H_k \) are independent of \( z \) (note that \( \lambda^{n-1} \) does not occur in the expansion above, since its coefficient is \( \sqrt{2}(r_1 + \ldots + r_n) = 0 \)). For example, the coefficient of \( \lambda^{n-2} \) is

\[
H_1 = 2 \sum_{1 \leq i < j \leq n} r_i r_j - \sum_{i=1}^n e^{2(s_i - s_{i+1})} = -\sum_{i=1}^n r_i^2 - \sum_{i=1}^n e^{2(s_i - s_{i+1})},
\]

which equals \( -H \). The functions \( H_1, \ldots, H_{n-1} \) are the desired integrals of motion. Note that each \( H_k \) is a polynomial in \( r_i \) and \( e^{2(s_i - s_{i+1})} \), homogeneous of degree \( 2k \) relative to \( \deg r_i = \deg e^{s_i - s_{i+1}} = 1 \). To obtain the relations in the quantum cohomology ring from Theorem 11.4 we take into account the formal changes of variables \( [11.3] \) and \( [11.4] \). In this case they give

\[
x_i = \omega_i; \quad e^{2(s_i - s_{i+1})} = -2q_i; \quad e^{2(s_n - s_1)} = -2q_0.
\]

With our identifications, \( \langle \omega_i, r \rangle = r_1 + \cdots + r_i \), thus the coordinates \( r = (r_1, \ldots, r_n) \in \mathfrak{h}_R \) are given by:

\[
r_1 = \langle \omega_1, r \rangle, \quad r_2 = \langle \omega_2 - \omega_1, r \rangle, \ldots, r_{n-1} = \langle \omega_{n-1} - \omega_{n-2}, r \rangle, r_n = -\langle \omega_{n-1}, r \rangle.
\]
By Theorem 11.4, $\text{QH}^*_\text{aff}(\text{Fl}(n))$ is isomorphic to $\mathbb{C}[q_0, \ldots, q_{n-1}; x_1, \ldots, x_{n-1}]$ modulo the ideal generated by $H_1(q; x), \ldots, H_{n-1}(q; x)$, which arise from the matrix

$$A(q; x) := \begin{pmatrix}
  x_1 & q_1 & 0 & 0 & \cdots & 0 & -\frac{1}{z} \\
  -1 & x_2 - x_1 & q_2 & 0 & \cdots & 0 & 0 \\
  0 & -1 & x_3 - x_2 & q_3 & \cdots & 0 & 0 \\
  \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
  0 & 0 & 0 & 0 & \cdots & x_{n-1} - x_{n-2} & q_{n-1} \\
  q_0 z & 0 & 0 & 0 & \cdots & -1 & -x_{n-1}
\end{pmatrix}$$

via

$$\det(A(q; x) + \lambda I_n) = \sum_{k=1}^{n-1} H_k(q; x) \lambda^{n-k-1} + \lambda^n + (-1)^{n-1} q_0 \cdots q_{n-1} z - \frac{1}{z}.$$ 

Geometrically, $x_i$ is the first Chern class of the dual of the $i$-th tautological line bundle on $\text{Fl}(n)$ which has fibre over $F_1 \subset \ldots \subset F_n$ equal to $(F_i/F_{i-1})^*$. This result is in the same spirit as the main result of [29].

Example 12.2. Consider now $G = \text{Spin}_5(\mathbb{C})$ which is a group of type $B_3$. The flag variety parametrizes flags $F_1 \subset F_2 \subset \mathbb{C}^5$ which are isotropic with respect to a nondegenerate symmetric bilinear form. We identify both $\mathfrak{h}$ and $\mathfrak{h}^*$ with $\mathbb{R}^5$. A simple root system along with the highest root is $\alpha_1 = e_1, \alpha_2 = e_2-e_1, \theta = e_1+e_2$, and their duals are $\alpha_1^\vee = 2e_1, \alpha_2^\vee = e_2-e_1, \theta^\vee = e_1+e_2 = \alpha_1^\vee + \alpha_2^\vee$. The Weyl group invariants are $f_1 = y_1^2 + y_2^2$ and $f_2 = y_1^2 \cdot y_2^2$ where $y_1, y_2$ are the coordinates in $\mathfrak{h}^*$.

In terms of fundamental weights we have $y_1 = 2\omega_1 - \omega_2$ and $y_2 = \omega_2$.

The quantum Hamiltonian from (10.7) is

$$H_2 = 4 (h \partial_1 h \partial_2 - 4 h \partial_1 h \partial_2 - 2 e_2 z_0 - 4 e_1 z_1 - 2 e_2 z_2$$

and it corresponds to the degree 2 relation in $\text{QH}^*_\text{aff}(G/B)$

$$R_1 := 4 \sigma_1 \ast_\text{aff} \sigma_1 - 4 \sigma_1 \ast_\text{aff} \sigma_2 + 2 \sigma_2 \ast_\text{aff} \sigma_2 - 2 q_0 - 4 q_1 - 2 q_2.$$ 

Using the method of $ax + b$ algebras from [11.1] one obtains the quantum Hamiltonian of degree 4

$$H_4 = 4 \frac{h^2 \partial_1^2 h^2 \partial_2^2}{\partial z_1^2 \partial z_2^2} - 4 h \partial_1 h \partial_2 - 4 e_2 z_0 h \partial_1 h \partial_2 + 4 e_1 h \partial_1 h \partial_2 + 4 e_2 h \partial_1 h \partial_2 - 2 e_2 z_0 h \partial_1 h \partial_2 \partial z_2^2 - 2 e_2 z_0 h \partial_1 h \partial_2 \partial z_2^2 - 4 e_1 z_1 h \partial_1 h \partial_2 \partial z_2^2 - 4 e_2 z_2^2 h \partial_1 h \partial_2 \partial z_2^2 - 4 e_2 z_2^2 h \partial_1 h \partial_2 \partial z_2^2 - 4 e_2 z_2^2 h \partial_1 h \partial_2 \partial z_2^2.$$ 

After taking the homogeneous part of degree 4 and making substitutions $q_i = e^{z_1}$ and $\sigma_i = \frac{h \partial_1}{\partial z_1}$ one obtains the second relation in the quantum cohomology ring

$$R_2 = 4 \sigma_1^2 \ast_\text{aff} \sigma_2^2 - 4 \sigma_1 \ast_\text{aff} \sigma_2^2 - 4q_0 \sigma_1 \ast_\text{aff} \sigma_2 + 4q_2 \sigma_1 \ast_\text{aff} \sigma_2 + 2q_0 \sigma_2^2 - 2q_1 \sigma_2^2 - 2q_2 \sigma_2^2 + q_0^2 - 2q_0 q_2 + q_2^2,$n

where by $\ast_\text{aff}$ we mean multiplication with respect to $\ast_\text{aff}$. In other words, $\text{QH}^*_\text{aff}(G/B)$ is the ring $\mathbb{C}[q_0, q_1, q_2; x_1, x_2]/\langle H_1, H_2 \rangle$ where

$$H_1 = 4x_1^2 - 4x_1 x_2 + 2x_2 - 2q_0 - 4q_1 - 2q_2$$

$$H_2 = 4x_1^2 x_2 - 4x_1 x_3 - 4q_0 x_1 x_2 + 4q_2 x_1 x_2 + x_4 - 2q_0 x_2^2 - 2q_1 x_2^2 - 2q_2 x_2^2 + q_0^2 - 2q_0 q_2 + q_2^2,$$

and $x_i$ is sent to the Schubert class $\sigma_i$, for $i = 1, 2$. 
12.1. The multiplication table in $\text{QH}^*_\text{aff}(\text{Fl}(3))$. Using the Chevalley formula (7.2), and setting $w_0 = s_1 s_2 s_1$, one calculates that:

<table>
<thead>
<tr>
<th>$\sigma_w$</th>
<th>$\sigma_1 \ast_{\text{aff}} \sigma_w$</th>
<th>$\sigma_2 \ast_{\text{aff}} \sigma_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_1$</td>
<td>$\sigma_{s_2 s_1} + (q_0 + q_1)$</td>
<td>$\sigma_{s_1 s_2} + \sigma_{s_2 s_1} + q_0$</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>$\sigma_{s_1 s_2} + \sigma_{s_2 s_1} + q_0$</td>
<td>$\sigma_{s_1 s_2} + (q_0 + q_2)$</td>
</tr>
<tr>
<td>$\sigma_{s_1 s_2}$</td>
<td>$\sigma_{w_0} + q_0 \sigma_{s_2} - q_0 \sigma_1$</td>
<td>$(q_2 - q_0) \sigma_1 + q_0 \sigma_2$</td>
</tr>
<tr>
<td>$\sigma_{s_2 s_1}$</td>
<td>$q_0 \sigma_1 + (q_1 - q_0) \sigma_2$</td>
<td>$\sigma_{w_0} + q_0 \sigma_1 - q_0 \sigma_2$</td>
</tr>
<tr>
<td>$\sigma_{w_0}$</td>
<td>$q_0 \sigma_{s_2 s_1} + (q_0 + q_1) \sigma_{s_1 s_2} + q_2 (q_1 - q_0)$</td>
<td>$\sigma_{w_0} + (q_0 + q_2) \sigma_{s_2 s_1} + q_1 (q_2 - q_0)$</td>
</tr>
</tbody>
</table>

Then one finds the “affine quantum Schubert polynomials”:

$$
\sigma_{s_1 s_2} = \sigma_2 \ast_{\text{aff}} \sigma_2 - (q_0 + q_2); \quad \sigma_{s_2 s_1} = \sigma_1 \ast_{\text{aff}} \sigma_1 - (q_0 + q_1);
$$

$$
\sigma_{w_0} = \sigma_1 \ast_{\text{aff}} \sigma_2 \ast_{\text{aff}} \sigma_2 - q_2 \sigma_1 - q_0 \sigma_2.
$$

Note that there is a symmetry obtained by exchanging 1 ↔ 2 and keeping 0 fixed. (This follows from the corresponding symmetry of the affine Dynkin diagram of type $A_2^{(1)}$.) Therefore to finish the multiplication table it suffices to calculate $\sigma_{s_1 s_2} \ast_{\text{aff}} \sigma_{s_1 s_2}, \sigma_{s_1 s_2} \ast_{\text{aff}} \sigma_{s_2 s_1}, \sigma_{s_1 s_2} \ast_{\text{aff}} \sigma_{w_0}$ and $\sigma_{w_0} \ast_{\text{aff}} \sigma_{w_0}$. We obtain:

$$
\sigma_{w_0} \ast_{\text{aff}} \sigma_{w_0} = q_1 (q_2 - q_0) \sigma_{s_2 s_1} + q_2 (q_1 - q_0) \sigma_{s_1 s_2} + 3 q_0 q_1 q_2
$$
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