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ABSTRACT

Computational fluid dynamics (CFD) has been widely used to simulate turbulent flows. Although an increased availability of computational resources has enabled high-fidelity simulations (e.g. large eddy simulation and direct numerical simulation) of turbulent flows, the Reynolds-Averaged Navier-Stokes (RANS) equations based models are still the dominant tools for industrial applications. However, the predictive capability of RANS models is limited by potential inaccuracies driven by hypotheses in the Reynolds stress closure. With the ever-increasing use of RANS simulations in mission-critical applications, the estimation and reduction of model-form uncertainties in RANS models have attracted attention in the turbulence modeling community. In this work, I focus on estimating uncertainties stemming from the RANS turbulence closure and calibrating discrepancies in the modeled Reynolds stresses to improve the predictive capability of RANS models. Both on-line and off-line data are utilized to achieve this goal. The main contributions of this dissertation can be summarized as follows: First, a physics-based, data-driven Bayesian framework is developed for estimating and reducing model-form uncertainties in RANS simulations. An iterative ensemble Kalman method is employed to assimilate sparse on-line measurement data and empirical prior knowledge for a full-field inversion. The merits of incorporating prior knowledge and physical constraints in calibrating RANS model discrepancies are demonstrated and discussed. Second, a random matrix theoretic framework is proposed for estimating model-form uncertainties in RANS simulations. Maximum entropy principle is employed to identify the probability distribution that satisfies given constraints but without introducing artificial information. Objective prior perturbations of RANS-predicted Reynolds stresses in physical projections are provided based on comparisons between physics-based and random matrix theoretic approaches. Finally, a physics-informed, machine learning framework towards predictive RANS turbulence modeling is proposed. The functional forms of model discrepancies with respect to mean flow features are extracted from the off-line database of closely related flows based on machine learning algorithms. The RANS-modeled Reynolds stresses of prediction flows can be significantly improved by the trained discrepancy function, which is an important step towards the predictive turbulence modeling.
Turbulence modeling is a critical component in computational fluid dynamics (CFD) simulations of industrial flows. Despite the significant growth in computational resources over the past two decades, the time-resolved high-fidelity simulations (e.g., large eddy simulation and direct numerical simulation) are not feasible for engineering applications. Therefore, the small-scale turbulent velocity fluctuations have to resort to the time-averaging modeling. Reynolds-averaged Navier-Stokes (RANS) equations based turbulence models describe the averaged flow quantities for turbulent flows and are believed to be the dominant tools for industrial applications in coming decades. However, for many practical flows, the predictive accuracy of RANS models is largely limited by the model-form uncertainties stemming from the potential inaccuracies in the Reynolds stress closure. As RANS models are used in the design and safety evaluation of many mission-critical systems, such as airplanes and nuclear power plants, properly estimating and reducing these model uncertainties are of significant importance. In this work, I focus on estimating uncertainties stemming from the RANS turbulence closure and calibrating discrepancies in the modeled Reynolds stresses to improve the predictive capability of RANS models. Several data-driven approaches based on state-of-the-art data assimilation and machine learning algorithms are proposed to achieve this goal by leveraging the use of on-line and off-line high-fidelity data. Numerical simulations of several canonical flows are used to demonstrate the merits of the proposed approaches. Moreover, the proposed methods also have implications in many fields in which the governing equations are well understood, but the model uncertainties come from unresolved physical processes.
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Chapter 1

Introduction

Computational fluid dynamics (CFD) has been widely used to simulate turbulent flows. Although the rapidly increasing availability of computational resources enables high-fidelity simulations, e.g., Large Eddy Simulation (LES) and Direct Numerical Simulation (DNS), it is not yet computationally feasible to routinely apply them for complex, industrial flows. The numerical models based on Reynolds-Averaged Navier-Stokes (RANS) equations are still the workhorse tools for turbulent simulations in engineering analysis, design, and optimizations. Despite with less computational cost, the predictions of RANS models have large uncertainties for the flows with strong pressure gradients, non-parallel shear layers, and mean flow curvature \[1\]. These uncertainties are mostly attributed to the phenomenological closure models of the Reynolds stress \[2, 3\], which are referred to as model-form uncertainties. Model-form uncertainties are the dominant source of uncertainties in RANS simulations, which largely diminish their predictive capability for practical flows. Therefore, it is of critical importance to estimate and reduce these uncertainties to make risk-informed decisions, especially in the context of applying RANS to mission-critical systems, e.g., the thermo-hydraulic system in the nuclear industry.

The main focus of this work is on the development of methodologies to estimate model-form uncertainties in RANS simulations and to reduce them based on available high-fidelity data. The uncertainties are directly introduced onto the source of the RANS model inadequacy by perturbing the RANS-modeled Reynolds stresses. Two approaches of Reynolds stress perturbation are proposed. One is based on the physics-based decomposition by using random scalar fields, and the other is based on the random matrix theory with the maximum entropy principle. The realizability has been imposed in both approaches. In the physics-based approach, the physical prior knowledge can be easily encoded. To reduce the model-form uncertainties, a Bayesian approach, i.e., iterative ensemble Kalman method, is employed. Both sparse on-line data and prior physical knowledge are assimilated to calibrate the Reynolds stress discrepancies within the Bayesian approach. Finally, the data-driven uncertainty reduction (calibration) approach is extended to apply to the flows for which on-line data are
1.1 Previous Work

1.1.1 Black-Box, Parametric Approach

Previous efforts in estimating and reducing model-form uncertainties in RANS simulations have mostly followed parametric approaches, which are based on a universal Bayesian uncertainty quantification and calibration framework proposed by Kennedy and O’Hagan [4]. In their seminal work, the uncertainties associated with the computer model are assumed to stem from two sources: model parameters and model inadequacy. Therefore, the true quantity of interest (QoI) $\tilde{u}(x)$ can be expressed as,

$$\tilde{u}(x) = u(x, \theta) + \epsilon(x, \alpha),$$

(1.1)

where $u$ is the modeled QoI; $x$ denotes the input parameter vector; $\theta$ is the model parameter vector; $\epsilon(x, \alpha)$ is the model inadequacy term, which is the difference between the mathematical model and the physical reality. This model inadequacy term is modeled as a black-box, Gaussian process (GP) and $\alpha$ represents its hyper-parameter vector. The model uncertainties can be estimated by perturbing the model parameters $\theta$ and model inadequacy field $\epsilon(x, \alpha)$. The prior distributions of model parameters $\theta$ and hyper-parameters $\alpha$ of GP random field can be updated by data within the Bayesian framework. This framework has been used in many applications, and a number of sophisticated variants have been developed [5, 6, 7]. For estimating and reducing model uncertainties in RANS simulations, extensive research and development can be attributed to this black-box, parametric framework.

Some researchers tried to estimate uncertainties in RANS turbulence models by only perturbing model parameters. For example, Platteeuw et al. [8] perturbed coefficients of the $k-\varepsilon$ model based on the collocation method, while Dunn et al. [9] performed similar perturbations by using the Latin Hypercube sampling method. The perturbed coefficients involve repeating RANS simulations, and the sensitivities of the propagated QoIs are observed. When relevant data (e.g., experimental measurements of velocity field) are available, these uncertainties can be reduced, and the mean of each parameter can be calibrated within a Bayesian framework. This is also referred to as the Data Assimilation (DA) problem. The initial perturbations of model parameters can be seen as the Monte Carlo samples of their prior distributions, which will be updated to the posteriors by assimilating available data. Sagaut and co-workers [10] constructed priors of the parameters for two popular RANS models, $k-\varepsilon$ model and $k-\omega$ SST model, through generalized Polynomial Chaos. These perturbed parameters were calibrated by minimizing the discrepancies between the propagated QoIs and corresponding data. Ray et al. [11] also conducted the Bayesian perturbation and calibration of RANS model parameters for jet-in-cross flows. However, these parametric approaches are still constrained by the functional form of turbulence models, e.g., stress-strain relationship based on Boussinesq...
eddy viscosity assumption. This assumption may not be valid for many types of flows, and
the uncertainties or discrepancies introduced by the assumption cannot be captured in the
parametric approaches. In other words, these approaches neglect model-form discrepancies
that stem from inadequacies in the hypothesized stress-strain relationship.

To consider the structural uncertainties due to potentially inaccurate assumptions in RANS
turbulence models, an inadequacy term modeled as a Gaussian random field is introduced.
Edeling et al. [12] employed a multiplicative inadequacy term on the QoIs and calibrated both
coefficients of the \( k-\varepsilon \) model and hyper-parameters of the inadequacy term within a Bayesian
framework. In addition to the model inadequacy term, some researchers [13, 14, 15] also in-
troduced an ensemble of RANS models and considered the differences among the predictions
of the multiple models. With data, the predictions of competing models are weighted based
on the posterior plausibility of each model. This approach is referred to as the model-scenario
averaging method. While considering the model inadequacy by introducing a Gaussian ran-
dom field and an ensemble of RANS models has had some success, these physics-neutral
uncertainty quantification and reduction approaches have essential limitations to fully ex-
perience the uncertainty space. First, the model inadequacy term is modeled as a black-box
random field and is directly added to the model predicted QoI. As a result, the physical
prior knowledge is difficult to incorporate, and the physical constraints (e.g., conservation
law) cannot be guaranteed. Moreover, the generality of the calibration is largely restricted.
Recently, Brynjarsdottir and O’Hagan [16] emphasized the importance of incorporating prior
information, but they also highlighted the difficulties of enforcing prior information in the
black-box framework. They pointed out that a simple constraint (e.g., zero-gradient boundary
condition) on the model inadequacy is challenging to enforce. Realistic prior knowledge
in turbulence modeling, e.g., realizability of Reynolds stress, conservation law, is generally
even more complicated. Second, introducing multiple competing RANS models to estimate
model-form uncertainty may not fully explore the uncertainty space, since these models are
likely to share similar biases. For example, Oliver and Moser [14] analyzed a group of widely
used RANS models including \( k-\varepsilon \), \( k-\omega \), Spalart-Allmaras, shear stress transport (SST), and
\( v^2-f \) models. However, these RANS models are all based on the scalar eddy viscosity as-
sumption, and thus the corresponding predictions share similar biases. The uncertainties
are significantly underestimated by only considering this ensemble of models.

1.1.2 Open-Box, Nonparametric Approaches

Recently, several research groups in the turbulence modeling community have recognized the
limitations of the black-box, parametric approaches and started to embed the model inade-
quacy term locally into the closure models, where the source of the model-form uncertainties
locates. We refer these efforts to as open-box, nonparametric approaches, which are reviewed
in detailed below.

Moser and co-workers [3] explicitly pointed out that the model inadequacy of RANS equa-
tions is originated from the closure model of Reynolds stresses. That is, the RANS equations based on physical theories (e.g., conservation law) are reliable, except for the approximations made in the embedded turbulence closure for modeling unresolved physics, i.e., Reynolds stresses. Iaccarino and co-workers [17, 18] held the same insight and proposed a physics-based, non-parametric approach to estimate the model-form uncertainties in RANS simulations. In their framework, uncertainties are injected onto physically meaningful projections of the RANS-modeled Reynolds stress, i.e., its eigenvalues, eigenvectors, and turbulence kinetic energy. Since the realizability constraints of Reynolds stresses provide perturbation bound on the eigenvalues of the Reynolds stress anisotropy (in the form of the classical Lumley triangle [19] or the recently proposed barycentric triangle [20]), the perturbations are only introduced in the eigenvalues by perturbing the Reynolds stresses towards their three limiting states within the physically realizable range. Gorlé et al. [21] proposed a marker function and used it to identify regions where the RANS-predicted Reynolds stress divergence is inaccurate. Based on the marker function, the eigenvalue perturbations are only conducted to the regions where the baseline turbulence model is believed to perform poorly. This uncertainty estimation framework based on eigenvalue perturbation has been successfully applied to several engineering applications [22, 23, 24]. Most recently, Mishra et al. [25] complemented this framework by exploring envelopes of uncertainties in the eigenvectors with two more perturbations. The seminal works of Iaccarino and co-workers provide practical methods to estimate model-form uncertainties in RANS simulations from a non-parametric sense. Moreover, the framework has moderate computational overhead, since only less than five additional RANS simulations are required. However, it should be noted that this approach only serves as an empirical estimation of uncertainties and does not fully explore the entire uncertainty space. This is because the QoIs are not necessarily linear combinations of the ones propagated from the turbulence limiting states, though the true Reynolds stress is a convex linear combination of the Reynolds stresses in the limiting states.

Recently, Xiao et al. [26] proposed a Bayesian framework for quantifying and reducing model-form uncertainties in RANS simulations by assimilating limited amount of observation data and available physical prior knowledge. Compared to the enveloping estimation framework of Iaccarino et al. [17, 18, 25], where the uncertainties were estimated by perturbing the Reynolds stresses towards their three or five limiting states, the physics-based, Bayesian framework of Xiao et al. [26] modeled the discrepancies in the magnitude and eigenvalues of Reynolds stresses as Gaussian random fields. Wang et al. [27] complemented the perturbation framework by parameterizing and perturbing the eigenvectors with the Euler angle system. This physics-based framework systematically explored the uncertainty space of Reynolds stress fields. Moreover, an iterative ensemble Kalman method was employed to reduce the uncertainties by assimilating all sources of available information, including empirical prior knowledge, physical constraints, and a limited amount of observation data. Wang et al. [28] discussed the merits of incorporating various types of prior knowledge in the proposed uncertainty estimation and reduction framework. Details of this framework can be found in Chapters 2 and 3. While the physics-based framework has achieved significant success and been applied to complex, three-dimensional flows [29], it is challenging to spec-
ify prior distributions over these physical variables without introducing artificial constraints. The priors play a critical role in the uncertainty propagation and Bayesian inference, particularly when the data are limited [28]. However, it is not clear if or how much artificial information is introduced into the prior distributions of each physical component specified in [26]. To address this issue, Xiao et al. [30] proposed a random matrix theoretic (RMT) approach with maximum entropy principle to estimate model-form uncertainties in RANS simulations. The RMT approach is an alternative to the physics-based approach, where the realizability of perturbed Reynolds stresses is guaranteed automatically by injecting uncertainties directly in the set of positive semidefinite matrices. More importantly, the RMT approach provides objective priors for Bayesian inferences that satisfy the given constraints without introducing artificial information. Wang et al. [27] utilized the RMT approach to assess and improve the specification of priors used in the physics-based, Bayesian framework. The details of the RMT framework are presented in Chapters 4 and 5.

The Bayesian frameworks for calibrating model discrepancies and reducing model uncertainties (including parametric [14, 10, 12, 15] and nonparametric ones [26, 28]) can only be applied to scenarios where on-line observation data (e.g., sparse velocity measurements, pressure and lift coefficients measurements) are available. However, in the design stage of engineering system where the target configuration has not been built yet, the on-line measurement data are not available. Instead, the data sets of closely related flows, e.g., flows with same geometry but at different Reynolds numbers or flows with slightly changed geometries, are usually accessible. These data sets are referred to as off-line databases. Most recently, researchers started to investigate the use of off-line data to reduce the model-form uncertainty by applying data-driven, machine learning algorithms. Dow and Wang [31] used DNS data from a plane channel flow to infer the full-field discrepancy in the turbulent viscosity modeled by the $k\omega$ model. The inferred discrepancy field is used to improve flows in channels with wavy boundaries. In a similar vein, Wu et al. [32] extended the framework of Xiao et al. [26] and showed that the full-field Reynolds stress discrepancies calibrated with sparse velocity data could be extrapolated to flows at much higher Reynolds numbers. The extrapolated discrepancy has led to significant improvement of the predicted QoIs. However, both the extrapolation approaches of Dow et al. [31] and Wu et al. [32] are largely limited for that they infer model discrepancy terms in the physical coordinates $x$. As a result, the predictions can only be applied to the flows in the same geometry at the same location. Duraisamy and co-workers [33, 34] also proposed a two-step approach to reduce the RANS model discrepancies. They introduced a multiplicative discrepancy field $\beta(x)$ into the transport equations of turbulent quantities (e.g., $\omega$ in $k-\omega$ models) to adjust the production-dissipation balance in the model equation. In the first step, a full-field inversion of the discrepancy term $\beta(x)$ is performed for flows where data are available. In the second step, neural networks are employed to extract the functional form of discrepancy $\beta(q)$ with respect to the flow and model variables $q$. This two-step framework has been tested on a few simple flow configurations [35, 34], a priori, further a posteriori tests have yet to be demonstrated. Although the learning is performed in the flow feature space in [35, 34], the input feature vector was constructed with a very small number (three) of features and
the invariant properties were not fully considered. Ling et al. [36] pointed out the merits of embedding the invariant properties into machine learning process. They proposed a rich set of invariant input features and explored several machine learning models for identifying the regions where RANS assumptions are violated [37]. Most recently, they also attempted to directly learn the anisotropy tensors of Reynolds stresses by using random forests [38] and deep neural networks [39]. By comprehensively considering the physical interpretability of learning targets and the invariance properties of input features, Wang et al. [40] proposed a physics-informed machine learning (PIML) approach to use off-line data to learn the functional form of Reynolds stress discrepancy on its six physically meaningful projections with respect to a group of ten invariant mean flow features. They successfully demonstrated that the trained (calibrated) discrepancy model could be used to improve RANS-modeled Reynolds stresses in flows with slightly changed configurations. Wang et al. [41] further expanded the input feature space by using an invariant basis and demonstrated significant success in using PIML towards predictive turbulence modeling in flows with same geometries but at different Reynolds numbers. The PIML framework for reducing model uncertainties and calibrating model discrepancies based on off-line data is depicted in Chapter 6.

1.2 Contribution

The contribution of this dissertation to the turbulence modeling community can be summarized as follows:

1. A physics-based, data-driven Bayesian framework was developed for estimating and reducing model-form uncertainties in RANS simulations. This framework accounts for empirical prior knowledge and leverages the use of sparse on-line measurement data. The merits of incorporating prior knowledge and physical constraints in calibrating RANS model discrepancies were demonstrated and discussed.

2. A random matrix theoretic framework was proposed for estimating model-form uncertainties in RANS simulations. Maximum entropy principle was employed to identify the probability distribution that satisfies given constraints but without introducing artificial information. Objective prior perturbations of RANS-predicted Reynolds stresses in the physical projections were provided based on comparisons between the physics-based and random matrix theoretic perturbation approaches.

3. A physics-informed, machine learning framework towards predictive RANS turbulence modeling was proposed. The functional forms of model discrepancies with respect to mean flow features were extracted from the off-line database of closely related flows based on machine learning algorithms. The RANS-modeled Reynolds stresses of prediction flows can be significantly improved by the trained discrepancy function, which is an important step towards predictive turbulence modeling.
1.3 Outline

This dissertation is formatted in the “manuscript” format (“multi-paper” format), in which each of the main chapters is in the format of a peer-reviewed journal.

The first chapter introduces the concept of model-form uncertainties in RANS simulations and the significance of estimating and reducing them for mission-critical engineering applications. A literature review of previous studies on RANS model-form uncertainty estimation and reduction is given to discuss the current state and standing issues in this area. The contents of this dissertation are summarized as follows. First, a physics-based, Bayesian framework of estimating and reducing model-form uncertainties in RANS simulations is proposed in Chapter 2, where the uncertainties are injected to the physical projections of RANS-modeled Reynolds stresses. Moreover, physical prior knowledge and sparse on-line velocity data are assimilated by using an iterative ensemble Kalman method to reduce these uncertainties. In Chapter 3, the merits of incorporating various types of prior knowledge are discussed, which suggests that the informative physical prior plays an important role in improving the performance of reducing RANS model uncertainties, and the proposed physics-based, the Bayesian framework is an effective way to encode empirical knowledge from various sources of turbulence modeling. However, challenges associated with this physic-based approach are to assess the amount of artificial information introduced into the estimated prior uncertainties and to avoid imposing unwarranted constraints. Therefore, in Chapter 4, a random matrix approach is proposed for estimating the model-form uncertainties in RANS simulations by using the maximum entropy principle to identify the probability distribution that satisfies the known constraints but without introducing artificial information. Chapter 5 compares and discusses the advantages and disadvantages of the physics-based and random matrix theoretic approaches for RANS model-form uncertainty estimation. In addition, the specification of priors in the physics-based approach is assessed and improved based on the comparison. In the proposed framework, the on-line data (i.e., data of the flow to be predicted) are required to reduce the uncertainties by a Bayesian calibration. However, for engineering design, the on-line measurement data are usually not available. Instead, off-line databases of the closely related flows (e.g., flows at different Reynolds numbers or with slightly changed geometries) can be accessed. The Reynolds stress calibration approach is extended the to scenarios where no on-line data are available by using the mean flow features as the input instead of referring to the spatial coordinates. Moreover, machine learning techniques are employed to learn the function form of discrepancy in the RANS-predicted Reynolds stress from the off-line flow data sets. Finally, the last chapter concludes the dissertation by highlighting the key findings of this work and further perspectives for future work.
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Chapter 2

Quantifying and Reducing Model-Form Uncertainties in Reynolds-Averaged Navier–Stokes Simulations: A Data-Driven, Physics-Informed Bayesian Approach

(Published on Journal of Computational Physics, 324, 115-136, 2016.)

Department of Aerospace and Ocean Engineering, Virginia Tech, Blacksburg, VA, 24061, USA

Abstract

Despite their well-known limitations, Reynolds-Averaged Navier-Stokes (RANS) models are still the workhorse tools for turbulent flow simulations in today’s engineering analysis, design and optimization. While the predictive capability of RANS models depends on many factors, for many practical flows the turbulence models are by far the largest source of uncertainty. As RANS models are used in the design and safety evaluation of many mission-critical systems such as airplanes and nuclear power plants, quantifying their model-form uncertainties has significant implications in enabling risk-informed decision-making. In this work we develop an data-driven, physics-informed Bayesian framework for quantifying model-form uncertainties in RANS simulations. Uncertainties are introduced directly to the Reynolds stresses and are represented with compact parameterization accounting for empirical prior knowledge and physical constraints (e.g., realizability, smoothness, and symmetry). An iterative ensemble Kalman method is used to assimilate the prior knowledge and observation data
in a Bayesian framework, and to propagate them to posterior distributions of velocities and other Quantities of Interest (QoIs). We use two representative cases, the flow over periodic hills and the flow in a square duct, to evaluate the performance of the proposed framework. Both cases are challenging for standard RANS turbulence models. Simulation results suggest that, even with very sparse observations, the obtained posterior mean velocities and other QoIs have significantly better agreement with the benchmark data compared to the baseline results. At most locations the posterior distribution adequately captures the true model error within the developed model form uncertainty bounds. The framework is a major improvement over existing black-box, physics-neutral methods for model-form uncertainty quantification, where prior knowledge and details of the models are not exploited. This approach has potential implications in many fields in which the governing equations are well understood but the model uncertainty comes from unresolved physical processes.

2.1 Introduction

2.1.1 Model-Form Uncertainties in RANS-Based Turbulence Modeling

In Computational Fluid Dynamics (CFD), the Reynolds-Averaged Navier-Stokes (RANS) solvers are still the workhorse tool for turbulent flow simulations in today's engineering analysis, design and optimization, despite their well-known limitations, e.g., poor performance in flows with separation, mean pressure gradient, and mean flow curvature [1]. This is due to the fact that high-fidelity models such as Large Eddy Simulation (LES) and Direct Numerical Simulation (DNS) are still prohibitively expensive for engineering systems of practical interests. Moreover, in engineering design and optimization, many simulations must be performed with short turn-around times, which precludes the use of these high fidelity models.

The RANS equations employ a time- or ensemble-averaging process to eliminate temporal dependency for stationary turbulence. The averaging leads to an unclosed correlation tensor, the Reynolds stress, which needs to be modeled [1, 2]. Turbulence modeling is a primary source of uncertainty in the CFD simulations of turbulent flows. Hundreds of RANS turbulence models have been proposed so far. Each has better performance in certain cases yet none is convincingly superior to others in general. This is due to the fact that the empirical closure models cannot accurately model the regime-dependent, physics-rich phenomena of turbulent flows. Predictions obtained with any of these models have uncertainties that are difficult to quantify. The model-form uncertainties in RANS simulations originating from the turbulence models are the main focus of this work.
2.1.2 Model-Form Uncertainty Quantification: Existing Approaches

A traditional approach for estimating RANS modeling uncertainties involves repeating the simulations by perturbing the coefficients used in the turbulence models, or by using several different turbulence models \[3\] (e.g., \(k-\varepsilon\), \(k-\omega\), and eddy-viscosity transport models \[1\]) and observe the sensitivity of the Quantities of Interests (QoIs). However, different models are often based on similar approximations, and they are likely to share similar biases \[4\]. Consequently, this *ad hoc* model ensemble approach tends to underestimate of the uncertainty in the model. In turbulence modeling, the Boussinesq assumption states that the Reynolds stress tensor is aligned with and proportional to the local traceless mean strain rate tensor. This assumption is shared by all linear eddy-viscosity models that are commonly used in engineering practice, including the \(k-\varepsilon\), \(k-\omega\), and eddy-viscosity transport models.

In their seminal work, Kennedy and O’Hagan \[5\] developed a Bayesian calibration approach that includes a model discrepancy term to account for Model-Form Uncertainty (MFU). In this approach the MFU is quantified by parameterizing the difference between the *outputs* of the computational model and experimental observations as a stationary Gaussian process whose hyperparameters can be inferred from data \[5\]. This framework has been used in many applications, and a number of sophisticated variants have been developed, e.g., by introducing non-stationary Gaussian processes to model the discrepancy \[6\], using multiplicative discrepancy term \[7\], or using high-fidelity models and field measurements to provide observation data \[8, 9, 7\]. While this approach has had some success, the physics-neutral approach treats the entire numerical model as a black box and does not exploit the prior information that often exists about the nature of the MFU in a given model. Moreover, this framework addresses MFU only in terms of the QoIs, whereas the modeling errors in RANS simulation arise specifically from the modeled Reynolds stress term. Recent work of Brynjarsdottir and O’Hagan \[10\] emphasized the importance of incorporating prior information, but they also highlighted the difficulties of enforcing prior information in this black-box framework. Even a simple constraint such as zero-gradient boundary condition on the discrepancy is challenging to enforce as shown in \[10\]. Realistic prior knowledge in engineering practice is generally even more complicated.

Recently, several prominent groups in the CFD community (e.g., Moser and co-workers \[11, 12, 13\], Iaccarino and co-workers \[14, 15, 16, 17, 18\], and Dow and Wang \[19\]) have recognized the limitations of the black-box approach and attempted to open the box by injecting the uncertainties locally into the closure models (i.e., not on the model output directly). Research from these groups is reviewed in detailed below. These approaches have some similarities to earlier work of Berliner et al. \[20, 21\] in the context of geophysical fluid dynamics, where uncertainties were introduced to the discretized coefficients of the governing geostrophic equations.

Moser and co-workers \[11, 12, 13\] are the first to explicitly point out and utilize the “composite nature” of the RANS equations. That is, the equations are based on reliable theories describing conservation of mass, momentum, and energy, but contain approximate embedded
models to account for the unresolved or unknown physics, i.e., the Reynolds stress terms. Based on this insight, they introduced a Reynolds stress discrepancy tensor $\epsilon$, which is added to the modeled Reynolds stress ($\tau^{\text{trans}}$) in the RANS equations to account for the uncertainty due to the modeling of $\tau^{\text{trans}}$. Stochastic differential equations forced by Wiener processes are formulated for the discrepancy $\epsilon$. These equations are structurally similar to but simpler than the Reynolds stress transport equations commonly used in turbulence modeling [e.g., 22, 1]. Applications to plane channel flows (where only the plane shear component of the Reynolds stress tensor is important) at various Reynolds numbers have shown promising results, while extensions to general three-dimensional flows are underway (Moser and Oliver, personal communication).

Iaccarino and co-workers [14, 15, 16, 17, 18] proposed a framework to estimate the model-form uncertainty in RANS modeling by perturbing the Reynolds stress projections towards their limiting states within the physically realizable range. Empirical indicator functions are used to ensure the spatial smoothness (i.e., spatial correlation) of the perturbations in the physical domain, and to inject uncertainties only to the regions where the baseline turbulence model is believed to perform poorly. The novelty of their framework is that both physical realizability and spatial correlations are accounted for, which are two pieces of critical prior information in turbulence modeling. Another advantage of their framework is the moderate computational overhead, since only a few limiting states of the Reynolds stresses are computed. On the other hand, it should be noted that the obtained scattering of the states can only serve as an empirical estimation of the uncertainties, and are not guaranteed to cover the truth. While the true Reynolds stress is a convex linear combination of the Reynolds stresses in the limiting states, the true velocities or other QoIs are not necessarily linear combinations of their respective limiting states.

Dow and Wang [19] quantified model-form uncertainties in the $k$–$\omega$ model by finding the eddy viscosity field that minimizes the misfit in the computed velocity field compared to the DNS data. While their approach has some similarities with that of Iaccarino et al., the most notable difference is that uncertainties are injected to the eddy viscosity and not to the Reynolds stresses directly. Another key difference is that they used DNS data, while Iaccarino et al. did not and instead focused only on forward propagation of uncertainties in the Reynolds stress.

Duraisamy et al. [23, 24, 25], on the other hand, introduced uncertainties as full-field multiplicative discrepancy term $\beta$ in the production term of the transport equations of turbulent quantities (e.g., $\tilde{v}_i$ in the SA model and $\omega$ in the $k$–$\omega$ models). Full-field DNS data or sparse data from experimental measurements were used to calibrate and infer uncertainties in this term. It is expected that the inferred discrepancy field can provide valuable insights to the development of turbulence models. They also suggested the possibility of extrapolating the learned discrepancy fields to similar flows via machine learning techniques.

In summary, the CFD community has recognized the advantages of open-box approaches for quantifying model-form uncertainties in RANS simulations, and promising results have been
obtained. However, much work is still needed.

2.1.3 Objective and Novelty of the Present Work

In this work, we focus on a scenario where a limited amount of data (usually from measurements at a few locations) is available. This is often the case when CFD is used in practical applications in conjunction with experimental data to provide predictions. Examples include prediction of flows in a wind farm and atmospheric pollutant dispersion in a city [14]. Built on existing insights and experiences in the literature, the objective of this work is to develop a rigorous, open-box, physics-informed framework for quantifying model-form uncertainties in RANS simulations. Compared to the pioneering framework of Iaccarino et al. [14, 15, 16, 17, 18] where the model-form uncertainty in RANS simulations was estimated by perturbing the Reynolds stresses towards their three limiting states, the novelty of our approach is that an ensemble-based Bayesian inference method is used to incorporate all sources of available information, including empirical prior knowledge, physical constraints (e.g., realizability, smoothness, and symmetric), and available observation data.

This work aims to quantify and reduce the model form uncertainty by utilizing both state-of-the-art statistical inference techniques and domain knowledge in turbulence modeling. As a first step, we focus on an idealized scenario where model-form uncertainty is the dominant source of uncertainty, and the coupling with other uncertainties, e.g., model input uncertainty and numerical uncertainty, is not considered.

The proposed framework has been evaluated on two canonical flows, the flow over periodic hills and the flow in a square duct, in the present work. Further application to a more complicated, three dimensional flow of critical relevance to aerospace engineering, i.e., the flow over a wing-body junction, has also been explored and presented in a separate work [26]. While the authors believe that the present contribution is novel and represents an advancement over the state of the art, we expect significant challenges that need to be addressed before the proposed approach can be extended to industrial flows, e.g., the flows past an aircraft or in a gas turbine.

The rest of the paper is organized as follows. The model-form uncertainty quantification framework is introduced in Section 2, and numerical implementation details are given in Section 3. Numerical results for two application cases, the flow over periodic hills and the flow in a square duct, are presented in Section 4 to assess the merits and limitations of the developed framework. The success, limitations, practical significance, and possible extensions of the proposed method are further discussed in Section 5. Finally, Section 6 concludes the paper.
2.2 Proposed Framework

2.2.1 Prior Knowledge in RANS Modeling

An important feature of the proposed framework is the explicit, straightforward representation of prior knowledge in a Bayesian inference framework. As such, we summarize the prior knowledge in RANS-based turbulent flow simulations below, some of which has been reviewed in Section 6.1:

1. **Composite model:** The uncertainties in the modeled Reynolds stresses are the main source uncertainties in the RANS model predictions [11].

2. **Physical realizability:** The true Reynolds stress at any point in the domain resides in a subspace of a six-dimensional space [27, 17].

3. **Spatial smoothness:** The Reynolds stress field usually has smooth spatial distributions except across certain discontinuous features (e.g., shocks and abrupt changes of geometry).

4. **Problem-specific prior knowledge:** There are some well-known scenarios where eddy viscosity models are expected to perform poorly as enumerated above, e.g., flow separation, mean flow curvature. Taking the flow over periodic hills as shown in Fig. 5.2 for example, the flood contour indicates typical prior knowledge of the relative magnitude of the Reynolds stress discrepancies in each region, i.e., the regions with recirculation, non-parallel free-shear flow, and the strong mean flow curvature have larger discrepancies.

2.2.2 Representations of Prior Knowledge in the Modeling Framework

In light of the prior knowledge presented above and based on the existing methods in the literature [11, 17, 19], we make the following modeling choices to represent the prior knowledge.

**Composite Model**

The true Reynolds stress $\tau$ is modeled as a random field of symmetric tensors with $\tilde{\tau}_{\text{rans}}$ as its deterministic mean field, where $\tilde{\tau}_{\text{rans}}$ is the Reynolds stress field given in the baseline RANS simulation whose model-form uncertainty is to be quantified.\(^1\)

\(^1\)We use $\tilde{}$ to emphasize the fact that $\tilde{\tau}_{\text{rans}}$ is a deterministic field, which is in contrast to the random field $\tau$. 
Figure 2.1: Domain shape for the flow over periodic hills. The $x$-, $y$- and $z$-coordinates are aligned with streamwise, wall-normal and spanwise directions, respectively. All dimensions are normalized with $H$ with $L_x/H = 9$, $L_y/H = 3.036$. The contour shows the variance field $\sigma(x)$, where darker color represents the larger variance. The locations where velocities are observed are indicated as crosses ($\times$).

**Physical Realizability of Reynolds Stresses**

To ensure physical realizability of its realizations, the value of the Reynolds stress field $\tau$ at any given location $x$ is projected onto a space with six physically meaningful dimensions via the following eigen-decomposition [17, 14]:

$$\tau = 2k \left( \frac{1}{3}I + a \right) = 2k \left( \frac{1}{3}I + V\Lambda V^T \right)$$  \hspace{1cm} (2.1)

where $k$ is the turbulent kinetic energy, $I$ is the second order unit tensor, $a$ is the anisotropy tensor, $V = [v_1, v_2, v_3]$, and $\Lambda = \text{diag}[\lambda_1, \lambda_2, \lambda_3]$ are its orthonormal eigenvectors and eigenvalues, respectively, with $\lambda_1 + \lambda_2 + \lambda_3 = 0$. This decomposition transforms the Reynolds stress to a space represented by six variables with clear physical interpretations: magnitude (represented by the turbulent kinetic energy $k$, which must be non-negative), shape (represented by two scalars $\lambda_1$, $\lambda_2$), and orientation (represented by three mutually orthonormal vectors $v_1$, $v_2$, and $v_3$) of the Reynolds stress tensor [28, 14]. Further, $\lambda_1$, $\lambda_2$, and $\lambda_3$ are transformed to the Barycentric coordinates $(C_1, C_2, C_3)$, with $C_1 + C_2 + C_3 = 1$, and subsequently to the natural coordinates $(\xi, \eta)$. With the mapping from Barycentric coordinates to natural coordinates (see Fig. 6.1), the physically realizable turbulent stresses enclosed in the Barycentric triangle (panel a) are transformed to a square (panel b), i.e., $\{(\xi, \eta) | \xi \in [-1, 1], \eta \in [-1, 1]\}$, which is more convenient for parameterization. Details of the mapping are presented in 2.A. In summary, we transform the Reynolds stress tensor to six physical dimensions denoted as $(k, \xi, \eta, v_1, v_2, v_3)$. All mappings involved are linear and invertible except for a trivial singular point in $(C_1, C_2, C_3) \mapsto (\xi, \eta)$.

They can be considered as the three orthogonal axes of an ellipsoid, and thus the three vectors have three degrees of freedom in total, i.e., its orientation in three-dimensional space.
After the mapping of Reynolds stress $\tilde{\tau}^{\text{trans}}$ to the physically meaningful dimensions, i.e., $k$, $\xi$, $\eta$, uncertainties are injected to the projected space on these variables. This is achieved by modeling the corresponding truths $k(x)$, $\xi(x)$, and $\eta(x)$ as random fields with $\tilde{k}^{\text{trans}}(x)$, $\tilde{\xi}^{\text{trans}}(x)$, and $\tilde{\eta}^{\text{trans}}(x)$ as priors. Specifically,

$$\log k(x) = \log \tilde{k}^{\text{trans}}(x) + \delta^k(x) \quad (2.2a)$$
$$\xi(x) = \tilde{\xi}^{\text{trans}}(x) + \delta^\xi(x) \quad (2.2b)$$
$$\eta(x) = \tilde{\eta}^{\text{trans}}(x) + \delta^\eta(x) \quad (2.2c)$$

where the spatial coordinate $x$ is the index of the random fields. Note that the logarithmic discrepancy of the turbulent kinetic energy $k$ is modeled in Eq. (6.5d) to ensure the non-negativity of $k$.

The realizability in this framework is ensured by bounding the perturbed anisotropy $(\eta, \xi)$ within the square $[-1, 1] \times [-1, 1]$ in the $\xi$–$\eta$ plane as shown in Fig. 2b. Any perturbed state outside this range will be bounded to the edge of the square, which is admittedly an ad hoc modeling choice. As a result, the prior may become non-Gaussian and the perturbation sample may deviate from zero-mean if a large number of perturbations are bounded. However, note that for a Gaussian prior the percentage of out-of-bound points can be estimated, and thus the variance of the perturbation can be controlled straightforwardly given an allowable ratio of out-of-bound points. This is one of the advantages of mapping the Barycentric tri-
angle to the square before introducing perturbation as opposed to directly perturbing the baseline within the Barycentric triangle.

The bounding scheme for ensuring realizability can distort the distribution of the sampled Reynolds stresses from the specified prior. Specifically, when the baseline Reynolds stresses are located near the realizability boundaries, e.g., the top vertex of the Barycentric triangle for points near walls, the bounding can cause the sample distribution to become truncated Gaussian. However, note that the tail truncation and the associated probability mass concentration near the boundaries are caused by the bounding procedure to ensure realizability, regardless of whether Barycentric coordinates or natural coordinates are used. This issue is further investigated in two follow-on studies [29, 30], where we proposed a random matrix approach which directly samples a maximum entropy distribution defined on the set of positive semidefinite matrices, and the artificial probability mass concentration described above is avoided. However, note that the approximate Bayesian inference method (i.e., the ensemble Kalman method) used in this work is not sensitive to the prior. From a practical point of view, the prior can be alternatively interpreted as an “initial guess” used in optimization [e.g., 24].

Perturbing the orientations of the modeled Reynolds stress tensor can potentially cause instability in the RANS momentum equation. Consistent with the work of Iaccarino et al., we focus on the magnitude \( k \) and the shape \( \lambda_1 \) and \( \lambda_2 \), or equivalently the natural coordinates \( \xi \) and \( \eta \) of the Reynolds stress tensor \( \tau \), and do not introduce uncertainties into the orientations \( (v_1, v_2, v_3) \). Consequently, the assumed uncertainty space of Reynolds stresses may not contain the truth because the true Reynolds stresses are likely to have different orientations from those of the RANS predictions. The implications of this fact will be further discussed in Section 2.4.1.

**Spatial Smoothness of Reynolds Stress Distribution**

To ensure spatial smoothness and to reduce the dimension of the uncertainty space, the random fields to be inferred, i.e., \( \delta^k \), \( \delta^\xi \), and \( \delta^\eta \), are projected to a deterministic functional basis set \( \{ \phi_i(x) \} \). That is,

\[
\delta^k(x, \theta^k) = \sum_{i=1}^{\infty} \omega^k_i |_{\theta^k} \phi_i(x) \tag{2.3a}
\]

\[
\delta^\xi(x, \theta^\xi) = \sum_{i=1}^{\infty} \omega^\xi_i |_{\theta^\xi} \phi_i(x) \tag{2.3b}
\]

\[
\delta^\eta(x, \theta^\eta) = \sum_{i=1}^{\infty} \omega^\eta_i |_{\theta^\eta} \phi_i(x) \tag{2.3c}
\]
where the coefficients of the $i^{th}$ mode $\omega^k_i$, $\omega^\xi_i$, and $\omega^\eta_i$ are random variables depending on the realized outcome of $\theta^k$, $\theta^\xi$, and $\theta^\eta$, respectively, and $\phi_i(x)$ are deterministic spatial basis functions. An orthogonal basis set is chosen in this work as will be detailed below, but the orthogonality is not mandatory.

Remarks: The mapping in Section 2.2.2 involves linear transformation of the Reynolds stress at a given point to physical variables, which ensures the physical realizability of the Reynolds stresses in the prior. The orthogonal projection in Section 2.2.2 aims to represent the spatial distribution function on a basis set in a compact manner, which ensures spatial smoothness and reduces the uncertainty dimensions of $\tau(x)$.

Representation of Problem-Specific Prior Knowledge

Finally, problem-specific knowledge is encoded in the choice of basis set $\{\phi_i\}$. Here we will use the flow over periodic hills as example to illustrate the representation of the problem-specific prior knowledge.

We model the prior of the discrepancies $\delta^k$, $\delta^\xi$ and $\delta^\eta$ as zero-mean Gaussian random fields (also known as Gaussian processes) $\mathcal{GP}(0, K)$, where

$$K(x, x') = \sigma(x)\sigma(x') \exp\left(-\frac{|x - x'|^2}{l^2}\right)$$

is the kernel indicating the covariance at two locations $x$ and $x'$. The variance $\sigma(x)$ is a spatially varying field specified (see the flood contour in Fig. 5.2) to reflect the prior knowledge that large discrepancies in modeled Reynolds stress are expected in certain regions. The correlation length scale $l$ can be specified based on the local turbulence length scale, but is taken as constant in this work for simplicity.

The orthogonal basis functions $\phi_i(x)$ in Eq. (5.5) take the form $\phi_i(x) = \sqrt{\hat{\lambda}_i} \hat{\phi}_i(x)$, where $\hat{\lambda}_i$ and $\hat{\phi}_i(x)$ are eigenvalues and eigenfunctions, respectively, of the kernel $K$ in Eq. (5.4) computed from the Fredholm integral equation [31]:

$$\int K(x, x') \hat{\phi}(x') \, dx' = \hat{\lambda} \hat{\phi}(x) .$$

With this choice of basis set the expansions in Eq. (5.5) for the fields $\delta^k$, $\delta^\xi$ and $\delta^\eta$ become Karhunen–Loeve (KL) expansions [31], such that $\omega^k_i$, $\omega^\xi_i$, and $\omega^\eta_i$ are uncorrelated random variables with zero means and unit variances.

$^3$Throughout the manuscript, subscripts denote indices, and superscripts indicate explanation of the variable. For example, $\omega^k_i$ is the coefficient for the $i^{th}$ mode in the expansion of the discrepancy field $\delta^k$ for the turbulent kinetic energy $k$. Tensors are denotes in bold (e.g., $\tau$) and not with index notation.
Remarks  The Gaussian process and KL expansions are intentionally presented in this Section to emphasize the fact that they are our specific choices for this problem and prior knowledge only. The optimal choice of basis set depends on the specific characteristics (e.g., smoothness, compactness of support) of the prior. Other functional basis sets, including wavelets [32] or radial basis functions [33], will be explored in future work.

2.2.3 Inverse Modeling Based on an Iterative Ensemble Kalman Method

After the transformations above, the Reynolds stress random field $\tau(x)$ is parameterized by the coefficients $\omega_k^k, \omega_k^\xi,$ and $\omega_k^\eta$ in Eq. (5.5), which are truncated to $m$ modes and written in a stacked vector form as follows:

$$\omega \equiv [\omega_1^k, \omega_2^k, \omega_3^k, \omega_2^\xi, \omega_2^\eta, \omega_1^k, \omega_2^k, \omega_3^k, \omega_2^\xi, \omega_2^\eta, \cdots, \omega_m^k, \omega_m^\xi, \omega_m^\eta]$$ (2.6)

We employ an iterative, ensemble-based Bayesian inference method [34] to combine the prior knowledge as represented above and the available data to infer the distribution of $\omega$. This method is closely related to ensemble filtering methods (e.g., ensemble Kalman filtering), which are a class of standard data assimilation techniques commonly used in numerical weather forecasting [35]. An overview of the ensemble Kalman method based inverse modeling procedure is presented in Fig. 2.3. In the iterative ensemble method, the state of the system $x$ is defined to include both the physical variables (i.e., velocity field $u$) and the unknown coefficients $\omega$, i.e., $x \equiv [u, \omega]^T$. This is called “state augmentation” [34]. One starts with an ensemble of states $\{x_j\}_{j=1}^N$ drawn from their prior distributions. During each iteration, all samples in the ensemble are updated to incorporate the observations through the following procedure:

1. reconstruction of Reynolds stresses from the coefficients $\omega$,

2. computation of velocity fields from the given Reynolds stress fields by solving the RANS equations (implemented as forward model tauFoam, detailed in Section 4.3.5), and

3. a Kalman filtering procedure to assimilate the velocity observation data to the computed states, leading to an updated ensemble.

The updating procedure is repeated until the ensemble is statistically converged. The convergence is achieved when the two-norm of the misfit between the predictions and the observations falls below the noises level of the observations [34]. The converged ensemble is

\[4\text{It is trivial for each variable to have a different number of modes, but this possibility is omitted here to simplify notation.}\]
considered a sample-based representation of the posterior distribution of the system state, from which the mean, variance, and higher moments can be computed. The algorithm of the inversion scheme is presented in 2.B, and further details can be found in [34].

The noises added to the observations represent a combination of measurement errors and process errors [36]. The former is likely to be negligible for DNS data. However, the latter can be significant and is used to account for the fact that the observed system and the system described in the numerical model can have different dynamics. From a Bayesian perspective, adding the process noise allows the likelihood and the prior distribution to have overlap in their supports and thus be able to reconcile with each other in the inference procedure. As long as the chosen noise level $\sigma_{\text{obs}}$ is larger than a threshold (1% of truth in this work), the inferred posterior means are not sensitive to this parameter. See further discussion in [e.g., 34].

Figure 2.3: Inference of coefficients in the parameterized model discrepancies (e.g., discrepancies in RANS modeled Reynolds stresses) using an iterative ensemble Kalman inversion method. This approach combines prior knowledge of a given problem and available data to quantify and reduce model-form uncertainty.

An important property of the iterative ensemble Kalman method is that the posterior ensembles and its mean all lie in the linear space $\mathcal{A}$ spanned by the prior ensemble $\{x_j\}_{j=1}^N$. In essence, this scheme attempts to search the space $\mathcal{A}$ to find the optimal solution that minimizes the misfit between the posterior mean and the observations, accounting for the uncertainties in both [34]. As with many inverse problems, this problem is intrinsically ill-posed. Specifically, because of the sparseness of the observation (the scenario of concern in our work), the amount of data is usually not sufficient to constrain the uncertainties in the states, which include the model discrepancies as components. The forward model essentially provides the regularization of the ill-posedness with its physical representation of the system dynamics.

The ensemble Kalman-based uncertainty quantification scheme used here is an approximate Bayesian method, and is computationally cheaper than the exact Bayesian scheme based on Markov Chain Monte Carlo sampling. It is not expected to give posterior distributions with
comparable accuracy to those obtained from exact Bayesian schemes \[37\]. This limitation will be further discussed in Section \[4.5\].

### 2.2.4 Summary of the Algorithm in the Proposed Framework

In summary, the overall algorithm of the proposed framework for quantifying and reducing uncertainties in a RANS simulation is presented as follows.

1. Perform the baseline RANS simulation to obtain the velocity \( \tilde{u}^{\text{rans}}(x) \) and Reynolds stress \( \tilde{\tau}^{\text{rans}}(x) \).

2. Perform the transformation \( \tilde{\tau}^{\text{rans}} \mapsto (\tilde{k}^{\text{rans}}, \tilde{\xi}^{\text{rans}}, \tilde{\eta}^{\text{rans}}) \).

3. Compute KL expansion to obtain basis set \( \{\phi_i(x)\}_{i=1}^m \), where \( m \) is the number of modes retained.

4. Generate initial prior ensemble of coefficient vectors \( \{\omega_j\}_{j=1}^N \), where \( N \) is the ensemble size.

5. Use iterative scheme shown in Fig. 2.3 to obtain the posterior ensemble of the state distribution. Specifically, in each iteration do the following:

   (a) Recover the discrepancy fields \( \delta^k, \delta^\xi, \) and \( \delta^\eta \) from the coefficient \( \{\omega_j\}_{j=1}^N \) in the current state and the basis functions via Eq. (5.5), and obtain realizations of \( k, \xi, \) and \( \eta \) from Eq. (5.10) for each sample in the ensemble.

   (b) Obtain Reynolds stress ensembles \( \{\tau_j\}_{j=1}^N \) via mapping \( (k, \xi, \eta) \mapsto \tau \).

   (c) For each sample in the ensemble \( \{\tau_j\}_{j=1}^N \), solve the RANS equations for velocity field \( \mathbf{u}_j \) with given Reynolds stress field \( \tau_j \).

   (d) Compare the ensemble mean with velocity observations, and use the Kalman filtering procedure to correct the augmented system state ensemble \( \{\mathbf{x}_j\}_{j=1}^N \), where \( \mathbf{x}_j = [\mathbf{u}_j, \omega_j]^T \). The updated coefficient vector ensemble \( \omega_j \) is thus obtained as part of the system state ensemble.

   (e) Stop if statistical convergence of the ensemble as defined in Section 2.2.3 is achieved.

### 2.3 Implementation and Numerical Methods

The uncertainty quantification framework including the mapping of Reynolds stresses and the iterative ensemble Kalman method is implemented in Python, which interfaces with RANS models and the KL expansion procedures to form the complete framework. The package
UQTk developed by Sandia National Laboratories is used to perform the KL expansions \[38\]. Two types of RANS solvers are used in this framework, a conventional baseline RANS solver `simpleFoam` and a forward RANS solver `tauFoam` which computes velocity field with a given Reynolds stress field. Both solvers are described as below.

The baseline simulation uses a built-in RANS solver `simpleFoam` in OpenFOAM for incompressible, steady-state turbulent flow simulations. OpenFOAM (for “Open source Field Operation And Manipulation”) is an open-source, general-purpose CFD platform based on finite-volume discretization. The platform consists of a wide range of solvers and post-processing utilities. The SIMPLE (Semi-Implicit Method for Pressure Linked Equations) algorithm \[39\] is used to solve the coupled momentum and pressure equations. Collocated grids are used, and the Rhie and Chow interpolation is used to prevent the pressure–velocity decoupling \[40\]. Second-order spatial discretization schemes are used to solve the equations on an unstructured, body-fitting mesh. Given the specification of the flow including initial conditions (to start the iteration), boundary conditions, geometry, and the choice of turbulence model, the `simpleFoam` solver computes the velocity field along with Reynolds stresses by solving the RANS equations as well as the equations for the turbulence quantities (e.g., turbulent kinetic energy $k$ and the rate of dissipation $\varepsilon$ for $k$–$\varepsilon$ models). We choose the Launder–Sharma low Reynolds number $k$–$\varepsilon$ model \[41\] in the baseline simulations. Accordingly, the meshes are refined wall-normal direction near the wall to resolve the boundary layer. This is to avoid the complexity of using wall-functions, which is in consistent with the work of Emory et al. \[17\]. As can be seen in the overall algorithm presented in Section 2.2.4, for each uncertainty quantification case the baseline simulation is performed only once.

The forward RANS model `tauFoam` is invoked repeatedly in the Bayesian inference procedure. This solver is adopted from and similar to `simpleFoam` except that it computes the velocity directly with a given Reynolds stress field. There is no need to specify a turbulence model and or to solve the equations for turbulence quantities, since the Reynolds stress is given. Moreover, as the forward RANS simulations are initialized with the converged baseline solutions, the number of iterations needed to achieve convergence is much smaller than that in the baseline simulation. As a result, the computational cost for each call of the forward RANS model `tauFoam` is much lower than that of the conventional RANS solver `simpleFoam`. In the simulations presented below, the forward RANS simulations need only 10% of the computational cost as that of the baseline simulation to achieve the same residual.

### 2.4 Numerical Simulations

Two canonical flows, the flow in a channel with periodic constrictions (periodic hills) and the fully developed turbulent flow in a square duct, are chosen to evaluate the performance of the proposed framework. The periodic hill flow features a recirculation zone formed by a forced separation, a strong mean flow curvature due to the domain geometry, and a shear layer that is not aligned with the overall flow direction. All these features are known to pose
challenges for turbulence modeling. The square duct flow is characterized by a secondary flow pattern in the plane perpendicular to the main flow. The in-plane secondary flow is driven by the imbalance in the normal components of the Reynolds stress tensor, which cannot be captured by models with isotropic eddy viscosity turbulent models including most of the widely used models such as $k-\varepsilon$, $k-\omega$, and eddy viscosity transport models. The two challenging cases are chosen to demonstrate the capability of the proposed framework in quantifying and reducing uncertainties in the RANS model predictions by incorporating sparse observations.

2.4.1 Flow over Periodic Hills

Case Setup

The periodic hill flow is widely used in the CFD community to evaluate the performance of turbulence models due to the availability of experimental and numerical benchmark data [42]. The geometry of the computational domain and the coordinate system are shown in Fig. 5.2. The Reynolds number based on the crest height $H$ and the bulk flow velocity $U_b$ at the crest is $Re_b = 2800$. Periodic boundary conditions are applied in the streamwise ($x$) direction, and non-slip boundary conditions are applied at the walls. The mean flow is two-dimensional, and thus the spanwise ($z$) direction is not considered for the RANS simulations.

The mesh and computational parameters used in the uncertainty quantification procedure are presented in Table 3.2. Despite the coarse meshes, the walls are adequately resolved in both cases as required by the Lauder–Sharma turbulence model [41]. The distance between the center of the first cell and the wall is smaller than 1 in most regions for periodic hill case and 0.7 for the square duct case. Parameters of the meshes for both cases are shown in Table 3.2.

The uncertainties in $\xi$, $\eta$, $k$ are all considered, and thus $\delta \xi$, $\delta \eta$ and $\delta k$ are all random fields. This choice is based on our prior knowledge that both the Reynolds stress anisotropy (indicated by the shape $\tau$, or equivalently, $\xi$ and $\eta$) and turbulent kinetic energy $k$ predicted by the RANS model are biased, and both are important for the accurate prediction of the flow behavior. The length scale parameter $l$ is chosen according to the approximate length scale of the flow, which can be obtained either from our physical understanding of the flow or, if that is not available, from the baseline RANS simulation. Velocity observations are generated by adding Gaussian random noises with standard deviation $\sigma_{\text{obs}}$ to the truth from DNS data. Specifically, the observations used in each iteration are independent realizations from a Gaussian distribution whose mean is the truth and standard deviation $\sigma_{\text{obs}}$ is 10% of the true mean value. The noises at different locations are uncorrelated. The observation points are arranged so that they are closer in regions where the spatial changes of the flow are more rapid (the recirculation zone leeward of the hill and the reattached flow region windward of the hill), and are further apart in the free shear region downstream of the hill.
crest. This arrangement of observations is expected in actual experiments. The ensemble usually converges in approximately 10 iterations. For all cases presented in this work, 60 samples are used in the ensemble. We have performed detailed sensitivity studies on the ensemble size, and it was found that the inferred velocities and QoIs do not vary if more than 30 samples are used. This finding is consistent with earlier studies when EnKF was used in data assimilations in applications such as weather forecasting [43]. The computational cost of the proposed procedure is further discussed in Section 2.5.1.

The non-stationary Gaussian process models for $\delta^\xi$, $\delta^\eta$ and $\delta^k$ share the same variance field $\sigma(x)$, which are shown as flood contour in Fig. 5.2. Design of the variance field is strictly based on physical prior knowledge as described in Section 2.2.2 and does not take the DNS data into account, since the complete field of the true Reynolds stresses are rarely known in practical applications. Specifically, the variance fields of the priors as shown in Figs. 5.2 and 6.3 are constructed by superimposing a constant background value $\sigma_0$ and a spatially varying field $\sigma_{\text{local}}(x)$, i.e., $\sigma(x) = \sigma_0 + \sigma_{\text{local}}(x)$. For the periodic hill case, the background $\sigma_0$ is set to be 0.2. To obtain the field $\sigma_{\text{local}}(x)$, we specify that $\sigma_{\text{local}}(x) = 0.5$ at the following locations, where RANS predictions are considered less reliable: (1) the hill crest, (2) the center of the recirculation region, (3) the windward side of the hill, and (4) the free-shear layer downstream the crest. Interpolations based on radial basis functions with exponential kernels are used to obtain $\sigma_{\text{local}}(x)$ at other locations. As such, its value decays to zero far away from the locations specified above. The length scale of the basis functions is estimated based on the characteristic length of the mean flows, which is chosen as the hill height $H$.

The first sixteen modes obtained from the KL expansion are used to reconstruct the discrepancy field. The number of modes retained is chosen such that the reconstructed field has at least 80% of the total variance of the original random field. A rule of thumb is that a coverage ratio of 80% is adequate for a faithful representation. Increasing the number of modes increases the difficulty of the inference and may lead to deteriorated results for a given amount of observation data.

Parameter sensitivity analysis has been conducted to ensure that reasonable variations of the computational parameters above do not lead to significantly different results or conclusions. In particular, we have shown in a follow-on study [44] that even in the complete absence of prior knowledge (i.e., a constant variance field $\sigma(x)$), the inferred velocities are still significantly improved, albeit slightly less so than that with an informative prior. Specifically, in the region near the upper wall, much more uncertainties are presented in the posterior ensemble when a non-informative, constant variance field is used.

Results

The first six modes of the KL expansion are presented in Fig. 2.4 along with two typical realizations. This is to illustrate the uncertainty space of the Reynolds stress discrepancy field (or more precisely its projections $\delta^\xi$, $\delta^\eta$ and $\delta^k$). All the modes have been shifted and
Table 2.1: Mesh and computational parameters used in the flow over periodic hills and the flow in a square duct.

<table>
<thead>
<tr>
<th>cases</th>
<th>periodic hill</th>
<th>square duct</th>
</tr>
</thead>
<tbody>
<tr>
<td>mesh ((n_x \times n_y))</td>
<td>50 × 30</td>
<td>30 × 30</td>
</tr>
<tr>
<td>domain size ((L_x \times L_y \times L_z))</td>
<td>(9H \times 3.306H \times 0.1H)</td>
<td>(0.4D \times 0.5D \times 0.5D)</td>
</tr>
<tr>
<td>(\Delta x \times \Delta y \times \Delta z) in (y^+)</td>
<td>35 × [2, 65] × 850</td>
<td>24 × [1.4, 30] × [1.4, 30]</td>
</tr>
<tr>
<td>first grid point in (y^+)</td>
<td>(\sim 1), below 2(y^+) in most region</td>
<td>0.7</td>
</tr>
<tr>
<td>number of samples (N)</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>fields with uncertainty</td>
<td>(\xi, \eta, k)</td>
<td>(\xi, \eta)</td>
</tr>
<tr>
<td>number of modes (m) per field</td>
<td>16</td>
<td>8</td>
</tr>
<tr>
<td>length scale ((a))</td>
<td>(H)</td>
<td>0.1D</td>
</tr>
<tr>
<td>number of observation</td>
<td>18</td>
<td>25((b))</td>
</tr>
<tr>
<td>std. dev. observation noise ((\sigma_{obs}))</td>
<td>10% of truth</td>
<td></td>
</tr>
</tbody>
</table>

(a) Normalized by hill crest height \(H\) and domain size \(h\) for the periodic hill case and square duct case, respectively.
(b) Only 13 points of velocity data are supplied effectively due to the diagonal symmetry.

normalized to the range [0, 1]. It can be seen that in all the models and the realizations the variations mostly concentrate in the three pre-specified regions (recirculation zone, free shear region, and the reattached flow windward of the hill), and the upper part of the channel has rather small variations. This is consistent with our physical prior knowledge specified through the variance field design.

Accurate predictions of the recirculation and the reattachment of the flow are of the most interest in the flow over periodic hills. Therefore, we identify three quantities of interest for this case: (1) the velocity field, in particular the velocities in the recirculation zone and reattached flow region windward of the hill, (2) the distribution of shear stresses \(\tau_w\) on the bottom wall, and (3) the reattachment point \(x_{attach}\). Other quantities that are important in engineering design and analysis (e.g., friction drag, form drag, size of separation bubble) are closely related to the three QoIs above.

The prior and posterior ensembles of the velocities are presented in Fig. 2.5 with comparison to the DNS benchmark results. The geometry of the domain is also shown to facilitate visualization. From Fig. 2.5, it can be seen that the prior mean velocity profiles are very close to those from the baseline RANS simulation, with only minor differences at a few locations (e.g., near the bottom wall at \(x/H = 4, 5,\) and 6). This is not surprising, since the Reynolds stresses prior ensemble use the RANS modeled Reynolds stress \(\tilde{\tau}_{rans}\) as the mean. In other words, the ensemble is obtained by introducing perturbations to the \(\tilde{\tau}_{rans}\). Therefore, the similarity between the velocity profiles in the baseline simulation and those of the prior ensemble indicates that the mapping from Reynolds stress to velocity is approximately linear with respect to the perturbations introduced to the prior Reynolds stresses ensemble. Clearly,
both the baseline velocities and the prior mean velocities deviate significantly from the benchmark results, particularly in the recirculation region (leeward of the hill). From Fig. 2.5 it can be seen that the posterior ensemble mean of the velocities along all the lines are significantly improved compared to the baseline results.

The remaining differences between the obtained posterior mean and the benchmark data can be attributed to two sources: (1) the sparseness of the observation data, and (2) the inadequacy of the proposed inference model, specifically, the posterior mean Reynolds stress does not reside in the space $\mathcal{A}$ spanned by the prior ensemble. However, note that obtaining the correct Reynolds stresses is a sufficient but not necessary condition to infer the correct velocities. For example, if the divergence of the true Reynolds stresses resides in the space spanned by the prior ensemble, the true mean velocity can still be obtained. This is not surprising since it is the divergence of the Reynolds stress tensor field that appears as source term in the RANS momentum equation. To illustrate this point, it is particularly interesting to investigate the scenario when large amounts of data are available, since any remaining discrepancies should then be explained solely by the inadequacy of the inference processes. We performed an experiment where all the benchmark velocities along ten sampled lines at $x/H = 0, 0.5, 1, 2, \cdots, 8$ were used as observations. In this scenario the posterior mean velocities agree with the benchmark data very well, even in the regions between the sample lines, where no data are available. However, significant discrepancies still remain between the inferred posterior mean of the Reynolds stresses and the benchmark. We argue that the inability to obtain the correct Reynolds stress field is not an intrinsic limitation of the proposed method. Rather, it can be explained by the non-unique mapping between Reynolds stress and velocities as described by the RANS equations. That is, two distinctly different Reynolds stress fields can lead to identical or very similar velocity fields, because the divergence of the Reynolds stress appears in the RANS equation as pointed out above. The
non-unique mapping is further discussed in Section 2.5.3. However, when we assume that some sparse measurements of Reynolds stresses are available, which admittedly are difficult to obtain in practical experiments, the inferred Reynolds stresses did improve significantly. The results are omitted here for brevity.

In order to obtain the true Reynolds stresses, the posterior mean Reynolds stress must reside in the space \( \mathcal{A} \) spanned by the prior ensemble, but in practical inferences there is no guarantee this will be the case. There are two reasons for this. First, uncertainties are only introduced to the magnitude \( k \) and shape \( (\xi, \eta) \) of the baseline Reynolds stresses, and not to the orientations \( (v_1, v_2, v_3) \). Second, a limited number of modes are retained in the KL expansion, which correspond to very smooth fields of Reynolds stress discrepancies. Therefore, if we think of the true Reynolds stress as residing in a high-dimensional space, in the current framework we assume that the truth is reasonably close to the baseline prediction \( \tilde{\tau}^{\text{rans}} \), and thus we only search the vicinity of \( \tilde{\tau}^{\text{rans}} \) for realizable candidates. This is justified by the confidence that the chosen baseline RANS model is rather capable, usually backed by previous experiences accumulated by the community on the model of concern.

Finally, we emphasize that if the true Reynolds stresses do reside in the space spanned by the prior ensemble, the posterior mean velocity and the Reynolds stresses would indeed coincide with the truths. This scenario could occur if the baseline Reynolds stress \( \tilde{\tau}^{\text{rans}} \) only differs from the true Reynolds stress in magnitude \( k \) and shape \( \xi \) and \( \eta \), and the discrepancy is smooth enough to be represented by the chosen number of modes. However, both scenarios are rather unlikely in any nontrivial cases. For verification purposes we have designed a case of flow over periodic hills with synthetic data (as opposed to DNS data) that satisfies the requirements above, and have confirmed that the obtained posterior mean velocity indeed exactly agrees with the truth in this case, and that the true Reynolds stress can also be obtained. The results are detailed in a separate work [44].

This claim that the prior has small influence to the prior is apparently contradictory to the Bayesian inference theory, which states that the posterior is proportional to the product of the prior and the likelihood informed by the observation data. However, in the ensemble Kalman method used in this work, the observation data are imposed on the prior iteratively (albeit with different noises in each iteration). As a result, the influence of the prior on the posterior diminishes as the posterior proceeds to statistical convergence. From a practical perspective, the iterative ensemble Kalman method can also be interpreted as an optimization procedure (e.g., that used by Parish et al. [24]), with the prior corresponding to the initial guess. This interpretation, as an alternative to the Bayesian interpretation, has been advocated in the literature [34, 45].

Figure 2.6 shows the 95% credible intervals estimated from the data in the prior and posterior velocity ensembles. That is, at each point, 95% of the samples fall within the shaded region (light/pink shaded for the prior and dark/blue shaded for the posterior). Note that the credible intervals shown here are point estimations and do not contain information on the spatial correlations of the velocity profiles. It can be seen from Fig. 2.6 that the 95%
Figure 2.5: The prior and posterior ensembles of velocity profile for the flow over periodic hill at eight locations $x/H = 1, \cdots, 8$ compared with benchmark data and baseline results. The locations where velocities are observed are indicated with crosses ($\times$).
credible interval in the posterior is significantly narrowed compared to that in the prior, which suggests that the model form uncertainty is reduced by incorporating the velocity observation data. Such a reduction of uncertainty is more visible in the recirculation zone, where more observation data are available. In contrast, the prior uncertainty near the upper wall largely remains, which is due to the lack of observation data in this region.

Figure 2.6: The 95% credible intervals of the prior (light/pink shaded region) and posterior (dark/blue shaded region) ensembles of velocity profiles for the flow over periodic hills.

The other two QoIs, bottom wall shear stress $\tau_w$ and the reattachment point $x_{\text{attach}}$, are shown in Fig. 2.7. Similar to the velocity profiles in Fig. 2.5, both prior and posterior ensembles are presented and compared with benchmark data and baseline results. It can be seen from Fig. 2.7a that the prior ensemble means of both $\tau_w$ and $x_{\text{attach}}$ deviate from the benchmark DNS data significantly. In particular, the baseline RANS simulation predicts a much smaller recirculation zone than the truth. Figure 2.7b shows that in most of the region (between $x/H = 1$ and $x/H = 8$) the posterior ensemble mean has better agreement with the DNS data than the baseline results. In fact, in this region, all samples in the posterior ensemble have better agreement with the benchmark than the baseline results in terms of both wall shear stress and reattachment point. This improvement demonstrates the merits of the current framework. Incorporating observation data and physical prior knowledge indeed leads to improved predictions of both QoIs.

It is noted that in the immediate vicinity of the hill crest, i.e., near $x/H = 0.5$ and $x/H = 8.5$, the posterior ensemble is similar to or even slightly deteriorated compared to the baseline in terms of agreement with DNS data. The reason is that in this region the flow has rapid spatial variations. Specifically, there is a separation between $0 < x/H < 1$, and a large mean flow curvature with strong pressure gradient between $8 < x/H < 9$. Consequently, the length scales of the coherent structures in this region are small, and thus the correlations between this part of the flow and other regions are weak. On the other hand, no velocity observations are available in this region. Here we point out an important fact that the Bayesian
inference based on ensemble Kalman method primarily relies on the correlation between the predicted system state variables at different locations to make corrections. Specifically, the observations only bring information to the states at the locations correlated to the observed states. Hence, poor prediction is expected for a region that has neither observations within it nor statistically significant correlations with the regions that have observations. The role of correlation in the current framework is further discussed in Section 2.5.2.

The prior and posterior distributions of the reattachment point represented by samples are shown in Fig. 2.7 (bottom panels). It can be seen that the bias in the prior distribution as compared to the DNS data is large, while in the posterior distribution the bias is significantly corrected. Moreover, the prior sample scattering is wide, indicating large uncertainties. In contrast, the posterior distribution is significantly narrowed, which indicates increased confidence in the prediction by incorporating velocity observations into the Bayesian inference.

![Diagram showing prior and posterior ensemble of wall shear stress](image-url)

Figure 2.7: (a) Prior ensemble and (b) posterior ensemble of the bottom wall shear stress $\tau_w$ (top panels) and reattachment point $x_{\text{attach}}$ (bottom panels) for the flow over periodic hills. The region with negative shear stress $\tau_w$ indicates the extent of recirculation zone on the bottom wall. The reattachment point is the downstream end of the recirculation zone, which can be determined by the location at which the wall shear stress changes from negative to positive. Note that certain samples in the ensemble have two recirculation zones that are very close to each other. In these cases the reattachment point of the downstream one is taken.

The comparison of 95% credible interval obtained from the prior and posterior ensemble of wall shear stresses are presented in Figure 2.8. Similar reduction of model-form uncertainty
as shown in Fig. 2.6 is observed here. Compared to that in the prior, the 95% credible interval in the posterior has a much smaller uncertainty and a better coverage of the benchmark data in the region between $x/H = 1$ and 5. This is because there are more observations available in the vicinity. Admittedly, in some regions, e.g., between $0 < x/H < 1$ and $8 < x/H < 9$, the posterior credible interval does not improve or even deteriorate compared to the prior, which is due to the lack of observation data and the relatively small length scale in these regions as discussed above. It is noted that in some regions the 95% credit intervals, e.g., in Figs. 2.6 and 2.8 failed to cover the truth, which indicates that the current method should still be used with caution when making high-consequence decisions. The iterative ensemble Kalman method tends to underestimate uncertainties in the posterior distributions, a difficulty shared by many other maximum likelihood estimators as well [46].

![Graph showing 95% credible intervals of prior and posterior ensembles of bottom wall shear stress for flow over periodic hills.](image)

**Figure 2.8:** The 95% credible intervals of the prior (light/pink shaded region) and posterior (dark/blue shaded region) ensembles of bottom wall shear stress for the flow over periodic hills.

**Figure 2.9** shows that the bias in the turbulent kinetic energy (TKE) from baseline RANS prediction has been partly corrected, especially for the upstream region. It is possible that the production of TKE due to the instability in the free-shear region after the separation is the driving factor. Consequently, the improved prediction of TKE in this region leads to the corrections for the velocities and other QoIs in the entire field. However, note that the posterior mean of TKE is not necessarily better than the baseline results at all locations. The TKE levels immediately downstream of the hill crest have been increased, but at the downstream locations the posterior mean are not significantly better than the baseline. In the process of minimizing misfit with the observations, some compromises are inevitably made, with some regions such as the upstream experiencing more corrections than other regions such as the downstream region. A possible explanation is that the TKE in the free-shear region has stronger correlations with the velocities at the observed locations. However, it is also possible that the TKE does not necessarily need to be improved to provide better
velocity field due to the non-unique mapping from Reynolds stress field to velocity field, as has been discussed above. More detailed discussion can be found in Section 2.5.3.

![Figure 2.9: Posterior ensemble of the turbulent kinetic energy $k$ with its mean compared to the baseline results and the benchmark DNS data. The prior ensemble is omitted for $k$, since its mean is the same as the baseline prediction.](image)

**2.4.2 Fully Developed Turbulent Flow in a Square Duct**

**Case Setup**

The fully developed turbulent flow in a square duct is a widely known case for which many turbulence models fail to predict the secondary flow induced by the Reynolds stresses. The geometry of the case is shown in Fig. 6.3. The Reynolds number based on the edge length $D$ of the square and the bulk velocity $U_b$ is $Re_b = 10320$. All lengths presented below are normalized by the height $h$ of the computational domain, which is half of $D$. Extensive benchmark data from DNS are available in the literature [47, 48].

Standard computational setup as used in the literature is adopted in this work. Only one quadrant of the physical domain is simulated considering the symmetry of the flow with respect to the centerlines along $y$- and $z$-axes as indicated in Fig. 6.3. We emphasize here that our study is concerned with the mean flow, since the objective is to quantify the uncertainties in RANS simulations. The instantaneous flows are beyond the scope of our discussions, and they do not have the symmetries mentioned here. Non-slip boundary conditions are imposed at the walls and symmetry boundary conditions (zero in-plane velocities) are applied on the symmetry planes. Theoretically, one can further reduce the computational domain size to
1/8 of the physical domain by utilizing the symmetry with respect to the square diagonal. However, this symmetry is not exploited, as it would be difficult to impose proper boundary conditions on the diagonal. The symmetry in the baseline RANS simulation results is implied by the diagonal symmetry of the geometry and boundary conditions. When conducting forward RANS simulations with given Reynolds stress fields, caution must be exercised to ensure that the perturbations introduced to $\tilde{\tau}^{\text{rans}}$ have diagonal symmetry, which will be discussed later. Otherwise, the posterior velocities may be asymmetric with respect to the diagonal.

![Diagram](image)

Figure 2.10: (a) Schematic for the fully developed turbulent flow in a square duct. The $x$ axis is aligned with the streamwise direction. Secondary flows exist in the $y$–$z$ plane, which are schematically represented with contours. (b) Symmetry of the (mean) flow with respect to the centerlines in $y$- and $z$-directions and along the diagonals. (c) The computational domain covers only a quarter of the physical domain due to the centerline symmetry. The cross-sections along which QoIs (e.g., velocities and Reynolds stress imbalance) are compared to benchmark data are also indicated.

The mesh and computational parameters for this case are shown in Table 3.2. Choice of parameters can be motivated similarly as in the periodic hill case. A notable difference is that only uncertainties in the shape of the Reynolds stress (i.e., $\xi$ and $\eta$) are considered in the square duct flow case. The QoI for this flow is the in-plane flow velocities, which are primarily driven by the normal stress imbalance $\tau_{yy} - \tau_{zz}$, a quantity that is associated with the shape of $\tau$. The design of the variance field $\sigma$ is based on the same principle as in the periodic hill flow. Specifically, we chose $\sigma_0 = 0.2$ throughout the field and $\sigma_{\text{local}} = 0.5$ at the lower left corner. The length scale of the radial basis kernel is chosen as 0.1D based on the estimation of length scale of secondary flow (see Table 3.2). It is known that RANS models have more difficulties in predicting the flow near the corner, which justifies the large value of $\sigma(x)$ near the corner and the gradual decrease away from the corner as well as towards the diagonal. Moreover, the variance field is chosen to be symmetric along the diagonal of the $y$–$z$ plane in consideration of the flow symmetry.
Figure 2.11: Contour of the variance field $\sigma(x)$ and locations of the observations for the square duct flow case. Larger variances are allowed near the corner due to the difficulties RANS models have in predicting the secondary flow in this region. The variance field is chosen to be symmetric along the diagonal of the $y$–$z$ plane in consideration of the flow symmetry.

Results

The first six modes of KL expansion are shown in Fig. 2.12 along with two typical realizations. All the modes have been shifted and normalized into the range $[0, 1]$. Only the diagonally symmetric modes are retained to guarantee the symmetry of the Reynolds stress along the diagonal, which leads to the symmetry of the posterior velocities. The observations are obtained from the DNS data [47] by adding Gaussian random noises as in the periodic hill flow. Velocities are observed at 25 points as shown in Fig 6.3, half of which are distributed along the line $y/h = 0.5$ and the other half along $z/h = 0.5$. Note that half of the information from the observations is redundant due to the diagonal symmetry of the flow.

The ability of a numerical model to predict the secondary flow in $y$–$z$ plane is of most interest for the flow in square duct. Therefore, the in-plane velocity field is identified as the QoI for this case. The in-plane flow velocity ($U_y$) on the four cross-sections as indicated in Fig. 6.3 are presented to facilitate quantitative comparison with the baseline and benchmark results. The velocity profiles $U_z$ in the $z$ direction have similar characteristics as $U_y$ (but are not identical) and are thus omitted. The prior and posterior ensembles of the velocity profiles for $U_y$ are shown in Fig. 2.13. Only the velocity profiles in the region below the diagonal are presented due to the diagonal symmetry. It can be seen from Fig. 2.13 that the baseline RANS simulation predicts uniformly zero in-plane velocities as expected. Around the baseline prediction, the prior ensembles are scattered due to the perturbation of $\delta_z$ and $\delta_\eta$. The large range of scattering indicates that the secondary flow is sensitive to the anisotropy.
Figure 2.12: Illustration of KL expansion modes for the square duct flow case. All presented modes have been shifted and scaled into a range of 0 (lightest) to 1 (darkest) to facilitate presentation, and the legend is thus omitted. Panels (a) to (f) denote modes 1 to 6, respectively, with lower modes being more important. Only the modes with diagonal symmetry are retained to guarantee the symmetry of perturbed Reynolds stresses field. Panels (g) and (h) show the magnitude of Reynolds stress imbalance $|\tau_{yy} - \tau_{zz}|$ associated with two typical realizations of the discrepancy fields.
of Reynolds stresses tensor, which has been reported in previous studies \[18, 47\]. Compared to the prior ensemble mean and the baseline RANS prediction, the posterior ensemble mean of the velocities are significantly improved along all four cross sections, as shown by good agreements with the benchmark data. The scattering has been significantly reduced as well, while still covering the truth adequately in most regions. The remaining differences and the regions where the ensemble fails to cover the truth can be explained similarly as in the periodic hill case. Similar to that in the periodic hill case,

Figure 2.13: (a) Prior velocity ensemble and (b) posterior velocity ensemble at four spanwise locations \(y/h = 0.25, 0.5, 0.75\) and 1 with comparison to baseline and benchmark results. The velocity \(U_z\) in the \(z\) direction have similar characteristics and are thus omitted. The velocity profiles in the prior ensemble are scaled by a factor of 0.3 for clarity.

Figure 2.14 shows a comparison of the posterior ensemble mean field of the in-plane flow velocity and the benchmark data. They are presented as vector plots to show the overall features of secondary flow and particularly the vortex structure. The length and direction of an arrow indicate the magnitude and direction, respectively, of the in-plane flow velocity at that location. The plots are arranged such that a perfect agreement between the two would show as exact symmetry of the two panels along the center line. The vector plot of the velocity field from the baseline RANS prediction is omitted since it is uniformly zero. It can be seen that the posterior ensemble mean demonstrates a very good agreement with the benchmark data in most aspects, i.e., the direction and the intensity of secondary flow at most locations as well as the center of vortex structure. Only minor differences between the two can be identified. For example, the posterior mean velocity has a slightly smaller gradient of velocity magnitude compared to the benchmark results near the symmetry line. The agreement clearly demonstrates the merits of the current framework, particularly considering the fact that most of the commonly used turbulence models are not capable of
predicting the in-plane flow. Specifically, all isotropic eddy viscosity models completely miss the secondary flow, which is explained by the negligible $\partial U_y/\partial y$ and $\partial U_z/\partial z$ terms and the Boussinesq assumption that Reynolds stress is proportional to local strain rate of the mean flow. Even advanced models (e.g., Reynolds stress transport models) tend to underestimate the flow intensity [49]. Admittedly, velocity observations at some locations are used in this method, but the amount of data used in the inference is rather small compared to the total degrees of freedom of the Reynolds stress field.

Figure 2.14: Comparison of the velocity field in a square duct between the posterior mean and benchmark DNS data. The length and direction of an arrow indicate the magnitude and direction, respectively, of the in-plane flow velocity. The plots are arranged such that a perfect agreement between the two would show as exact symmetry of the two panels along the vertical center line. The vector field from the baseline RANS prediction is omitted since it is uniformly zero.

As mentioned above, the normal stress imbalance $\tau_{yy} - \tau_{zz}$ is the main driving force of the secondary flow. Therefore, the prior and posterior ensembles of the imbalance at five locations, $y/h = 0.25, 0.5, 0.6, 0.75,$ and 1, are presented in Fig. 2.15. It can be seen that the baseline RANS prediction of $\tau_{yy} - \tau_{zz}$ is zero. Compared to the baseline RANS prediction, the posterior normal stress imbalance shows a significant improvement in regions close to
the observations \((y/h = 0.5)\), although differences still exist, especially in the regions far away from the observations (e.g., at \(y/h = 1\)). It is consistent with the argument made in Section 2.2.2 that the correlation decreases with distance, and that the quality of correction heavily depends on correlations. Note that the inferred stress imbalances at \(y/h = 0.75\) agree with the benchmark much better than do those at \(y/h = 0.25\), although they have approximately the same distances from the observations, which are distributed along \(y/h = 0.5\). This can be explained by the fact that the length scale of the flow decreases towards the corner (e.g., near \(y/h = 0.25\)) due to the constriction of the duct walls, and thus the correlation decreases much faster in this region than near the symmetry line.

![Figure 2.15: Comparison of the normal stresses imbalance at five locations \(y/h = 0.25, 0.5, 0.6, 0.75\) and 1.0. A larger horizontal axis range is used in the panel for \(y/h = 0.25\) due the large range of values \(\tau_{yy} - \tau_{zz}\) at this location.](image-url)
2.5 Discussion

2.5.1 Computational Cost of the Model-Form Uncertainty Quantification

As mentioned in Sections 4.3.5, the ensemble Kalman method uses 60 samples (see Table 3.2) and needs approximately 10 iterations to achieve statistical convergence. Therefore, each uncertainty quantification case involves 600 evaluations of the forward RANS model \textit{tauFoam}. Since each forward RANS evaluation is only 10% as expensive as a baseline RANS simulation (see Section 4.3.5), the total computational cost of the uncertainty quantification procedure is 60 times as that of the baseline simulation. However, note that the propagation of samples can be done in parallel, i.e., in each iteration the 60 forward RANS simulations were run simultaneously on 60 CPU cores. As a result, the wall time of the uncertainty quantification procedure is approximately the same as that of the baseline simulation, assuming the latter is run on a single core. Finally, the computational costs associated with the projection of Reynolds stresses, the KL expansion, and the Kalman filtering are all neglected in the analysis above. This is justified because the computational cost of the uncertainty quantification is indeed dominated by the forward model evaluations.

2.5.2 The Role of Correlation in Current Framework

It has been pointed out that the relatively poor inference performance is expected in the vicinity of the crest, which is due to the lack of observations in the region and statistically significant correlations with the regions that have observations. The concept of correlation plays an important role in the current inference framework and warrants further discussions.

In three-dimensional complex flows more measurement data may be needed to obtain results of similar quality as presented here. In particular, when the flow consists of a number of distinct regions that are weakly correlated, a design of experiment study is needed to ensure all regions of interest have measurements data if possible. However, note that the correlation within the flow field can be studied a priori solely based on an ensemble of RANS simulations before any measurements are performed. Based on the study of correlations, the measurements can subsequently be optimized. Therefore, such simulation-informed experimental design is feasible in practice. We have performed such a correlation study in a more complex flow, the flow over a wing-body junction, and the detailed results are presented in ref. [26].

It is essential to choose proper correlation length scales based on that of the mean flow, which is part of the physics-based prior knowledge. While an overly small length scale would fail to make corrections to the regions without observation, an overly large length scale would lead to spurious corrections. The correlation structure (e.g., of the velocities) in a flow field is very complex and difficult to visualize due to the high dimensionality of the state. However, we
can illustrate the idea by considering the streamlines of the mean flow. Intuitively, velocities at two points on the same streamline should have a relatively high correlation. Consequently, observing the velocity at one point can inform us about velocities at other points on the same streamline. Two points in different coherent structures or regions as mentioned above, e.g., one point in the recirculation zone and another in the shear zone, are likely to be on different streamlines. This explains why points within the same region have higher correlations than the correlations among different regions. That also justifies the arrangement of observation points shown in Fig. 5.2 with observations scattered in all three regions of interest. This explanation of correlation structure is of course a highly simplified picture. In reality, fluid flows are highly complex, coupled dynamic systems. Velocities at different points can be correlated due to continuity requirements and pressure. It is well known that the pressure is described by an elliptic equation (for incompressible flows), which has whole-domain coupling characteristics.

2.5.3 Success and Limitation of the Current Framework

The overall idea of the proposed method is to improve flow field and QoI predictions and to quantify the uncertainties therein by combining all sources of available information, including observation data, physical prior knowledge, and RANS model predictions. A Bayesian framework based on an iterative ensemble Kalman method is used for the uncertainty quantification. Numerical simulation results have demonstrated the feasibility of the framework. In particular, even with velocity observations at very few locations, the posterior velocities are significantly improved compared to the baseline results.

One may also expect that the uncertainties in the modeled Reynolds stresses can be quantified and reduced. Indeed, the posterior ensemble obtained from the Bayesian inference process also has information on the Reynolds stresses. However, our experience suggests that the posterior mean of an arbitrarily chosen component or projection of the Reynolds stresses is not significantly more accurate than those of the baseline prediction. This apparent contradiction can be explained from two perspectives: the high dimensionality of the Reynolds stress field and the mapping \( \tau \mapsto u \) from Reynolds stresses to mean velocities. The most straightforward reason as mentioned in Section 2.2.3 is that the Reynolds stress discrepancy is a tensor field in a high-dimensional uncertainty space, and thus the amount of velocity data is not sufficient to constrain its uncertainties, even when other prior information is considered. Moreover, the RANS equations describe a many-to-one mapping from Reynolds stresses to mean velocities, and thus the mapping \( \tau \mapsto u \) is not invertible (i.e., a given velocity field may correspond to many possible Reynolds stress fields). This is evident from the fact that the divergence of the Reynolds stress tensor, rather than the Reynolds stress itself, appears in the RANS equation. Although difficult to prove rigorously, we postulate that even Reynolds stress fields that have different divergences can map to very similar velocity fields. One can loosely think of the velocity field as being driven by a
projection of the Reynolds stress on a low-dimensional manifold. The specific form of the projection depends on the physics of individual flow. Taking the flow in a square duct for example, it has been demonstrated by analytical derivations \cite{50, 47, 18} that the secondary flow is primarily generated by the normal stress imbalance field \(\tau_{yy} - \tau_{zz}\), or more precisely, its cross spatial derivative \(\frac{\partial^2}{\partial y \partial z}(\tau_{yy} - \tau_{zz})\). The imbalance scalar can be obtained from the Reynolds stress tensor through linear mapping described by a rank deficient matrix. Since only velocity observation data are used in the Bayesian inference in this work, one can only reasonably expect to infer the projection (i.e., the imbalance), but not the full Reynolds stress field. This can be partly explained by the fact that the projection has a lower dimension, but more importantly, the projection is an observable variable from a control-theoretic perspective. This has been demonstrated in Fig. 2.15. The mapping between Reynolds stresses and velocity as describe by the RANS equations are extremely complex due to the their nonlinearity. This complexity and its implications to the current framework will be further investigated.

Another limitation of the current framework lies in the iterative ensemble method used for the uncertainty quantification, which is a computationally affordable method for approximate Bayesian inference. The posterior distribution obtained with this method may deviate from the true distribution. This compromise is made in this work in consideration of the high computational costs of RANS models (e.g., hours to days for realistic flow simulations), which makes more accurate sampling methods such as those based on the Markov Chain Monte-Carlo method prohibitively expensive. The accuracy of the ensemble-based method will be assessed in future work by comparing current results with those obtained with MCMC, possibly by utilizing recently developed dimension-reduction methods (e.g., active subspace methods \cite{51}, likelihood informed dimension-reduction \cite{52}) and sampling techniques (e.g., delayed rejection adaptive metropolis \cite{53}), or by building surrogate models to facilitate the MCMC sampling.

### 2.5.4 What If There Are No Observation Data Available?

In light of the limitations of the framework as described above, two legitimate follow-up questions can be raised. That is, given that the full Reynolds stress discrepancy field cannot be inferred accurately from the velocity observations, (1) what would the value of the framework be in engineering practice and (2) how can this framework can be used in scenarios with no observation data.

Regarding the first question, sparse observation data are often available for engineering systems that are in operation. For example, real-time monitoring sensors are often installed in wind farms, nuclear power plants, and many other important facilities and devices. For these cases, the current framework can provide a powerful method for combining information from the numerical models (often greatly simplified due to stringent positive lead-time requirement in predictions), observation data, and physical prior knowledge.
In scenarios where there are no observation data available as posed in the second question, the current framework can be used in two ways. First, with the absence of observation data the inference procedure essentially degenerates to forward uncertainty propagation, i.e., propagating the uncertainties in the form of physical prior knowledge on Reynolds stresses to uncertainties in QoIs (e.g., velocity, wall shear stresses, and reattachment point). This is somewhat similar to but more comprehensive than the framework of Iaccarino and co-workers \cite{14,15,16,17,18}, since the prior in our work covers an uncertainty space rather than only a few limit states. Second, when observation data are available in a geometrically similar case but perhaps at a lower Reynolds number (e.g., the downscaled model in a laboratory experiment), the model uncertainties can first be quantified and reduced with the data available on the scaled model. After the calibration, the posterior Reynolds stress uncertainty distribution is extrapolated to the case of concern (e.g., the flow in a geometrically similar prototype at a higher Reynolds number) to make predictions. Dow and Wang \cite{19} used a similar calibration–prediction procedure to predict flows in channels of different geometries by using Gaussian processes describing the eddy viscosity discrepancy. Similar ideas have been suggested and advocated by Duraisamy et al. \cite{23,24}. In all cases the calibration–prediction procedure relies upon a crucial assumption that the calibration case and the prediction case share physically similar characteristics, despite the differences in specific flow conditions (e.g., Reynolds number or geometry). The feasibility of the calibration–prediction method based on the current framework has been preliminarily explored by Wu et al. \cite{54}, which showed promising results when the calibrated Reynolds stress discrepancies are used to predict flows in the same geometry but at a Reynolds number one order of magnitude higher. Prediction of flows in a different geometry, on the other hand, has achieved less successes. However, extreme caution must be exercised and expert opinions must be consulted when using such an extrapolation method as presented in \cite{54}, since even a slight change of Reynolds number can lead to significant changes of flow characteristics. Ultimately, the use of this assumption has to be the judgment of the user, which is clearly undesirable. An improved, more intelligent framework should be sought for. It seems that modern machine learning methods have the potential of alleviating users of such burdens, which is a topic of current research \cite{23}.

2.6 Conclusion

In this work we propose an open-box, physics-informed, Bayesian framework for quantifying and reducing model-form uncertainties in RANS simulations. Uncertainties are introduced directly to the Reynolds stresses and are represented with compact parameterization accounting for empirical prior knowledge and physical constraints (e.g., realizability, smoothness, and symmetry). An iterative ensemble Kalman method is used to incorporate the prior knowledge with available observation data in a Bayesian framework and propagate the uncertainties to posterior distributions of the Reynolds stresses and other QoIs. Two test cases, the flow over periodic hills and the flow in a square duct, have been used to demonstrate the feasibility and to evaluate the performance of the proposed framework. Simulation results
suggest that even with sparse observations, the obtained posterior mean velocities have significantly better agreement with the benchmark data compared to the baseline results. The methodology provides a general framework for combining information from physical prior knowledge, observation data, and low-fidelity numerical models (including RANS models and beyond) that are frequently used in engineering practice.

A notable limitation is that the full Reynolds stress field inferred from this method is not accurate. This is attributed to the high dimension of the Reynolds stress uncertainty space, the sparseness of the velocity observation data, and the nonlinear, possibly even non-unique, mapping between the Reynolds stresses and velocities as described by the RANS equations. However, we argue that the inferred Reynolds stresses are still valuable despite this limitation, and that they can be extrapolated to cases with similar physical characteristics. Another limitation of the current framework lies in the iterative ensemble method used for the uncertainty quantification, which is computationally less intensive but less accurate than exact Bayesian inference based on Markov Chain Monte-Carlo sampling. The impact of the approximate Bayesian inference method will be investigated in future studies.
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Appendix

2.A Mapping from Barycentric Coordinates to Natural Coordinates

Following the work of Iaccarino et al., we introduce uncertainties (also referred to as perturbations) to the Reynolds stresses by perturbing its magnitude (the turbulent kinetic energy $k$) and the shape (the eigenvalues $\lambda_1$ and $\lambda_2$ of the anisotropy tensor) as shown in Eq. (6.2). The eigenvalues can be linearly transformed to the Barycentric coordinate $(C_1, C_2, C_3)$ as
follows [28, 17]:

\[
\begin{align*}
C_1 &= \lambda_1 - \lambda_2 \quad (2.7a) \\
C_2 &= 2(\lambda_2 - \lambda_3) \quad (2.7b) \\
C_3 &= 3\lambda_3 + 1 \quad (2.7c)
\end{align*}
\]

where \(C_1, C_2, \) and \(C_3\) indicate the portion of areas of the three sub-triangles in the Barycentric triangle, and thus they sum to 1. Placing the triangle in a Cartesian coordinate \(x^b \equiv (y^b, y^b)\), the location of any point within the triangle is a convex combination of those of the three vertices, i.e.,

\[
x^b = x_{1c}^b C_1 + x_{2c}^b C_2 + x_{3c}^b C_3 \quad (2.8)
\]

where \(x_{1c}^b, x_{2c}^b,\) and \(x_{3c}^b\) are the coordinates of the three vertices of the triangle (see Fig. 6.1). The superscript \(b\) is used to distinguish it from the coordinate system for the fluid flow problems.

While Emory[17] perturbed the Reynolds stress towards the three limiting states (the vertices of the triangle), we need to parameterize and explore the entire triangle. To facilitate parameterization with minimum artificial capping of Reynolds stresses falling outside the realizable range, we further transform the Cartesian coordinate \((x^b, y^b)\) to the natural coordinate \((\xi, \eta)\) by using the standard finite element shape functions:

\[
\begin{align*}
x^b &= x_1^b N_1(\xi, \eta) + x_2^b N_2(\xi, \eta) + x_3^b N_3(\xi, \eta) + x_4^b N_4(\xi, \eta) \quad (2.9a) \\
y^b &= y_1^b N_1(\xi, \eta) + y_2^b N_2(\xi, \eta) + y_3^b N_3(\xi, \eta) + y_4^b N_4(\xi, \eta) \quad (2.9b)
\end{align*}
\]

where \((x_i^b, y_i^b)\) are the coordinates of four vertices, and \(N_1, N_2, N_3,\) and \(N_4\) are shape functions defined as

\[
\begin{align*}
N_1(\xi, \eta) &= \frac{(1 - \xi)(1 - \eta)}{4} \\
N_2(\xi, \eta) &= \frac{(1 + \xi)(1 - \eta)}{4} \\
N_3(\xi, \eta) &= \frac{(1 + \xi)(1 + \eta)}{4} \\
N_4(\xi, \eta) &= \frac{(1 - \xi)(1 + \eta)}{4}.
\end{align*}
\]

The mapping from the natural coordinate \((\xi, \eta)\) to the physical coordinate \((x^b, y^b)\) as shown in Eq. (2.9) is routinely used in finite element methods. However, the inverse mapping, i.e., computing the natural coordinate \((\xi, \eta)\) for a given physical coordinate \((x^b, y^b)\), is nontrivial and uncommon due to the difficulty of solving the bilinear equation system Eq. (2.9). In this work we use the analytical results from [55] to obtain this mapping.
In summary, the Reynolds stresses field \( \tau^{\text{trans}} \) computed from the baseline RANS simulation are mapped to the physical interpretable variables \( \tilde{k}^{\text{trans}}, \tilde{\xi}^{\text{trans}}, \tilde{\eta}^{\text{trans}} \) via the following sequence:

\[
\begin{align*}
\tau & \xrightarrow{6.2} (\tilde{k}, \tilde{\lambda}_1, \tilde{\lambda}_2) \xrightarrow{6.3} (\tilde{k}, \tilde{C}_1, \tilde{C}_2) \xrightarrow{2.8} (\tilde{k}, \tilde{x}^b, \tilde{y}^b) \xrightarrow{\text{inv. of } 2.9} (\tilde{k}, \tilde{\xi}, \tilde{\eta})
\end{align*}
\]

where unperturbed quantities \( v_1^{\text{trans}}, v_2^{\text{trans}}, \) and \( v_3^{\text{trans}} \), dependent variables \( \lambda_3 \) and \( C_3 \), and superscript \( \text{trans} \) are omitted for simplicity of notation. Equations describing the mappings are indicated above the corresponding arrow. Equation (6.2) indicates eigen-decomposition and reconstruction. After the sequence of mapping, uncertainties are introduced into these transformed quantities by modeling the truth of \( k, \xi, \eta \) as random fields with their respective baseline results as priors (see Eq. (5.10)). They are subsequently used to obtain Reynolds stresses via the inverse of mapping sequence as above:

\[
\begin{align*}
(k, \xi, \eta) & \xrightarrow{2.9} (k, \tilde{x}^b, \tilde{y}^b) \xrightarrow{\text{inv. of } 2.8} (k, C_1, C_2) \xrightarrow{\text{inv. of } 6.3} (k, \lambda_1, \lambda_2) \xrightarrow{6.2} \tau
\end{align*}
\]

### 2.B Iterative Ensemble Kalman Method for Inverse Modeling

The algorithm of the iterative ensemble Kalman method for inverse modeling is summarized below. See [34] for details.

Given velocity prediction from the baseline RANS simulation \( u^{\text{trans}} \) and observations with error covariance matrix \( R \), the following steps are performed:

1. **Sampling step** Generate initial ensemble \( \{x_j\}_{j=1}^N \) of size \( N \), where the augmented system state is:

\[
\begin{align*}
x_j = [u^{\text{trans}}, \omega]_j
\end{align*}
\]

2. **Prediction step**

   (a) Propagate the state from current state \( n \) to the next iteration level \( n + 1 \) with the forward model \( \text{tauFoam} \), indicated as \( F \),

\[
\begin{align*}
x_j^{(n+1)} = F[x_j^{(n)}]
\end{align*}
\]

   This step involves reconstructing Reynolds stress fields for each sample and computing the velocities from the RANS equations.
(b) Estimate the mean $\bar{x}$ and covariance $P^{(n+1)}$ of the ensemble as:

$$\bar{x}^{(n+1)} = \frac{1}{N} \sum_{j=1}^{N} \hat{x}_j^{(n+1)}$$

$$P^{(n+1)} = \frac{1}{N-1} \sum_{j=1}^{N} (\hat{x}_j\hat{x}_j^T - \bar{x}\bar{x}^T)^{(n+1)}$$

3. **(Analysis step)**

(a) Compute the Kalman gain matrix as:

$$K^{(n+1)} = P^{(n+1)} H^T (HP^{(n+1)}H^T + R)^{-1}$$

(b) Update each sample in the predicted ensemble as follows:

$$x_j^{(n+1)} = \hat{x}_j^{(n+1)} + K(y - H\hat{x}_j^{(n+1)})$$

The vector $y$ represents observation and $H$ is the observation matrix, which maps state space to the observation space.

4. Repeat the prediction and analysis steps until the ensemble is statistically converged.
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Abstract

Simulations based on Reynolds-Averaged Navier–Stokes (RANS) models have been used to support high-consequence decisions related to turbulent flows. Apart from the deterministic model predictions, the decision makers are often equally concerned about the prediction confidence. Among the uncertainties in RANS simulations, the model-form uncertainty is an important or even a dominant source. Therefore, quantifying and reducing the model-form uncertainties in RANS simulations are of critical importance to make risk-informed decisions. Researchers in statistics communities have made efforts on this issue by considering numerical models as black boxes. However, this physics-neutral approach is not a most efficient use of data, and is not practical for most engineering problems. Recently, we proposed an open-box, Bayesian framework for quantifying and reducing model-form uncertainties in RANS simulations based on observation data and physics-prior knowledge. It can incorporate the information from the vast body of existing empirical knowledge with mathematical rigor, which enables a more efficient usage of data. In this work, we examine the merits of incorporating various types of prior knowledge in the uncertainties quantification and re-
duction in RANS simulations. The result demonstrates that informative physics-based prior plays an important role in improving the reduction of model-form uncertainties, particularly when the observation data are limited. Moreover, it suggests that the proposed Bayesian framework is an effective way to incorporate empirical knowledge from various sources of turbulence modeling.

3.1 Introduction

In recent years, Computational Fluid Dynamics (CFD) models based on Reynolds-Averaged Navier–Stokes (RANS) equations have been used to support high-consequence decisions related to turbulent flows. For example, RANS simulations have been used to support the development of the emergency evacuation plans in scenarios of pollutant releases in cities [1]. In the nuclear energy industry, government regulators and plant operators have explored the feasibility of using RANS models to model the thermo-hydraulic systems in nuclear power plants to support safety assessments and licensing [2, 3]. In these contexts, quantifying and reducing uncertainties in the RANS simulations is of critical importance for the stake-holders to make risk-informed decisions.

Although the uncertainties in RANS simulations may also occur due to uncertain inputs and parameters, meshes, and numerical methods, the uncertainties that are attributed to the inadequacy and intrinsic assumptions in the physical model of turbulence, referred to as model-form uncertainties, are most challenging to quantify in RANS simulations. Oliver et al. [4] was the first to propose a “composite model theory” in the context of RANS modeling, where the model-form uncertainties are localized to the Reynolds stress tensors. Dow and Wang [5] introduced uncertainties in the turbulent eddy viscosity to estimate the structural uncertainties in the $k$–$\omega$ model [6]. On the other hand, Iaccarino and co-workers [7, 8, 9, 10, 11] introduced uncertainties directly to the Reynolds stress, and estimated the RANS modeling uncertainties by perturbing the predicted Reynolds stress in a physically realizable range.

Recently, Xiao et al. [12] proposed a Bayesian framework for quantifying and reducing uncertainties in RANS simulations by incorporating velocity observation data and physics-based prior knowledge. A key element in this framework is the inference of Reynolds stress discrepancy field from sparse velocity observations. Therefore, it can be considered a Bayesian calibration framework. This is in contrast to Oliver et al. [4] and Iaccarino and co-workers [7], who focused solely on the forward propagation of uncertainties in Reynolds stresses to velocity and other Quantities of Interests (QoIs). On the other hand, the physics-neutral Bayesian framework of Kennedy and O'Hagan [13] treats numerical models as black boxes and does not allow straightforward representation of the prior knowledge [14]. In addition, the available data are usually too sparse in engineering application to drive such physics-neutral approach, which poses a practical hurdle for its acceptance in engineering communities. Compared to the Bayesian model calibration framework of Kennedy and O'Hagan, a notable feature of
the method of Xiao et al. [12] is that it incorporates physics-based prior knowledge, which can effectively augment the information provided by the limited amount of data. Sources of prior knowledge range from constraints that can be expressed with mathematical rigor (e.g., physical realizability of Reynolds stress tensor) to imprecise, subjective beliefs that are not amenable to mathematical representation (e.g., empirical knowledge accumulated in the turbulence modeling from decades of applications of RANS simulations).

The target application scenario of the framework proposed in [12] is the prediction of complex turbulent flows with a limited amount of observation data. The framework enables predictions with quantified uncertainties by combining numerical model simulations and observation data (e.g., real-time measurements from sensors in a nuclear power plant or data from air quality monitoring stations in a city). As in other Bayesian inference frameworks, the posterior distributions of the predicted QoIs depend on both prior information and data. Since the amount of data is limited in the application scenario, the effects of prior knowledge are expected to be particularly important. The objective of this work is to examine the role of incorporating prior knowledge in quantifying and reducing uncertainties in RANS simulations. Meanwhile, we will demonstrate that physics-based prior knowledge can be expressed and incorporated properly within the proposed framework [12].

In the context of RANS modeling, following types of prior knowledge are considered:

1. the assumption that Reynolds stress is the dominant source of uncertainty in RANS equations,
2. physical realizability constraints on Reynolds stress tensors,
3. the symmetry (if any) of the flow of concern,
4. smooth spatial distribution of the Reynolds stresses,
5. overall understanding on the coherent structures of the flow,
6. subjective belief on the discrepancies of predicted Reynolds stress tensors (or more precisely their projections, including the magnitude, shape, and orientation) in different flow regions.

Items 1–2 are strict constraints resulting from the assumption of the modeling and the physical realizability, which can be guaranteed straightforwardly in the uncertainty quantification framework [7]. In contrast, items 3–6 involve analysts’ physical understanding and subjective judgment of the flow. The strict constraints are built into the framework of Xiao et al. [12], while proper means are provided for the analyst to specify subjective priors of various precisions. In this study, we show that the inference uncertainties (in Reynolds stresses and other QoIs) are significantly reduced by using realistic, informative priors compared to using non-informative priors. We also show that using more informative priors can lead to similar
inference uncertainty reduction compared to that obtained by incorporating additional observation data. Both comparisons demonstrate that the empirical knowledge accumulated in the turbulence modeling community can be effectively used for quantifying and reducing RANS model uncertainties. Although the importance of prior knowledge is demonstrated specifically in the context of RANS modeling of turbulent flows, it is expected that the conclusions can be extended to other complex physical systems as well.

The remaining of the paper is organized as follows. In Section 2 the framework introduced in [12] is summarized with emphasis on the utilization and representation of prior knowledge. Numerical simulations based on the flow in a channel with periodic constrictions are presented in Section 3 to highlight the importance of informative prior knowledge. In Section 4 we further discuss the mapping of Reynolds stress and mean velocities to show the success and limitation of the framework. Finally, Section 5 concludes the paper.

### 3.2 Uncertainty Quantification Framework and Representation of Prior Knowledge

Table 3.1: Representation of physics-based prior knowledge in the open-box uncertainty quantification and reduction framework for RANS modeling proposed in [12]

<table>
<thead>
<tr>
<th>Prior knowledge</th>
<th>Representation in the framework [12]</th>
<th>Demonstrated in cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Reynolds stress is a dominant uncertainty source in RANS equations</td>
<td>modeling of Reynolds stress as a random field (built into framework)</td>
<td>–</td>
</tr>
<tr>
<td>2 physical realizability of Reynolds stresses</td>
<td>parameterization of physical variables, e.g., magnitude and shape of Reynolds stresses (built into framework)</td>
<td>–</td>
</tr>
<tr>
<td>3 symmetry of the flow</td>
<td>use of symmetric basis functions in parameterization</td>
<td>–</td>
</tr>
<tr>
<td>4 Reynolds stresses have smooth spatial distribution</td>
<td>use of smooth basis functions in parameterization</td>
<td>S1/S2</td>
</tr>
<tr>
<td>5 relative discrepancies of Reynolds stresses in different regions</td>
<td>proper choice of spatially varying variance fields $\sigma(x)$ and length scale field $l(x)$ in constructing of a non-stationary Gaussian kernel</td>
<td>D1</td>
</tr>
<tr>
<td>6 overall knowledge of the flow</td>
<td>proper design of observation locations (experimental design)</td>
<td>D2</td>
</tr>
</tbody>
</table>
The framework for quantifying and reducing model-form uncertainties in RANS simulations as proposed by Xiao et al. \cite{12} is summarized below, emphasizing the prior knowledge in RANS simulations and their representation in the framework. The prior knowledge that is incorporated in the framework is presented in Table 3.1.

It is a consensus in the turbulence modeling community that discrepancy in the modeled Reynolds stress field is the main source of model-form uncertainties in the RANS equations \cite{15}. Consequently, uncertainties are injected to the Reynolds stress field by perturbing the RANS-modeled Reynolds stress (see Prior 1 in Table 3.1). More precisely, the true Reynolds stress $\tau(x)$ is modeled as a random field with the spatial coordinate $x$ as index and the RANS-predicted Reynolds stress $\tilde{\tau}^{\text{rans}}(x)$ as prior mean. The Reynolds stress at any location is a symmetric tensor. Note that an arbitrary perturbation can lead to a tensor that does not correspond to any physically possible states. Therefore, perturbations are introduced within the realizable states of Reynolds stress based on the physical meaningful projections of the Reynolds stress tensor and not on its individual components. This is to ensure that all realizations of the random field $\tau(x)$ are physically possible (see Prior 2 in Table 3.1). Specifically, the Reynolds stress tensor is transformed to physically interpretable variables as follows:

$$\tau = 2k \left( \frac{1}{3} I + a \right) = 2k \left( \frac{1}{3} I + \Lambda \Lambda^T \right)$$

(3.1)

where $k$ is the turbulent kinetic energy, which indicates the magnitude of $\tau$; $I$ is the second order identity tensor; $a$ is the anisotropy tensor; $V = [v_1, v_2, v_3]$ and $\Lambda = \text{diag}[^{\lambda_1}, ^{\lambda_2}, ^{\lambda_3}]$ with $\lambda_1 + \lambda_2 + \lambda_3 = 0$ are the orthonormal eigenvectors and eigenvalues of $a$, respectively, indicating the shape and orientation of $\tau$. The eigenvalues $\lambda_1$, $\lambda_2$, and $\lambda_3$ are mapped to a Barycentric coordinate $(C_1, C_2, C_3)$ with $C_1 + C_2 + C_3 = 1$. Consequently, all physically realizable states are enclosed in the Barycentric triangle shown in Fig. 6.1a. To facilitate the parameterization, the Barycentric coordinate is further transformed to the natural coordinate $(\xi, \eta)$, with the triangle mapped to a square as shown in Fig. 6.1b. Finally, uncertainties are introduced to the mapped quantities $k$, $\xi$, and $\eta$ by adding discrepancy terms to the corresponding RANS predictions, i.e.,

$$\log k(x) = \log \tilde{k}^{\text{rans}}(x) + \delta^k(x)$$

(3.2a)

$$\xi(x) = \tilde{\xi}^{\text{rans}}(x) + \delta^\xi(x)$$

(3.2b)

$$\eta(x) = \tilde{\eta}^{\text{rans}}(x) + \delta^\eta(x)$$

(3.2c)

Uncertainties are not introduced into the orientation $(v_1, v_2, v_3)$ of the Reynolds stress. This is because the perturbations of angles may result in a reconstructed Reynolds stress that has the momentum flux from the low momentum cell to the high momentum cell, which has the similar effect as a reverse diffusion term. This effect may lead to unphysical solutions.

The smooth spatial distribution of the Reynolds stress is another constraint. The smoothness is guaranteed by constructing the Reynolds stress discrepancy fields $\delta^k$, $\delta^\xi$, and $\delta^\eta$ (denoted as
Figure 3.1: Mapping between the Barycentric coordinate to the natural coordinate, transforming the Barycentric triangle enclosing all physically realizable states \cite{16,10} to a square via standard finite element shape functions. Corresponding edges in the two coordinates are indicated with matching colors.

\( \delta \) generically below) with smooth basis functions (see Priors 3 and 4 in Table 3.1). Specifically, the prior distributions of the discrepancies are chosen as non-stationary zero-mean Gaussian random fields \( \mathcal{GP}(0,K) \) (also known as Gaussian processes), where

\[
K(\mathbf{x}, \mathbf{x}') = \sigma(\mathbf{x})\sigma'(\mathbf{x}') \exp \left( -\frac{|\mathbf{x} - \mathbf{x}'|^2}{l^2} \right)
\]  

(3.3)

is the kernel indicating the covariance at two locations \( \mathbf{x} \) and \( \mathbf{x}' \). The variance \( \sigma(\mathbf{x}) \) can be specified as a spatially varying field (see the contour in Fig. 5.2 for example) to reflect the prior knowledge on relative discrepancies of modeled Reynolds stress in different flow regions (see Prior 5 in Table 3.1). The correlation length scale \( l \) can be specified based on the local turbulence length scale, but is taken as a constant in this work for simplicity.

The basis set is chosen as the eigenfunctions of the kernel \( K \) computed from the Fredholm integral \cite{17}. This choice of basis function leads to the Karhunen–Loeve (KL) expansion of the random field. That is, the discrepancy fields \( \delta \) can be represented as follows \cite{12}:

\[
\delta(\mathbf{x}, \theta) = \sum_{i=1}^{\infty} \omega_i |_{\theta} \phi_i(\mathbf{x}),
\]

(3.4)

where \( \phi_i(\mathbf{x}) \) are deterministic spatial basis functions, and the coefficients \( \omega_i \) (denoting \( \omega_{k,i}, \omega_{\xi,i}, \omega_{\eta,i} \)) are random variables depending on the realization outcome of \( \theta \). The prior dis-
tributions for these coefficients are independent standard Gaussian ones. In practice the infinite series is truncated to \( m \) terms, with \( m \) depending on the smoothness of the kernel \( K \).

With the decomposition above, the Reynolds stress field is modeled as the random fields with RANS modeled Reynolds stress as prior mean and the discrepancies parameterized by the coefficients \( \omega_{k,i} \), \( \omega_{\xi,i} \), \( \omega_{\eta,i} \) with \( i = 1, 2, \cdots, m \). The uncertainty distributions of the coefficients are then inferred by using an iterative ensemble Kalman method, which is an approximate Bayesian inference method widely used for data assimilation in geoscience communities [18]. In this method the prior distribution of Reynolds stresses (as parameterized by the coefficients) is first represented by samples drawn from the prior distribution. The collection of samples, referred to as prior ensemble, is propagated to velocities by using a forward RANS solver \texttt{tauFoam}, which computes velocities from a given Reynolds stress field. This forward RANS solver is developed based on a conventional steady-state RANS solver in OpenFOAM by replacing the turbulence modeling component (i.e., solution of the transport equations for turbulence quantities) with a supplied Reynolds stress field. With the predicted ensemble of the forward RANS solver, the Kalman filtering procedure is used to incorporate velocity observation data to the prediction, yielding a corrected ensemble. The procedure is repeated until statistical convergence is achieved. The converged posterior ensemble is a sample-based representation of the uncertainty distribution of the Reynolds stresses and other quantities of interests given the observation data. For the scenarios as mentioned above, the amount of data used in the inference procedure is limited. Therefore, proper arrangement of observation locations (i.e., experimental design) is important. The prior knowledge on the overall feature of the flow can be incorporated as a guidance to conduct the experimental design, which leads to a more effective use of data. (see Prior 6 in Table 3.1).

### 3.3 Numerical Simulations

#### 3.3.1 Problem Setup

The flow over periodic hills at Reynolds number \( Re_b = 2800 \) is studied to demonstrate the merits of incorporating physics-based prior knowledge in quantifying and reducing the model-form uncertainties in RANS simulations. Direct numerical simulation (DNS) data [19] are adopted as the benchmark for comparison. The computational domain is shown in Fig. 5.2, where all dimensions are normalized with the crest height \( H \). The Reynolds number \( Re_b \) is based on the height \( H \) and bulk velocity \( U_b \) at the crest.

In addition to the DNS benchmark data, synthetic benchmark data are also utilized in this study, which is created from the RANS model with a specified Reynolds stresses perturbation. The reason of using synthetic truth is that we can control the dimensions of the uncertainty space and thus are able to explore its effects upon the result. Moreover, the coefficients vector \( \omega \) is known from the synthetic truth, which can be used to verify the proposed inversion
Figure 3.2: Domain shape for the flow in the channel with periodic hills. The $x$-, $y$- and $z$-coordinates are aligned with the streamwise, wall-normal, and spanwise directions, respectively. All dimensions are normalized by $H$ with $L_x/H = 9$ and $L_y/H = 3.036$. The contour shows the variance field $\sigma(x)$, where darker color represents larger variance.

scheme. To generate the synthetic truth, we use the standard RANS simulation outputs as baseline and perturb the Reynolds stress field with specified $\delta \xi$, $\delta \eta$, and $\delta k$. For simplicity, we only perturb the $\eta$ with $\delta \eta$ constructed from two KL modes with coefficients $\hat{\omega}_\eta = [\hat{\omega}_{\eta,1}, \hat{\omega}_{\eta,2}]$, where $\hat{\omega}_{\eta,1} = 1.5$, $\hat{\omega}_{\eta,2} = 1.0$, and $\hat{\omega}$ denotes synthetic truth. Notice that the fundamental difference between the synthetic truth and DNS benchmark is whether the uncertainty space spanned by the prior ensemble covers the true Reynolds stresses. For synthetic truth, the prior can cover the truth since we know where it resides. However, the uncertainty space does not necessarily cover the true Reynolds stresses that generate DNS velocity benchmark. This is because the orientations of the Reynolds stresses are not perturbed and that the KL modes are truncated.

The observation data are obtained by sparsely observing the velocity fields of the truth. Independent and identically distributed Gaussian random noises with standard deviation $\sigma_{\text{obs}}$ are added to represent the observation errors. The observations generated from synthetic truth are referred to as “synthetic observation”, while those observed from DNS data are denoted as “DNS observation”. In the following, four cases are studied to investigate the effects of incorporating the prior knowledge into the framework. In Sec. 3.3.2, two cases S1 and S2 are studied, where synthetic observation data are adopted to explore the effects of prior knowledge on the dimension of uncertainty space. We span a less informative searching space (i.e., prior uncertainty space with a high dimension) in case S1, while we span a more informative searching space (i.e., prior uncertainty space with a low dimension) in case S2. Note that the prior uncertainty spaces cover the synthetic truth in both cases. In Sec. 3.3.3, two cases D1 and D2 with DNS observations are studied to investigate the merits of physics-based prior of the variance field $\sigma(x)$ (see Prior 5 in Table 3.1). The cases D1 and D2 are performed with the same parameters and setup except for different variance fields. In case D2, the empirical knowledge on the $\sigma(x)$ fields, shown in Fig. 3.2, are incorporated
into the framework, which is in contrast to a uniform $\sigma(x)$ field in the case D1. In addition, two scenarios of case D2 with different arrangements of the observation locations are investigated to demonstrate the merits of physics-based knowledge on experimental design in Sec. 3.3.4 (also see Prior 6 in Table 3.1). The mesh and computational parameters used in the uncertainty quantification and reduction procedure are summarized in Table 3.2. The uncertainties in Reynolds stress anisotropy ($\xi$ and $\eta$) and amplitude ($k$) are all considered in cases D1 and D2. The correlation length scale $l$ is chosen based on the length scale of the flow, which can be determined from the physical understanding of the flow. In synthetic cases, the length scale $l$ is larger to achieve a lower dimensional uncertainty searching space. For each case, a prior ensemble of 60 samples is employed.

Table 3.2: Mesh and computational parameters used in the flow over periodic hills.

<table>
<thead>
<tr>
<th>cases</th>
<th>S1</th>
<th>S2</th>
<th>D1</th>
<th>D2</th>
</tr>
</thead>
<tbody>
<tr>
<td>fields with uncertainty</td>
<td>$\xi, \eta, k$</td>
<td>$\eta$</td>
<td>$\xi, \eta, k$</td>
<td></td>
</tr>
<tr>
<td>number of modes</td>
<td>18</td>
<td>2</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>correlation length scale $l/H^{(a)}$</td>
<td>5</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>number of observations</td>
<td>16</td>
<td></td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>variance field $\sigma(x)$</td>
<td>Non-informative ($\sigma(x) = \text{constant}$)</td>
<td>(10%) of truth</td>
<td>Informative((b))</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{\text{obs}}$ of observation noises</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RANS mesh ((n_x \times n_y))</td>
<td></td>
<td></td>
<td>$50 \times 30$</td>
<td></td>
</tr>
<tr>
<td>number of samples $N$</td>
<td></td>
<td></td>
<td>60</td>
<td></td>
</tr>
</tbody>
</table>

(a) see Eq. 5.4, the length scale is normalized by hill crest height $H$.
(b) $\sigma(x)$ as shown in Fig. 5.2

3.3.2 Prior Knowledge on Dimensionality of Uncertainty Space

Under most circumstances, the exact dimension of the uncertainty space where the truth resides is unknown. In order to cover the truth, we commonly span the uncertainty space with a higher dimension. In case S1, the inversion is conducted in the uncertainties space expanded in both the shape and amplitude of $\tau$ (i.e., $\xi, \eta$ and $k$) with six KL modes for each field. Therefore, the uncertainty space has a higher dimension (18 modes) than that of the exact space where the synthetic truth resides (2 modes). The prior ensemble of Reynolds stress perturbed in this uncertainty space is obtained, whose component $\tau_{xy}$ is shown in Fig. 3.3a. It can be seen that the sample mean of $\tau_{xy}$ nearly coincides with the baseline results, and the region of ensemble covers the truth. This evidence indicates that the ensemble is sufficient to represent the prior distribution. It also can be seen that the prior sample mean is biased compared with the truth. By performing the model evaluations based on the samples of the prior Reynolds stresses, the prior velocity ensemble is obtained. Figure 3.4a presents the prior ensemble of velocities $U_x$, which is scattered due to the large
uncertainties in prior $\tau$ ensemble.

Figure 3.3: The Prior and posterior ensembles of $\tau_{xy}$ profiles of case S1, in which the synthetic truth is used and the searching space is larger than the uncertainty space where the truth resides. The ensemble profiles are shown at eight locations $x/H = 1, \cdots, 8$, compared with synthetic truth and baseline results. In panel (b), the samples and sample mean overlap with the synthetic truth in most of the locations.

Synthetic observations of velocities at 16 locations along the line of $x/H = 2$ (shown in Fig. 3.4) are used for inference. Figure 3.3b shows the posterior $\tau_{xy}$ ensemble. We can see that its scattering is significantly reduced and all samples converge to the synthetic truth. However, some uncertainties still exist in the posterior Reynolds stress $\tau_{xy}$ and are slightly larger in the regions further away from the observed locations. This indicates that the corrections on the prior ensemble become less effective, because when the observed and unobserved locations have a larger distance, the spatial correlations between the two are
weak.

Figure 3.4: The Prior and posterior ensembles of velocity profiles of case S1. The locations where velocities are observed are indicated with \( \times \). The ensemble profiles are shown at eight locations \( x/H = 1, \ldots, 8 \), compared with synthetic truth and baseline results. In panel (b), all the posterior samples are collapsed to the synthetic truth, and the corresponding lines are overlapped.

Figure 3.4b shows the posterior velocity \( U_x \) profiles, which collapse to the truth. Although uncertainties still exist in the posterior Reynolds stresses (e.g., at \( x/H = 8 \) in Fig. 3.3), the velocities obtained based on these Reynolds stress samples are less scattered. The reason is likely to be that the mapping from Reynolds stress to velocity is not unique, and different Reynolds stress fields may map to the similar velocity fields. This issue will be further discussed in Sec. 3.4.

The uncertainty reduction process in the proposed framework is the inversion of the modes coefficients \( \omega \) for the Reynolds stresses discrepancy \( \delta T \). Since the posterior velocity has a
good agreement with its truth, it is anticipated that the posterior of $\omega$ should also converge to the truth. This anticipation can be verified in the synthetic cases S1 and S2 where the true values of coefficients ($\hat{\omega}_{\eta,1} = 1.5$ and $\hat{\omega}_{\eta,1} = 1.0$) are known. The convergence history of coefficients ensembles ($\omega_{\eta,1}$ and $\omega_{\eta,2}$) is presented in Fig. 3.5. It shows that most samples in the $\omega_{\eta,1}$ and $\omega_{\eta,2}$ ensembles are initially scattered from $-2$ to $2$, due to the fact that they are drawn from the standard normal distribution $N(0,1)$. The initial mean values of $\omega_{\eta,1}$ and $\omega_{\eta,2}$ are both zero, which are biased compared to their respective truths. Nonetheless, the ensemble mean values converge to the truths within only a few iterations, and the scattering of the samples are slightly reduced for both coefficients. The convergence of the inferred coefficients results in the successful correction of the velocity field with reduced uncertainties. By comparing Figs. 3.5a and 3.5b, we find that the converged $\omega_{\eta,2}$ ensemble has a slightly larger variance than that of the $\omega_{\eta,1}$ ensemble, which means that the posterior uncertainty of $\omega_{\eta,2}$ is slightly larger. This is because the KL modes used to construct the random fields are not equally weighted. The higher modes are less important than the lower modes. Therefore, the coefficients for the higher modes are less sensitive to observations in the inversion process.

In case S1, uncertainties still exist in the posterior coefficients of KL modes and thus in the posterior Reynolds stresses ensembles. This is because the prior ensemble is sampled in an uncertainty space with a higher dimension than that the truth resides in. This situation is typical in practical scenarios, since the truth is unknown for most non-trivial problems. Therefore, the inversion is started from a larger searching space to ensure the coverage of the truth. However, if the dimension of uncertainty space can be reduced based on prior
(a) Ensemble of $\omega$ for the 1\textsuperscript{st} mode of $\delta^\eta$

(b) Ensemble of $\omega$ for the 2\textsuperscript{nd} mode of $\delta^\eta$

Figure 3.6: Convergence histories of unknown parameters $\omega_{\eta,1}$ and $\omega_{\eta,2}$ for case S2. The searching space in this synthetic case is smaller than that of case S1. The synthetic truths are indicated by the dashed lines.

Figure 3.7: The posterior ensembles of $\tau_{xy}$ profiles of case S2, in which the synthetic truth is used and the searching space is the same as the uncertainty space where truth resides. The ensemble profiles are shown at eight locations $x/H = 1, \cdots, 8$, compared with synthetic truth and baseline results. The prior ensemble is the same as that of case S1 and is omitted for simplicity. All of the samples are collapsed to the truth, and thus the corresponding lines of samples and sample mean overlap with the synthetic truth.
knowledge, the uncertainties of the inversion results can be further reduced. We demonstrate this statement with case S2, in which the inversion is performed in a low-dimensional uncertainty space where the synthetic truth resides. In order to search this low-dimensional space, the prior ensemble is generated in the space spanned by two KL modes of the $\eta(x)$ field. All other computational parameters are the same as those in case S1. Figure 3.6 shows the convergence of the coefficients for the first and second modes of $\eta$. The coefficients $\omega_{\eta,1}$ and $\omega_{\eta,2}$ ensembles almost exactly converge to the synthetic truths, which is in contrast to Fig. 3.5. In addition, comparison of Fig. 3.7 and Fig. 3.3b shows that the uncertainties in the posterior Reynolds stress component $\tau_{xy}$ are reduced. The posterior uncertainties are larger in the case where the searching space has higher dimension, especially in the regions far away from the observed location, e.g., along the line at $x/H = 8$. With the same amount of observation data, the inference uncertainties are reduced by narrowing down the dimension of searching space. The reason is that higher dimensional uncertainty space means more degrees of freedom that need to be inferred, which may lead to an ill-posed problem and pose a challenge for the inversion.

### 3.3.3 Prior Knowledge on Variance Field $\sigma(x)$

The spatial field of the perturbation variance $\sigma(x)$ for $\xi$, $\eta$ and $k$ reflects analyst’s prior belief on the uncertainty range at each location. If the knowledge on it is not available a priori, we can choose a non-informative prior with a uniform variance field $\sigma(x)$. However, for most flow problems, we usually have some empirical knowledge. For example, in the case of flow over periodic hills, there are some regions where RANS models are known to give poor predictions, e.g., regions with recirculation, non-parallel free-shear flow, and the strong mean flow curvature. The variance field $\sigma(x)$ shown in Fig. 5.2 is designed to reflect this empirical knowledge. It can be seen that in the free-shear layer and recirculation zone, larger perturbations of Reynolds stresses are allowed, while the baseline RANS Reynolds stresses in other regions are assumed to be relatively reliable.

The prior of velocity profiles obtained based on non-informative and informative variance fields are shown in Figs. 3.8a and 3.8b, respectively. It can be seen that the velocity samples are appreciably scattered in the entire domain if uniform $\sigma(x)$ is employed. Such a large scattering is attributed to the lack of physical prior knowledge. In contrast, the scattering of the prior velocity profiles is constrained by incorporating the physical knowledge on the variance field. This is shown in Fig. 3.8b. Therefore, the prior with uniform $\sigma(x)$ field has an uncertainty space with spatially equal variance, while the uncertainties are reduced in the regions where RANS predictions are more accurate based on the informative $\sigma(x)$ field. The merits of incorporating empirical knowledge can be clearly demonstrated by comparing the posterior velocity profiles of cases D1 and D2, which are shown in Figs. 3.9a and 3.9b, respectively. Compared to the prior velocity profiles, both posterior results are improved since all of the velocities samples converge to the DNS benchmark, and their scattering is largely reduced. This indicates that the proposed framework improves the model predictions.
Figure 3.8: The prior ensembles of velocity $U_x$ profiles of case D1 and case D2, in which the observations are from DNS benchmark. (a) The variance field $\sigma(x)$ of case D1 is spatially uniform ($\sigma(x) = 0.7$), (b) The variance field $\sigma(x)$ of case D2 is informative ($\sigma_{\text{min}} = 0.2$, $\sigma_{\text{max}} = 0.7$). The ensemble profiles are shown at eight locations $x/H = 1, \ldots, 8$, compared with the baseline results and DNS benchmark. The locations where velocities are observed are indicated with $\times$. 
Figure 3.9: The posterior ensembles of velocity $U_x$ profiles of case D1 and case D2, in which the observations are from DNS benchmark. (a) The variance field $\sigma(x)$ of case D1 is spatially uniform ($\sigma(x) = 0.7$), (b) The variance field $\sigma(x)$ of case D2 is informative ($\sigma_{min} = 0.2$, $\sigma_{max} = 0.7$). The ensemble profiles are shown at eight locations $x/H = 1, \cdots, 8$, compared with the baseline results and DNS benchmark. The locations where velocities are observed are indicated with $\times$. 
(especially in the recirculation regions) even with a non-informative variance field, i.e., a constant $\sigma(x)$. However, in Fig. 3.9a, the scattering of posterior velocity samples obtained with the uniform $\sigma(x)$ field is still larger than that with informative $\sigma(x)$ field in case S2 (shown in Fig. 3.9b). Especially near the top of the domain, the uncertainty in velocity ensemble is even larger and the sample mean velocity is slightly distorted compared to the truth and is unphysical. The reason is that the $\sigma(x)$ field introduces relatively large perturbation in this region, where no observation is available nearby to constrain the uncertainties in the posterior ensemble. In contrast, the results obtained with an informative prior shown in Fig. 3.9b has a much better agreement with the truth in the region near the upper wall. It shows that the posterior distribution can be improved by adopting an informative variance field with prior knowledge, as it reduces unnecessary perturbations.

Figures 3.10a and 3.10b show the posteriors of the other two QoIs, wall shear stress $\tau_w$ and reattachment point $x_{\text{attach}}$, for cases D1 and D2, respectively. We can see that both $\tau_w$ and $x_{\text{attach}}$ obtained from baseline RANS simulation deviate from the DNS benchmark significantly. The RANS predicted recirculation region is much smaller than the truth. The posterior means of reattachment point $x_{\text{attach}}$ of both cases D1 and D2 have better agreements with the truth. However, the posterior distribution of $x_{\text{attach}}$ obtained with the non-informative $\sigma(x)$ is overconfident with a bias, which can be clearly seen in the comparison of probability density functions (PDF) as shown in Fig. 3.10c. The $x_{\text{attach}}$ distribution barely covers the truth and the mean is biased. Specifically, it can be seen in Fig. 3.10a that $\tau_w$ is overcorrected from $x/H = 2.5$ to $x/H = 4$ and undercorrected from $x/H = 4.5$ to $x/H = 7.5$. Significant improvement is achieved when an informative $\sigma(x)$ is adopted, which is shown in Figs. 3.10b and 3.10d. We can see that in most part of the region (between $x/H = 1$ and 8), the posterior ensemble has a better agreement with the benchmark. Moreover, the posterior PDF is wider than that of case D2 and well covers the truth, indicating that the overconfidence existed in Fig. 3.10c is reduced. All of these results demonstrate the merits of incorporating empirical knowledge into the $\sigma(x)$ field. It is noted that in the vicinity of the hill crest (i.e., near $x/H = 0.5$ and $x/H = 8.5$), the posterior ensembles of both cases show less improvement. This is because the flow in the region with rapid spatial variations has a relative small length scale and thus a weak correlation with the flow in other regions. Consequently, the corrections are not effective due to the weak correlations between this region and the regions with observations.

### 3.3.4 Prior Knowledge on Experimental Design

In addition to the amount of observation data, the arrangement of observed locations is also a crucial factor, as it affects the inversion results of model discrepancy and corresponding corrections to the predicted flow field. Since the model discrepancies vary location by location, the observed information is weighted. Designing the layout of the measuring points to achieve a more effective use of observation data is referred to as “experimental design”. In this section we will demonstrate that prior knowledge will also improve the experiment-
Figure 3.10: The posterior wall shear stress and reattachment point obtained with uniform, non-informative $\sigma$ field (case D1) and from informative $\sigma$ field (case D2). The change of wall shear stress from negative to positive indicates the end of the recirculation zone. (a) Wall shear stress of case D1; (b) Wall shear stress of case D2; (c) Reattachment point of case D1; (d) Reattachment point of case D2.
tal design for quantifying and reducing the model-form uncertainties. Two principles for experimental design should be mentioned in the proposed framework. First, the observations should be placed in the regions where the RANS predictions are relatively unreliable (e.g., the recirculation area). Second, more observations should be allocated to the regions where the length scale of flow is small. This is because the inference and correction of model discrepancies in the unobserved regions are based on their correlations with the observed locations. To demonstrate the effects of prior knowledge in the experimental design, another scenario of case D2 with a different arrangement of observations is investigated. Instead of placing the observations with informative prior based on two principles mentioned above, we uniformly arrange the same number of observations used in the case D2 in the entire flow field, which are shown in Fig. 3.11a.

![Figure 3.11: The posterior velocity profiles of case D2. (a) The observations are uniformly arranged across the domain; (b) The observations are arranged based on the prior knowledge of the flow. The total numbers of observations in (a) and (b) are the same.](image)

The posterior velocity profiles of case D2 with non-informative and informative experimental
designs are compared in Figs. 3.11a and 3.11b, respectively. Figure 3.11a shows that the bias in the recirculation zone is only partially corrected with a uniform layout of observations. The reverse flow near the wall ($y/H < 0.5$) is still poorly predicted, since no observation is available in the nearby region. Moreover, overcorrection can be seen in the downstream ($x/H > 5$), where the baseline RANS prediction is relatively accurate. The reason is that the length scale of flow in the near wall region is small, while no observation is placed in the windward side of hills ($x/H = 7$ to 8). Consequently, the spatial correlation is not strong enough to correct the profiles and constrain the uncertainties by incorporating the information from the observations.

3.4 Discussion

3.4.1 Effect of Observation Data Versus Effect of Empirical Prior Knowledge

In Bayesian frameworks, uncertainties in the posterior distribution can be reduced by incorporating observation data. This statement can be confirmed by exploring another scenario of case S1 in which the velocities at additional 16 points at $x/H = 7$ are observed. Figure 3.12 shows the inferred posterior ensemble of Reynolds stress component $\tau_{xy}$ with more observation data. By comparing Figs. 3.3b and 3.12 we can see that the scattering of the samples is significantly reduced with more observation data, especially near the regions where the additional observation points are introduced. Therefore, incorporating more observation data improves the inferred quantities (i.e., Reynolds stress) and reduces the corresponding uncertainties.

However, for most engineering problems the amount of data is limited and is insufficient to drive a physics-neutral, data-based statistical frameworks proposed in the statistical community. On the other hand, empirical knowledge is available for many practical applications thanks to the accumulated experiences in the engineering community. We claim that an important advantage of the proposed framework is to provide a rigorous Bayesian approach incorporating various sources of empirical knowledge. The incorporated empirical knowledge complements the inadequate observation data and thus further reduces the model-form uncertainties in RANS simulations.

3.4.2 Non-Uniqueness of Mapping from Inferred Quantities to Observed Quantities

An essential component of the proposed model-form uncertainty quantification and reduction framework is the inversion of discrepancies in the Reynolds stress tensor. However, the
Figure 3.12: The posterior ensembles of $\tau_{xy}$ profiles of case S1 with more velocity observations (32 compared to 16 in the original case S1). The ensemble profiles are shown at eight locations $x/H = 1, \cdots, 8$, compared with synthetic truth and baseline results. All of the samples are collapsed to the truth, and thus the corresponding lines of samples and sample mean overlap with the synthetic truth.

Inferred quantities (i.e., discrepancy in the Reynolds stress field) do not uniquely map to the corresponding observed quantities (i.e., velocities). This is due to the ill-posedness of the problem. That is, the mapping from velocity field to Reynolds stress field has multiple solutions. Such ill-posedness is common in many inversion problems [20].

The non-unique mapping can be demonstrated by the case S1. As shown in Fig. 3.4, the posterior velocity profiles converge to the truth and the uncertainties (i.e., scattering of velocity samples) are nearly eliminated based on the synthetic observation data. However, the inferred ensemble of modes coefficients for Reynolds stress discrepancy are still scattered (shown in Fig. 3.5). This evidence implies that the Reynolds stress fields are still scattered, even though the corresponding velocity fields are almost the same. The scattering of Reynolds stress fields also can be seen clearly in posterior ensemble of $\tau_{xx}$, shown in Fig. 3.13. The scattering range of posterior $\tau_{xx}$ ensemble is large in the entire domain, which indicates the velocities are not sensitive to $\tau_{xx}$ in this problem. Nonetheless, based on the concept of “goal-oriented uncertainty quantification” [21], the merits of proposed framework can be justified depending on the quantities of interest (QoI). If QoI is the velocity field or wall shear stress, the predicted results are significantly improved through the framework. On the other hand, if the Reynolds stress is the QoI, more prior knowledge or observation data are needed to constrain the problem of ill-posedness. It has been shown in case S1 that the true Reynolds stress can also be inferred exactly, so long as sufficient data and prior knowledge are given.
Figure 3.13: The posterior ensembles of $\tau_{xx}$ profiles of case S1. The ensemble profiles are shown at eight locations $x/H = 1, \cdots, 8$ of case S1, compared with synthetic truth and baseline results.

3.5 Conclusion

In this paper, we discussed the merits of incorporating various prior knowledge into the proposed Bayesian framework for model-form uncertainty quantification and reduction in RANS simulations. The prior knowledge considered in the framework includes the smoothness and realizability of Reynolds stress tensor field, overall understanding on the coherent structures of the flow, and the empirical experiences of RANS modeling. We examined the merits of incorporating the prior knowledge on the dimension of uncertainty space, spatial field of variance and experimental design by using four test cases. The simulation results demonstrate that the posterior QoI predictions can be significantly improved by incorporating physical prior knowledge into the Bayesian inference. Incorporating the prior information enables a more efficient usage of limited observation data. Meanwhile, the study also suggests that the proposed framework provides a relatively rigorous way to express and incorporate the existing empirical knowledge on RANS modeling. Based on the proposed framework, the empirical knowledge accumulated in decades of engineering practices can be used to improve the quantification and reduction of model-form uncertainties in RANS simulations.
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Abstract

With the ever-increasing use of Reynolds-Averaged Navier–Stokes (RANS) simulations in mission-critical applications, the quantification of model-form uncertainty in RANS models has attracted attention in the turbulence modeling community. Recently, a physics-based nonparametric approach for quantifying model-form uncertainty in RANS simulations has been proposed, where Reynolds stresses are projected to physically meaningful dimensions and perturbations are introduced only in the physically realizable limits (Xiao et al., 2016. Quantifying and reducing model-form uncertainties in Reynolds-averaged Navier–Stokes simulations: A data-driven, physics-informed Bayesian approach. Journal of Computational Physics. 324, pp. 115-136 ). However, a challenge associated with this approach is to assess the amount of information introduced in the prior distribution and to avoid imposing unwarranted constraints. In this work we propose a random matrix approach for quantifying model-form uncertainties in RANS simulations with the realizability of the Reynolds stress guaranteed, which is achieved by construction from the Cholesky factorization of the normalized Reynolds stress tensor. Furthermore, the maximum entropy principle is used to
identify the probability distribution that satisfies the constraints from available information but without introducing artificial constraints. We demonstrate that the proposed approach is able to ensure the realizability of the Reynolds stress, albeit in a different manner from the physics-based approach. Monte Carlo sampling of the obtained probability distribution is achieved by using polynomial chaos expansion to map independent Gaussian random fields to the Reynolds stress random field with the marginal distributions and correlation structures as specified. Numerical simulations on a typical flow with separation have shown physically reasonable results, which verify the proposed approach. Therefore, the proposed method is a promising alternative to the physics-based approach for model-form uncertainty quantification of RANS simulations. The method explored in this work is general and can be extended to other complex physical systems in applied mechanics and engineering.

Notations

We summarize the convention of notations below because of the large number of symbols used in this paper. The general conventions are as follows:

1. Upper case letters with brackets (e.g., \([R]\)) indicate matrices or tensors; lower case letters with arrows (e.g., \(\vec{v}\)) indicate vectors; undecorated letters in either upper or lower cases indicate scalars. An exception is the spatial coordinate, which is denoted as \(x\) for simplicity but is in fact a \(3 \times 1\) vector. Tensors (matrices) and vectors are also indicated with index notations, e.g., \(R_{ij}\) and \(v_i\) with \(i, j = 1, 2, 3\). In this paper, \(i\) and \(j\) are used with tensor indices while \(\alpha\) and \(\beta\) are used as general indexes, e.g., for the modes of Kahunen–Loeve expansion or for the terms in the polynomial chaos expansion.

2. Bold letters (e.g., \([\mathbf{R}]\)) indicate random variables (including scalars, vectors, and matrices), the non-bold letters (e.g., \([R]\)) indicate the corresponding realizations, and underlined letters (e.g., \(\underline{R}\)) indicate the mean.

3. Symbols \(\mathbb{M}_d^s\), \(\mathbb{M}_d^+\), and \(\mathbb{M}_d^{+0}\) indicate the sets of symmetric, symmetric positive definite, and symmetric positive semi-definite matrices, respectively, of dimension \(d \times d\) with the following relation: \(\mathbb{M}_d^+ \subset \mathbb{M}_d^{+0} \subset \mathbb{M}_d^s\).

This work deals with Reynolds stresses, which are rank two tensors. Therefore, it is implied throughout the paper that all random or deterministic matrices have sizes \(3 \times 3\) with real entries unless noted otherwise.
4.1 Introduction

Numerical models based on Reynolds-Averaged Navier–Stokes (RANS) equations are the dominant tool for the prediction of turbulent flows in industrial and natural processes. For many flows the predictions from RANS simulations have large uncertainties, which are mostly attributed to the phenomenological closure models for the Reynolds stresses [22]. Previous efforts in quantifying and reducing model uncertainties in RANS simulation have mostly followed parametric approaches, e.g., by perturbing, tuning, or inferring the model parameters in these closure models [2]. Recently, researchers in the turbulence modeling community have recognized the limitations of the parametric approach and started exploring nonparametric approaches where uncertainties are directly injected into the Reynolds stresses [1, 3, 4, 5, 6].

In their pioneering work, Iaccarino and co-workers [3, 4] projected the Reynolds stress onto the six physically meaningful dimensions (its magnitude, shape, and orientation) and perturbed the Reynolds stresses towards the limiting states in the physically realizable range. Xiao et al. [6] utilized the six physical dimensions as the basis to parameterize the Reynolds stress uncertainty space, and the physical-based parameterization is further used for systematic exploration of the space and for Bayesian inferences to incorporate observation data. However, although the physics-based parameterization allows for a full representation of the uncertainty space, two limitations need to be addressed. First, the realizability constraints on Reynolds stresses provide guidance only on the shape of the Reynolds stress (in the form of the classical Lumley triangle [7] or the recently proposed Barycentric triangle [8]). In comparison, much weaker constraints can be imposed on the magnitude and the orientation, except for the constraint that the magnitude (i.e., turbulent kinetic energy) must be positive. For this reason and partly due to stability considerations, previous works on injecting uncertainty to the physical projections of the Reynolds stress have focused on the shape and magnitude [3, 6, 5], and they did not introduce uncertainties to the orientations. Second, in the context of Bayesian inference of Reynolds stress uncertainties as pursued by Xiao and co-workers [6, 9, 10], it is not straightforward to specify a prior distribution on the physical variables. Xiao et al. [6] specified Gaussian priors for the Reynolds stress discrepancy in terms of the tensor shape parameters and the logarithmic of the magnitude. In principle the same prior can be specified for the orientation angles. However, it is not clear how much information is introduced into the prior with this choice of probability distributions (i.e., log-normal distribution for the magnitude and standard normal for others). Moreover, in lack of physical insight, it is not clear how large the variance for each physical variable should be compared to each other. Although the prior plays a minor role in the Ensemble Kalman filtering based inference with a moderate amount of data as studied in Xiao et al. [6], it can be of critical importance for pure uncertainty propagation as pursued by Iaccarino and co-workers [3, 4, 5] and for Bayesian inferences with small amounts of data. In particular, it is critical that no artificial constraints are introduced with overly confident prior distributions.

The entropy measure of information has been proposed more than half a century ago [11]. Since then, the maximum entropy principle has been extensively used as the guideline to
specify prior probability distributions for Bayesian inferences [12]. The principle states that out of all possible distributions that satisfy the constraints from available information, the probability distribution that has the maximum entropy is a good prior distribution. Since entropy is a measure of randomness, the maximum entropy distribution is the most non-committal and most random in the dimensions in which no information is available. Consequently, it introduces the least amount of information in addition to the specified constraints. While the maximum entropy principle has been used extensively in many disciplines such as communications [13] and image processing [14], the use of maximum entropy principle in conjunction with random matrix theory for quantifying model-form uncertainties in physical systems is only a recent development. Soize [15] was the first to derive the maximum entropy probability distribution of a symmetric positive definite random matrix with a specified mean field. Applications to structural vibration problems were demonstrated, where the mass, stiffness, and damping matrices of the real system were described as random matrices with the corresponding matrices in the reduced model as their means. In these applications, the dimension \( d \) of the matrices corresponds to the degrees of freedom in the finite element discretization of the structural system, and thus \( d \) is usually very large (e.g., of the order of \( O(10^5) \) or more; refer to the numerical example in [16]). The framework was further extended to nonlinear structural dynamics problems and to other applications (e.g., composite materials [17], porous media [18]) and to problems with more complicated constraints, (e.g., on the variance of eigenvalues [19, 18], as well lower and upper bounds on the matrices [17]). See refs. [16, 20] for comprehensive reviews of the recent development. When the framework was used in the constitutive modeling of composite materials or to describe the permeability tensor of porous media, the random matrices have a dimension of \( 3 \times 3 \).

Since Reynolds stresses are symmetric positive definite tensors, it seems natural to use random matrix approach to describe the Reynolds stresses for the quantification of RANS modeling uncertainties. However, the authors are not aware of any existing work in the literature that applied the random matrix theory in quantifying model-form uncertainties in RANS simulations. While many of the theories developed by Soize and co-workers can be applied here straightforwardly, an important characteristic of the RANS modeling application is that the Reynolds stresses are described by a field of \( 3 \times 3 \) random matrices with spatial correlations. In contrast, the matrices in previously investigated applications either involve only a few individual large matrices (e.g., the mass, stiffness, and damping matrices in structural dynamics applications [15]) or a large number of random matrices without spatial correlation structure (e.g., the effective constitutive matrices in the meso-scale modeling of composite materials [17]). A notable exception is the recent work of Guilleminot et al. [18], where the permeability tensor is modeled as a random matrix field with a specified correlation structure. Note that most of the theories in the framework of Soize [15, 16, 20] were developed for random matrices of arbitrary yet finite dimensions, and thus they should be equally applicable for all the above-mentioned applications, where the dimension \( d \) ranges from 3 to \( O(10^5) \). In this work we do not utilize the results pertaining to the asymptotic behaviors of the theories for \( d \to \infty \).
In the present contribution, we use an approach based on the random matrix theory and the maximum entropy principle to quantify model-form uncertainties in RANS modeling. The objectives of this work are two-fold. First, the proposed framework for quantifying model-form uncertainties in RANS simulations provides an alternative to the physics-based approach investigated by Iaccarino and co-workers [3, 4, 5] and Xiao and co-workers [6, 10]. The advantages and disadvantages of both approaches can thus be contrasted and compared (see Wang et al. [21]). Despite the better mathematical rigorousness in seeking maximum entropy distribution for the random matrix in the current approach, it is possible that the physics-based approach may still be preferred by RANS simulations practitioners for both uncertainty quantification and Bayesian inferences. This is because of its convenience in incorporating physical prior knowledge [9]. As such, another objective and motivation for this work is to provide basis for gauging the departure of the priors used in the physics-based approach from the maximum entropy condition. By comparing the prior distributions of the obtained Reynolds stress from both approaches, the current framework can reveal the amount of information introduced in the physics-based prior distribution, and thus provide guidance for the choice of priors in the physics-based approach. Detailed results from such a comparison are presented in a companion paper [21].

The rest of the paper is organized as follows. Section 2 introduces the realizability of Reynolds stresses in details and argues that the current framework of modeling Reynolds stress as positive semidefinite tensors can guarantee realizability in the same way as in the previously proposed physics-based approaches [6]. Section 3 introduces the random matrix framework for model-form uncertainty in RANS simulation and discusses its implementations. Section 4 uses the flow over periodic hills as an example application to demonstrate the performance of the proposed method. The probability measure of the obtained distribution on the limiting states is discussed in Section 5. Finally, Section 6 concludes the paper.

4.2 Realizability of Reynolds Stresses: Physical vs. Mathematical Perspectives

4.2.1 The Origin and History of Realizability Constraints

The Navier–Stokes equations for incompressible flows with constant density can be written as follows:

\[
\frac{\partial v_i}{\partial t} + \frac{\partial (v_i v_j)}{\partial x_j} = -\frac{1}{\rho} \frac{\partial p}{\partial x_i} + \nu \frac{\partial^2 v_i}{\partial x_j \partial x_j} \tag{4.1a}
\]

and \( \frac{\partial v_i}{\partial x_i} = 0 \tag{4.1b} \)

where \( v_i \) and \( p \) are instantaneous velocity and pressure, respectively; \( t \) and \( x_i \) are time and space coordinates, respectively; \( \nu \) is the kinematic viscosity; \( \rho \) is the fluid density. Solving the
Navier–Stokes equations with proper numerical methods and mesh resolution as is done in Direct Numerical Simulations (DNS) would yield the flow field \( v_i(x, t) \) and \( p(x, t) \) at any time and location. However, this is prohibitively expensive computationally due to the wide range of spatial and temporal scales, particularly for practical turbulent flows. Therefore, the mean flow field is solved in place of the instantaneous field. For that purpose, the instantaneous velocity can be considered a random variable, whose mean is obtained by using Reynolds ensemble averaging. As such, we use a bold symbol \( \mathbf{v}_i \) to indicate the instantaneous velocity hereafter.

First, the instantaneous velocity \( v_i \) is decomposed into the mean quantity \( \bar{v}_i \) and its fluctuation \( v'_i \). That is, \( v_i = \bar{v}_i + v'_i \), and the pressure is also decomposed to mean pressure \( \bar{p} \) and pressure fluctuation \( p' \). Substituting the decompositions into the Navier–Stokes equation and taking the mean lead to the RANS equations [22]:

\[
\frac{\partial \bar{v}_i}{\partial t} + \frac{\partial (\bar{v}_i \bar{v}_j)}{\partial x_j} = -\frac{1}{\rho} \frac{\partial \bar{p}}{\partial x_i} + \nu \frac{\partial^2 \bar{v}_i}{\partial x_j \partial x_j} - \frac{\partial \langle v'_i v'_j \rangle}{\partial x_j} \tag{4.2a}
\]

\[
\frac{\partial \bar{v}_i}{\partial x_i} = 0 \tag{4.2b}
\]

where the covariance \( \langle v'_i v'_j \rangle \) of the velocity fluctuations is referred to as (the negative of) Reynolds stress and is denoted as \( R_{ij} \) for simplicity, but the covariance nature of this term has profound implications. Specifically, a Reynolds stress tensor must be symmetric positive semi-definite, i.e., \( R_{ij} \in M^+_{3 \times 3} \), where \( M^+_{3 \times 3} \) is the set of symmetric positive semidefinite matrices. In fact, the Reynolds stresses are mostly positive definite (i.e., all eigenvalues are positive), i.e., \( R_{ij} \in M^+_{3 \times 3} \), and zero eigenvalues occur only in extreme cases, e.g., on the wall boundaries or in turbulence-free regions, where velocity fluctuations for one or more components are zero. For practical purposes it is not essential to distinguish between \( M^+_{3 \times 3} \) and \( M^+_{3 \times 3} \) when quantifying model form uncertainties in RANS simulations.

For a tensor to be a valid Reynolds stress tensor, or equivalently, to be physically realizable, there must exist a velocity that has this covariance. The physical realizability of Reynolds stresses and the associated second-order closure models were a topic of intensive research in the early years of turbulence model development. Early works of Schumann [23], Lumley [24], and Pope [25], among others, have led to a class of realizable second-order closure models [26]. Since these models solve an evolution equation for the Reynolds stresses, these models guarantee the realizability by imposing certain constraints on the rate of change \( \dot{R} \) of the Reynolds stress, i.e., the constraint that its principle stress components (e.g., eigenvalues) do not further decrease when at zero [25]. The well-known Lumley triangle [7] provided a map for all realizable turbulence by projecting the Reynolds stress to a plane. Specifically, the following decomposition is performed on the Reynolds stress:

\[
[R] = 2k \left( \frac{1}{3} [I] + [A] \right) = 2k \left( \frac{1}{3} [I] + [E][\Lambda][E]^T \right) \tag{4.3}
\]

where \( k \) is the turbulent kinetic energy which indicates the magnitude of \([R]\); \([I]\) is the second order identity tensor; \([A]\) is the anisotropy tensor; \([E] = [\hat{e}_1, \hat{e}_2, \hat{e}_3]\) and \([\Lambda] = \text{diag}[\tilde{\lambda}_1, \tilde{\lambda}_2, \tilde{\lambda}_3] \)
where $\tilde{\lambda}_1 + \tilde{\lambda}_2 + \tilde{\lambda}_3 = 0$ are the orthonormal eigenvectors and the corresponding eigenvalues of $[A]$, respectively, indicating the shape and orientation of $[R]$. The Lumley triangle is thus defined on a plane with the second and third invariants (II and III) of the anisotropy tensor as coordinates. The invariants are $II = (\text{tr}[A])^2 - \text{tr}([A]^2)$ and $III = \text{det}[A]$, where $\text{tr}(\cdot)$ and $\text{det}(\cdot)$ denote trace and determinant, respectively.

### 4.2.2 Realizability in Physics-Based Model-Form Uncertainty Quantification

The past two decades have not seen significant literature on the realizability of turbulence models, partly because the research on RANS model development has been stagnant altogether. However, recently the pioneering research of Iaccarino and co-workers [3, 4, 30] on the quantification of model form uncertainties in RANS simulations has revived the interests on Reynolds stresses realizability. Specifically, they performed the decomposition as shown in Eq. (6.2) and mapped the eigenvalues $\tilde{\lambda}_1$, $\tilde{\lambda}_2$, and $\tilde{\lambda}_3$ to Barycentric coordinates $(C_1, C_2, C_3)$ as follows:

$$C_1 = \tilde{\lambda}_1 - \tilde{\lambda}_2 \quad (4.4a)$$
$$C_2 = 2(\tilde{\lambda}_2 - \tilde{\lambda}_3) \quad (4.4b)$$
$$C_3 = 3\tilde{\lambda}_3 + 1 \quad (4.4c)$$

As illustrated in Fig. 6.1a, the Barycentric coordinates $(C_1, C_2, C_3)$ of a point indicate portion of areas of the three sub-triangles formed by the point and the edge labeled as $C_1$, $C_2$, and $C_3$, respectively, in the Barycentric triangle. For example, the ratio between the shaded sub-triangle and the entire triangle is $C_3$. A point located on the top vertex corresponds to $C_3 = 1$ while a point located on the bottom edge (labeled $C_3$ in Fig. 6.1a) has $C_3 = 0$. Therefore, each coordinate ranges from 0 to 1, and they sum to 1 for any point, i.e., $C_1 + C_2 + C_3 = 1$. The three edges labeled $C_1$, $C_2$ and $C_3$ are opposite to the vertices representing one-component, two-component, and three-component limits of realizable turbulence states. The Barycentric coordinates have clear physical interpretation in that they indicate the componentality (i.e., dimensionality) of the turbulence. For example, the upper corner in Fig. 6.1a, which corresponds to $C_3 = 1$ or equivalently a Barycentric coordinate of $(0, 0, 1)$, indicates isotropic, fully three-dimensional turbulence. Detailed physical interpretation of the vertices and edges are shown in Fig. 6.1b. The Barycentric triangle is similar to the Lumley triangle in that it also encloses all realizable turbulence states. Emory et al. [3] estimated the uncertainties in RANS simulations by perturbing the Reynolds stress towards the three limiting states, i.e., the vertices of the Barycentric triangle. This is illustrated in Fig. 6.1b as squares. Based on their work, Xiao et al. [6] further mapped the Barycentric coordinates to natural coordinates, on which the equilateral triangle is mapped to a unit square. They parameterized the uncertainty space on the natural coordinates and systematically explored the uncertainty space. The samples as obtained in Xiao et al. [6] are illustrated in Fig. 6.1b, which are in contrast to the three perturbed states of Emory et al. [3].
Figure 4.1: (a) Barycentric triangle as a way of delineating realizable turbulence, its definition and physical interpretation. Elements in the set $\mathbb{M}_d^{+0}$ of positive semidefinite matrices maps to the interior and edges of the triangle, while the set $\mathbb{M}_d^{+0} \setminus \mathbb{M}_d^+$ of singular matrices maps (whose element have zero determinants) maps to the bottom edge. (b) Model-form uncertainty quantification through perturbation of Reynolds stresses within the physically realizable limit enclosed by the Barycentric triangle. The different schemes of Emory et al. [3] and Xiao et al. [6] are shown.
While both Emory et al. [3] and Xiao et al. [6] injected uncertainties only to the magnitude and shape of the Reynolds stress tensor, it is theoretically possible to perturb the orientation as well. This work is not directly concerned with the physics-based approach for uncertainty quantification, but the physics-based parameterization will facilitate interpretations of the samples obtained with the random matrix approach. To this end, a parameterization scheme for the eigenvectors $E = [\vec{e}_1, \vec{e}_2, \vec{e}_3]$ is needed. The three mutually orthogonal, unit-length vectors can be considered a rigid body and thus its orientation has three degrees of freedom, although they have nine elements in total. We use the Euler angle with the $z$-$x'$-$z''$ convention to describe the orientation of the Reynolds stress anisotropy tensor following the method in rigid body dynamics [31]. That is, if a local coordinate system $x$-$y$-$z$ spanned by the three eigenvectors of $[R]$ was initially aligned with the global coordinate system $(X$–$Y$–$Z)$, the current configuration could be obtained by the following three consecutive intrinsic rotations about the axes of the local coordinate system: (1) a rotation about the $z$ axis by angle $\varphi_1$, (2) a rotation about the $x$ axis by $\varphi_2$, and (3) another rotation about its $z$ axis by $\varphi_3$. Note that the local coordinate axes may change orientations after each rotation.

In summary, the Reynolds stress can be represented with six independent variables with clear physical interpretations. The turbulent kinetic energy $k$ represents its magnitude; the Barycentric coordinates $C_1, C_2, C_3$, of which only two are independent, indicate its shape; the Euler angles $\varphi_1, \varphi_2$ and $\varphi_3$ represent its orientation. Realizability can be guaranteed by injecting uncertainties in these physical variables, a fact that has been exploited in the physics-based approach for RANS model-form uncertainty quantification investigated in earlier works.

### 4.2.3 Mathematical and Physical Interpretations of Realizability

The physics-based approach based on Barycentric triangle as explored by Emory et al. [3] and Xiao et al. [6] certainly has clear advantages. However, it is not the only way to guarantee realizability. Here we claim that an alternative method to guarantee the Reynolds stress realizability in the context of RANS model-form uncertainty quantification is to model $[R]$ as a random matrix defined on the set $M^+_3$ of positive semidefinite matrices. In other words, we can directly draw $[R]$ from the set $M^+_3$, and all obtained samples are guaranteed to be realizable Reynolds stresses. To support this claim, we utilize a theorem on the equivalence between the set of positive semidefinite matrices and the set of co-variance matrices (see e.g., [32]).

**Theorem 1.** A covariance matrix $[R]$ must be positive semidefinite; conversely, every symmetric positive semi-definite matrix $[R]$ is a covariance matrix.

The proof for the first part is straightforward and is thus omitted. The proof for the second part is of critical importance to the theme of our work, and thus it is reproduced below.
Proof. We construct a vector $\vec{v} = [R]^{1/2} \vec{b}$ with $[R]^{1/2}$ being the symmetric square root of $[R]$, and $\vec{b}$ has a covariance of identity matrix, i.e., $\text{Cov}\{\vec{b}, \vec{b}\} = [I]$. It can be seen that

$$\text{Cov}\{R^{1/2}\vec{b}, R^{1/2}\vec{b}\} = [R]^{1/2} \text{Cov}\{\vec{b}, \vec{b}\} [R]^{1/2} = [R]. \quad (4.5)$$

Therefore, for any positive semidefinite matrix $[R]$, there is a real-valued velocity vector $\vec{v}$ whose covariance is $[R]$. This completes the proof.

Recalling the definition and origin of the Reynolds stress realizability described in Section 4.2.1, it can be seen that the matrix $[R]$ is also a realizable Reynolds stress. Therefore, it is concluded that the mathematical constraint that $[R]$ must belong to the set $M_{3}^{4+0}$ can equally guarantee the realizability of the obtained Reynolds stresses, albeit in a different manner from the physics-based approach. The latter utilized the constraint that the projection of Reynolds stresses must reside in the Barycentric triangle to ensure the Reynolds stress realizability.

We conclude this section with the following three equivalent statements on the realizability constraints of the Reynolds stresses:

1. a Reynolds stress must reside within or on the edge of the Lumley triangle or Barycentric triangle after the corresponding transformations [8];

2. a Reynolds stress tensor must be positive semidefinite; and

3. a Reynolds stress tensor must be the covariance matrix of a real-valued vector, i.e., a velocity vector.

The equivalence between realizability and the invariants mapping within Lumley triangle was established by Lumley and Neuman [7] and stated in ref. [22] (pp. 394); the equivalence between the positive semidefinite requirement on the Reynolds stress and the realizability conditions was proved by Schumann [23]. The relation among three statements above is a pivotal element for anchoring the present contribution to the existing literature of turbulence modeling [23, 7, 3]. However, note that the proposed random matrix approach for quantifying RANS model-form uncertainty is fundamentally different from the physics-based approach developed in ref. [6]. The most important difference lies in the fact that in the physics-based approach the user specifies the probability distribution on the physical variables, while in the random matrix approach the maximum entropy principle provides the basis for computing the distribution of the matrices.
4.3 Random Matrix Approach and Its Implementation

4.3.1 Probability Model for Reynolds Stress Tensors

Based on the discussions above on the nature of Reynolds stresses, we build a probabilistic model for the Reynolds stress tensors. The development below mostly follows the works of Soize, Ghanem, and co-workers [e.g., 15, 17].

Using $\mathcal{M}_d^+$ to denote the set of all symmetric matrices, the measure of matrix $[R] \in \mathcal{M}_d^+$ is given as \[16\]:

$$d[R] = 2^{d(d-1)/4} \prod_{1 \leq i \leq j \leq d} dR_{ij}$$  \hspace{1cm} (4.6)

where $\prod$ indicates product, $R_{ij}$ are individual elements of matrix $[R]$, and $dR_{ij}$ is the Lebesgue measure on the set $\mathbb{R}$ of real numbers. Since Reynolds stresses are rank two tensors, $d = 3$ is implied.

The objective is to define a probability measure $p_{[R]} : \mathcal{M}_d^{+0} \rightarrow \mathbb{R}^+$ on the symmetric matrices set that maps a symmetric, positive semidefinite, second-order random matrix $[R]$ to a positive number. While such a measure is not unique, in this work we seek a Probability Density Function (PDF) that has the maximum entropy. Specifically, if $P_{ad}$ is the set of all PDFs mapping from $\mathcal{M}_d^{+0}$ to $\mathbb{R}^+$, then the maximum entropy principle states that the most non-committal PDF is the one such that (1) all available constraints are satisfied, and (2) no any other artificial constraints are introduced \[18\]. That is,

$$p_{[R]} = \arg \max_{p \in P_{ad}} S(p)$$  \hspace{1cm} (4.7)

where the entropy $S(p)$ of the PDF $p$ is defined as \[15\]:

$$S(p) = -\int_{\mathcal{M}_d^{+0}} p([R]) \ln p([R]) d[R]$$  \hspace{1cm} (4.8)

where $\ln$ denotes the natural logarithm.

In the context of RANS-based turbulence modeling, the following constraints should be satisfied by the PDF of Reynolds stress tensors:

1. All realizations $[R]$ of the Reynolds stress $[R]$ must be physically realizable. This constraint is automatically satisfied by defining $[R]$ on the set $\mathcal{M}_d^{+0}$, i.e., $[R] \in \mathcal{M}_d^{+0}$.

2. Normalization condition for the PDF:

$$\int_{\mathcal{M}_d^{+0}} p_{[R]}([R]) d[R] = 1,$$  \hspace{1cm} (4.9)

which is self-evident.
3. We assume that a best estimation \([\bar{R}]\) of the true Reynolds stress \([R]\) is available at any location in the field. The estimation can be obtained in advance by performing a baseline RANS simulation or by incorporating observation data and incorporating prior corrections to the baseline RANS-predicted Reynolds stresses. Without further information, it is reasonable to take the estimation \([\bar{R}]\) so-obtained as the mean of the true Reynolds stress \([R]\), with the latter being modeled as a random variable. This constraint is expressed as:

\[
\mathbb{E}\{[R]\} = [\bar{R}].
\]  

(4.10)

The theories on the maximum distribution of random matrices developed in the earlier works of Soize and co-workers focused primarily on positive definite matrices, but the Reynolds stress tensors of concern in the present application are positive semidefinite only. Although we have claimed that the difference has no practical consequences, we shall still carefully reconcile the differences before utilizing the theories of Soize \([15]\). In order to obtain a maximum entropy distribution for a positive definite matrix that satisfies the normalization and mean constraints similar to those outlined above, Soize \([15]\) took a two-step approach. Specifically, he first obtained the PDF for a normalized, positive definite random matrix \([G]\) whose mean is the identity matrix \([I]\), i.e., \(\mathbb{E}\{[G]\} = [I]\). The probability distribution for \([G]\) must also satisfy the maximum entropy condition and the normalization condition in Eq. (4.9) above. Once such a matrix \([G]\) is obtained, a matrix that satisfies the condition \(\mathbb{E}\{[R]\} = [R]\) can be constructed as follows:

\[
[R] = [L_R]^T [G] [L_R],
\]

(4.11)

where \([L_R]\) is an upper triangular matrix with non-negative diagonal entries obtained from the following factorization of the specified mean \([\bar{R}]\), i.e.,

\[
[\bar{R}] = [L_R]^T [L_R].
\]

(4.12)

In the present development, we consider the following two scenarios: (1) When \([R] \in \mathbb{R}_+^d\) is positive definite, the decomposition above is the well-known Cholesky factorization, and the decomposition is unique. Its numerical implementations are available in many standard numerical toolboxes (e.g., Matlab and the numpy library of Python). (2) When \([R] \in \mathbb{R}_{+0}^d \setminus \mathbb{R}_+^d\) is in the subset of singular positive semidefinite matrices, where \(\setminus\) indicates set subtraction, it can be proved that the decomposition in the form above still exits with \(L\) having non-negative diagonal entries, although the decomposition is no longer unique. Moreover, Cholesky factorization routines for such matrices are still numerically stable if complete pivoting is performed \([33]\). In practice, we can make it slightly positive definite by adding a small element to the diagonal entries and thus still use the conventional Cholesky factorization routines.

With the reconciliation above, hereafter we only need to focus on probability distribution of the normalized positive definite matrix \([G]\) and can thus directly use the results in the earlier
works of [16]. By using the classical optimization techniques based on Lagrange multipliers, the probability density function of the random matrix \([G]\) is obtained as follows [16]:

\[
p_{[G]}([G]) = \mathbb{1}_{\mathbb{M}_d^+}([G]) \times C_G \times \det[G] (d + 1)(1 - \delta^2)/(2\delta^2) \times \exp \left( -\frac{d + 1}{2\delta^2} \text{tr}[G] \right),
\]

(4.13)

where \(\mathbb{1}_{\mathbb{M}_d^+}([G])\) is an indicator function, i.e., it is one if \([G] \in \mathbb{M}_d^+\) and zero otherwise. The positive constant \(C_G\) is:

\[
C_G = \frac{(2\pi)^{-d(d-1)/4}}{\prod_{j=1}^d \Gamma \left( \frac{d+1}{2\delta^2} + \frac{1-j}{2} \right)}
\]

(4.14)

where \(\Gamma(z)\) is gamma function defined by \(\Gamma(z) = \int_0^\infty t^{z-1}e^{-t}dt\). The dispersion parameter \(\delta\) indicates the uncertainty in the random matrix and is defined as:

\[
\delta = \left[ \frac{1}{d} \mathbb{E}\{\|G| - |I|\|_F^2\} \right]^{\frac{1}{2}}
\]

(4.15)

where \(\|\cdot\|_F\) is Frobenius norm, i.e., \(\|G\|_F = \sqrt{\text{tr}([G]^T[G])}\). It can be seen that \(\delta\) is analogous to the variance of a scalar random variable normalized by its mean. It has been shown [15] that

\[
0 < \delta < \sqrt{\frac{d+1}{d+5}},
\]

(4.16)

which reduces to \(0 < \delta < \sqrt{2}/2\) for \(d = 3\). This constraint is related to the positive definiteness of matrix \([G]\).

The individual elements in the random matrix \([G]\) are correlated and the same can thus be said of the random matrix \([R]\). This correlation needs to be accounted for when generating Monte Carlo samples, which can be achieved in a similar manner as in sampling from random processes (e.g., Gaussian processes). The sampling method is detailed below.

### 4.3.2 Monte Carlo Sampling of Reynolds Stresses at One Point

Soize [15] outlined a Monte Carlo method to sample the probability distribution for random matrix \([R]\) for a given dispersion parameter \(\delta\) and mean \([\bar{R}]\). To proceed with the sampling, the random matrix with identity mean is first represented by its Cholesky factorization:

\[
[R] = [L]^T[L],
\]

(4.17)

where random matrix \([L]\) are upper triangular matrices with independent elements. In the procedure, each element \(L_{ij}\) in matrix \([L]\) is sampled independently with the algorithms below (see Section 5.1 in ref. [31]):
1. The off-diagonal elements $L_{ij}$ with $i < j$ are obtained from

$$L_{ij} = \sigma_d w_{ij},$$

(4.18)

in which $\sigma_d = \delta \times (d + 1)^{-1/2}$, and $w_{ij}$ (i.e., $w_{12}$, $w_{13}$, and $w_{23}$) are independent Gaussian random variables with zero mean and unit variance.

2. The diagonal elements are generated as follows:

$$L_{ii} = \sigma_d \sqrt{2u_i}$$

with $i = 1, 2, 3$

(4.19)

where $u_i$ is a positive valued gamma random variable with the following probability density function:

$$p(u) = \frac{1}{\Gamma \left( \frac{d+1}{2\delta^2} + \frac{1-i}{2} \right)}\left( \frac{d+1}{2\delta^2} + \frac{1-i}{2} \right)^{-\frac{d+1}{2\delta^2} + \frac{1-i}{2}} \exp\left( -\frac{u}{\gamma} \right)$$

(4.20)

That is, the $i^{th}$ diagonal term $u_i$ conforms to gamma distribution with shape parameter $k = (d + 1)/(2\delta^2) + (1 - i)/2$ and scale parameter 1.

3. After obtaining the elements as above, a realization $[L]$ of the random matrix $[L]$ can be assembled. Subsequently, realizations $[G]$ and $[R]$ for matrices $[G]$ and $[R]$, respectively, can be obtained from $[G] = [L]^T[L]$ and $[R] = [L_R]^T[G][L_R]$ as in Eqs. (5.8) and (5.6).

### 4.3.3 Random Matrix Field Model for Reynolds Stresses

The probability model and the Monte Carlo sampling algorithm described in Sections 4.3.1 and 4.3.2 above is concerned with the Reynolds stress tensor at a single point. An important challenge in the present application is to represent and model the correlation of Reynolds stress at different spatial locations. This feature distinguishes the present contribution from previous applications of random matrix in composite materials models [17] and structural dynamics [20].

In this work we assume that the off-diagonal terms and the square roots of the diagonal terms have the same spatial correlation structures. Gaussian kernel is among the most common choice in the literature, but other kernels such as periodic (e.g., sinusoidal) kernels [18] or exponential kernels [35] have been used as well. The choice of kernel is reflected in the smoothness of the realizations of the random tensor field $L$. With the Gaussian kernel used in this work, the correlation between two random variables at two spatial locations $x$ and $x'$ can be written as:

$$\rho_L\{L_{ij}(x), L_{ij}(x')\} \equiv \frac{\text{Cov}\{L_{ij}(x), L_{ij}(x')\}}{\sigma_{ij}(x)\sigma_{ij}(x')} = \exp\left[ -\frac{|x - x'|^2}{l^2} \right] \text{ for } i < j$$

(4.21a)

$$\rho_L\{L_{ii}^2(x), L_{ii}^2(x')\} \equiv \frac{\text{Cov}\{L_{ii}^2(x), L_{ii}^2(x')\}}{\sigma_{ii}(x)\sigma_{ii}(x')} = \exp\left[ -\frac{|x - x'|^2}{l^2} \right] \text{ for } x, x' \in \Omega$$

(4.21b)
where $\Omega$ is the spatial domain of the flow field. Note that repeated indices do not imply summation. $\sigma_{ij}^2(x)$ and $\sigma_{ii}^2(x)$ are the variances of the marginal distributions for the off-diagonal elements $L_{ij}(x)$ and the square of the diagonal elements $L_{ii}^2(x)$, respectively. That is, \( \text{var}\{L_{ij}(x)\} = \sigma_{ij}^2(x) \) and \( \text{var}\{L_{ii}^2(x)\} = \sigma_{ii}^2(x) \), the expression of which will be given in Eqs. (4.24) and (4.28), respectively. $\rho_L$ is the correlation kernel, \(|\cdot|\) is the Euclidean norm of vectors, and $l$ is the correlation length scale of the stochastic process. We emphasize that the correlations above are between the same element at different locations $x$ and $x'$, and that the random variables $L_{11}$, $L_{22}$, $L_{33}$, $L_{12}$, $L_{13}$, and $L_{23}$, which are different elements of the matrix $[L]$, are independent of each other as pointed out above.

With the correlation model defined in Eq. (4.21) for the elements of matrix $[L]$, the random variables used to generate $L_{ij}$ in Eqs. (5.9) and (5.11) can be generalized to random fields. First, it is straightforward to generalize the Gaussian random variable $w_{ij}(x)$ to a Gaussian random field (also referred to as Gaussian process),

$$L_{ij}(x) = \sigma_d(x)w_{ij}(x), \quad (4.22)$$

where $L_{ij}(x)$ and $w_{ij}(x)$ are random fields indexed by the spatial coordinate $x$, and

$$\sigma_d(x) = \delta(x) (d + 1)^{-1/2} \quad (4.23)$$

is a spatially varying field specifying the standard deviation of the marginal distribution of $L_{ij}(x)$ at location $x$. Simple algebra shows that if we choose $w_{ij}(x) \sim \mathcal{GP}(0, K)$ as the Gaussian process with covariance kernel $K(x, x') = \exp[-(|x - x'|^2)/l^2]$ as in Eq. (4.21), then

$$\sigma_{ij}(x) = \sigma_d(x) = \frac{\delta(x)}{\sqrt{d + 1}}, \quad \text{or equivalently} \quad \sigma_{ij}^2(x) = \frac{\delta^2(x)}{d + 1}. \quad (4.24)$$

The Gaussian processes $w_{ij}(x)$ can be expressed by using the Karhunen–Loeve (KL) expansion, which can be written as follows when truncated to $N_{KL}$ terms:

$$w_{ij}(x) = \sum_{\alpha=1}^{N_{KL}} \sqrt{\lambda_\alpha} \phi_\alpha(x) \omega_\alpha \quad (4.25)$$

where $\omega_\alpha \sim \mathcal{N}(0, 1)$ with $\alpha = 1, \cdots, N_{KL}$ being the standard Gaussian random variables; $\lambda_\alpha$ and $\phi_\alpha(x)$ are the eigenvalue and the corresponding eigenfunction for the $\alpha$th mode obtained by solving the Fredholm integral equation [36]:

$$\int_{\Omega} \rho(x, x')\phi(x') \, dx' = \lambda \phi(x), \quad (4.26)$$

where $\Omega$ is the spatial domain of the flow as defined above.

**Remarks on using nonstationary and anisotropic kernels to reflect the structure of the flow field.** Non-stationarity and anisotropy in the Gaussian process $w(x)$ can be achieved by using spatially varying and/or anisotropic length scale $l(x)$, which depends on the characteristics
of the mean flow. For example, for a nonstationary Gaussian process, the length scale \( l \) in Eq. (4.21) can be written as \( l = \sqrt{l(x)l(x')} \) following ref. [37]. As such, the physical structure of the flow field is encoded in the Karhunen–Loeve basis functions. It is also desirable to specify different variances \( \sigma_{ij}(x) \) at different locations. For example, in regions with flow separation and pressure gradient, the Boussinesq assumptions are violated and thus most RANS models have poor performances. Consequently, the variance \( \sigma_{ij}(x) \) should be larger in these regions, which can be achieved by specifying the dispersion parameter \( \delta(x) \) to depend on the location \( x \).

The sampling algorithm for the random variables of the diagonal terms in Eq. (5.11) can be similarly generalized to random fields as follows:

\[
L_{ii}(x) = \sigma_d(x) \sqrt{2 u_i(x)},
\]

(4.27)

where \( \sigma_d(x) \) is defined the same as above. Recall the facts that \( u_i(x) \) has a gamma distribution with shape parameter \( k = (d+1)/(2\delta^2) + (1-i)/2 \) and that \( \text{Var}\{u_i\} = k \). Substituting Eq. (4.23) into Eq. (4.27) and using the two facts above, after some algebra one can show that

\[
\sigma_{ii}^2 \equiv \text{Var}\{L_{ii}^2\} = 4\sigma_d^4 \text{Var}\{u_i\} = \frac{2\delta^2}{d+1} + \frac{2\delta^4}{(d+1)^2} \times (1-i) \quad \text{for} \quad i = 1, 2, 3,
\]

(4.28)

where \( d = 3 \), and the spatial dependence of all other variables are omitted for notational brevity. However, since \( u_i(x) \) are random fields with gamma marginal distributions, they are not straightforward to synthesize. Although the KL expansion above can still be used to represent the random field \( u_i(x) \), the corresponding coefficients obtained from the expansion are neither independent nor Gaussian. To overcome this difficulty, we follow the procedure in ref. [35] and express the gamma random variables \( u_i \) at any location \( x \) with polynomial chaos expansion:

\[
u(x) = \sum_{\beta=0}^{N_p} U_\beta(x) \Psi_\beta(w(x))
\]

(4.29)

\[
= U_0 + U_1 w(x) + U_2 (w^2(x) - 1) + U_3 (w^3(x) - 3w(x)) + U_4 (w^4(x) - 6w^2(x) + 3) + \cdots
\]

where \( N_p \) is the order of polynomial expansion; for a given \( x \), \( \Psi_\beta(w(x)) \) are the Hermite polynomials in standard Gaussian random variable \( w(x) \), with the first four terms explicitly written as above; \( U_\beta \) are the coefficients for the \( \beta \)th polynomial, for which the spatial index \( x \) has been omitted for brevity. The coefficients can be obtained from orthogonality conditions with respect to the Gaussian measure [38]:

\[
U_\beta = \frac{\langle u \Psi_\beta \rangle}{\langle \Psi_\beta^2 \rangle} = \frac{1}{\langle \Psi_\beta^2 \rangle} \int_{-\infty}^{\infty} F_u^{-1}[F_w(w)] \Psi_\beta(w) p_w(w) dw
\]

(4.30)
where \( \langle \Psi^2 \rangle \) is the variance of the \( \beta \)th order polynomial of standard Gaussian random variable; \( F_w(w) \) and \( p_w(w) \) are the Cumulative Distribution Function (CDF) and PDF, respectively, of the standard Gaussian variable; \( F_u \) and \( F_u^{-1} \) are the CDF and its inverse, respectively, of random variable \( u \). As indicated previously, Eq. \((5.13)\) is evaluated for each \( x \) with \( w(x) \) being a standard Gaussian variable.

Sakamoto and Ghanem [35] derived the relation between spatial correlation of the non-Gaussian field \( u(x) \), i.e., \( \rho_u\{u(x), u(x')\} \) and the correlation \( \rho_w\{w(x), w(x')\} \) of the Gaussian random field \( w(x) \) used in its polynomial chaos representation. This is achieved by substituting Eq. \((4.29)\) into the definition of covariance. They further showed that the following approximation yields very good accuracy:

\[
\rho_u\{u(x), u(x')\} \approx \rho_w\{w(x), w(x')\},
\]

which indeed has been verified in our work by using the generated samples. This approximation is what we shall use in the present work. Therefore, given the correlation structure of field \( u_i \), an approximation of the kernel \( \rho_w\{w(x), w(x')\} \) is obtained, which can be used in the KL expansion to find the eigenmodes and further synthesize the Gaussian random fields \( w_{ii} \). Finally, the non-Gaussian random field \( u_i(x) \) can be obtained by reconstructing from the polynomial chaos based on Eq. \((4.29)\) at each location \( x \in \Omega \).

### 4.3.4 Monte Carlo Sampling of Reynolds Stress Fields

Based on the development above, the algorithm of Monte Carlo sampling of Reynolds stress field can be performed as follows:

1. Draw independent samples \( \omega_\alpha \) from the standard Gaussian distribution \( \mathcal{N}(0,1) \) with \( \alpha = 1, \cdots, N_{KL} \).
2. Use the KL expansion in Eq. \((4.25)\) to reconstruct a Gaussian random field \( w(x) \) with \( \lambda_\alpha \) and \( \phi_\alpha(x) \) obtained from solving Eq. \((4.26)\).
3. Repeat steps 1–2 above six times to obtain six independent realizations of Gaussian random fields \( w_{12}(x), w_{13}(x), w_{23}(x), w_{11}(x), w_{22}(x), \text{ and } w_{33}(x) \). The first three will be used to synthesize the off-diagonal elements \( L_{12}(x), L_{13}(x), \text{ and } L_{23}(x) \), respectively, and the last three for the diagonal elements \( L_{11}(x), L_{22}(x), \text{ and } L_{33}(x) \), respectively.

**Remark on the choice of KL modes for the representation of the six Gaussian random fields.** In this work the same KL modes \( \phi_\alpha \) and eigenvalues \( \lambda_\alpha \) are used for generating all six realizations \( w(x) \) of Gaussian random fields above. This is a modeling choice made for simplicity and also for the lack of prior knowledge that can be straightforwardly represented in the current framework. However, in cases where it is desirable to use a different number \( N_{KL} \) of modes or even a different kernel \( K(x, x') \) for each field, it can be achieved in a straightforward manner as well.
4. Synthesize off-diagonal elements based on Eq. (4.22).

5. Reconstruct the random fields $u_1(x)$, $u_2(x)$, and $u_3(x)$ based on the polynomial chaos expansion in Eq. (4.29) and further obtain the fields $L_{11}(x)$, $L_{22}(x)$, and $L_{33}(x)$ based on Eq. (4.27).

### 4.3.5 Considerations in Numerical Implementation

For clarity we outline the complete algorithm of sampling of Reynolds stress fields and the propagation to velocities and other Quantities of Interest (QoIs) in 4.4. Remarks are made below on computational considerations in implementing the proposed algorithm. In the expansions described in Sections 4.3.2 and 4.3.3, the Cholesky factorization of the Reynolds stress, the polynomial chaos expansion of the marginal distribution of the gamma random variable $u_i$, and the KL expansion of the Gaussian random field all need to be performed on a mesh. Theoretically, they all can be performed on the RANS simulation mesh. However, this choice would lead to unnecessarily high computational costs. The RANS mesh is designed to resolve the flow field features. Usually it is refined in the near-wall region to resolve the boundary layer. On the other hand, the mesh for the KL expansion only needs to resolve the length scale of the correlation, i.e., the field $l(x)$. Finally, the mesh used for the polynomial chaos expansion needs to resolve the variation of the dispersion parameter $\delta(x)$ field. If the dispersion is constant throughout the domain, one polynomial chaos expansion is sufficient. Therefore, the three expansions and the corresponding reconstructions below are performed on separate meshes, which are referred to as RANS mesh, PCE mesh, and KL mesh, respectively. Interpolations are needed when performing operations on fields based on different meshes. For example, in Eq. (4.29) where the gamma field is reconstructed from the coefficients $U_{\beta}(x)$ and the Hermite polynomials in the Gaussian random field $w(x)$, the coefficients are based on the PCE mesh while the Gaussian random field is based on the KL mesh. An interpolation of the coefficients $U_{\beta}(x)$ from the PCE mesh to the KL mesh is thus needed. The obtained gamma fields $u_i$, the diagonal terms $L_{ii}(x)$, and the matrix $G(x)$ are thus based on the KL mesh as well. Similarly, therefore, when the Reynolds stress is reconstructed from $[R] = [L_R]^T[G][L_R]$, the matrix $[G]$ is first interpolated from the KL mesh to the RANS mesh, so that the obtained Reynolds stress realization $[R]$ can be used in the RANS simulation.

An intrinsic assumption of the framework is that the Reynolds stress provided by the baseline model is the best estimate and thus must be realizable. In cases where the baseline Reynolds stresses are non-realizable, one needs to first bring them to the realizable domain (e.g., by bringing the points outside the Barycentric triangle to the closest point on the edge). However, the choice of such a correction scheme is not unique, and any such scheme is inevitably *ad hoc*. 
4.4 Numerical Results

In this section we use the flow over periodic hills at Reynolds number $Re = 2800$ to demonstrate the proposed model-form uncertainty quantification scheme for RANS simulations. The computational domain is shown in Fig. 5.2 where all dimensions are normalized with the crest height $H$. The Reynolds number $Re$ is based on the crest height $H$ and bulk velocity $U_b$ at the crest. Periodic boundary conditions are applied at the boundaries in the streamwise ($x$) direction while non-slip boundary conditions are imposed at the walls. The spanwise direction is not considered since the mean flow is two-dimensional. Benchmark data from direct numerical simulations are used to compare with the sampled Reynolds stresses and the velocities obtained by propagating the Reynolds stresses through the RANS solver.

![Figure 4.2: Domain shape for the flow in the channel with periodic hills. The $x$-, $y$- and $z$-coordinates are aligned with the streamwise, wall-normal, and spanwise directions, respectively. All dimensions are normalized by $H$ with $L_x/H = 9$ and $L_y/H = 3.036$. The contour shows the dispersion parameter $\delta(x)$, where darker color denotes larger variance. Two typical points A and B are annotated in the figure.](image)

4.4.1 Cases Setup

The dispersion parameter is a critical free parameter in the uncertainty quantification scheme. The specification of $\delta$ is constrained by requirement $0 < \delta < \sqrt{2}/2$ obtained from Eq. (6.5) and guided by the subjective belief of the user on the uncertainty in the Reynolds stresses, i.e., larger $\delta$ indicates larger uncertainties. We investigate three cases with different choices of dispersion parameters: (1) a small dispersion parameter $\delta = 0.2$, (2) a large dispersion parameter $\delta = 0.6$, and (3) a spatially varying $\delta(x)$ field as specified by the color (or grey scale) contour shown Fig. 5.2. A spatially varying $\delta(x)$ allows the user to encode empirical knowledge about the turbulence model and/or the flow of concern into the prior distribution of Reynolds stresses. For example, in the flow over periodic hills studied here, the underlying Boussinesq assumption is violated in the regions with recirculation, non-parallel free-shear, or strong mean flow curvature (see annotations in Fig. 5.2). Consequently, these regions
are particularly problematic for eddy viscosity models (including the $k-\varepsilon$ model used in this work). Hence, relatively large dispersion parameters are specified in these regions compared to other regions to reflect the lack of confidence on the model. This is similar to the practice of specifying spatially varying variance fields when injecting uncertainties to the physics-based quantities (magnitude and shape of the Reynolds stress) in Xiao et al. [6]. On the other hand, it is also possible to use maximum likelihood estimation to obtain a dispersion parameter $\delta(x)$ field if some measurement data of Reynolds stresses are available, but this approach is not explored in the present work.

For Cases 1 and 2 with constant dispersion parameters in the domain, the marginal distribution of random matrix $[G]$ is the same at all locations. Therefore, the polynomial chaos expansion needs to be performed only once. That is, the expansion coefficients $U_\beta$ in Eq. (5.13) is spatially uniform. Hence, a PCE mesh is not needed. For Case 3 with a spatially varying $\delta(x)$, a coarse PCE mesh of $15 \times 10$ cells is used. In all three cases, the marginal distribution of the diagonal terms are only weakly non-Gaussian, and thus a third order polynomial expansion is found to be sufficient. In the KL expansion, we used 30 modes, allowing 90% of the variance to be captured. Since the RANS mesh is rather small with only 3000 cells, the KL expansion is performed on the same mesh. In the correlation kernel we used an anisotropic yet spatially uniform length scale ($l_x/H = 2$ and $l_y/H = 1$) to reflect the anisotropy of the flow. They are chosen based on the approximate length scale of the mean flow. The effects of using spatially varying correlation length scales are similar to those of using non-stationary dispersion parameter field. We use 1000 samples to adequately represent the prior distribution of the Reynolds stresses. To limit the computational cost of the RANS simulations, only 100 of the 1000 samples are randomly selected to propagate to the velocities. The computational parameters discussed above are summarized in Table 5.1.

Table 4.1: Mesh and computational parameters used in the flow over periodic hills.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>dispersion parameter $\delta(x)$</td>
<td>0.2</td>
<td>0.6</td>
<td>0.16–0.65$^{(a)}$</td>
</tr>
<tr>
<td>nature of $\delta(x)$</td>
<td>uniform</td>
<td>uniform</td>
<td>nonuniform</td>
</tr>
<tr>
<td>PCE mesh</td>
<td>–</td>
<td>–</td>
<td>$15 \times 10$</td>
</tr>
<tr>
<td>order of polynomial expansion ($N_\beta$)</td>
<td></td>
<td></td>
<td>$3$</td>
</tr>
<tr>
<td>KL mesh</td>
<td></td>
<td></td>
<td>$50 \times 30$</td>
</tr>
<tr>
<td>RANS mesh</td>
<td></td>
<td></td>
<td>$50 \times 30$</td>
</tr>
<tr>
<td>number of KL modes $N_{KL}$</td>
<td></td>
<td></td>
<td>30</td>
</tr>
<tr>
<td>correlation length scales$^{(b)}$</td>
<td></td>
<td></td>
<td>$l_x/H = 2$, $l_y/H = 1$</td>
</tr>
<tr>
<td>number of Reynolds stress samples</td>
<td></td>
<td></td>
<td>1000</td>
</tr>
<tr>
<td>number of velocity propagation samples</td>
<td></td>
<td></td>
<td>100</td>
</tr>
</tbody>
</table>

(a) Spatial contour of $\delta(x)$ is shown in Fig. 5.2
(b) See Eq. (4.25)
4.4.2 Results and Interpretations

As discussed above, 1000 samples of Reynolds stress random field \([R](x)\) are drawn by using the algorithm described in Section 4.3.4. An additional challenge is the visualization, validation, and interpretation of the sampled Reynolds stress fields, because in general it is not straightforward to interpret the state of the turbulence from their individual components. To facilitate physical interpretation, in all three cases we map the sampled Reynolds stresses to the six independent physical dimensions with the scheme described in Section 4.2.2, i.e., the magnitude \(k\) of Reynolds stress tensor, its shape (expressed in Barycentric coordinates \(C_1, C_2,\) and \(C_3\)), and the Euler angles \((\varphi_1, \varphi_2, \text{ and } \varphi_3)\) of its eigenvectors. The scattering of the samples in the Barycentric triangle can be obtained from their Barycentric coordinates, and the probability density functions for all the quantities can be estimated from the samples with a given kernel.

The samples obtained in Case 1 (with \(\delta = 0.2\)) and Case 2 (with \(\delta = 0.6\)) are first analyzed by visualizing the scatter plots in the Barycentric triangle, the associated probability density contours, and the marginal distributions of the physical variables (e.g., \(C_3, k,\) and \(\varphi_3\)) for two typical points: (1) point A located at \(x/H = 2.0\) and \(y/H = 0.5\) and (2) point B located at \(x/H = 2.0\) and \(y/H = 0.01\). Point A is a generic point in the recirculation region, and point B is a near-wall point with two-dimensional turbulence representing limiting states. The locations of the two points in the domain are indicated in Fig. 5.2 and in the insets of Figs. 5.3 and 5.5.

The scatter plots for the Reynolds stress samples at point A are shown in Figs. 5.3a and 5.3b for Cases 1 and 2, respectively. Since this is a generic point, the Reynolds stress state predicted in the baseline simulation is projected to the interior of the Barycentric triangle. While the true state given by the DNS simulation is also located in the interior of the triangle, it is to the upper right of the baseline results. Note that the points located on the edges and vertices correspond to limiting states as illustrated in Fig. 6.1a. In both cases the samples are scattered around the baseline state, suggesting that perturbations introduced in the set \(M^d_{+0}\) about the baseline are still scattered around the corresponding baseline results in the Barycentric triangle. However, the two cases exhibit two notable differences. First, the scattering in Case 2 is much larger than that in Case 1, which is a direct consequence of the larger dispersion parameter \(\delta = 0.6\) compared to that in Case 1 \(\delta = 0.2\). Second, the sample mean deviates significantly from the baseline in Case 2 while they agree quite well in Case 1. This is an interesting observation. Recall that the probability distribution in Eq. (4.7) is derived under the constraint \(\mathbb{E}\{[R]\} = [R]\) given in Eq. (4.10), which implies that the mean of the sample Reynolds stresses should be the baseline prediction assuming the number of samples is large enough. We have verified that the constraint is indeed satisfied and that the sampling error is negligible with the chosen sample number 1000. Therefore, we can see that the mean is not preserved during the projection from the Reynolds stress space to the Barycentric coordinates. However, note that the mapping from the Reynolds stress to the Barycentric coordinates is linear \([8]\) as can be seen from Eqs. (6.2) and (6.3). Hence, it
can be inferred that the deviation of the sample mean from the baseline on the Barycentric map is entirely due to the realizability constraint, i.e., the capping of the samples that fall outside the realizability range. The constraint manifests itself as the edge boundaries of the Barycentric triangle. When the perturbation is small relative to the distance of the baseline state to the boundaries, as is the situation in Case 1, the perturbation does not “feel” the constraints. Consequently, the sample mean and the baseline result are approximately the same. In contrast, when the perturbation is large compared to the distance between the baseline and one of the boundaries, the constraint comes into play, leading to appreciable deviations between the sample mean and the baseline. This is better illustrated with the probability density contours in Figs. 5.3c and 5.3d for Cases 1 and 2, respectively. The contours in Fig. 5.3c are approximately elliptic, showing little influence from the boundaries. On the other hand, the contours in Figs. 5.3d clearly follow the three edges at the boundary and displays a triangular shape overall. Since no samples fall outside the Barycentric triangle as can be seen from the scatter plots in both cases, the observation also verified the claim that the random matrix based approach proposed in this work is capable of ensuring Reynolds stress realizability.

To further examine the probability distribution of the Reynolds stress samples, in Fig. 4.4 we present the discrepancies $\Delta C_3$, $\Delta \varphi_3$, $\Delta \ln k$ between the sampled and the baseline Reynolds stress for point A. Perturbations on the other physical quantities (e.g., the other Barycentric coordinates $\Delta C_1$ and $\Delta C_2$) have similar characteristics to $\Delta C_3$ presented here and thus are omitted for brevity. Similarly, perturbations $\Delta \varphi_1$ and $\Delta \varphi_2$ for the Euler angles $\varphi_1$ and $\varphi_2$ are omitted as well. Xiao et al. [6] introduced uncertainties to the predicted Reynolds stresses by modeling the discrepancies in shape and magnitude of the Reynolds stress as Gaussian random fields. It is illustrative to compare the discrepancies above (which are obtained from samples directly drawn in $M_{d_+}^0$) to the corresponding Gaussian distributions having the same mean and variance as those of the samples. The comparison is performed in Fig. 4.4, where the PDFs of the Gaussian distributions obtained in this way are presented along with those estimated from samples. It can be seen that in Case 1 the distributions for all three discrepancy quantities $\Delta C_3$, $\Delta \varphi_3$, $\Delta \ln k$ are rather close to the corresponding Gaussian distributions. In contrast, the corresponding distributions in Case 2 deviate significantly from the Gaussian distributions. It is also noted that the sample mean (denoted in vertical dashed lines; same hereafter) of $\Delta C_3$ deviate slightly from zero in Case 1 but significantly from zero in Case 2, which is consistent with the earlier observations from Figs. 5.3a and 5.3b. However, the sample means for $\Delta \varphi_3$ and $\Delta \ln k$ are zero for both Case 1 and Case 2, despite the fact that the sample distribution are non-Gaussian for Case 2. This can be explained by the fact that there are no physical constraints on $\ln k$ or $\varphi$ (except for the range $[-\pi, \pi]$ specified in the definition). This is in contrast to $C_3$, which is bounded in $[0, 1]$. Notably, Figs. 4.4e and 4.4f seem to suggest that $k$ (which is the turbulent kinetic energy defined as $\frac{1}{2} \text{tr}([R])$) approximately follows a log-normal distribution. This could be related to the term with exponential of $-\text{tr}[G]$ in Eq. (4.13). Soize [15] also gave the joint distribution of the random eigenvalues of $[R]$ (see Eq. (64) therein), which theoretically can be marginalized to yield the analytical distribution of $k$. The analytical expression is, however, extremely
Figure 4.3: Scatter plots (panels a and b) and probability density contours (panels c and d) of the Reynolds stress samples projected to the Barycentric coordinates for point A \((x/H = 2.0, y/H = 0.5)\) located in the recirculation region. Case 1 \((\delta = 0.2)\) and Case 2 \((\delta = 0.6)\) are compared.
complicated and is not pursued in the present work.

It is also of interest to see the probability distribution of the Reynolds stress at a near-wall location with limiting-state turbulence. Therefore, similar to Figs. 5.3 and 4.4, the scatter plots and distribution of physical variable are presented in Figs. 5.5 and 4.6, respectively, for point B located very close to the bottom wall (at $x/H = 2.0$ and $y/H = 0.01$). The true Reynolds stress at this point is two dimensional, and thus it is located right on the bottom edge of the Barycentric triangle ($C_3 = 0$) as indicated in Figs. 5.5a and 5.5b. Recall that $C_3$ indicates the degree of isotropy (three-dimensionality) of the turbulence. Hence, $C_3 = 0$ indicates that the turbulence is far from isotropic (in fact, it is two-dimensional), which is because the blocking of the wall suppressed almost all fluctuations in wall-normal direction.

A standard eddy viscosity model, on the contrary, would predict a nearly isotropic turbulence state with $C_3 = 1$, located near the top vertex of the Barycentric triangle (indicated as dark/red filled circles). The scatter plots corresponding to Cases 1 and 2 are shown in Figs. 5.5a and 5.5b, and the corresponding probability density contours are presented in Figs. 5.5c and 5.5d. It can be seen that the sample distributions are influenced by the constraints in both cases, since the baseline state is located right next to the boundaries. Moreover, the difference between the sample mean and the baseline are large in both cases, which is also attributed to the constraints as discussed above. The distributions of $\Delta C_3$, $\Delta \varphi_3$, and $\Delta \ln k$ are presented in Fig. 4.6. For both Cases 1 and 2, the sample distributions of $\Delta C_3$ and $\Delta \varphi_3$ deviate significantly from Gaussian, while the distribution of $k$ is still quite close to log-normal.

The analysis above focused on the marginal distributions of the Reynolds stresses at two representative locations with a generic and a limiting turbulence state. Since the Reynolds stress is modeled as a random matrix field, we present the turbulent shear stress $R_{12}$ and the turbulent kinetic energy $k$ in Figs. 4.7 and 4.8, respectively. These two quantities are the most relevant for the flow over period hills investigated here. The samples at eight streamwise locations $x/H = 1, 2, \cdots, 8$ along with the benchmark (DNS) and the baseline results. The geometry of the physical domain is also plotted to facilitate visualization. The sample mean profiles coincide with the baselines in most regions for all cases, and thus they are omitted to avoid cluttering. This is in contrast to the deviation of the sample means from the baseline results in the Barycentric triangle as observed in Figs. 5.3 and 5.5 for the same cases.

It can be seen that the turbulent shear stress $R_{12}$ in the baseline and benchmark (DNS) results agree quite well with each other in the upper channel ($y/H = 2$ to 3) but deviate dramatically in the free-shear and recirculation regions. In the case with a small dispersion parameter $\delta = 0.2$, Fig. 4.7a shows that the uncertainty range as represented by the $R_{12}$ samples is not able to cover the DNS results in regions where large discrepancies exist between the baseline and benchmark. This indicates that the prior may be overly confident, which may lead to difficulties in Bayesian inferences. With a large dispersion parameter $\delta = 0.6$ in Case 2, the scattering range of $R_{12}$ increases and mostly covers the benchmark in the entire domain (Fig. 4.7b). However, the complex spatial pattern in the recirculation zone
Figure 4.4: Distributions of the perturbations ($\Delta C_3$, $\Delta \phi_3$, and $\Delta \ln k$) in the physical variables for point A ($x/H = 2.0, y/H = 0.5$) located in the recirculation region. The distributions for Case 1 ($\delta = 0.2$) and Case 2 ($\delta = 0.6$) are compared.
Figure 4.5: Scatter plots (panels a and b) and probability density contours (panels c and d) of the Reynolds stress samples projected to the Barycentric coordinates for point B ($x/H = 2.0, y/H = 0.01$) located in the recirculation region. Case 1 ($\delta = 0.2$) and Case 2 ($\delta = 0.6$) are compared.
Figure 4.6: Probability density functions (PDF) of the perturbations ($\Delta C_3$, $\Delta \varphi_3$, and $\Delta \ln k$) in the physical variables for point B ($x/H = 2.0, y/H = 0.01$) located in the near-wall region. The PDFs for Case 1 ($\delta = 0.2$) and Case 2 ($\delta = 0.6$) are compared.
Figure 4.7: Comparison of sampled Reynolds stress component $R_{12}$ for Case 1 and Case 2. The profiles are shown at eight streamwise locations $x/H = 1, \cdots, 8$, compared to the baseline results and the benchmark (DNS) results obtained by direct numerical simulations [39].
Figure 4.8: Comparison of sampled turbulence kinetic energy $k$ profiles for Case 1 and Case 2. The profiles are shown at eight streamwise locations $x/H = 1, \cdots, 8$, compared to the baseline results and the benchmark (DNS) results obtained by direct numerical simulations [39].
may not be fully captured by the ensemble, which is due to the large spatial variations of length scales. This is because the correlation structure and corresponding hyperparameters are still modeling choice in the proposed approach. Therefore, there is no guarantee that the ensemble would fully cover the truth. Moreover, since the dispersion parameter is spatially uniform, it also has large scattering in the upper channel, where in fact the discrepancies between baseline and DNS results are rather small. Similar patterns are also observed in the turbulent kinetic energy $k$ profiles, which are shown in Figs. 4.8 and 4.8 for Cases 1 and 2, respectively. However, a notable difference is that the range of samples is not able to cover the DNS results even in Case 2 with a large discrepancy parameter. This is because the turbulent kinetic energy $k$ is significantly underestimated in the baseline turbulence model, which is a known deficiency of the $k$–$\varepsilon$ turbulence model when applied to this flow. The deficiency stems from the fact that the shear stresses and consequently the modeled turbulent kinetic energy production are weaker than the physical counterparts [40].

In light of the comparison between the samples and the benchmark above, it can be seen that using a spatial uniform dispersion parameter $\delta$ leads to scattering larger than necessary in the upper channel, but with insufficient scattering in regions that are indeed problematic for the baseline model (e.g., the free shear and recirculation regions). It is known from experiences in turbulence modeling that standard turbulence models have difficulties in these regions. Therefore, using a nonuniform, informative dispersion field $\delta(x)$ as shown in Fig. 5.2 can be justified as presented in Section 4.4.1 above. The samples of $R_{12}$ and $k$ are presented in Fig. 4.9. In both cases the scattering of the samples are larger in the free-shear and recirculation regions and are smaller in the upper channel, which is more consistent with the actual discrepancies between the baseline and the DNS results. A minor exception is that the turbulent kinetic energy near the upper wall is underpredicted by the baseline model but this is not reflected in the sample scatter. This is attributed to the fact that this feature is not reflected in the prior knowledge in the dispersion parameter $\delta(x)$ field.

Overall speaking, all sample profiles of the Reynolds stress component $R_{12}$ and the turbulent kinetic energy $k$ shown in Figs. 4.7 and 4.9 are physically reasonable. These samples are qualitatively similar to those obtained with the physics-based approach by directly perturbing the physical variables $C_1, C_2$, and $\ln k$ around the baseline results [6].

**Remarks on the near-wall asymptotic behavior of sampled Reynolds stresses.** It can be seen from Figs. 4.7 and 4.9 that the sampled turbulent shear stress $R_{12}$ and turbulent kinetic energy $k$ all approach zero towards the wall. In fact, other components of $[R]$ (not shown here) also exhibit similar and physically correct asymptotic behaviors. The correct “zero-approaching” behavior of the sampled Reynolds stresses is inherited from the baseline Reynolds stress $[R]$. Recalling the decomposition $\bar{R} = [L][G][L^T]$, the Reynolds stress is constructed as follows:

$$[R] = [L][G][L^T]. \quad (4.32)$$

As the wall is approached, $[R] \to [0]$ and thus $[L] \to [0]$, where $[0]$ denotes rank two tensors with all zero elements. Consequently, although a realization $[G]$ of normalized random matrix
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Figure 4.9: The sampled turbulent shear stress $R_{12}$ and turbulent kinetic energy $k$ profiles for Case 3. The ensemble profiles are shown at eight streamwise locations $x/H = 1, \cdots, 8$, compared to the baseline results and the benchmark (DNS) results obtained by direct numerical simulations [39].
can have large values near the wall, the Reynolds stress $[R]$ reconstructed from Eq. (4.32) would still approach zero asymptotically towards the wall. Ultimately it is the velocity fields and the associated auxiliary quantities (e.g., wall shear stress, reattachment point, and pressure drop across the channel) that are of interest in turbulent flow simulations. Therefore, the sampled Reynolds stress are propagated to velocities by using the RANS solver tauFoam [6], and the reattachment points are obtained by post-processing the velocity fields. The velocity profiles obtained for the three cases with different dispersion parameters are presented and compared in Fig. 5.12. Similar to the profiles of $R_{12}$ and $k$, the velocity sample also show a small scattering in Case 1 ($\delta = 0.2$) and a larger scattering in Case 2 ($\delta = 0.6$). The advantage of using an informative $\delta(x)$ field can also be observed in this figure. Compared to the uniformly small scattering in Case 1 (panel a) and uniformly large scattering in Case 2 (panel c), the velocity scattering in Case 3 (panel c) is small in the upper channel and large in the free shear and recirculation regions, adequate to cover the benchmark (DNS) results in both regions. Finally, we note that in all three cases the velocity scattering in the lower part, particularly in the recirculation region, of the channel is larger, even though the Reynolds stress scattering is spatially uniform in Cases 1 and 2. This observation suggests that the velocity in the recirculation region is more sensitive to the Reynolds stresses, an important physical insight that is provided by the RANS solver. Similar analyses have been performed on other quantities of interest including the bottom wall shear stress and the reattachment point. Qualitatively similar observations are made as those presented above for the velocities, and thus the figures for the other QoIs are omitted here.

4.5 Discussions

4.5.1 Modeling Choices in Proposed Framework

A major motivation of using a random matrix approach with maximum entropy distribution is to minimize the amount of unwarranted information introduced into the prior. In the physics-based approach, the maximum entropy distributions can be defined on the physics-based components (magnitude, shape, and orientation) of the Reynolds stress tensor. In fact, this is exactly what was adopted in ref. [6] – they defined normal distributions (or log-normal for the magnitude) as priors for these physics-based variables. Normal distributions indeed have the maximum entropy with a given mean and variance [11]. However, a notable advantage of the current approach is that the maximum entropy distribution is defined for the tensor, and not for individual components. In the latter approach, it is not clear how large the variance of each component should be relative to each other. From this perspective, the current approach is more rigorous than the physics-based approach in that it introduces less unwarranted information.
Figure 4.10: Comparison of propagated velocity profile samples for Cases 1, 2, and 3. The profiles are shown at eight streamwise locations $x/H = 1, \cdots, 8$, compared to the baseline results and the benchmark (DNS) results obtained by direct numerical simulations [39].
Admittedly, the current approach only ensures maximum entropy for the Reynolds stresses at each point. It would be desirable to generalize our work to defining maximum entropy distribution for random tensor fields, but the authors are not aware of any such rigorous measures. Consequently, for the lack of better alternatives we used Gaussian processes with squared exponential kernels to construct the random tensor field. This is an ad hoc modeling choice made according to the state-of-the-art practice in the literature [18]. However, we emphasize that the implied smoothness of the random field by the chosen kernel, the specified correlation length scale of the kernel, and the nonstationary nature of the kernel may all introduce artificial information. The role played by the spatial correlation structure is particularly significant since it is the divergence of the Reynolds stress that appears in the RANS momentum equation. Therefore, it requires some physical understanding of the flow characteristics and prior knowledge of the RANS model performance.

4.5.2 Limitation of Uncertainty Space Exploration

Iaccarino et al. [4, 5] only computed three representative samples, each obtained by perturbing the baseline RANS predicted Reynolds stress toward the three limiting states and in a specified spatial pattern. They pointed out that the true Reynolds stresses are not necessarily convex combinations of the three limiting states, and thus the true uncertainty can fall outside the uncertainty range as indicated by the three perturbations. The same can be said of the velocities. As such, they referred to their approach as “uncertainty estimation” rather than “uncertainty quantification”. In comparison, the current approach explores a much larger part of the uncertainty space by sampling from a functional space of spatial pattern as spanned by the specified modes $\phi_\alpha$. However, it is still not an exhaustive exploration of the uncertainty space of the Reynolds stresses, which can be very large and challenging to explore comprehensively, if possible at all. Moreover, note that no data are used to provide independent information on the model-form uncertainty in the RANS simulation, and thus one should not expect the proposed framework alone can reduce model-form uncertainty. In fact, even producing an uncertainty range to cover the truth is not the main objective of the current framework or that of Iaccarino et al. [4, 5]. If this was the objective, then one can simply perturb the Reynolds stress field as large as possible without even the need to account for any physical constraints. However, it would lead to overly large uncertainty ranges that are of little practical value. Rather, by perturbing the Reynolds stresses carefully respecting as many physical constraints as possible, the current approach aims to yield uncertainty estimates of the velocity field and other QoIs that show physical insights, e.g., on the sensitivity of velocities in the recirculation region to Reynolds stress perturbations as discussed in Section 4.2. On the other hand, hypothetically if a better turbulence model was used, which produces a baseline Reynolds stress field that is closer to the benchmark, then the same perturbation used here would have been able to cover the truth. However, this would be an issue outside the scope of the proposed algorithm, and one usually does not know the predictive skill of the turbulence model on the case of concern a priori.
4.5.3 Accessibility of Limiting States When Sampling Reynolds Stress

Whether the obtained maximum entropy distribution of Reynolds stress $\mathbf{R}$ should have zero measure on the two-component (and one-component) limiting states is an issue open for discussion. We explain below the implications based on the choices made in the proposed framework. Although practically we did not encounter this difficulty in this study, the discussion below adds to the theoretical completeness. The probability distribution for the normalized random matrix $\mathbf{G}$ as given in Eq. (4.13) has zero measure on the subset $\mathbb{M}_d^{+0} \setminus \mathbb{M}_d^{+}$ of singular positive semidefinite matrices, since $\det(\mathbf{G}) = 0$ in this set and thus $p(\mathbf{G})|_{\mathbf{G} \in \mathbb{M}_d^{+0} \setminus \mathbb{M}_d^{+}} = 0$. However, a valid distribution for semi-definite matrices could have non-zero measure in the set of singular matrices. One can draw an analogy to the exponential distribution, for instance, in the scalar case. If the specified mean $\mathbf{R}$ of $\mathbf{R}$ is singular, i.e., $\det(\mathbf{R}) = 0$, then $\det(\mathbf{L}_R) = 0$. Consequently, any realization $\mathbf{R}$ constructed from Eq. (5.6), $\mathbf{R} = \mathbf{L}_R^T \mathbf{G} \mathbf{L}_R$, is also singular since the distributive nature of determinants leads to $\det(\mathbf{R}) = 0$. The set $\mathbb{M}_d^{+0} \setminus \mathbb{M}_d^{+}$ of singular Reynolds stresses maps to the two-component limit edge ($C_3 = 0$) of the Barycentric triangle. This mapping can be explained by the fact that all matrices in this set have at least one eigenvalue that is zero (as they have zero determinants), which corresponds to two-component turbulence. This correspondence is indicated in Fig. 6.1a. The physical interpretation of the mathematical consequences above can be summarized as follows:

- When the specified Reynolds stress mean $\mathbf{R}$ corresponds to a turbulence state in a two-component limit, the samples of perturbed Reynolds stresses also have two-component states;

- When the specified mean corresponds to a generic three-component state, the samples can become infinitely close to a two-component limit but has zero probability of falling on the limit.

4.6 Conclusion

In this work we propose a random matrix approach to guarantee Reynolds stress realizability for quantifying model-form uncertainty in RANS simulation. In this approach, the Reynolds stress field is described with a probabilistic model of a random field of positive semidefinite matrices with specified mean and correlation structure. The marginal probability distribution of the Reynolds stress at any particular location satisfies the maximum entropy principle. By imposing maximum entropy on the distribution of the Reynolds stress tensors, the current framework aims to provide an objective approach for specifying priors (e.g., in the context of Bayesian inferences for uncertainty quantification). It can also be used for estimating uncertainties in RANS simulations in the absence of observation data. To
sample such a random matrix field, Gaussian random fields with specified covariance kernel are first generated and then are mapped to the field of positive semidefinite matrices based on polynomial chaos expansion and reconstruction. Numerical simulations have been performed with the proposed approach by sampling the Reynolds stress and propagating through the RANS solver to obtain velocities. The simulation results showed that generated Reynolds stress fields not only have the specified statistics, but also are physically reasonable. The mathematically rigorous approach based on random matrix and maximum entropy principle is a promising alternative to the previously proposed physics-based approach for quantifying model-form uncertainty in RANS simulations. Moreover, it can be used to gauge the entropy of the prior distributions specified in the physics-based approach and thus to measure the information introduced therein. Detailed comparison between the two approaches are presented in a separate work [21].
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Appendix
4.A Summary of the Algorithm of the Proposed Method

Given the mean Reynolds stress field $[R](x)$ along with the correlation function structure of the random matrix field $[L](x)$ as specified in Eq. (4.21), the following procedure is performed:

1. Expansion of given marginal distributions and covariances kernels:
   
   1.1. Perform the Cholesky factorization of the mean Reynolds stresses $[R]$ at each cell according to Eq. (5.7), which yields field $L_R(x)$ of upper triangular matrices.
   
   1.2. Perform KL expansion for the kernel function by solving the Fredholm equation (4.26) to obtain eigenmodes $\sqrt{\lambda_\alpha} \phi_\alpha(x)$. This is performed by first discretizing the integration with Gaussian quadrature and then solving the obtained discrete eigenvalue problem. This KL expansion procedure is implemented in many standard uncertainty quantification toolboxes. In the current work we adopted UQTk [42], which is developed at Sandia National Laboratories.
   
   1.3. For off-diagonal terms only, perform polynomial expansion of the marginal PDF as described in Eq. (4.20) at each cell. Coefficients $U_\beta$ are obtained from Eq. (5.13), where $\beta = 1, \cdots, N_p$, and $N_p$ is the number of polynomials retained in the expansion.

2. Sampling and reconstruction of random matrix fields for Reynolds stresses:
   
   2.1. For each element $L_{ij}$ of the random matrix field $[L]$, independently draw $N_{KL}$ sample from the standard Gaussian distribution $\omega_{ij,\alpha}$ where $\alpha = 1, \cdots, N_{KL}$, e.g., with random sampling or Latin hypercube sampling method [43].
   
   2.2. Synthesize realizations of the off-diagonal terms based on KL expansion:
      
      $$w_{ij}(x) = \sum_{\alpha=1}^{N_{KL}} \sqrt{\lambda_\alpha} \phi_\alpha(x) \omega_\alpha \quad \text{with} \quad i < j$$
      
      $$L_{ij}(x) = \sigma_d w_{ij}(x)$$

   2.3. Synthesize the realizations of the diagonal terms based on KL and PCE expansions:
      
      $$u_i(x) = \sum_{\beta=0}^{N_p} U_\beta(x) \Psi_\beta(w_{ii}(x))$$
      
      where the Gaussian random field sample $w_{ii}(x)$ obtained in the previous step is used.

2.4. Synthesize the diagonal terms of matrix $[\mathcal{L}]$ from $L_{ii}(x) = \sigma_d \sqrt{u_i}$, where $i = 1, 2, 3$. 

3. Propagation the Reynolds stress field through the RANS solver to obtain velocities and other QoIs:

3.1 Use the obtained sampled Reynolds stress to velocity and other QoIs by solving the RANS equation.

3.2 Post-process the obtained velocity and QoI samples to obtain statistical moments.
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Abstract

Numerical models based on Reynolds-Averaged Navier-Stokes (RANS) equations are widely used in engineering turbulence modeling. However, the RANS predictions have large model-form uncertainties for many complex flows, e.g., those with non-parallel shear layers or strong mean flow curvature. Quantification of these large uncertainties originating from the modeled Reynolds stresses has attracted attention in the turbulence modeling community. Recently, a physics-based Bayesian framework for quantifying model-form uncertainties has been proposed with successful applications to several flows. Nonetheless, how to specify proper priors without introducing unwarranted, artificial information remains challenging to the current form of the physics-based approach. Another recently proposed method based on random matrix theory provides the prior distributions with maximum entropy, which is an alternative for model-form uncertainty quantification in RANS simulations. This method has better mathematical rigorosity and provides the most non-committal prior distributions without introducing artificial constraints. On the other hand, the physics-based approach has the advantages of being more flexible to incorporate available physical insights. In this
work, we compare and discuss the advantages and disadvantages of the two approaches on model-form uncertainty quantification. In addition, we utilize the random matrix theoretic approach to assess and possibly improve the specification of priors used in the physics-based approach. The comparison is conducted through a test case using a canonical flow, the flow past periodic hills. The numerical results show that, to achieve maximum entropy in the prior of Reynolds stresses, the perturbations of shape parameters in Barycentric coordinates are normally distributed. Moreover, the perturbations of the turbulence kinetic energy should conform to log-normal distributions. Finally, the result sheds light on how large the variance of each physical variable should be compared with each other to achieve the approximate maximum entropy prior. The conclusion can be used as a guidance for specifying proper priors in the physics-based, Bayesian uncertainty quantification framework.

5.1 Introduction

Despite the increasing availability of computational resources in the past decades, high-fidelity simulations (e.g., large eddy simulation, direct numerical simulation) are still not affordable for most practical problems. Numerical models based on Reynolds-Averaged Navier–Stokes (RANS) equations are still the dominant tools for the prediction of turbulent flows in industrial and natural processes. However, for many practical flows, e.g., those with strong adverse pressure gradient, non-parallel shear layers, or strong mean flow curvature, the predictions of RANS models have large uncertainties. The uncertainties are mostly attributed to the phenomenological closure models for the Reynolds stresses [1, 2]. Previous efforts in quantifying and reducing model-form uncertainties in RANS simulations have mostly followed parametric approaches, e.g., by perturbing, tuning, or inferring the parameters of the closure models of the Reynolds stress [3, 4, 5].

Recently, the turbulence modeling community has recognized the limitations of the parametric approaches and started investigating non-parametric approaches where uncertainties are directly injected into the Reynolds stresses [2, 6, 7, 8, 9, 10]. In their pioneering work, Iaccarino et al. [6, 8, 9] proposed a physics-based approach, where the Reynolds stress is projected onto six physically meaningful dimensions (its shape, magnitude, and orientation). They further perturbed the Reynolds stresses towards the limiting states in the physically realizable range, based on which the RANS prediction uncertainties are estimated. Building on the work of Iaccarino et al. [6, 8, 9], Xiao et al. [10] modeled the Reynolds stress discrepancy as a zero-mean random field and used a physical-based parameterization to systematically explore the uncertainty space. They further used Bayesian inferences to incorporate observation data to reduce the model-form uncertainty in RANS simulation. While the physics-based method has achieved significant successes, the method in its current form has two major limitations. First, uncertainties are only injected to the shape and magnitude of the Reynolds stresses but not to the orientations, and thus they do not fully explore the uncertainty space. Second, it is challenging to specify prior distributions over these physical
variables without introducing artificial constraints. The priors are critical for uncertainty propagation and Bayesian inference, particularly when the amount of data is limited \[11\]. Xiao et al. \[10\] specified Gaussian distribution for the perturbations of shape parameters in natural coordinates and log-normal distribution for the turbulence kinetic energy discrepancy. The perturbations in all physical parameters share the same variance field. However, it is not clear if or how much artificial constraints are introduced into the prior with this choice. Moreover, without sufficient physical insight, it is not clear how large the variance of perturbation for each physical variable should be relative to each other.

In information theory, Shannon entropy is an important measure of the information contained in each probability distribution. The distribution best representing the current state is the one with the largest information entropy, which is known as principle of maximum entropy \[12\]. This principle has been used as a guideline to specify prior distributions in Bayesian framework \[13\]. Although this theory has been extensively used in information processing problems such as communications and image processing, the application in conjunction with random matrix theory applied to physical systems is only a recent development, which was first proposed and developed by Soize et al. \[14, 15\]. Built on the theories developed by Soize et al., Xiao et al. \[16\] proposed a random matrix theoretic (RMT) approach with maximum entropy principle to quantify model-form uncertainties in RANS simulations. The RMT approach is an alternative to the physics-based approach in quantifying model-form uncertainties in RANS simulations. In this approach, the realizability of perturbed Reynolds stresses is guaranteed automatically in a mathematical way, since the uncertainties are directly injected within the set $M_d^{+0}$ of positive semidefinite matrices. In addition, the RMT approach can provide objective priors for Bayesian inferences that satisfy the given constraints without introducing artificial information.

While the RMT approach has better mathematical rigorousness and provides a proper prior of the Reynolds stress tensors with maximum entropy, it has its own limitations. In particular, since the perturbations are directly introduced to the Reynolds stress itself, it is not straightforward to incorporate physical insights that are available for specific flows into the RMT approach. For example, for the flow in a channel with square cross section, the discrepancies of RANS-predicted Reynolds stress mainly come from the shape of the Reynolds stress tensor, while the predicted turbulence kinetic energy is rather accurate \[17\]. In this case, the perturbation variances of shape parameters should be specified much larger than that of the turbulence kinetic energy. Nonetheless, this piece of information is difficult to incorporate into the RMT approach. In comparison, the physics-based approach is more flexible and thus may be preferred in engineering applications for both uncertainty quantification and Bayesian inferences. The objective of this work is twofold. First, we compare the physics-based approach and RMT approach on model-form uncertainty quantification and propagation. The advantages and disadvantages of both approaches are discussed. Second, we use the results from the RMT approach to assess the artificial constraints introduced in the physics-based approach and possibly improve the specification of physics-based priors under the context of Bayesian inference. To this end, the Reynolds stress samples with
maximum entropy distribution obtained in the RMT approach are first projected onto the physically meaningful dimensions. Then, the distributions in the six physical dimensions are used to compare with the priors specified in the physics-based approach. The perturbed Reynolds stresses from both approaches are propagated to the quantities of interest (QoIs), e.g., velocity field and wall shear stress, and the differences of these propagated QoIs are investigated. The comparisons can provide useful insights on the model-from uncertainty quantification in RANS modeling. Moreover, they also sheds light on the specification of appropriate prior for each physical variable when no further physical knowledge is available. This work is the first attempt to fully explore the uncertainty space in physics-based approach. The orientations of Reynolds stresses are perturbed, and their impacts on the propagated QoIs are investigated. Note that in this work we only focus on uncertainty propagation (i.e., prior). The assessment of posterior from Bayesian inference is not included. This is because the inversion schemes currently used for reducing RANS model-form uncertainties are approximate Bayesian approaches, e.g., iterative ensemble Kalman filtering in [10, 11], which are not sensitive to the prior and cannot provide a posterior uncertainty estimation with a comparable accuracy to that obtained from the exact Bayesian sampling scheme [18]. This compromise is under the consideration of high computational costs of RANS model evaluations, which make exact Bayesian approach (i.e., Markov Chain Monte Carlo (MCMC) sampling scheme) prohibitively expensive. Obtaining an accurate posterior is still an ongoing work, which can be possibly achieved by utilizing recently developed dimension reduction methods (e.g., active subspace methods [19]) and fast sampling scheme (e.g., parallel MCMC [20] and delayed rejection adaptive metropolis [21]).

The rest of the paper is organized as follows. Section 5.2 introduces the physics-based and RMT approaches for RANS model-form uncertainty quantification. Section 5.3 uses the flow over periodic hills as an example to perform the comparison between the two approaches. The results are then presented and discussed. Finally, Section 5.5 concludes the paper.

5.2 Comparison of Physics-Based Approach and RMT Approach

This work examines and compares two approaches, the physics-based approach and the random matrix theoretic approach, for quantifying RANS model-form uncertainties. We first briefly introduce the general background of RANS-based turbulence modeling and the common assumptions of the two approaches before presenting the technical details of the two approaches.

Reynolds-averaged Navier–Stokes equations describe the mean quantities (e.g., velocity and pressure) of the turbulent flows. They are obtained by performing time- or ensemble-averaging on the Navier–Stokes equations, which describes the instantaneous flow quantities. The averaging process leads to a covariance term of the instantaneous velocities, which is
referred to as Reynolds stresses and needs model closure in RANS simulations. It is the consensus of the turbulence modeling community that the modeling of the Reynolds stresses accounts for majority of the model-form uncertainty in RANS simulations \cite{1}. In the physics based approach proposed by Iaccarino et al.\cite{6,8} and further extended by Xiao et al.\cite{10,11}, perturbations are directly injected to the RANS-predicted Reynolds stresses. Specifically, the physically meaningful projections of the Reynolds stress, i.e., its shape, magnitude, and orientation are jointly perturbed around their respective mean values obtained in the RANS simulation, and the perturbations are then propagated through RANS solvers to the Quantities of Interests (QoI, e.g., velocities). The obtained ensemble is then used to assess the uncertainties in the RANS predictions. The specific form of perturbation for each variable is a modeling choice made by the user. The scheme ensures realizability (positive semi-definiteness) of the Reynolds stresses. Similar to the physics-based approach, zero-mean perturbations are also injected to the RANS-predicted Reynolds stresses in the RMT approach with realizability guaranteed. In contrast to the physics-based approach, however, in the RMT approach the true Reynolds stress is modeled as random matrices, for which a maximum entropy probabilistic distribution is constructed under the constraint that the mean is the RANS-predicted value. The maximum entropy distribution is then sampled to be obtain the perturbed Reynolds stress fields.

In summary, both the physics-based and the RMT approaches introduce zero-mean perturbations to the RANS predicted Reynolds stresses, which are then propagated to the QoIs to assess RANS prediction uncertainties. They differ in how the perturbations are introduced. The RMT approach introduces perturbations directly in the Reynolds stress tensor and the perturbations conform to a maximum entropy distribution, while the physics-based approach introduces perturbations to the physically meaningful projections of the Reynolds stresses. The details of the two schemes are presented below.

### 5.2.1 Physics-Based Approach

Here, we briefly summarize the physics-based model-form uncertainty quantification framework proposed by Xiao et al.\cite{10} and its extension to account for uncertainties in tensor orientation. In the framework, the true Reynolds stress \([\mathbf{R}(x)]\) is modeled as a random tensorial field with the RANS-predicted Reynolds stress \([\mathbf{R}^\text{rans}(x)]\) as prior mean, in which \(x\) denotes the spatial coordinate. To inject uncertainties into the physically meaningful projections of Reynolds stress tensor, the following eigen-decomposition is performed for its each realization at any given location \(x\):

\[
[\mathbf{R}] = 2k \left( \frac{1}{3} [I] + [A] \right) = 2k \left( \frac{1}{3} [I] + [E][\Lambda][E]^T \right)
\]

(5.1)

where \(k\) is the turbulent kinetic energy indicating the magnitude of \([\mathbf{R}]\); \([I]\) is the second order identity tensor; \([A]\) is the anisotropy tensor; \([E] = [\bar{e}_1, \bar{e}_2, \bar{e}_3]\) and \([\Lambda] = \text{diag} [\tilde{\lambda}_1, \tilde{\lambda}_2, \tilde{\lambda}_3]\), where \(\tilde{\lambda}_1 + \tilde{\lambda}_2 + \tilde{\lambda}_3 = 0\), are the orthonormal eigenvectors and the corresponding eigenvalues of \([A]\),
respectively, indicating the orientation and shape of $[R]$. In order to physically interpret the shape of the Reynolds stress and easily impose the realizability constraint, the eigenvalues $\lambda_1$, $\lambda_2$, and $\lambda_3$ are mapped to the Barycentric coordinates $(C_1, C_2, C_3)$ with $C_1 + C_2 + C_3 = 1$. The Barycentric coordinates are defined as,

$$C_1 = \tilde{\lambda}_1 - \tilde{\lambda}_2$$  \hspace{1cm} (5.2a)
$$C_2 = 2(\tilde{\lambda}_2 - \tilde{\lambda}_3)$$  \hspace{1cm} (5.2b)
$$C_3 = 3\tilde{\lambda}_3 + 1.$$  \hspace{1cm} (5.2c)

As shown in Fig. 6.1a, the Barycentric coordinates $(C_1, C_2, C_3)$ of a point indicate the portion of areas of three sub-triangles formed by the point and with edge labeled as $C1$, $C2$, and $C3$, in the Barycentric triangle. For example, the ratio of areas of the sub-triangle labeled with $C3$ to the entire triangle is $C_3$. A point located on the top vertex corresponds to $C_3 = 1$ while a point located on the bottom edge has $C_3 = 0$. The Barycentric coordinates have clear physical interpretation, i.e., the dimensionality of the turbulence. All the edges and vertices indicate limiting states of turbulence, which are shown in Fig 6.1a. The projections of all Reynolds stresses should fall inside the Barycentric triangle to ensure the realizability. To facilitate parameterization, the Barycentric coordinates are further transformed to the natural coordinates $(\xi, \eta)$ with the triangle mapped to the square, as shown in Fig. 6.1b. Details of the mapping can be found in ref. [10]. Corresponding edges in the two coordinates are indicated with matching colors.

Figure 5.1: Mapping between the Barycentric coordinate to the natural coordinate, transforming the Barycentric triangle enclosing all physically realizable states [22] to a square through standard finite element shape functions. Details of the mapping can be found in the appendix of ref. [10].
The Reynolds stress tensor field is transformed into six physically meaningful components denoted as $\xi, \eta, k, \varphi_1, \varphi_2, \text{ and } \varphi_3$, which are all scalar fields. After the mapping, uncertainties are introduced to these quantities by adding discrepancy terms to the corresponding RANS predictions, i.e.,

\[
\begin{align*}
\xi(x) &= \tilde{\xi}_{\text{trans}}(x) + \Delta\xi(x) \\
\eta(x) &= \tilde{\eta}_{\text{trans}}(x) + \Delta\eta(x) \\
\log k(x) &= \log \tilde{k}_{\text{trans}}(x) + \Delta \log k(x) \\
\varphi_i(x) &= \tilde{\varphi}_i_{\text{trans}}(x) + \Delta \varphi_i(x), \quad i = 1, 2, 3
\end{align*}
\]

where $\Delta\xi(x)$ and $\Delta\eta(x)$ are discrepancies of the Reynolds stress shape parameters $\xi$ and $\eta$, respectively; $\Delta \log k(x)$ is the log-discrepancy of the turbulent kinetic energy; $\Delta \varphi_i(x)$ ($i = 1, 2, 3$) are the discrepancies of three Euler angles. To model the prior of these discrepancy fields with spatial smoothness, we assume that each discrepancy field is normally distributed at any location $x$ and use a Gaussian kernel $K(x,x')$ to describe the correlation between any two different locations $x$ and $x'$. That is,

\[
K(x,x') = \sigma(x)\sigma(x') \exp \left( -\frac{|x-x'|^2}{l^2} \right) \quad \text{where } x, x' \in \Sigma,
\]

where $\Sigma$ is the spatial domain of the flow field. The variance $\sigma(x)$ is a spatially varying field representing the magnitude of injected uncertainties. The correlation length $l$ also varies spatially based on the local length scale of the mean flow. It can be seen from Eq. 6.5 that the discrepancy fields for shape parameters ($\xi, \eta$) and Euler angles ($\varphi_i$) are Gaussian random fields, and the discrepancy field for magnitude parameter $k$ is a log-normal random field. To reduce dimensions of the random fields, Karhunen–Loeve expansions of the random fields are adopted with chosen basis that are eigenfunctions of the kernel [24]. That is, the discrepancies can be represented as follows:

\[
\Delta(x) = \sum_{j=1}^{\infty} \omega_\alpha \phi_\alpha(x),
\]

where the coefficients $\omega_\alpha$ (denoting $\omega^\xi_\alpha, \omega^\eta_\alpha, \omega^k_\alpha, \omega^{\varphi_i}_\alpha$ for discrepancy fields $\Delta\xi, \Delta\eta, \Delta \log k$ and $\Delta \varphi_i$, respectively) are independent standard Gaussian random variables. In practice, the infinite series are truncated to $N_{kl}$ terms with $N_{kl}$ depending on the smoothness of the kernel $K$. Therefore, the discrepancy fields in Reynolds stress are parameterized by the coefficients $\omega^\xi_\alpha, \omega^\eta_\alpha, \omega^k_\alpha, \omega^{\varphi_i}_\alpha$ with $\alpha = 1, 2, \cdots, N_{kl}$. These Reynolds stress discrepancies are then propagated to the QoI (e.g., velocity) as the model-form uncertainties.
In summary, the uncertainties are injected into the six physically meaningful dimensions of Reynolds stress separately in the physics-based approach. For each dimension, the uncertainties are represented by the Gaussian random fields to ensure the smoothness of the Reynolds stress perturbations (for incompressible flow). The perturbed Reynolds stresses are reconstructed with these six random fields, which are then propagated to the QoI as the quantified model-form uncertainties. Detailed algorithm of the physics-based approach is presented in 5.A.

5.2.2 Random Matrix Theoretic Approach with Maximum Entropy Principle

Since Reynolds stresses belong to the set $\mathbb{M}_d^{+0}$ of symmetric positive definite tensors, where $d = 3$, it is natural to describe them directly as random matrices in set $\mathbb{M}_d^{+0}$. In the following, we summarize the uncertainty quantification approach based on random matrix theory and maximum entropy principle proposed by Xiao et al. [16]. In this framework, a probabilistic model in matrix set is built to satisfy all the constraints in the context of turbulence modeling. Based on the principle of maximum entropy, the target probability measure $p_{\mathbb{R}} : \mathbb{M}_d^{+0} \mapsto \mathbb{R}^+$ is the most non-committal probability density function (PDF) satisfying all available constraints (e.g., realizability) but without introducing any other unwarranted constraints, where $\mathbb{R}^+$ is the set of positive real number.

A two-step approach is used to find such maximum entropy distribution for random Reynolds stress tensors. First, the PDF for a normalized, positive definite random matrix $[G]$ is obtained, whose mean is the identity matrix, i.e., $\mathbb{E}\{[G]\} = [I]$. The distribution of $[G]$ should have the maximum entropy. Second, the distribution of Reynolds stress tensor $[R]$ is obtained with its mean $[R]$ and normalized random matrix $[G]$ as follows:

$$[R] = [L_R]^T[G][L_R],$$

where $[L_R]$ is an upper triangular matrix with non-negative diagonal entries obtained from the following factorization of the specified mean $[R]$, i.e.,

$$[R] = [L_R]^T[L_R].$$

It is assumed that the RANS predicted Reynolds stress $[R]^{\text{rans}}$ is the best estimate of $[R]$. Therefore, to determine the maximum entropy distribution of $[R]$, one only needs to focus on the normalized random matrix $[G]$. It is first represented by its Cholesky factorization:

$$[G] = [L]^T[L],$$

where $[L]$ are upper triangle matrices with six independent elements. To achieve the matrix entropy, the distributions for each element $L_{ij}$ can be specified following the procedures in
Ref. [16]. Note that each of the six elements of \([L]\) is a random scalar field independent of each other. The off-diagonal element fields \(L_{ij}(x)\) with \(i < j\) are obtained from

\[
L_{ij}(x) = \sigma_d(x) w_{ij}(x),
\]

in which \(w_{ij}(x)\) (i.e., \(w_{12}(x)\), \(w_{13}(x)\), and \(w_{23}(x)\)) represents an independent Gaussian random field with zero mean and unit variance. The uncertainty magnitude field \(\sigma_d(x)\) is half of the dispersion parameter filed \(\delta(x)\), which indicates the uncertainty of the random matrix and is defined as

\[
\delta(x) = \left[ \frac{1}{d} \mathbb{E}\{\|G(x) - [I]\|_F^2\} \right]^{\frac{1}{2}},
\]

where \(\| \cdot \|_F\) is Frobenius norm, e.g., \(\|G\|_F = \sqrt{\text{tr}(G^T G)}\). It can be seen that \(\delta(x)\) is analogous to the variance field \(\sigma(x)\) of a scalar random field shown in the physics-based approach. It has been shown in [14] that \(0 < \delta(x) < \sqrt{2}/2\) for \(d = 3\). For the three diagonal element fields, each one of them is generated as follows:

\[
L_{ii}(x) = \sigma_d(x) \sqrt{2u_i(x)} \quad \text{with} \quad i = 1, 2, 3,
\]

where \(u_i(x)\) is a positive valued gamma random field. It is worth noting that due to the choice of positive diagonal elements of the Cholesky factor \([L]\) of Reynolds stress \([R]\), its realizability can be guaranteed in the RMT approach.

Since Reynolds stresses are correlated at different spatial locations, one needs to model the correlation structures in the six fields of elements. It is assumed here that both the off-diagonal and the square root of diagonal terms have the same spatial correlation structures with Gaussian kernel. The three independent Gaussian random fields for the off-diagonal terms can be generated by using Monte Carlo sampling. Similar to that in the physics-based approach, the Karhunen–Loeve expansions are used here for reducing the dimension. To express the non-Gaussian random fields used to obtain the diagonal terms (see Eq. 5.11), the Gamma random variable \(u_i\) at any spatial location \(x\) is expanded by polynomial chaos expansion with Gaussian random variables [25] (see 5.B). Finally, the constructed distribution of Reynolds stresses can be propagated by RANS equation to the QoI to quantify the model-form uncertainties.

In summary, the uncertainties are directly injected into the Reynolds stress tensors in the set \(M^+d\) of positive definite matrices in the RMT approach. The principle of maximum entropy is applied to avoid introducing artificial constraints. The perturbed Reynolds stresses are then propagated to the QoI as the quantified model-form uncertainties. Detailed algorithm of the RMT approach can be found in [5.B].
5.3 Numerical Results

5.3.1 Cases Setup

A canonical flow, the flow in a channel with periodic hills at \( Re = 2800 \), is studied to compare the prior distributions of Reynolds stresses perturbed by the physics-based approach and the random matrix theoretic (RMT) approach. The computational domain is shown in Fig. 5.2. Periodic boundary conditions are imposed in the streamwise (\( x \)-) direction and non-slip boundary conditions are applied at the walls.

![Figure 5.2: Domain shape for the flow in the channel with periodic hills. The \( x \)-, \( y \)- and \( z \)-coordinates are aligned with the streamwise, wall-normal, and spanwise directions, respectively. All dimensions are normalized by \( H \) with \( L_x/H = 9 \) and \( L_y/H = 3.036 \). Two typical locations A (\( x/H = 2.0, y/H = 0.5 \)) and B (\( x/H = 2.0, y/H = 0.01 \)) are marked in the figure.](image)

In the physics-based approach the variance fields \( \sigma(x) \) for generating random perturbation fields \( \Delta \xi(x) \), \( \Delta \eta(x) \), \( \Delta \log k(x) \), and \( \Delta \varphi_i(x) \) \((i = 1, 2, 3)\) represent the magnitude of injected uncertainties. In the RMT approach the dispersion parameter \( \delta(x) \) determines the variance of perturbations directly in the set \( \mathbb{M}_3^+ \) of positive definite matrices. To ensure that the distributions of perturbed Reynolds stresses from the two approaches are comparable, the amount of perturbation needs to be consistent with each other. Therefore, we estimate the dispersion parameter field \( \delta(x) \) based on the samples of Reynolds stresses obtained in the physics-based approach with the given variance \( \sigma(x) \). Although the physics-based approach is more flexible to specify different variances for the six discrepancy fields, it is difficult to determine how large the variance of each variable should be relative to each other. To be consistent with Xiao et al. [10], the Gaussian random fields for \( \Delta \xi \), \( \Delta \eta \), \( \Delta \log k \), and \( \Delta \varphi_i \) \((i = 1, 2, 3)\) share the same variance field \( \sigma(x) \). Since the aim of this work is to compare the two approaches, we choose a constant variance field to avoid the complexity caused by spatial variations of the perturbation variances. We investigate two groups of cases with different magnitudes of perturbation. For cases Phy1 and RM1, a relatively small constant variance field \( \sigma = 0.2 \) is used in the physics-based approach, and the corresponding dispersion parameter field \( \delta(x) \) is estimated in the RMT approach. For cases Phy2 and RM2,
a larger constant variance field $\sigma = 0.6$ is applied. Note that the perturbation of TKE is in logarithmic scale, so it is a relative value of the baseline result. That is, the constant variances $\sigma = 0.2$ and $\sigma = 0.6$ indicate $e^{0.2}$ and $e^{0.6}$ times of the baseline TKE. For the perturbations on orientations, the variances $\sigma = 0.2$ and $\sigma = 0.6$ are in radian, which correspond to 12° and 34° in degree, respectively. For all cases, 30 modes are used in Karhunen–Loeve expansion to capture more than 90% of the variance of the Gaussian random field. To reflect the anisotropy of the flow, an anisotropic yet spatially uniform length scale ($l_x/H = 2$ and $l_y/H = 1$) is used in the correlation kernel. The value of the length scale is chosen according to the approximate length scale of the flow, which can be obtained either from physical understanding of the flow or from RANS model estimation. To adequately represent the prior distribution of Reynolds stresses, 10,000 samples are drawn. Among them, only 500 samples are randomly selected to propagate to the QoIs (e.g., velocity and wall shear stress) via the RANS solver, taking into consideration of the high computational cost of RANS model evaluation. The direct numerical simulation (DNS) results of this flow [26] are used as the benchmark reference for comparison only. The computational parameters are summarized in Table 5.1.

Table 5.1: Mesh and computational parameters used in the flow over periodic hills.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Phy 1</th>
<th>RM 1</th>
<th>Phy 2</th>
<th>RM 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>variance/dispersion(^{(a)})</td>
<td>$\sigma = 0.2$</td>
<td>see note (a)</td>
<td>$\sigma = 0.6$</td>
<td>see note (a)</td>
</tr>
<tr>
<td>Karhunen–Loeve mesh</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RANS mesh</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>number of modes $N_{KL}$</td>
<td>50 × 30</td>
<td></td>
<td>50 × 30</td>
<td></td>
</tr>
<tr>
<td>correlation length scales(^{(b)})</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>number of samples</td>
<td>30</td>
<td></td>
<td>10,000</td>
<td></td>
</tr>
<tr>
<td>number of propagated samples</td>
<td></td>
<td></td>
<td></td>
<td>500</td>
</tr>
</tbody>
</table>

\(^{(a)}\) the dispersion parameter field $\delta(x)$ is estimated with the corresponding variance field $\sigma(x)$ of the companion physics-based case.

\(^{(b)}\) see Eq. 5.4

### 5.3.2 Numerical Results

Two groups of comparisons between the physics-based approach and the RMT approach are conducted with the samples drawn by the Monte Carlo method. In each case, the samples of Reynolds stress field $\{R(x)\}$ are obtained by using both the physics-based algorithm described in Section 5.2.1 and the RMT approach in Section 5.2.2. To facilitate the comparison and gain physical insights, all the sampled Reynolds stresses are mapped to their physical dimensions, i.e., shape parameter (in Barycentric coordinates $C_1, C_2, C_3$ and natural coordinates $\xi, \eta$), magnitude $k$, and the Euler angles ($\varphi_1, \varphi_2, \varphi_3$). Moreover, the decomposition into
physical components also allows visualization of the distribution of random tensor fields. The marginal distributions of all components are investigated at two typical points: (1) point A located at $x/H = 2.0$ and $y/H = 0.5$ and (2) point B located at $x/H = 2.0$ and $y/H = 0.01$, indicated in Fig. 5.2. Point A is a generic point in the recirculation region, and point B is a near-wall point with two-dimensional turbulence representing limiting states.

We first investigate the distributions of shape parameters of the Reynolds stress tensors in Barycentric coordinates, which have clear physical interpretations (see Fig. 6.1). The perturbed Reynolds stresses at the generic point A are sampled and projected onto the Barycentric triangle. The scatter plots of these samples for all cases are shown in Fig. 5.3. We can see that the baseline RANS-predicted Reynolds stress at this generic point is located in the interior of the triangle, while the benchmark result is located to the upper right of the baseline result. For all cases considered here, all samples fall inside the Barycentric triangle, demonstrating that the realizability is guaranteed in both approaches. The scatterings of samples in Figs. 5.3a and 5.3b are comparable, and this is also the case for Figs. 5.3c and 5.3d, indicating that the dispersion parameters $\delta$ estimated with the corresponding variances $\sigma$ are acceptable. The samples are still scattered around the baseline state, especially when the perturbation variance is small ($\sigma = 0.2$). It shows that the sample mean overlaps with the baseline state in Fig. 5.3a. When the variance increases ($\sigma = 0.6$), the mean value slightly deviates from the baseline state (comparing Figs. 5.3a and 5.3c). This deviation is markedly amplified in the RMT approach (Fig. 5.3d), suggesting that although the mean of perturbed Reynolds stresses is assumed to be the baseline result in the RMT approach, the mean is not preserved during the projection to the Barycentric coordinates. As the perturbation becomes large, the constraint of realizability leads to this significant deviation. Another notable difference between the results of two approaches lies in the shape of sample scattering. The scattering in case Phy1 is more elliptical-like with a large amount of samples spreading along the plain strain line (Fig. 5.3a), while in case RM1 the samples are scattered more circularly (Fig. 5.3b). When the perturbation is large ($\sigma = 0.6$), we can see that in both cases Phy2 and RM2 the scatterings of samples show significant influence from the boundaries. In the results of the physics-based approach, a number of samples fall on the edges of the triangle, and a large number of samples are clustered near the top vertex (Fig. 5.3c). In contrast, in the RMT approach the samples are dispersed within the triangle without such clustering, and the frequency of occurrences decreases near the edges (Fig. 5.3d).

Detailed comparison can be conducted by examining the marginal distributions of shape parameters in Barycentric coordinates $C_1$, $C_2$, and $C_3$. In Fig. 5.4 we present the probability density function (PDF) of $C_1$ for cases Phy1 and RM1 and cases Phy2 and RM2. Since $C_2$ and $C_3$ are correlated and have the similar characteristics as $C_1$, thus are omitted for brevity. When the variance $\sigma$ is 0.2, the distributions obtained in both approaches are Gaussian, and the sample means are close to the baseline result. As the variance $\sigma$ increases to 0.6, both distributions deviate from Gaussian. In the physics-based approach the mode of samples (at peak of PDF) moves towards $C_1 = 0$ and the sample mean increases slightly compared to the baseline results. This is caused by the scheme used to impose the realizability constraint.
Figure 5.3: Scatter plots of the Reynolds stress samples projected to the Barycentric coordinates for point A \((x/H = 2.0, y/H = 0.5)\) located in the recirculation region. Panels (a) and (b) compare the two approaches with small perturbation \((\sigma = 0.2)\), while panels (c) and (d) show the comparison with large perturbation \((\sigma = 0.6)\). The baseline RANS result is plotted as a red dot. The benchmark state (DNS results from Breuer et al. [26]) is plotted as a blue square, which is located to the upper right of the baseline result.
Figure 5.4: Probability distributions of the perturbed Barycentric coordinate $C_1$ for point A ($x/H = 2.0, y/H = 0.5$) located in the recirculation region. The results from the physics-based approach and the RMT approach are compared in the same plot. Panels (a) and (b) show the comparison at perturbation variances of $\sigma = 0.2$ (cases Phy1 and RM1) and $\sigma = 0.6$ (cases Phy2 and RM2), respectively.

in the physics-based approach, where the samples falling outside the triangle are capped to the boundaries of natural coordinates (the four edges shown in Fig. 6.1b). Moreover, the samples spreading within the upper area of the natural coordinate square are squeezed in Barycentric triangle because of the mapping between the two coordinates. However, in the RMT approach the realizability of the Reynolds stress tensor [$R$] is guaranteed mathematically and no additional constraints are imposed due to the coordinates mapping. More precisely, the positive semi-definiteness of the normalized random matrix [$G$] is guaranteed by constructing from its Cholesky factor [$L$] (see Eq. 5.8). As a result, the distribution of $C_1$ is close to Gamma distribution with the sample mean increased compared to the baseline result. Based on the observations and discussions above, we find that some artificial constraints are introduced into the physics-based prior because of two issues of perturbing the shape parameters: (1) mapping between natural and Barycentric coordinates; (2) capping unrealizable samples. Therefore, it is better to specify Gaussian distributed perturbations of shape parameters in Barycentric coordinate to achieve maximum entropy for a generic location away from the wall.

It is also interesting to study the a point located close to the wall. Similarly, the comparisons of scatter plots of Reynolds stress samples at point B are presented in Fig. 5.5. It shows that the benchmark truth is located on the bottom edge of the triangle, indicating the two-component limiting state. This is because the velocity fluctuations in wall-normal direction are suppressed by the blocking of bottom wall of the channel. In contrast, RANS-predicted Reynolds stress is close to the three-component isotropic state, located near the top vertex.
Figure 5.5: Scatter plots of the Reynolds stress samples projected to the Barycentric coordinates for point B \((x/H = 2.0, y/H = 0.01)\) located in the recirculation region. Panels (a) and (b) compare the two approaches with small perturbation \((\sigma = 0.2)\), while panels (c) and (d) show the comparison with large perturbation \((\sigma = 0.6)\). The benchmark state (DNS results from Breuer et al. [26]) is plotted as a blue square, which is located on the bottom edge of the triangle, indicating two-component turbulence.
of the triangle. For the point B at the near wall location, the sample scatterings in all four cases are markedly affected by the boundaries of the triangle, and the sample means move downwards. This is due to the fact that the distances from the baseline state to the boundaries are relatively small compared to the perturbations, and thus the perturbed states are significantly affected by these constraints. However, the influences caused by the constraints imposed in the two approaches are different. In the case with a small variance $\sigma = 0.2$ (case Phy1, Fig. 5.5a), the samples are largely clustered near the top vertex and the scattering is squeezed artificially in the physics-based approach. Although enough samples are drawn, very few of them fall in the areas near the two side edges. In contrast, the samples in the RMT approach are dispersed within the entire upper area of the triangle and better explored the spanned uncertainty space (case RM1, Fig. 5.5b). When the variance is large ($\sigma = 0.6$, case Phy2, Fig. 5.5c), the capping scheme used to ensure realizability in the physics-based approach has a more pronounced effect on the obtained sample distribution. Specifically, about one half of the samples are capped to the edges or the vertices of the Barycentric triangle, leading to deteriorated sample effectiveness. It is worth noticing that the comparison is fair to both approaches, since the prior information is the same, i.e., all Reynolds stresses are realizable and the RANS predicted Reynolds stress is the best estimate of the mean. However, the ways of injecting uncertainties into Reynolds stresses are different between the two approaches, which lead to different sample scattering in the Barycentric coordinate.

The differences of perturbations in shape parameters between the two approaches are discussed above for two typical points A and B of the channel. In order to quantitatively explore the spatial variation of the difference between the two approaches, we calculate the Kullback-Leibler divergence of the distribution obtained by the physics-based approach from the distribution obtained by the RMT approach. The Kullback-Leibler divergence (also known as relative entropy) of $q$ from $p$ is a measure of the difference between two probability densities $p$ and $q$, which is defined as

$$D_{KL}(p||q) = \int_{\mathbb{I}} p(\vartheta) \log \frac{p(\vartheta)}{q(\vartheta)} d\vartheta,$$

where $\vartheta$ denotes the parameter, and $\mathbb{I}$ is the parameter space. The Kullback-Leibler divergence is analogous to a “distance” between two distributions, but it is not a distance measure since it does not preserve the symmetry in $p$ and $q$. More intuitively, the Kullback-Leibler divergence of $q$ from $p$ can be interpreted as the measure of the information gained from the distribution $p$ to distribution $q$. The Kullback-Leibler divergence is calculated to reflect the additional information introduced in the physics-based approach based on the maximum entropy distribution obtained with the RMT approach. Figure 5.6 shows the spatial profiles of Kullback-Leibler divergence for the shape parameter $C_1$. The profiles are shown at eight streamwise locations, $x/H = 1, \cdots, 8$, and the dashed black lines are plotted to indicate the axis of $D_{KL} = 0$. The geometry of the physical domain is also plotted to facilitate visualization. To clearly show the characteristics of the profiles, a larger scale factor
of 0.9 is used in Fig. 5.6a, while a smaller scale factor of 0.3 is used in Fig. 5.6b. When the variance is small (\(\sigma = 0.2\)), the Kullback-Leibler divergence is also small over the entire domain (Fig. 5.6a), suggesting that the distributions of shape parameters obtained from the physics-based approach are similar to those obtained from the RMT approach. When we increase the perturbation variance (\(\sigma = 0.6\)), the Kullback-Leibler divergence becomes larger over the entire domain (Fig. 5.6b), indicating that the additional, artificial constraints introduced in the physics-based approach are significant with large perturbation. Moreover, both Figs. 5.6a and 5.6b show that the Kullback-Leibler divergences for the locations near the wall are slightly larger than those at generic locations. As has been discussed above, the baseline RANS-predicted Reynolds stress near the wall is close to three-component isotropic limiting state. This results in the fact that the perturbation is large compared to the distance from baseline state to the boundary of the triangle, and thus more artificial information is introduced in the physics-based approach at the near-wall regions. It is noted that the \(D_{KL}\) is also large at \(y/H = 2.5\), which is because the baseline state is closer to the top vertex of triangle at \(y/H = 2.5\). All these observations are consistent with the discussion above for the two typical points A and B.

The analysis above suggests that imposing Gaussian perturbation directly in Barycentric coordinates (as oppose to the natural coordinates) leads to a distribution closer to maximum entropy. However, the perturbations were imposed in natural coordinates by Xiao et al. [10] due to practical considerations. Since the Barycentric coordinates \(C_1, C_2,\) and \(C_3\) are correlated, and the triangle boundary edges pose difficulties on the capping scheme, the natural coordinates \(\xi\) and \(\eta\) are preferred for implementation purposes. In order to determine proper perturbations in \(\xi\) and \(\eta\) to obtain prior with maximum entropy in the physics-based approach, we also need to map the Barycentric coordinates to the natural coordinates in the RMT approach. With the samples of natural coordinates \(\xi\) and \(\eta\), their joint density can be estimated with Gaussian kernels. Figures 5.7a and 5.7b show the comparison of joint PDF contours obtained by the two approaches with variances \(\sigma = 0.2\) and \(\sigma = 0.6\), respectively. Moreover, the comparisons of marginal distributions of \(\xi\) and \(\eta\) are also plotted in Fig. 5.8. When the perturbation is small (\(\sigma = 0.2\)), the contours in both cases Phy1 and RM1 are elliptical, indicating the joint distributions are approximately Gaussian (Fig. 5.8a). However, a notable difference between the results of the two approaches lies on the shapes of the contours. The elliptical contour in the RMT approach is anisotropic with larger variance for \(\xi\) but smaller for \(\eta\). In the physics-based approach the contour is circular due to the artificial choice of the same perturbation variance for both \(\xi\) and \(\eta\). Therefore, to achieve the prior with approximate maximum entropy, the perturbation in \(\xi\) should be larger than that in \(\eta\) for this flow of concern. More details can be found in their marginal distributions (Figs. 5.8a and 5.8c). For both approaches with small perturbation (\(\sigma = 0.2\)) in Reynolds stress, the marginal distributions for \(\xi\) and \(\eta\) are Gaussian. With the RMT approach, the perturbation variance of \(\xi\) is approximately twice as large as that with the physics-based approach, while the perturbation of \(\eta\) is slightly smaller than that with the physics-based approach. However, when the perturbation is large (\(\sigma = 0.6\)), the joint distribution of \(\xi\) and \(\eta\) obtained by both approaches are no longer Gaussian, and the density contours are influenced by the
Figure 5.6: Kullback-Leibler divergence profiles with (a) $\sigma = 0.2$ and (b) $\sigma = 0.6$. The profiles are shown at eight streamwise locations $x/H = 1, \cdots, 8$, and the reference lines, $D_{KL} = 0 + x/H$, are also plotted. Note that in panel (a), since the scale of $D_{KL}$ is quite smaller than that of panel (b), a larger scale factor of 0.9 is used in (a), while a smaller scale factor of 0.3 is used in (b).
Figure 5.7: Comparisons of probability density contours of natural coordinates ($\xi$ and $\eta$) obtained from the physics-based approach and the RMT approach at point A ($x/H = 2.0, y/H = 0.01$. Panel (a) and (b) are with the perturbations $\sigma = 0.2$, and $\sigma = 0.6$, respectively.)

boundaries (Fig. 5.7b). Especially in case Phy2 the shape of the contour clearly follows the rectangular edges. Unlike the physics-based approach, the shape of the contour obtained with the RMT approach is less affected by the boundaries. Detailed comparisons are shown by the corresponding marginal distributions. All the distributions are distorted compared to the Gaussian PDF (Gaussian density with the sample mean and variance). The distortions in the physics-based approach are due to the fact that large number of unrealizable samples are capped onto the edges. However, in the RMT approach the sample means of $\xi$ and $\eta$ significantly deviate from the baseline results. The mean of $\xi$ moves towards the middle point ($\xi = 0$) of $\xi$ range, while the mean of $\eta$ moves towards approximate one third ($\eta = -0.4$) of the $\eta$ range $[-1, 1]$. This sample mean point ($\xi = 0.0$, $\eta = -0.4$) is close to the centroid of the triangle when mapped back to the Barycentric coordinates. Moreover, the distributions are approximately bounded Gaussian that satisfy the realizability constraint mathematically. The deviation of sample mean from the baseline when the perturbation is large can be interpreted intuitively. Since the large perturbation of Reynolds stress implies less confidence on the baseline prediction, it is reasonable to adjust the sample mean to the centroid of triangle to have a better sample scattering over the entire triangle. This means, under this circumstance, we can directly perform the perturbations based on the centroid of the triangle instead of the baseline state. The results shown in Figs. 5.7a, 5.8a, and 5.8c suggest that, for a generic point away from the wall, imposing small perturbations on $\xi$ and $\eta$ with Gaussian distributions lead to Reynolds stresses that are very close to the maximum entropy distribution. This observation lends partial support to the choice of prior distributions made in [10]. However, to achieve the maximum entropy prior, the perturbation
Figure 5.8: Distributions of the perturbed natural coordinates $\xi$ and $\eta$ for point A ($x/H = 2.0, y/H = 0.5$) located in recirculation region. The results from the physics-based approach and the RMT approach are compared in the same plot. Panels (a) and (b) show the comparison of $\xi$ at perturbation variances of $\sigma = 0.2$ and $\sigma = 0.6$, respectively. Panels (c) and (d) show the comparison of $\eta$ at perturbation variances of $\sigma = 0.2$ and $\sigma = 0.6$, respectively.
variance of $\xi$ should be approximately twice as large as that of $\eta$. When the perturbation of Reynolds stress is large, to achieve maximum entropy we should first shift the baseline $\xi$ and $\eta$ to the centroid of the Barycentric triangle, and then perturb the shifted baseline results with bounded Gaussian distribution.

In addition to the shape of Reynolds stress, its magnitude i.e., the turbulence kinetic energy (TKE), is also difficult to predict in RANS models. In the physics-based approach, the perturbations in turbulence kinetic energy are specified to be log-normally distributed. To evaluate if this specification is justified, we compared the TKE perturbations in logarithmic scale $\Delta \log k$ obtained from the two approaches. The marginal distributions of $\Delta \log k$ with different perturbation levels ($\sigma = 0.2$ and $\sigma = 0.6$) at points A and B are presented in Fig. 5.9. In both the physics-based and RMT approaches, the perturbations in TKE obey the log-normal distribution, since all the PDFs of $\Delta \log k$ shown in Fig. 5.9 are close to the Gaussian distributions. This conclusion is also true for the cases with larger perturbations (cases Phy2 and RM2, $\sigma = 0.6$) as well. Therefore, introducing a log-normally distributed prior for TKE discrepancies leads to a distribution of Reynolds stresses that is close to the one with maximum entropy. This lends support to the choice of prior in the physics-based approach [10]. Another interesting observation in Fig. 5.9 is that the spreading of $\Delta \log k$ samples with the RMT approach is slightly smaller than that with physics-based approach. As mentioned above, in the physics-based approach the same variance field $\sigma(x)$ is shared by the perturbations of six variables ($\xi, \eta, k, \varphi_1, \varphi_2, \varphi_3$) due to the lack of prior knowledge. However, this assumption is another constraint imposed in the physics-based approach. Based on the comparisons in Fig. 5.9, we find that to achieve the maximum entropy, the perturbation variance for each parameter should be different. It suggests that a relatively smaller variance (approximate 50% of that for shape parameter) is proper for the perturbation of TKE in logarithmic scale for this flow of concern.

In order to fill the gap in the previous studies on physics-based approach [10, 8, 9] which did not fully explore the uncertainty space of Reynolds stress and make a fair comparison with the RMT approach, the orientations are perturbed with parameterization of Euler angles in this work. However, if or how large the orientation should be perturbed are model choices in the physics-based approach. Without further physical information, it is difficult to determine the variance of angle perturbations. To examine this issue, the marginal distributions of angle discrepancies obtained from both approaches are compared. Fig. 5.10 shows the comparison of PDF of $\Delta \varphi_1$ with different perturbation magnitudes at the points A and B. The perturbations in $\varphi_2$ and $\varphi_3$ have similar characteristics as that of $\varphi_1$, and thus they are omitted for brevity. We can see that to achieve the maximum entropy the orientation of the tensor should also be perturbed. Similarly to the perturbations in TKE, the sample mean of $\Delta \varphi_1$ is zero for all cases. This indicates that the sample means in tensor magnitude and orientation are the same as those of baseline RANS prediction, since there are no physical constraints on TKE and Euler angles (except for the range $[-\pi, \pi]$ specified in the definition). In the physics-based approach, the PDFs are Gaussian for all cases, since Gaussian random fields are employed to model the discrepancies in angles. For the generic
Figure 5.9: Distributions of the perturbations ($\Delta \log k$) in turbulence kinetic energy in logarithmical scale. The upper two panels show the results at point A ($x/H = 2.0, y/H = 0.5$), while the lower two panels show the results at point B ($x/H = 2.0, y/H = 0.01$). The results from physics-based approach and random matrix theoretic approach are compared in the same plot. The sample mean of the physics-based approach overlaps with that of the RMT approach (denoted as blue (dark) dashed line and pink (grey) dashed line, respectively).
Figure 5.10: Distributions of the perturbations ($\Delta \varphi_1$) in orientation. The upper two panels show the results at point A ($x/H = 2.0, y/H = 0.5$), while the lower two panels show the results at point B ($x/H = 2.0, y/H = 0.01$). The results from Physics-based approach and random matrix theoretic approach are compared in the same plot. The sample mean of the physics-based approach overlaps with that of the RMT approach (denoted as blue (dark) dashed line and pink (grey) dashed line, respectively).
point A, the distribution of $\Delta \varphi_1$ obtained from the RMT approach is also close to Gaussian when the perturbation is small (Fig. 5.10a). However, the scattering of samples is smaller than what we specified in the physics-based approach, and most of the perturbations are within $\pm 20$ degrees. As the perturbation magnitude is enlarged, the PDF obtained in the RMT approach is peaked compared to the Gaussian distribution (Fig. 5.10b). Consequently, most samples are with small perturbations (smaller than 30 degrees). However, for the point B located close to the wall, the variances of $\Delta \varphi_1$ in cases RM1 and RM2 are much larger, even though the perturbation of tensor is small (Fig. 5.10c). In the RMT approach the distribution of $\Delta \varphi_1$ is flatter than the corresponding Gaussian distribution, and most of the perturbations $\Delta \varphi_1$ are larger than 60 degrees. Especially when the dispersion parameter is large (i.e., $\delta(x)$ corresponding to $\sigma = 0.6$), the PDF of $\Delta \varphi_1$ significantly deviates from the Gaussian distribution (Fig. 5.10d). The observations above imply that, to obtain a maximum entropy prior, the perturbations variance in orientation should be spatially non-stationary. For this specific flow, smaller perturbations (with 30 degrees) should be used for a generic point away from the wall, while larger perturbations are appropriate for the near wall locations. The above suggested perturbation variance for each physical variable is obtained under the two constraints: realizability of Reynolds stress and RANS predicted Reynolds stress as the mean. The first constraint is guaranteed mathematically in the RMT approach, which is independent on the flow case. However, the second constraint determines where the perturbation is from and the conclusion is therefore flow-dependent. The suggested relative magnitudes can be used to wall-bounded flows, but cautions should be exercised for other flows. It is worth noticing that when warranted physical knowledge of the flow are available, the relative magnitude should be adjusted to incorporate the physical information.

The results shown above focus on the comparisons for the six individual physical variables. It is also interesting to investigate the differences of perturbations on the tensor components between the two approaches. Among the six tensor components, turbulent shear stress $R_{12}$ is the most relevant one to propagated velocities in the flow over periodic hills. Figure 5.11 presents the scatterings of $R_{12}$ samples after perturbations specified in the physics-based and RMT approaches. Only the results with perturbation variance $\sigma = 0.6$ are shown, since those with $\sigma = 0.2$ are qualitatively similar. The sample scattering is indicated by the 2-$\sigma$ credible interval, which is estimated from the samples. That is, at each point, 95.45% of the samples fall within the shaded region (red for the physics-based results and blue for the RMT results). The sample means from the physics-based (red dashed line) and RMT (blue dashed line) approaches are also plotted to compare with the benchmark results (black solid line) [26]. The baseline results overlap with the RMT sample mean profiles and are thus omitted to avoid clustering. Compared to the benchmark results, the baseline RANS predicted turbulent shear stresses are satisfactory in the upper region of the channel, but have large discrepancies in the lower region. Especially at the leeward of the hill and in the recirculation region, the RANS model under-predicts the shear component $|R_{12}|$. When the uncertainties are injected into the Reynolds stresses, the 2-$\sigma$ shaded regions in both approaches cover the benchmark in most parts of the domain. However, a notable difference can be observed: the sample mean profiles in physics-based approach deviate from
Figure 5.11: The 2-σ (95.45%) credible intervals of the perturbed turbulent shear stress $R_{12}$ obtained from physics-based and RMT approaches. The profiles are shown at eight streamwise location $x/H = 1, \cdots, 8$. The sample means from Physics-based and RMT approach are plotted as red and blue dashed lines, respectively. The baseline results overlap with the RMT sample mean, which are omitted to avoid clustering. The benchmark results (black solid) obtained by direct numerical simulation [26] are also shown for comparison.

The baseline results, whereas in RMT approach they are well preserved. It can be seen that the mean of $|R_{12}|$ decreases in the physics-based approach, and the credible interval (shaded region) fails to cover the peaks of benchmark profiles in the free-shear region ($y/H = 1.0$) from $x/H = 1.0$ to $x/H = 6.0$. In previous studies on physics-based approach [10, 11], it has been reported that prior means of perturbed Reynolds stresses and propagated velocities are very close to the baseline results. The “inconsistence” observed here results from the angle perturbation. Previous studies [10, 11, 8, 9], perturbed only the tensor’s shape and magnitude. In this work, however, the tensor orientations are also perturbed simultaneously. Although in both physics-based and RMT approaches the perturbations are performed with the baseline RANS results being the mean, in physics-based approach they are conducted for physical components individually instead of directly perturbing the tensor as in the RMT approach. Since the shape parameters (eigenvalue) and Euler angles (eigenvector) are perturbed simultaneously yet independently, the mean of reconstructed tensor samples may not be the same as the baseline Reynolds stress, though the mean of each physical variable is still preserved.

Finally, the perturbed Reynolds stress samples are propagated to the velocity through the RANS equation tauFOAM [10], and the comparison of sample means of velocity profiles obtained in the two approaches is shown in Fig. 5.12. Similarly, the 2-σ credible intervals from both approaches are plotted. We can see that the shaded regions in both approaches basically cover the benchmark velocity profiles. The sample mean profiles in the RMT approach
Figure 5.12: Comparison of propagated velocity profiles and corresponding 2-σ credible intervals for physics-based (blue shaded) and RMT (red shaded) approaches. The profiles are shown at eight streamwise locations at $x/H = 1, \cdots, 8$, compared to the benchmark results (black solid) obtained by direct numerical simulation \[26\]. The baseline results overlap with the RMT sample mean, which are omitted to avoid clustering.

overlap with the baseline results, indicating a linearity of the mapping from Reynolds stresses to the velocity. In the physics-based approach, the sample mean profiles deviate from the baseline results, and the credible interval region is also slightly shifted. It is interesting to see that the deviated sample mean in physics-based approach becomes closer to the benchmark results in the recirculation region, while it is worse than the baseline in the upper channel region. However, such “improvement” of recirculation prediction is a coincidence, since the information of benchmark results has not been incorporated.

5.4 Discussion

5.4.1 Effect of Relative Perturbation Variance of Each Physical Variable

A notable difference between the physics-based and RMT approaches lies on how to inject uncertainties into RANS modeled Reynolds stresses $[R]^{\text{trans}}$. In the physics-based approach, the uncertainties are injected into each physically meaningful variable of $[R]^{\text{trans}}$, while in the RMT approach the uncertainties are directly injected into Reynolds stresses as random matrices. Therefore, the relative perturbation variance of each of the six physical variables compared to each other is fixed beforehand in the RMT approach, while flexibility is still preserved in the physics-based approach. With the same perturbation variance of tensor, it is interesting to investigate whether different combinations of variances in physical variables
have markable impacts on the propagated QoI. Here we consider an extreme case: only the

![Figure 5.13: 2-σ credible intervals of propagated wall shear stress profiles from physics-based (red shaded) and RMT (blue shaded) approaches. The benchmark results obtained by direct numerical simulation [26] are plotted for comparison. The baseline results overlap with the both physic-based and RMT sample means, which are omitted to avoid clustering.](image)

shape of anisotropy is perturbed in the physics-based approach with variance \( \sigma(x) = 0.6 \), while no perturbations are performed on other variables (magnitude and orientations). To achieve the same perturbation variance of tensor, the dispersion parameter \( \delta(x) \) is estimated for the RMT approach. In this case, although the variances of the Reynolds stress tensors are similar, the scatterings of each tensor component are slightly different between the two approaches. For the turbulent normal stress component \( R_{11} \), the scattering is slightly larger in the RMT approach. In contrast, for the turbulent shear stress component \( R_{12} \), the scattering is larger in the physics-based approach where only the shape of anisotropy is perturbed. After propagation of these perturbed Reynolds stresses via RANS equations, the scatterings of QoI samples are markedly different. The bottom wall shear stresses, one of the propagated QoIs, obtained by post-processing the velocity fields are presented in Fig. 5.13. The 2-σ credible regions are also plotted for comparison. It can be clearly seen that even though the perturbation variances of tensors are similar, the 2-σ shaded region of bottom wall shear stresses by only perturbing the anisotropy is markedly larger than that using the RMT approach, and it better covers the benchmark results. This indicates that the wall shear stress is more sensitive to the shape of anisotropy than other variables for this specific flow. Qualitatively similar observations are obtained for the propagated velocities, the results of which are thus omitted. It is worth noticing that this observation is flow-dependent. Therefore, with more physical information and better understanding of the flows of interest, the physics-based approach is advantageous due to its flexibility on specifying different relative magnitude of variances for physical variables.
5.4.2 Modeling Choices in the Physics-Based and RMT Approaches

The results shown in Section 5.3 suggest that, when the RANS predictions are relatively reliable with small perturbations needed, using normally distributed perturbations for each of the six physical variables is a good choice to obtain the Reynolds stress prior that is close to the one with maximum entropy. This observation can be related to the case of a scalar random variable. With the constraints of a specified mean and variance, the maximum entropy distribution of a scalar random variable is a Gaussian distribution [28]. That is, by choosing Gaussian distributions for the discrepancies of Reynolds stresses in the physics-based approach, the maximum entropy distribution is achieved for each individual physical variable (magnitude, shape, orientation). The variance of each variable is, however, chosen by the user and is thus a modeling choice. In contrast, in the RMT approach the maximum entropy is achieved for the distribution of the Reynolds tensor. Consequently, the relative magnitude of the variance for each variable is implied based on the maximum entropy principle and is not a modeling choice of the user. However, it is worth pointing out that, although we use the results of the RMT approach as the golden standard to assess artificial constraints introduced in the physics-based approach, the correlation structure and the corresponding Karhunen-Loeve modes used to represent the random field are still modeling choices, which also may introduce artificial constraints. In summary, one can consider that in the RMT approach, maximum entropy is achieved for the pointwise distribution of the Reynolds stresses at each location \( x \), but not necessarily for the random field \([R(x)]\). In the physics-based approach, maximum entropy is achieved for the pointwise distribution for individual physical variables \((k, \xi, \eta \text{ etc.})\) but not necessarily for the Reynolds stress tensor \([R]\) or the field \([R(x)]\).

It is also worth noting that the maximum entropy distribution in the RMT approach is obtained under two assumed constraints, i.e., (1) all Reynolds stresses are realizable and (2) the RANS predicted Reynolds stress is the best estimation of Reynolds stress mean. However, if other warranted physical information is incorporated, the current form of Reynolds stress distribution in the RMT approach may not have the maximum entropy. It is possible to adapt the maximum entropy distribution to the new constraints. For example, Ghanem et al. [15] have developed the maximum entropy distribution for the bounded random matrix. Nonetheless, to rigorously derive the maximum entropy distribution under the new constraints is nontrivial, and it is easier to incorporate the physical information in the physics-based approach. Since the physical knowledge is generally weak and vague in the context of quantifying model-form uncertainties in RANS modeling, the suggestions of prior specification given in Section 5.3 are still useful to achieve an approximate maximum entropy distribution even if some available physical information is incorporated. Moreover, if the artificial constraints in current form of the physics-based approach is predominantly large, the merits of incorporating physical information will be overwhelmed. Therefore, the comparison results shown in Section 5.3 can be used to “calibrate” the physics-based approach. However, caution still should be exercised to apply the current conclusion when strong physical constraints are incorporated.
5.5 Conclusion

Quantification of the uncertainties originating from the modeled Reynolds stresses is crucial when the RANS simulations are applied in the decision-making process. One of the challenges in current form of the physics-based model-form uncertainty quantification framework is to specify proper priors for the physical variables (shape, magnitude, and orientation). It is difficult to determine if or how much additional information is introduced into the priors specified in the physics-based approach. To evaluate the priors and gain insights on proper specification of the priors, the random matrix theoretic approach with the maximum entropy principle is used in this work. By comparing the distributions of shape, magnitude, and orientation variables obtained from the two approaches, we identified several factors which may introduce artificial constraints in the physic-based approach. Moreover, the comparisons also provide some useful guidelines of prior specification for these wall-bounded flows with separations. For the shape parameters, the Gaussian distributed perturbations in Barycentric coordinate is better to achieve maximum entropy. The mapping between the Barycentric coordinate to the natural coordinate may introduce some artificial constraints, especially when the RANS prediction is less reliable (large perturbation needed). For the turbulence kinetic energy, introducing log-normally distributed perturbations leads to a distribution of Reynolds stresses that is close to the one with the maximum entropy. This observation lends support to the choice of prior in [10]. For orientation, it suggests that the uncertainties should also be injected with a non-stationary variance field to achieve the maximum entropy distribution of tensors. For the specific flow in this study, the perturbations of Euler angles should be small for a generic location away from the wall, while large for the near wall locations. Simultaneously perturbing shape and orientation of anisotropy in the physics-based approach cannot preserve the mean of tensors as the baseline result. Finally, we discussed the relative magnitude of variance for each physical variable and its impact on the propagated quantities. Useful suggestions on specifying relative magnitudes of variances among the physical variables are provided. The observations and conclusion are meaningful to quantify the model-form uncertainties in RANS modeling and can be used as a guidance for the objective prior specification in the physics-based, Bayesian uncertainty reduction framework.
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Appendix
5.A Summary of Algorithms of The Physics-Based Approach

1. Decomposition to physically meaningful dimension and expansion of given marginal distributions

1.1. Perform the baseline RANS simulation to obtain the baseline (mean) Reynolds stress \( R \).

1.2. Perform the transformation \( R \mapsto (\tilde{\xi}^{\text{rans}}, \tilde{\eta}^{\text{rans}}, \tilde{k}^{\text{rans}}, \varphi_{1}^{\text{rans}}, \varphi_{2}^{\text{rans}}, \varphi_{3}^{\text{rans}}) \).

1.3. Compute Karhunen–Loeve expansion to obtain basis set \( \{\phi_{\alpha}(x)\}_{\alpha=1}^{N_{kl}} \), where \( N_{kl} \) is the number of modes retained.

2. Sampling and reconstruction of physical variable fields for Reynolds stresses:

2.1. Sample six independent coefficient vectors \( \{\omega_{\beta}\}_{\beta=1}^{N} \) for the six discrepancy fields (i.e., \( \Delta \xi, \Delta \eta, \Delta \log k, \Delta \varphi_{1}, \Delta \varphi_{2}, \text{and} \Delta \varphi_{3} \)), where \( N \) is the sample size.

2.2. Reconstruct the six discrepancy fields with the six independent coefficient samples \( \{\omega_{\beta}\}_{\beta=1}^{N} \) and Karhunen–Loeve modes. Note that the variance field \( \sigma(x) \) is the same for the six random fields.

2.3. Obtained samples of Reynolds stress field \( [R] \) via mapping \((\xi, \eta, k, \varphi_{1}, \varphi_{2}, \varphi_{3}) \mapsto [R] \)

3. Propagation the Reynolds stress to QoIs via RANS equations

3.1 Use the obtained sampled Reynolds stress to velocity and other QoIs by solving the RANS equations.

3.2 Post-process the obtained velocity and QoI samples to obtain statistical moments.

5.B Summary of Algorithms of The RMT Approach

Given the mean Reynolds stress field \( \{R(x)\} \) (e.g., from RANS-predicted results) along with the correlation function structure of the random upper triangle matrix field \( [L] \), the following procedure is performed:

1. Expansion of given marginal distributions and covariances kernels:

1.1. Perform the Cholesky factorization of the mean Reynolds stresses \( [R] \) at each cell as \( [R] = [L_{R}]^{T}[L_{R}] \), which yields field \( L_{R}(x) \) of upper triangular matrices.

1.2. Perform Karhunen–Loeve expansion for the kernel function by solving the Fredholm equation to obtain eigenmodes.
1.3. For diagonal terms of matrix \( \mathbf{L} \), perform polynomial expansion (PCE) of the Gamma marginal PDF at each cell. PCE Coefficients \( U_\beta \) are obtained from

\[
U_\beta = \frac{\langle u\Psi_\beta \rangle}{\langle \Psi_\beta^2 \rangle} = \frac{1}{\langle \Psi_\beta^2 \rangle} \int_\Omega F_u^{-1}[F_w(w)] \Psi_\beta(w) p_w(w) dw, \tag{5.13}
\]

where \( \langle \Psi_\beta^2 \rangle \) is the variance of \( i^{th} \) order polynomial of standard Gaussian random variable \( w \); \( F_w(w) \) and \( p_w \) are the cumulative distribution function (CDF) and PDF, respectively, of \( w \); \( \Omega \) is the sample space of \( w \); \( F_u \) and \( F_u^{-1} \) are the CDF and its inverse, respectively, of random variable \( u \). The index \( \beta \) is from 1 to \( N_p \), and \( N_p \) is the number of polynomials retained in the expansion.

2. Sampling and reconstruction of random matrix fields for Reynolds stresses:

2.1. For each element \( L_{ij} \) of the random matrix field \( \mathbf{L} \), independently draw \( N_{kl} \) sample from the standard Gaussian distribution \( \omega_{ij,\alpha} \) where \( \alpha = 1, \cdots, N_{kl} \), e.g., with random sampling or Latin hypercube sampling method.

2.2. Synthesize realizations of the off-diagonal terms based on Karhunen–Loeve expansion:

\[
\mathbf{w}_{ij}(x) = \sum_{\alpha=1}^{N_{KL}} \phi_\alpha(x) \omega_\alpha \quad \text{with} \quad i < j
\]

\[
\mathbf{L}_{ij}(x) = \sigma_d \mathbf{w}_{ij}(x)
\]

2.3. Synthesize the realizations of the diagonal terms based on Karhunen–Loeve and PCE expansions:

\[
\mathbf{u}_i(x) = \sum_{\beta=0}^{N_p} U_\beta(x) \Psi_\beta(\mathbf{w}_{ii}(x))
\]

where the Gaussian random field sample \( \mathbf{w}_{ii}(x) \) obtained in the previous step is used.

2.4. Synthesize the diagonal terms of matrix \( \mathbf{L} \) from \( \mathbf{L}_{ii}(x) = \sigma_d \sqrt{2u_i} \), where \( i = 1, 2, 3 \).

2.5. Reconstruct random normalized matrix \( \mathbf{G} \) from \( \mathbf{G} = \mathbf{L}^T \mathbf{L} \) and then reconstruct the Reynolds stress tensor \( \mathbf{R} \) from \( \mathbf{R} = \mathbf{L}_R^T \mathbf{G} \mathbf{L}_R \).

3. Propagation the Reynolds stress field through the RANS solver to obtain velocities and other QoIs:

3.1 Use the obtained sampled Reynolds stress to velocity and other QoIs by solving the RANS equations.

3.2 Post-process the obtained velocity and QoI samples to obtain statistical moments.
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Abstract

Turbulence modeling is a critical component in numerical simulations of industrial flows based on Reynolds-averaged Navier-Stokes (RANS) equations. However, after decades of efforts in the turbulence modeling community, universally applicable RANS models with predictive capabilities are still lacking. Large discrepancies in the RANS-modeled Reynolds stresses are the main source that limits the predictive accuracy of RANS models. Identifying these discrepancies is of significance to possibly improve the RANS modeling. In this work, we propose a data-driven, physics-informed machine learning approach for reconstructing discrepancies in RANS modeled Reynolds stresses. The discrepancies are formulated as functions of the mean flow features. By using a modern machine learning technique based on random forests, the discrepancy functions are trained by existing DNS databases and then used to predict Reynolds stress discrepancies in different flows where data are not available. The proposed method is evaluated by two classes of flows: (1) fully developed turbulent flows in a square duct at various Reynolds numbers and (2) flows with massive separations. In separated flows, two training flow scenarios of increasing difficulties are considered: (1) the...
flow in the same periodic hills geometry yet at a lower Reynolds number, and (2) the flow in a different hill geometry with a similar recirculation zone. Excellent predictive performances were observed in both scenarios, demonstrating the merits of the proposed method.

6.1 Introduction

6.1.1 RANS Models as Workhorse Tool in Industrial CFD

Computational fluid dynamics (CFD) simulations have been widely used in aerospace, mechanical, and chemical industries to support engineering design, analysis, and optimization. Two decades ago when Large Eddy Simulations (LES) started gaining popularity with the increasing availability of computational resources, it was widely expected that LES would gradually displace and eventually replace Reynolds-Averaged Navier-Stokes (RANS) equations in industrial Computational Fluid Dynamics (CFD) work-flows for decades to come. In the past two decades, however, while LES-based methods (including resolved LES, wall-modeled LES, and hybrid LES/RANS methods) did gain widespread applications, and the earlier hope certainly did not diminish, the predicted time when these methods would replace RANS has been significantly delayed. This observation is particularly relevant in light of the recent discussions on the ending of the “Moore’s Law era” with transistor sizes approaching their theoretical lower limit [1, 2]. RANS solvers, particularly those based on standard eddy viscosity models (e.g., $k$–$\varepsilon$ [3], $k$–$\omega$ [4, 5], S–A [6], and $k$–$\omega$–SST [7], are still and will remain the dominant tool for industrial CFD in the near future. This is likely to be true even in mission critical applications such as aircraft design. Interestingly, even the advanced RANS models such as Reynolds stress transport models [8] and Explicit Algebraic Reynolds stress models [9] have not seen much development in the past few decades. These advanced models are computationally more expensive and less robust compared to the standard eddy viscosity RANS models. As such, it is still practically important to further develop the standard RANS models for industrial CFD applications. However, improving the predictive capabilities of these models is critical yet technically challenging.

6.1.2 Progress and Challenges in Data-Driven Turbulence Modeling

While traditional development of turbulence models has focused on incorporating more physics to improve predictive capabilities, an alternative approach is to utilize data. In the past few years, a number of data-driven approaches have been proposed. Researchers have investigated the use of both offline data (i.e., existing DNS data for flows different from that to be predicted [10, 11, 12]) and online data (streamed monitoring data from the flow to be predicted [13, 14, 15]). Dow and Wang [10] used Direct Numerical Simulation (DNS)
data from a plane channel flow to infer the full-field discrepancy in the turbulent viscosity $\nu_t$ modeled by the $k-\omega$ model. To predict flows in channels with wavy boundaries, they modeled the (log-)discrepancies of $\nu_t$ in the new flows as Gaussian random fields, with the discrepancy field inferred above as mean. Duraisamy and co-workers [11, 16] introduced a full-field multiplicative discrepancy term $\beta$ into the production term of the transport equations of turbulent quantities (e.g., $\tilde{\nu}_t$ in the SA model and $\omega$ in the $k-\omega$ models). They used DNS data to calibrate and infer uncertainties in the $\beta$ term. It is expected that the inferred discrepancy field can provide valuable insights to the development of turbulence model and can be used to improve RANS predictions in similar flows. Xiao et al. [13] used sparse velocity measurements (online data) to infer the full-field discrepancies $\Delta \tau_\alpha$ in the RANS-predicted Reynolds stress tensors, or more precisely the physical projections thereof (turbulent kinetic energy, anisotropy, and orientations). Throughout this paper it is understood that $\tau_\alpha$ indicates the physical projections and not the individual components of the Reynolds stress tensor. Good performance was demonstrated on several canonical flows including flow past periodic hills, flow in a square duct [13], and flow past a wing–body junction [17].

All three approaches [10, 11, 13] discussed above can be considered starting points toward the same destination: the capability of predictive turbulence modeling by using standard RANS models in conjunction with offline data. To this end, the respective discrepancies terms ($\Delta \log \nu_t$, $\beta$, and $\Delta \tau_\alpha$) are expected to be extrapolated to similar yet different flows. These contributions are all relatively recent and much of the research is still on-going. Duraisamy et al. [16, 18] performed a priori studies to show the potential universality of their discrepancy term $\beta$ among a class of similar flows, but their performances in a posteriori tests, i.e., using the calibrated discrepancy in one flow to predict another flow, have yet to be demonstrated. Dow and Wang [10] extrapolated the logarithmic discrepancies $\Delta \log \nu_t$ calibrated in the plane channel flow to flows in channel with slightly wavy walls, where velocity predictions were made. Similarly, further pursuing the approach of Xiao et al. [13], Wu et al. [19] showed that the Reynolds stress discrepancy calibrated with sparse velocity data can be extrapolated to flows at Reynolds number more than an order of magnitude higher than that in the calibration case. The extrapolated discrepancy has lead to markedly improved predictions of velocities and other Quantities of Interest (QoIs), showing the potential of the approach in enabling data-driven predictive turbulence modeling. However, an intrinsic limitation in the approach of Wu et al. [10] is that they inferred the functions $f_\alpha^{(x)} : x \mapsto \Delta \tau_\alpha$, or simply denoted as $\Delta \tau_\alpha(x)$, in the space of physical coordinates $x$. Therefore, strictly speaking they only demonstrated that the discrepancy $\Delta \tau_\alpha$ can be extrapolated to flows in the same geometry at the same location. Consequently, their attempts of extrapolation to the flow in a different geometry (e.g., from a square duct to a rectangular duct) encountered less success. The approach of Dow and Wang [10] would share the same limitation since they built Gaussian random fields indexed by the physical coordinates $x$. 
6.1.3 Motivation of the Proposed Approach

A natural extension that overcomes the key limitation in the calibration–prediction approach of Wu et al. [19] is to build such functions in a space of well-chosen features $q$ instead of physical coordinates $x$. Despite its limitations, a key factor in the success of the original approach is that the Reynolds stress discrepancies are formulated on its projections such as the anisotropy parameters ($\xi$ and $\eta$) and orientation ($\varphi_i$) of the Reynolds stresses and not directly on the individual components. These projections are normalized quantities [19]. We shall retain this merits in the current approach and thus use data to construct functions $\Delta \tau_\alpha(q)$ instead of $\Delta \tau_\alpha(x)$. This extension would allow the calibrated discrepancies to be extrapolated to a much wide range of flows. In other words, the discrepancies of the RANS-predicted Reynolds stresses can be quantitatively explained by the mean flow physics. Hence, these discrepancies are likely to be universal quantities that can be extrapolated from one flow to another, at least among different flows sharing the same characteristics (e.g., separation). As such, discrepancies in Reynolds stress projections are suitable targets to build functions for.

With the function targets identified, two challenges remain: (1) to identify a set of mean flow features based on which the discrepancies functions $\Delta \tau_\alpha(q)$ can be constructed and (2) to choose a suitable method for constructing such functions. Duraisamy and co-workers [18] identified several features and used neural network to construct functions for the multiplicative discrepancy term. Ling and Templeton [12] provided a richer and much more complete set of features in their pioneering work, and they evaluated several machine learning algorithms to predict point-based binary confidence indicators of RANS models [12]. Ling et al. [20] further used machine learning techniques to predict the Reynolds stress anisotropy in jet-in-cross flows. Based on the success demonstrated by Ling and co-workers [12, 20], we will use machine learning to construct the functions $\Delta \tau_\alpha(q)$ in the current work. Specifically, we will examine a class of supervised machine learning techniques, where the objective of the learning is to build a statistical model from data and to make predictions on a response based on one or more inputs [21]. This is in contrast to unsupervised learning, where no response is used in the training or prediction, and the objective is to understand the relationship and structure of the input data. Unsupervised learning will be explored as an alternative approach in future works.

6.1.4 Objective, Scope, and Vision of This Work

The objective of this contribution is to present an approach to predict Reynolds stress modeling discrepancies in new flows by utilizing data from flows with similar characteristics as the prediction flow. This is achieved by training regression functions of Reynolds stress discrepancies with the DNS database from the training flows.

In light of the consensus in the turbulence modeling community that the Reynolds stresses
are the main source of model-form uncertainty in RANS simulations [22, 5, 23], the current work aims to improve the RANS modeled Reynolds stresses. In multi-physics applications the QoIs might well be the Reynolds stresses and/or quantities that directly depend thereon. In these applications the current work is significant by itself in that it would enable the use of standard RANS models in conjunction with an offline database to provide accurate Reynolds stress predictions. Moreover, the improvement of Reynolds stresses enabled by the proposed method is an important step towards a data-driven turbulence modeling framework. However, the Reynolds stresses corrected by the constructed discrepancy function from DNS databases cannot necessarily guarantee to obtain improved mean flow fields. There are a number of challenges associated with propagating the improvement of Reynolds stresses through RANS equation to the mean velocity field, which will be addressed in future works.

The rest of this paper is organized as follows. Section 2 introduces the components of the predictive framework, including the choice of regression inputs and responses as well as the machine learning technique used to build the regression function. Section 3 shows the numerical results to demonstrate the merits of the proposed method. Further interpretation of the feature importance and its implications to turbulence model development are discussed in Section 4. Finally, Section 5 concludes the paper.

6.2 Methodology

6.2.1 Problem Statement

The overarching goal of the current and companion works is a physics-informed machine learning (PIML) framework for predictive turbulence modeling. Here, “physics-informed” is to emphasize the attempt of accounting for the physical domain knowledge in every stage of machine learning. The problem targeted by the PIML framework can be formulated as follows: given high-fidelity data (e.g., Reynolds stresses from DNS or resolved LES) from a set \( \{T_i\}_{i=1}^N \) of \( N \) training flows, the framework shall allow for using standard RANS turbulence models to predict a new flow \( P \) for which data are not available. The flows \( T_i \) for which high-fidelity simulation data are available are referred to as training flows, and the flow \( P \) to be predicted is referred to as test flow. The lack of data in test flows is typical in industrial CFD simulations performed to support design and optimization. Furthermore, we assume that the training flows and the test flow have similar complexities and are dominated by the same characteristics such as separation or shock–boundary layer interaction. This scenario is common in the engineering design process, where the test flow is closely related to the training flows. Ultimately, the envisioned machine learning framework will be used in scenarios where the training flows consist of a wide range of elementary and complex flows with various characteristics and the test flow has a subset or all of them. However, the latter scenario is much more challenging and is outside the scope of the current study. Considering the proposed method is a completely new paradigm, we decide to take small steps by starting
from the closely related flows and to achieve the overarching goal gradually.

6.2.2 Summary of Proposed Approach

In the proposed approach we utilize training data to construct functions of the discrepancies (compared to the DNS data) in the RANS-predicted Reynolds stresses and use these functions to predict Reynolds stresses in new flows. The procedure is summarized as follows:

1. Perform baseline RANS simulations on both the training flows and the test flow.

2. Compute the feature vector field \( q(x) \), e.g., pressure gradient and streamline curvature, based on the RANS-predicted mean flow fields for all flows.

3. Compute the discrepancies field \( \Delta \tau_\alpha(x) \) in the RANS modeled Reynolds stresses for the training flows based on the high-fidelity data.

4. Construct regression functions \( f_\alpha : q \mapsto \Delta \tau_\alpha \) for the discrepancies based on the training data prepared in Step 3.

5. Compute the Reynolds stress discrepancies for the test flow by querying the regression functions. The Reynolds stresses can subsequently be obtained by correcting the baseline RANS predictions with the evaluated discrepancies.

In machine learning terminology the discrepancies \( \Delta \tau_\alpha \) here are referred to as responses or targets, the feature vector \( q \) as input, and the mappings \( f_\alpha : q \mapsto \Delta \tau_\alpha \) as regression functions. A regression function \( f_\alpha \) maps the input feature vector \( q \) to the response \( \Delta \tau_\alpha \), and the term “function” shall be interpreted in a broad sense here. That is, depending on the regression technique used, it can be either deterministic (e.g., for linear regression) or random (e.g., Gaussian process) [21, 25], and it may not even have an explicit form. In the case of random forests regression used in this work [26], the mapping does not have an explicit expression but is determined based on a number of decision trees.

In the procedure described above, after the baseline RANS simulations in Step 1, the input feature fields are computed in Step 2, the training data are prepared in Step 3, and the regression functions are constructed in Step 4. Finally, the regression functions are evaluated to make predictions in Step 5. It is worth noting that in each stage domain knowledge is incorporated, e.g., physical reasoning for identification of input features and consideration of realizability constraints of Reynolds stress in learning-prediction process. Each component is discussed in detail below. The choice of features and responses are presented in Sections 6.2.3 and 6.2.4 respectively, and the machine learning algorithm chosen to build the regression function is introduced in Section 6.2.5.
6.2.3 Choice of Mean Flow Features as Regression Input

As has been pointed out in Section 6.1, mean flow features are better suited as input of the regression function than physical coordinates as they allow the constructed functions to predict flows in different geometries. Ling and Templeton [12] proposed a rich set of twelve features based on clear physical reasoning. The set of features used in the present study mostly follow their work, except that we excluded the feature “vortex stretching” (input 8 in Table II of ref. [12]). This feature is present only in three-dimensional flows, but the test cases presented here are two-dimensional flow. We excluded two additional features related to linear and nonlinear eddy viscosities (features 6 and 12 in ref. [12]). These quantities were specifically chosen for evaluating qualitative confidence indicators of RANS predictions and, in our opinion, are not suitable input for regression functions of Reynolds discrepancies. Finally, experiences in the turbulence modeling communities suggest that mean streamline curvature has important influences on the predictive performance of RANS models [27]. Therefore, curvature is included as an additional feature. The complete list of the mean flow features chosen as regression inputs in this work is summarized in Table 6.1.

In choosing the mean flow features as regression inputs, we have observed a few principles in general. First, the input and thus the obtained regression functions should be Galilean-invariant. Quantities that satisfy this requirement include all scalars and the invariants (e.g., norms) of vectors and tensors. An interesting example is the pressure gradient along streamline (see feature \( \text{q}_4 \) in Table 6.1). While neither velocity \( U_k \) nor pressure gradient \( dP/dx_k \) (both being vectors) is Galilean-invariant by itself and thus is not a suitable input, their inner product \( U_k dP/dx_k \) is. Second, since the truth of the mean flow fields in the test flows are not available, an input should solely utilize information of the mean flow field produced by the RANS simulations [12]. Therefore, all of the adopted features are based on RANS-predicted pressure \( P \), velocity \( U \), turbulent kinetic energy \( k \), and distance \( d \) to the nearest wall. Finally, to facilitate implementation and avoid ambiguity, only local quantities (i.e., cell- or point-based quantities in CFD solvers) of the flow field are used in the formulation of features, with the distance \( d \) to nearest wall being a notable exception. This principle is similar to that in choosing variables for developing turbulence models [27].

The interpretation of most feature variables are evident from the brief descriptions given in the table, but a few need further discussions. First, feature \( q_1 \) (Q-criterion) is based on the positive second invariant \( Q \) of the mean velocity gradient \( \nabla U \), which represents excess rotation rate relative to strain rate [28]. For incompressible flows, it can be computed as \( Q = \frac{1}{2}(\|\Omega\|^2 - \|S\|^2) \), where \( \Omega \) and \( S \) are rotation rate and strain rate tensors, respectively; \( \|\Omega\| = \sqrt{\text{tr}(\Omega\Omega^T)} \) and \( \|S\| = \sqrt{\text{tr}(SS^T)} \), with superscript \( T \) indicating tensor transpose and \( \text{tr} \) indicating trace. The Q-criterion is widely used in CFD simulations as a post-processing tool to identify vortex structures for the visualization of flow structures [29]. Second, the wall distance based Reynolds number \( Re_d = \sqrt{kd}/\nu \) in \( q_3 \) is an indicator to distinguish boundary layers from shear flows. This is an important feature because RANS models behave very
differently in the two types of flows. This quantity is frequently used in wall functions for turbulence models. Third, feature $q_7$ defines the deviation from orthogonality between the velocity and its gradient [30], which indicates the deviation of the flow from parallel shear flows (e.g., plane channel flows). Since most RANS models are calibrated to yield good performance on parallel shear flows, this deviation is usually correlated well with large discrepancies in RANS predictions. However, since it only accounts for misalignment angle and not the velocity magnitude, in regions with near-zero velocities this quantity becomes the angle formed by two zero-length vectors and is thus mostly noise. Finally, we remark that most of the features in Table 6.1 including the Q-criterion and wall-distance based Reynolds number are familiar to CFD practitioners.

Most of the features presented in Table 6.1 are formulated as ratios of two quantities of the same dimension, either explicitly ($q_1, q_5, q_6, q_8, q_9$) or implicitly ($q_2$ and $q_3$). Hence, they are non-dimensional by construction. Features $q_4$ and $q_7$ involve inner product of vectors or tensors, and thus they are normalized by the magnitude of the constituent vectors or tensors. Finally, feature $q_{10}$ (streamline curvature) is normalized by $1/L_c$, where $L_c$ is the characteristics length scale of the mean flow, chosen to be the hill height $H$ (see Fig. 6.6) in the numerical examples.

We followed the procedure of Ling and Templeton [12] to normalize the features. Except for feature $q_3$, each element $q_\beta$ in the input vector $\mathbf{q}$ is normalized as:

$$q_\beta = \frac{\hat{q}_\beta}{|\hat{q}_\beta| + |q_\beta^*|} \quad \text{where} \quad \beta = 1, 2, 4, \cdots, 10,$$

(6.1)

where the summation on repeated indices is not implied, $\hat{q}_\beta$ are raw values of the features, and $q_\beta^*$ are the corresponding normalization factors. This normalization scheme limits the numerical range of the inputs within $[-1, 1]$ and thus facilitates the regression. The normalization is not needed for feature $q_3$ (wall distance based Reynolds number) since it is already in a non-dimensional form and in a limited range $[0, 2]$.

It can be seen that the choices of features and normalization factors heavily rely on physical understanding of the problem (turbulence modeling). That is, in the present data-driven modeling framework, the data are utilized only after physical reasoning from the modeler has been applied. This task can be a burden in certain applications. It is worth noting that the recent work of Ling et al. [31] aimed to relieve the modeler from such burdens by using a basis of invariants of tensors relevant in the specific application (e.g., strain rate $\mathbf{S}$ in turbulence modeling). Their work has the potential to systematically construct the input features based on raw physical variables and thus makes data-driven modeling even “smarter”.
Table 6.1: Non-dimensional flow features used as input in the regression. The normalized feature \( q_\beta \) is obtained by normalizing the corresponding raw features value \( \hat{q}_\beta \) with normalization factor \( q_\beta^* \) according to \( q_\beta = \frac{\hat{q}_\beta}{(|\hat{q}_\beta| + |q_\beta^*|)} \) except for \( \beta = 3 \). Repeated indices imply summation for indices \( i, j, k, \) and \( l \) but not for \( \beta \). Notations are as follows: \( U_i \) is mean velocity, \( k \) is turbulent kinetic energy (TKE), \( u_i' \) is fluctuation velocity, \( \rho \) is fluid density, \( \varepsilon \) is the turbulence dissipation rate, \( S \) is the strain rate tensor, \( \Omega \) is the rotation rate tensor, \( \nu \) is fluid viscosity, \( d \) is distance to wall, \( \Gamma \) is unit tangential velocity vector, \( D \) denotes material derivative, and \( L_c \) is the characteristic length scale of the mean flow. \( \| \cdot \| \) and \( | \cdot | \) indicate matrix and vector norms, respectively.

<table>
<thead>
<tr>
<th>feature ((q_\beta))</th>
<th>description</th>
<th>raw feature ((\hat{q}_\beta))</th>
<th>normalization factor ((q_\beta^*))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q_1 )</td>
<td>ratio of excess rotation rate to strain rate (Q-criterion) ( \frac{1}{2}(|\Omega|^2 - |S|^2) )</td>
<td>( q_1^* )</td>
<td>( |S|^2 )</td>
</tr>
<tr>
<td>( q_2 )</td>
<td>turbulence intensity ( k )</td>
<td>( q_2^* )</td>
<td>( \frac{1}{2}U_iU_i )</td>
</tr>
<tr>
<td>( q_3 )</td>
<td>wall-distance based Reynolds number ( \min \left( \frac{\sqrt{kd}}{50\nu}, 2 \right) )</td>
<td>not applicable ((a))</td>
<td></td>
</tr>
<tr>
<td>( q_4 )</td>
<td>pressure gradient along streamline ( U_k \frac{\partial P}{\partial x_k} )</td>
<td>( q_4^* )</td>
<td>( \sqrt{\frac{\partial P}{\partial x_i} \frac{\partial P}{\partial x_j} U_i U_i} )</td>
</tr>
<tr>
<td>( q_5 )</td>
<td>ratio of turbulent time scale to mean strain time scale ( k )</td>
<td>( q_5^* )</td>
<td>( \frac{1}{|S|} )</td>
</tr>
<tr>
<td>( q_6 )</td>
<td>ratio of pressure normal stresses to shear stresses ( \sqrt{\frac{\partial P}{\partial x_i} \frac{\partial P}{\partial x_j}} )</td>
<td>( q_6^* )</td>
<td>( \frac{1}{2} \frac{\partial U_k^2}{\partial x_k} )</td>
</tr>
<tr>
<td>( q_7 )</td>
<td>non-orthogonality between velocity and its gradient ( \frac{U_i U_j}{\partial x_j} )</td>
<td>( q_7^* )</td>
<td>( \sqrt{U_i U_j U_j U_j U_k U_k - U_j U_k S_{jk}} )</td>
</tr>
<tr>
<td>( q_8 )</td>
<td>ratio of convection to production of TKE ( \frac{d}{dx_i} )</td>
<td>( q_8^* )</td>
<td>( k )</td>
</tr>
<tr>
<td>( q_9 )</td>
<td>ratio of total to normal Reynolds stresses ( |u_i' u_i'| )</td>
<td>( q_9^* )</td>
<td>( k )</td>
</tr>
<tr>
<td>( q_{10} )</td>
<td>streamline curvature ( \Gamma \equiv U_i /</td>
<td>U</td>
<td>)</td>
</tr>
</tbody>
</table>

Note: (a) Normalization is not necessary as the Reynolds number is non-dimensional.
6.2.4 Representation of Reynolds Stress Discrepancies as Responses

In Section 6.1.3 the Reynolds stress discrepancies $\Delta \tau$ have been identified as the responses for the regression functions. The response quantities should also be based on Galilean invariant quantities due to the same consideration as in the feature choice. As such, individual components of the Reynolds stresses or the discrepancies based thereon are not suitable, but those based on their eigenvalues or invariants are preferred. In turbulence modeling, the Lumley triangle has been widely used for the analysis of turbulence states related to realizability [32]. It is formulated based on the second and third invariants ($II$ and $III$) of the anisotropy tensor. Recently, Banerjee et al. [33] proposed an improved formulation in which the eigenvalues of the anisotropy tensor are mapped to Barycentric coordinates as opposed to the variants $II$ and $III$ as in the Lumley triangle. An important advantage of their formulation is that the mapping to Barycentric coordinates is linear, which is in contrast to the nonlinear mapping to invariants $II$ and $III$. Therefore, Barycentric coordinate provides a non-distorted visual representation of anisotropy and is easier to impose realizability constraints. The formulation of discrepancy starts with the eigen-decomposition of the Reynolds stress anisotropy tensor $A$:

$$\tau = 2k \left( \frac{1}{3} I + A \right) = 2k \left( \frac{1}{3} I + \mathbf{V} \Lambda \mathbf{V}^T \right) \quad (6.2)$$

where $k$ is the turbulent kinetic energy, which indicates the magnitude of $\tau$; $I$ is the second order identity tensor; $\mathbf{V} = [v_1, v_2, v_3]$ and $\Lambda = \text{diag}[\lambda_1, \lambda_2, \lambda_3]$ with $\lambda_1 + \lambda_2 + \lambda_3 = 0$ are the orthonormal eigenvectors and eigenvalues of $A$, respectively, indicating its shape and orientation.

In the Barycentric triangle, the eigenvalues $\lambda_1$, $\lambda_2$, and $\lambda_3$ are mapped to the Barycentric coordinates $(C_1, C_2, C_3)$ as follows:

$$C_1 = \lambda_1 - \lambda_2 \quad (6.3a)$$
$$C_2 = 2(\lambda_2 - \lambda_3) \quad (6.3b)$$
$$C_3 = 3\lambda_3 + 1 \quad (6.3c)$$

with $C_1 + C_2 + C_3 = 1$. As shown in Fig. 6.1, the Barycentric coordinates of a point indicate the portion of areas of three sub-triangles formed by the point and with edges of Barycentric triangle. For example, a point located on the top vertex corresponds to $C_3 = 1$ while a point located on the bottom edge has $C_3 = 0$. Similar to the Lumley triangle, all realizable turbulences are enclosed in the Barycentric triangle (or on its edges) and have positive Barycentric coordinates $C_1$, $C_2$, and $C_3$. The Barycentric triangle has been used by Emory et al. [34] as a mechanism to impose realizability of Reynolds stresses in estimating uncertainties in RANS simulations.

Placing the triangle in a Cartesian coordinate system $\xi \equiv (\xi, \eta)$, the location of any point within the triangle is a convex combination of those of the three vertices, i.e.,

$$\xi = \xi_{1c} C_1 + \xi_{2c} C_2 + \xi_{3c} C_3 \quad (6.4)$$
where \( \xi_1, \xi_2, \) and \( \xi_3 \) denote coordinates of the three vertices of the triangle. An advantage of representing the anisotropy of Reynolds stress in the Barycentric coordinates is that it has a clear physical interpretation, i.e., the dimensionality of the turbulence state [35]. Typically, the standard-RANS-predicted Reynolds stress at a near wall location is located close to the isotropic, three-component state (vertex 3C-I) in the Barycentric triangle, while the truth is near the two-component limiting states (bottom edge). Moreover, the spatial variations from the near-wall region to the shear flow region are indicated as arrows in Fig. 6.1. It is clear that the trend of spatial variation predicted by a standard RANS model is opposite to that of the truth.

The three mutually orthogonal, unit-length eigenvectors \( v_1, v_2, \) and \( v_3 \) indicate the orientation of the anisotropy tensor. They can be considered a rigid body and thus its orientation has three degrees of freedom, although they have nine elements in total. We use the Euler angle with the \( z-x'-z'' \) convention to parameterize the orientation following the convention in rigid body dynamics [36]. That is, if a local coordinate system \( x-y-z \) spanned by the three eigenvectors of \( \mathbf{V} \) was initially aligned with the global coordinate system \( X-Y-Z \), the current configuration could be obtained by the following three consecutive intrinsic rotations about the axes of the local coordinate system: (1) a rotation about the \( z \) axis by angle \( \phi_1 \), (2) a rotation about the \( x \) axis by \( \phi_2 \), and (3) another rotation about its \( z \) axis by \( \phi_3 \). The local coordinate axes usually change orientations after each rotation.

Figure 6.1: The Barycentric triangle that encloses all physically realizable states of Reynolds stress [33, 35]. The position within the Barycentric triangle represents the anisotropy state of the Reynolds stress. Typical mapped locations of near wall turbulence states are indicated with prediction from standard RANS models near the isotropic state (vertex 3C-I) and the truth near the bottom edge (2C-I). The typical RANS-predicted trends of spatial variation from the wall to shear flow and the corresponding truth are indicated with arrows.

In summary, the Reynolds stress tensor is projected to six physically interpretable, Galilean
invariant quantities representing the magnitude \((k)\), shape \((\xi, \eta)\), and orientation \((\varphi_1, \varphi_2, \varphi_3)\). They are collectively denoted as \(\tau_\alpha\). The truths of these quantities can be written as baseline RANS predictions corrected by the corresponding discrepancy terms, i.e.,

\[
\begin{align*}
\log_2 k &= \log_2 \tilde{k}^{\text{rans}} + \Delta \log_2 k \\
\xi &= \tilde{\xi}^{\text{rans}} + \Delta \xi \\
\eta &= \tilde{\eta}^{\text{rans}} + \Delta \eta \\
\varphi_i &= \tilde{\varphi}_i^{\text{rans}} + \Delta \varphi_i, \text{ for } i = 1, 2, 3.
\end{align*}
\]

The discrepancies \((\Delta \log_2 k, \Delta \xi, \Delta \eta, \Delta \varphi_1, \Delta \varphi_2, \Delta \varphi_3\), denoted as \(\Delta \tau_\alpha\) with \(\alpha = 1, 2, \ldots, 6\) in the six projections of the Reynolds stress tensor are responses of the regression functions. We utilize data consisting of pairs of \((q, \Delta \tau_\alpha)\) from training flow(s) to construct the functions \(f_\alpha : q \mapsto \Delta \tau_\alpha\). It is assumed that the discrepancies in six quantities \(\Delta \tau_\alpha\) are independent, and thus separate functions are built for each of them. This simplification is along the same lines as that made in previous works [37].

### 6.2.5 Random Forests for Building Regression Functions

With the input (mean flow features \(q\)) and responses (Reynolds stress discrepancies \(\Delta \tau_\alpha\)) identified above, a method is needed to construct regression functions from training data and to make predictions based on these functions. Supervised machine learning consists of a wide variety of such methods including K-nearest neighbors [38], linear regression and its variants (e.g., Lasso) [39], Gaussian processes [25], tree-based methods (decision trees, random forests, bagging) [26], neural networks [40], and support vector machine [41], among others. A major consideration in choosing the regression method is the high dimensionality of the feature space, which is typically ten or higher in our application. The curse of dimensionality makes such methods as K-nearest neighbors, linear regression, and Gaussian processes not suitable. Secondary considerations, which we believe are also important for turbulence modeling applications, are the capability to provide predictions with quantified uncertainties as well as physical insights (e.g., on the importance of each of the features and their interactions). After evaluating a number of existing machine learning techniques in light of these criteria, we identified random forests [26] as the optimal approach for our purposes, which is an ensemble learning technique based on decision trees.

In simple decision tree learning, a tree-like model is built to predict the response variable by learning simple if-then-else decision rules from the training data. Decision trees have the advantage of being easy to interpret (e.g., via visualization) and implement. They are also computationally cheap. However, they tend to overfit the data and lack robustness. That is, a small change in the training data can result in large changes in the built model and its predictions. Random forests learning is an ensemble learning technique proposed by Ho [42] and Briemann [43, 26] that overcomes these shortcomings of simple decision trees. Since
these techniques are generally not familiar to readers in the fluid dynamics community, here we use an illustrative example in the context of turbulence modeling to explain the algorithm. A simple decision tree model is illustrated in Fig. 6.2. For clarity we consider an input with only two features: pressure gradient \( dp/ds \) (normalized and projected to the streamline tangential) and wall distance based Reynolds number \( Re_d = C_1^{1/4} d \sqrt{k/\nu} \), as defined in Table 6.1. It can be also interpreted as wall distance in viscous unit. The response is the discrepancy \( \Delta \eta \) of the vertical coordinate in the Barycentric triangle of the RANS-predicted Reynolds stress (see Fig. 6.1). During the training process, the feature space is successively divided into a number of boxes (leafs) based on the training data (shown as points in the \( dp/ds–Re_d \) plane in Fig. 6.2a). In the simplest decision tree model used for regression, the feature space is stratified with the objective of minimizing the total in-leaf variances of the responses at each step, a strategy that is referred to as greedy algorithm. After the stratification, a constant prediction model is built on each leaf. When predicting the response \( \Delta \eta \) for a given feature vector \( q \), the constructed tree model in Fig. 6.2b is traversed to identify the leaf where \( q \) is located, and the mean response on the leaf is taken as the prediction \( \Delta \eta(q) \).

The tree model has a clear physical interpretation in the context of turbulence modeling. For example, it is well known that a standard isotropic eddy viscosity model has the largest discrepancy when predicting anisotropy in the viscous sublayer (\( Re_d \leq 5 \)). This is because the truth is located on the bottom, corresponding to a combination of one- or two-component turbulence, while a typical isotropic eddy viscosity model would predict an isotropic state located on the top vertex (see Fig. 6.1). In contrast, far away from the wall within the outer layer (\( Re_d > 50 \)), the RANS-predicted anisotropy is rather satisfactory. Therefore, the first two branches divide the space to three regions based on the feature \( Re_d \): outer layer (region 1), viscous sublayer (region 2), and buffer layer (regions 3 and 4). In the buffer layer the pressure gradient plays a more important role than in the outer and viscous layers. Larger pressure gradients correspond to larger discrepancies, which can be explained by the fact that favorable pressure gradients (negative \( dp/ds \) values) tend to thicken the viscous sublayer [44], which leads to larger discrepancies in \( \eta \). Therefore, a further division splits the buffer layer states to two regions in the feature space, i.e., those with strong (region 3) and mild (region 4) pressure gradients.

A simple regression tree model described above tends to overfit for high dimensional input space, i.e., yielding models that explain the training data very well but predict poorly for unseen data. In general the decision trees do not have the same level of predictive accuracy as other modern regression methods. However, by aggregating a large number of trees (ideally with minimum correlation), the predictive performance can be significantly improved and, the overfitting can be largely avoided. In random forests an ensemble of trees is built with bootstrap samples (i.e., sampling with replacement) drawn from the training data [21]. Moreover, when building each tree, it utilizes only a subset of \( M \leq N_q \) randomly chosen features among the \( N_q \) features, which reduces the correlation among the trees in the ensemble
Figure 6.2: Schematic of a simple regression tree in a two-dimensional feature space (pressure gradient along streamline $dp/ds$ and wall-distance based Reynolds number $Re_d$), showing (a) the stratification of feature space and (b) the corresponding regression tree built from the training data. The response is the discrepancy $\Delta \eta$ in the Barycentric triangle of the RANS-predicted Reynolds stress. When predicting the discrepancy for a given feature vector $\tilde{q}$, the tree model in (b) is traversed to identify the leaf, and the mean of the training data is taken as the prediction $\Delta \eta(\tilde{q})$.

and thus decreases the bias of the ensemble prediction.

Random forest regression is a modern machine learning method with predictive performance comparable to other state-of-the-art techniques [39]. In decision tree models the maximum depth of trees must be limited (e.g., by pruning the branches far from the root) to ensure a sufficient number of training point (e.g., 5) on each node. In contrast, in random forests, one can build each tree to its maximum depth by successive splitting the nodes until only one training data point remains on each leaf. While each individual tree built in this manner may suffer from overfitting and has large prediction variances, the use of ensemble largely avoids both problems. Moreover, random forest regression is simple to use with only two free parameters, i.e., the number $N_{rf}$ of trees in the ensemble and the number $M$ of selected features. In this work we used an ensemble of $N_{rf} = 100$ trees and the a subset of features (i.e., $M = 6$) to build each tree. As a standard practice in statistical modeling, we performed cross-validations to optimize these parameters and performed sensitivity analysis to ensure that the predictions are not sensitive to the parameter choices.
6.3 Numerical Results

Almost all industrial flows involve some characteristics (e.g., strong pressure gradient, streamline curvature, and separation) that break the equilibrium assumption of RANS model. Therefore, we have these challenges in mind when developing the data-driven approach. In this study, we focus on the cases where training and test flows have similar characteristics. Specifically, we evaluate the proposed method on two classes of flows: (1) fully developed turbulent flows in a square duct at various Reynolds numbers and (2) flows with massive separations. The flow in a square duct at Reynolds number \( Re = 3500 \) and the flow in a channel with periodic hills at Reynolds number \( Re = 10595 \) are chosen as the prediction (test) flows for the respective flow classes. The square duct flow has an in-plane secondary flow pattern induced by the normal stress imbalance, while the periodic-hill flow features a recirculation bubble, non-parallel shear layer and mean flow curvature. All these characteristics are known to pose challenges for RANS based turbulence models, and thus large model-form discrepancies exist in the RANS-modeled Reynolds stresses. In the two test flows, the relative importance of Reynolds stress projections to the mean flow prediction are different. The Reynolds stress anisotropy plays an important role in obtaining the accurate secondary mean motion in the duct flow \[45\]. In contrast, the anisotropy is less important to predict the mean flow in the periodic-hill case, where the turbulent shear stress component is more essential to obtain an accurate mean velocity field \[46\]. Therefore, we use these two types of flows to highlight the improvements in the different Reynolds stress components that are important for the predictions of QoIs in the respective flow classes. In both cases, all RANS simulations are performed in an open-source CFD platform, OpenFOAM, using a built-in incompressible flow solver simpleFoam \[47\]. Mesh convergence studies have been performed.

6.3.1 Turbulent Flows In a Square Duct

Case Setup

The fully developed turbulent flow in a square duct is a challenging case for RANS-based turbulence models, since the secondary mean motion cannot be captured by linear eddy viscosity models (e.g., \( k-\varepsilon \), \( k-\omega \)), and even the Reynolds stress transport models (RSTM) cannot predict it well \[46\]. In this test, we aim to improve the RANS-modeled Reynolds stresses of the duct flow at Reynolds number \( Re = 3500 \) by using the proposed PIML approach. The training data are obtained from DNS simulations \[48\] of the duct flows in the same geometry but at lower Reynolds numbers \( Re = 2200, 2600 \) and \( 2900 \). The DNS data of the prediction flow (\( Re = 3500 \)) are reserved for comparison and are not used for training. The geometry of this flow case is shown in Fig. 6.3. The Reynolds number is based on the edge length \( D \) of the square duct and the bulk velocity \( U_b \). All lengths presented below are normalized by \( D/2 \).
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Figure 6.3: Domain shape for the flow in a square duct. The $x$ coordinate represents the streamwise direction. Secondary flows induced by Reynolds stress imbalance exist in the $y$–$z$ plane. Panel (b) shows that the computational domain covers a quarter of the cross-section of the physical domain. This is due to the symmetry of the mean flow in both $y$ and $z$ directions as shown in panel (c).

The baseline RANS simulations are performed for all training and test flows. The purpose is twofold: to obtain the mean flow feature fields $q(x)$ as inputs and to obtain the discrepancies of Reynolds stress by comparing with the DNS data. To enable the comparison, the high-fidelity data are interpolated onto the mesh of RANS simulation. The Launder-Gibson RSTM [49] is adopted to perform the baseline simulations, since all the linear eddy viscosity models are not able to capture the mean flow features of the secondary motions. The $y^+$ of the first cell center is kept less than 1 and thus no wall model is applied. As indicated in Fig. 6.3, only one quadrant of the physical domain is simulated owing to the symmetry of the mean flow with respect to the centerlines along $y$- and $z$-axes. No-slip boundary condition is applied on the walls, and symmetry boundary condition is applied on the symmetry planes.

**Prediction Results**

We first investigate the prediction performance on the Reynolds stress anisotropy tensor, since its accuracy is important to capture the secondary flow. Figure 6.4 shows PIML-corrected anisotropy in Barycentric triangle compared with baseline and DNS results. The comparisons are performed on two representative lines at $y/H = 0.25$ and 0.75 on the in-plane cross section (Fig. 6.3b). The two lines are indicated in the insets on the upper left corner of each panel. The arrows denote the order of sample points plotted in the triangle, which is from the bottom wall to the outer layer. The general trends of spatial variations of the DNS Reynolds stress anisotropies are similar on both lines. That is, from the wall to the outer layer, the Reynolds stress starts from the two-component limiting states (bottom edge...
of the triangle) toward three-component anisotropic states (middle area of the triangle). This trend is captured by the baseline RSTM to some extent, especially in the regions away from the wall. However, significant discrepancies still can be observed in the near-wall region. Very close to the wall, the DNS Reynolds stress is nearly the two-component limiting state. This is because the velocity fluctuations in the wall-normal direction are suppressed by the blocking of the bottom wall. Moreover, before approaching three-component anisotropic states, the DNS-predicted anisotropy first moves toward the one-component state (1C) as away from the wall. In contrast, the RANS-predicted anisotropy near the wall is closer to

![Barycentric map of the predicted Reynolds stress anisotropy for the test flow (Re = 3500), learned from the training flows (Re = 2200, 2600, and 2900)](image)

(a) y/H = 0.25  
(b) y/H = 0.75

Figure 6.4: Barycentric map of the predicted Reynolds stress anisotropy for the test flow (Re = 3500), learned from the training flows (Re = 2200, 2600, and 2900) The prediction results on two streamwise locations at y/H = 0.25 and 0.75 are compared with the corresponding baseline (RSTM) and DNS results in panels (a) and (b), respectively.

the two-component isotropic state (2C-I), and it approaches toward the three-component anisotropic state directly. Therefore, in the near-wall region there are large discrepancies between the RANS predicted Reynolds stress anisotropy and the DNS result, particularly in the horizontal coordinate ξ. By correcting the baseline RSTM results with the trained discrepancy function, the predicted anisotropy of Reynolds stress is significantly improved. For both lines, the predicted anisotropy (circles) agrees well with the DNS results (squares). Especially on the line y/H = 0.75, the PIML-predicted anisotropy is almost identical to the DNS data.

Significant improvement of the PIML-predicted anisotropy can be seen from the Barycentric maps shown in Fig. 6.4. Similar improvements have also been demonstrated in the other physical projections (TKE and orientations) of the PIML-corrected Reynolds stresses. Therefore, it is expected that the Reynolds stress tensor components should be also improved over the RSTM baseline. In the six tensor components, two normal stress components τyy and τzz are among the most important ones to the mean velocity field since the normal stress imbalance (τyy − τzz) is the driving force of the secondary flow [45]. Figures 6.5a and 6.5b
Figure 6.5: Profiles of normal components (a) $\tau_{yy}$ and (b) $\tau_{zz}$ of corrected Reynolds stress with the discrepancy model. The profiles are shown at four streamwise locations $y/H = 0.25, 0.5, 0.75, \text{ and } 1$. Corresponding DNS and baseline (RSTM) results are also plotted for comparison.

show the profiles of normal components $\tau_{yy}$ and $\tau_{zz}$ of the Reynolds stress reconstructed from the PIML-corrected physical projections. Corresponding baseline (RSTM) and DNS results are also plotted for comparison. Both $\tau_{yy}$ and $\tau_{zz}$ are overestimated by the RSTM over the entire domain. The discrepancy of the RSTM-predicted $\tau_{yy}$ is large near the wall and decreases when moving away from the wall. In contrast, $\tau_{zz}$ is significantly overestimated far from the wall but the discrepancy decreases toward the wall. As a results, the RSTM-predicted normal stress imbalance is pronouncedly inaccurate, which leads to unreliable secondary mean flow motion. As expected, the PIML predictions nearly overlap with the DNS results for both $\tau_{yy}$ and $\tau_{zz}$ and show considerable improvements over the RSTM baseline. In fact, the improvements are observed in all the tensor components, which are omitted here for brevity. The results shown above demonstrate excellent performance of the proposed PIML framework by using RSTM as the baseline.

6.3.2 Turbulent Flows With Massive Separations

Case Setup

The turbulent flow in a channel with periodic hills is another challenging case for RANS models due to the massive flow separations in leeward of the hill. Here, we examine two training scenarios with increasing difficulty levels. In the first scenario the training flows
have the same geometry as the test (prediction) flow but are different in Reynolds numbers. In the second scenario the training flows differ from the prediction case not only in Reynolds numbers but also in geometry.

Table 6.2: Database of training flows to predict flow past periodic hills at $Re = 10595$. The Reynolds numbers are defined based on the bulk velocity $U_b$ at the narrowest cross-section in the flow and the crest/step height $H$.

<table>
<thead>
<tr>
<th>Training flow scenario</th>
<th>Training flow &amp; symbol</th>
<th>High fidelity data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scenario I</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Periodic hills, $Re = 1400$ (PH1400)</td>
<td>DNS by Breuer et al. [50]</td>
</tr>
<tr>
<td></td>
<td>Periodic hills, $Re = 5600$ (PH5600)</td>
<td>DNS by Breuer et al. [50]</td>
</tr>
<tr>
<td><strong>Scenario II</strong></td>
<td>Wavy channel, $Re = 360$ (WC360) Curved backward facing step, $Re = 13200$ (CS13200)</td>
<td>DNS by Maaß et al. [51] LES by Bentaleb et al. [52]</td>
</tr>
</tbody>
</table>

Four training flows with DNS/LES data to build random forest regressors are summarized in Table 6.2. In the first scenario two flows PH1400 and PH5600 are used for training, both of which are flows over periodic hills (same in geometry) at $Re = 1400$ and $Re = 5600$ (different in Reynolds numbers), respectively. For the second scenario, the training data are obtained from two different flows: one in a channel with a wavy bottom wall at $Re = 360$ and one over a curved backward facing step at $Re = 13200$, indicated as flows WC360 and CS13200, respectively.

A schematic of the flow geometry and RANS-predicted velocity contour for each case are presented in Fig. 6.6. The dimensions of each case are normalized with the respective hill heights $H$. Although the geometries of the training flows are different, all three flows share a similar characteristic as the test flow, i.e., separation on the leeward side of the hill or step. However, the separation bubbles are different in sizes and shapes. The flow over periodic hills has a stronger separation compared to the other two due to the steeper slope of the hill. Relatively mild separation can be observed in the flow over the wavy channel. For all cases, both high-fidelity data and RANS-predicted results are available. The high-fidelity data are obtained from DNS or resolved LES simulations, which have been reported in literature (see references in Table 6.2). The DNS data for flows PH1400 and PH5600 are only available on vertical lines at eight streamwise locations $x/H = 1, 2, \cdots, 8$. On the other hand, full-field high-fidelity results are available for flows WC360 and CS13200, but only the lower part of the channel is adequately resolved. Since the separated flow is of interest in this study, only the data in the separation region (i.e., region below $y/H = 1.2$) are included.

In this test, the performance of the proposed PIML framework is evaluated on standard RANS models. Specifically, the baseline RANS predictions are obtained by using the two-
Figure 6.6: Computational domain and velocity field of each case in the training flow database. The velocity contours and streamlines are obtained from the baseline RANS simulations. The dimensions of each case are normalized with the respective hill heights $H$. Note that periodic boundary conditions are applied on the flows in panels (a) and (b) in steamwise direction, but not for the flow in panel (c).
equation Launder-Sharma $k-\varepsilon$ model [3]. The reason for choosing standard turbulence models here is because of two considerations. First, the standard RANS models are the dominant tools for industrial CFD applications, while other sophisticated RANS models have been rarely used. Therefore, it is more significant to improve the widely used standard RANS models. Second, we understand that improvement of the Reynolds stresses starting from a standard RANS model is challenging. Nonetheless, this challenging scenario also can better explore the capability of machine learning approach.

**Prediction Results**

The functional forms of discrepancies in the six physical projections of Reynolds stress are learned from the training flows as mentioned in Section 6.3.2 and are used to correct the RANS-predicted Reynolds stress field of the test flow (PH10595). However, since the baseline RANS model used in this case is the standard eddy viscosity model, the Reynolds stress anisotropy cannot be accurately predicted. Therefore, the baseline RANS-predicted anisotropy is unphysical and is significantly different from the DNS result (see Fig. 6.1). Nonetheless, after the correction by using the discrepancy function learned from the training flows, the anisotropy of the test flow shows an excellent agreement with the DNS results [53]. The improvements are observed in the both training scenarios I and II, demonstrating that the discrepancy function even in the standard RANS-predicted anisotropy does exist and can be learned from the closely related flows based on the mean flow features $q$. As mentioned above, in the periodic-hill flow, the correctness of Reynolds stress anisotropy is of little consequence to the prediction of the mean velocity, and the correct shear stress component and magnitude of the Reynolds stress are most important to obtain an accurate mean flow field. Therefore, the anisotropy prediction results are omitted here, and only the turbulence kinetic energy (TKE) and shear stress component of the PIML-corrected Reynolds stress are presented and discussed in detail.

The comparison of the TKE profiles of the baseline, DNS, and PIML-predicted results in the training scenario I are shown in Fig. 6.7. The TKE predicted by the baseline RANS model has notable discrepancies compared to the DNS result, particularly in the region with non-parallel free shear flow ($y/H = 0.8$ to 1.5). The poor performance of RANS model in such region is typical in these flows [13]. The RANS model underestimates the turbulence intensity along the free shear at $y/H = 1$, especially near the leeward side of the hill ($x/H = 1$ to 2). In the upper channel ($y/H = 1.5$ to 2.5), the DNS TKE is slightly smaller than the baseline RANS prediction. The profiles of TKE corrected by the PIML-predicted discrepancy $\Delta \log_2 k$ are significantly improved. The peaks along the streamwise free shear in the DNS profiles are well captured in the corrected results with the random forest prediction. It can be seen that the predicted TKE profiles (solid lines) nearly overlap with the DNS results (dashed lines). This clearly indicates that the TKE discrepancies can be learned from the data of the training flows.
Figure 6.7: Magnitude (turbulence kinetic energy) of the corrected Reynolds stress for the test flow (PH10595) learned from cases with same geometry but at different Reynold numbers (PH1400 and PH5600). The profiles are shown at eight streamwise locations $x/H = 1, 2, \cdots, 8$. Corresponding baseline and DNS results are also plotted for comparison. The hill profile is vertically exaggerated by a factor of 1.3.

Figure 6.8: Predicted turbulence shear stress for the test flow (PH10595) learned from the flows with the same geometry but at different Reynold numbers (PH1400 and PH5600). The profiles are shown at eight streamwise locations $x/H = 1, 2, \cdots, 8$. Corresponding baseline and DNS results are also plotted for comparison. The hill profile is vertically exaggerated by a factor of 1.3.
It is also of interest to investigate the tensor components $\tau_{ij}$ of Reynolds stress, which are more relevant for predicting velocities and other QoIs of the flow fields. For the plane shear flows, the turbulent shear stress $\tau_{xy}$ is important to predict the velocity field. Figure 6.8 compares the turbulence shear component $\tau_{xy}$ of predicted Reynolds stress with the DNS. As expected, significant improvements are observed compared to the baseline results, which underestimate the peak of $\tau_{xy}$ on the leeward hill side but overestimate it on the windward hill side. As shown in Fig. 6.8, the profiles of predicted $\tau_{xy}$ agree well with the DNS results.

The results above demonstrate that the discrepancy function of Reynolds stress in its physical projections (i.e., magnitude, shape, and orientation) trained from the flows at Re = 2800 and 5600 can be used to predict the Reynolds stress field of the flow at Re = 10595. Significant improvements are observed in the predicted Reynolds stress compared to the baseline RANS results. Although in this scenario the training and test flows are quite similar (with the same geometry), and the success of extrapolation has been demonstrated in physical space by Wu et al. [19], it should not be taken for granted that the accurate prediction is also guaranteed in feature space. Since the regressions are performed in the ten-dimensional feature space and there is no direct reference to the physical coordinate, the success is not trivially expected a priori.

We investigate a more challenging scenario where the training flows have different geometries from the prediction case. This scenario is also more realistic in the context of using RANS simulation to support engineering design and analysis. Specifically, the data are more likely to be available for a few flows with specific Reynolds numbers and geometries, but predictions are needed for the similar flows yet at different Reynolds numbers and with modified geometries.

![Figure 6.9: Magnitude (turbulence kinetic energy) of the corrected Reynolds stress for the test flow (PH10595) learned from cases with different geometries and at different Reynolds numbers (WC360 and CS13200). The profiles are shown at eight streamwise locations $x/H = 1, 2, \cdots, 8$. Corresponding baseline and DNS results are also plotted for comparison. The hill profile is vertically exaggerated by a factor of 2.4.](image-url)
The comparison of the TKE profiles on eight lines is shown in Fig. 6.9. Note that only the domain below $y/H = 1.2$ is investigated due to the lack of reliable high-fidelity training data in the upper channel region. This inadequacy of data quality can be exacerbated when the Reynolds stress is decomposed to its physical projections. Moreover, the flow separation is the phenomenon of concern in this study, and thus we only focus on the recirculation region. In Fig. 6.9, the random forest predicted TKE (solid lines) is significantly improved over the baseline results (dotted lines) and better agrees with the DNS profiles (dash-dotted lines). The agreement is particularly good in the region from the center of recirculation bubble ($x/H = 2$) to the beginning of flow contraction ($x/H = 6$). Nonetheless, the PIML-predicted TKE does not show any improvement and even deteriorates compared to the baseline results near the windward side of the hill ($x/H > 7$), where the flow starts to be contracted. As shown in Fig. 6.9, the predicted TKE is markedly overestimated at $x/H = 8$. This is because the flow features in the contraction region ($x/H > 7$) are not supported in the training set, since the contracted flow does not exist in the training flow CS13200 (Fig. 6.6c) and is much weaker in the training flow WC360 (Fig. 6.6b) due to the mild slope of wavy bottom in this geometry.

![Figure 6.10: Predicted turbulence shear stress for the test flow (PH10595) learned from the flows with different geometries and at different Reynolds numbers (WC360 and CS13200). The profiles are shown at eight streamwise locations $x/H = 1, 2, \ldots, 8$. Corresponding baseline and DNS results are also plotted for comparison. The hill profile is vertically exaggerated by a factor of 2.4.](image)

Finally, we compare the predicted turbulent shear stress $\tau_{xy}$ with the DNS profiles in Fig. 6.10. Similar to the results of TKE, the PIML-predicted turbulent shear stress $\tau_{xy}$ shows notable improvements in the recirculation region. However, deterioration occurs in the flow contraction region. At $x/H = 7$ and 8, the magnitudes of turbulent shear stresses are overestimated with the correction based on the predicted discrepancies. This is consistent with the results observed in physical projections of Reynolds stress. Such a small region with abnormal Reynolds stress corrections (artificial peaks or bumps) can introduce large errors to the velocity predictions.
In general, the physical projections (i.e., magnitude, shape, and orientation) of Reynolds stress corrected by random forest predicted discrepancies are still significantly improved with the training flows in different geometries (WC360 and CS13200). The Reynolds stress is markedly improved in the separated flow region, but not in the contracted flow region. This is because the features in training flows cannot well support the predicted flow, and thus more extrapolations are expected. Although the improvement is less significant compared to that in the scenario I, the random forest predictions in this more realistic scenario are still satisfactory, demonstrating the merits of the proposed PIML framework.

6.4 Discussion

6.4.1 Feature Importance and Insight for Turbulence Modeling

In addition to the predictive capability of the regression model, it is also important to interpret the functional relation between the mean flow features and the discrepancies of the RANS modeled Reynolds stresses. For example, it is useful to find the most important features to the Reynolds stress discrepancy in each of its physical projection (i.e., magnitude $k$, shape $\xi, \eta$, and orientation $\varphi_i$), and how each of these features impacts the regression response. Identification of such correlation or causal relationship enables modelers to improve the RANS turbulence models. The random forest regressor used in the proposed PIML framework can also shed light on this issue by calculating the feature importance,
which is a measure to evaluate the relative importance of a feature variable for predicting response variables [26]. The bar plots of the importances of feature vector $\mathbf{q}$ with respect to the discrepancies $\Delta \eta$ and $\Delta \log_2 k$ are shown in Figs. 6.11a and 6.11b, respectively. For discrepancy $\Delta \eta$ in the anisotropy, feature $q_3$ (i.e., wall-distance based Reynolds number $Re_d$) is the most important one. As discussed in Section 6.2.3, $Re_d$ is the wall distance normalized by the approximate viscous unit. Therefore, the result of feature importance is consistent with the PIML prediction, which have shown that the discrepancy $\Delta \eta$ is notably dependent on the distance away from the wall [53]. Figure 6.11b shows that the most important feature for predicting discrepancy $\Delta \log_2 k$ of turbulence kinetic energy is feature $q_2$, turbulence intensity.

It is demonstrated that random forest used in the proposed framework can interpret the relationship between the features and the response to a certain extent, although the feature importance has its limitation due to bias introduced under certain conditions [54, 55]. In the machine learning community, improving interpretability of random forest is an active research topic, e.g., several improvements of the importance measure have been proposed [55, 56, 57]. Moreover, in addition to calculating the feature importance, it is also helpful to examine the interactions among features, which have important implications for the interpretation of the regression models. As the base learner in random forest is a decision tree, which can capture the feature interactions, it is possible to further investigate the interacting relationship among mean flow variables. Breiman et al. have studied feature interaction in random forest method [26], but more research is still ongoing. A better understanding of the physics behind the regression model for Reynolds stress discrepancies has a profound implication to RANS turbulence modeling. Therefore, to explore the correlation or causal relationship between the mean flow features and the discrepancies of RANS modeled Reynolds stress is an important and promising extension of the proposed framework.

### 6.4.2 Success and Limitation of The Current Framework

The objective of the proposed framework is to improve the baseline RANS-predicted Reynolds stresses of a flow where high-fidelity (e.g., DNS, LES, experimental) data are not available. The main novelty lies in using machine learning techniques to find the functional forms of Reynolds stress discrepancies with respect to mean flow features by learning from the existing offline database of the closely related flows. Numerical simulation results have demonstrated the feasibility and merits of the framework. Moreover, the excellent performance of the PIML predicted Reynolds stress in not only the anisotropy but also in the TKE and turbulent shear stress shows the fact that Reynolds stress discrepancies can be extrapolated even to complex flows sharing similar characteristics. This finding is noteworthy by itself.

The improvement of the RANS-predicted Reynolds stress is considered a viable and promising path toward obtaining better predictions of velocities and other quantities of interest. However, due to a few limitations of the current framework, the improvement of the prop-
agated velocities from the corrected Reynolds stress field can not be guaranteed. A small region with abnormal Reynolds stress corrections (e.g., non-smoothness or artificial peaks) can introduce large errors to the velocity predictions. For example, the small wave-number variations in Reynolds stresses are visible in Fig. 6.10. These fluctuations, despite being small in amplitude, can lead to abnormal behaviors in the divergence term and thus in the predicted velocities. These abnormal predictions of Reynolds stress corrections can be caused by several factors. First, the features in certain regions of the prediction flow may not be well supported in the training flows, e.g. the contraction region of periodic-hill flow mentioned in Sec. 6.3.2. Second, the random forest regression used here only provides pointwise estimations but cannot consider the spatial information of the Reynolds stress field. Therefore, the smoothness of the prediction cannot be guaranteed. Finally, although the input feature space is constructed based on physical reasoning, it is possible that the input features are not rich enough, and thus the randomness in the ensemble of the trained decision trees is significant.

6.5 Conclusion

In this work, we proposed a physics-informed machine learning approach to reconstruct Reynolds stresses modeling discrepancies by utilizing DNS databases of training flows sharing similar characteristics as the flow to be predicted. For this purpose, we formulated discrepancy of Reynolds stresses (or more precisely its magnitude and the shape and orientation of the anisotropy) as target functions of mean flow features and used modern machine learning techniques based on random forest regression to learn the functions. The obtained functions are then used to predict Reynolds stress discrepancies in new flows. To evaluate the performance of the proposed approach, the method is tested by two classes of flows: (1) fully developed turbulent flows in a square duct at various Reynolds numbers and (2) flows with massive separations. In the separated flows, two training flow scenarios of increasing difficulties are considered: In the less challenging scenario, data from two flows in the same periodic hill geometry at lower Reynolds numbers ($Re = 2800$ and $5600$) are used for training. In a more challenging scenario, the training data come from separated flows in different geometries (wavy channel and curved backward facing step). In all test cases the corrected Reynolds stresses are significantly improved compared to the baseline RANS predictions, demonstrating the merits of the proposed approach. In the scenario, where the training flows and the prediction flow have different geometries, the improvement is not as drastic as in the the scenario with the same geometry. This is expected since the prediction involves more extrapolations in the feature space for this more challenging scenario. In other words, compared to the first scenario where the training and prediction flows have identical geometry, the prediction flow is less “similar” to the training flows in this scenario. The extent to which the training and prediction flows are “similar” to each other can be assessed \textit{a priori} based on their respective RANS predicted mean flow field, and methods for such assessment are presented in companion publications [24, 58].
As the inaccuracy in modeled Reynolds stresses is the dominant source of model-form uncertainty in RANS simulations, the proposed method for improving RANS-predicted Reynolds stresses is an important step towards the goal of enabling predictive capabilities of RANS models. Moreover, the random forests regression technique adopted in this work can provide physical insights regarding the relative importance of mean flow features that contributed to the discrepancies in the RANS predicted Reynolds stresses. This information can be used to assist future model development in that developers can devise models that are aware of and correctly respond to these flow features. However, a number of challenges need to be tackled before the improved Reynolds stresses can be used to predict more accurate quantities of interests that are needed in engineering design (e.g., draft and lift coefficients). This topic will be investigated in future research.
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Chapter 7

Conclusion and Future Work

Quantification and reduction of uncertainties originating from the Reynolds stress closures in RANS simulations are of critical importance to obtaining risk-informed predictions for mission-critical applications. In this work, two frameworks for estimating model-form uncertainties in RANS simulations are proposed. One is the physics-based approach, where uncertainties are injected onto physical projections of Reynolds stress tensor accounting for empirical prior knowledge and physical constraints (e.g., realizability of Reynolds stress, smoothness, and symmetry). This approach is a development based on the seminal framework of Iaccarino and co-workers [1, 2] but with a full exploration of the uncertainty space of Reynolds stresses. Instead of only considering the eigenvalue perturbation towards three limiting states in [1], this work employed Gaussian random fields with compact parameterization by Karhunen-Loève expansions to represent uncertainties in all six physically meaningful components of the Reynolds stress tensor (i.e., its shape, magnitude, and orientations). On the other hand, a random matrix theoretic (RMT) approach is proposed, where the Reynolds stress field is described with a probabilistic model of a random field of positive semidefinite matrices with a specified mean and correlation structure. The marginal probability distribution of the Reynolds stress at a particular location satisfies the maximum entropy principle. Moreover, the realizability constraint of the perturbed Reynolds stresses is guaranteed mathematically by the construction from the Cholesky factorization of the normalized Reynolds stress tensor. By imposing maximum entropy on the distribution of the Reynolds stress tensors, the RMT framework aims to provide an approach for specifying objective priors (e.g., in the context of Bayesian inferences for uncertainty reduction). To sample such a random matrix field, Gaussian random fields with specified covariance kernel are first generated and then mapped to the field of positive semidefinite matrices based on polynomial chaos expansion and reconstruction. For both physics-based and RMT approaches, numerical simulations have been performed by sampling the perturbed Reynolds stresses and propagating them through the RANS equations. A canonical flow, the flow past periodic hills, is tested. The simulation results show that perturbed Reynolds stress fields not only have the specified statistics, but also are physically reasonable. To
evaluate the priors and gain insights on proper specification of the priors, a comparison analysis between the physics-based approach and RMT approach has been conducted. By comparing the distributions of shape, magnitude, and orientation variables obtained from the two approaches, we identify several factors which may introduce artificial constraints in the physic-based approach. Moreover, the comparisons also provide some useful guidelines of the prior specification for wall-bounded flows with separations. For eigenvalues of Reynolds stress anisotropy, the Gaussian distributed perturbations in Barycentric coordinate are better at achieving maximum entropy. For the turbulence kinetic energy, introducing log-normally distributed perturbations leads to a distribution of Reynolds stresses that is close to the one with the maximum entropy. This observation lends support to the choice of prior in 3. For orientation, it suggests that the uncertainties should also be injected with a non-stationary variance field to achieve the maximum entropy distribution. Simultaneously perturbing shape and orientation of anisotropy in the physics-based approach cannot preserve the mean of tensors as the baseline result. Useful suggestions on specifying relative magnitudes of variances among the physical variables are provided. The observations and conclusion are meaningful to quantify the model-form uncertainties in RANS modeling and can be used as a guidance for the objective prior specification in the physics-based, Bayesian uncertainty reduction framework.

In this dissertation, the use of available on-line and off-line data has also been leveraged to reduce the model-form uncertainties and to calibrate model discrepancies in RANS simulations. A physics-based, Bayesian framework is proposed for reducing model uncertainties and improving the prediction accuracy based on sparse velocity measurement data. An iterative ensemble Kalman method is used to incorporate the prior knowledge with available observation data in a Bayesian framework and to propagate the uncertainties to posterior distributions of Reynolds stresses and other QoIs. Two test cases, the flow over periodic hills and the flow in a square duct, have been used to demonstrate its feasibility and to evaluate the calibration performance. Simulation results suggest that even with sparse data, the obtained posterior mean velocities and other QoIs significantly better agree with the DNS results. Moreover, the merits of incorporating various prior knowledge into the proposed Bayesian framework have been discussed. The role of physical prior knowledge, including smoothness, realizability, overall understanding of the coherent structures, and the empirical assessments of the RANS prediction accuracy are examined. The simulation results demonstrate that incorporating prior information enables a more efficient use of limited amount of observation data. The proposed Bayesian methodology provides a general framework for combining information from physical prior knowledge, on-line observation data, and low-fidelity numerical models that are frequently used in engineering practice. In the scenario with no on-line observation data, the Bayesian data assimilation framework is not applicable. In this case, off-line data (data of cases with similar configurations) are usually available. To leverage the off-line database, a physics-informed, machine learning (PIML) framework is developed to learn the functional form of model discrepancy in RANS simulations from the database of related flows. The trained discrepancy function can be used to improve predictions of the flow where data are not available. For this purpose, the discrepancies of
Reynolds stresses are formulated as target functions of mean flow features and random forests are used to learn these functions. To evaluate the prediction performance, two scenarios of training flows at different Reynolds numbers and with changed geometries are considered. The Reynolds stresses in both training scenarios are significantly improved over the baseline RANS predictions. Since the inaccuracy in RANS-modeled Reynolds stresses is the dominant source of model-form uncertainties in RANS simulations, the proposed framework for improving RANS-simulated Reynolds stresses is an important step towards the predictive RANS turbulence modeling.

Finally, the computational costs for the proposed frameworks by using on-line data assimilation and off-line machine learning are summarized. By assimilating on-line data, the iterative ensemble Kalman method is used. Normally, $10^2$ samples are used and 10 iterations are needed to achieve statistical convergence. Therefore, it involves $10^3$ evaluations of the forward RANS model. Since each forward simulation is only 10% as expensive as a baseline RANS simulation, and the total cost is $10^2$ times as that of the baseline. If the propagation of all samples can be done in parallel with 100 CPU cores, the wall time of off-line data assimilation is approximately the same as that of the baseline simulation. In the off-line machine learning approach, the computational costs associated with the machine learning process (e.g., feature generation, random forest regression, data processing) can be neglected compared to that of the forward RANS simulations. That is, using off-line data to improve the Reynolds stresses will not increase the total computational cost.

Model-form uncertainty estimation in RANS simulations and data-driven predictive RANS modeling are still in the infancy stages. Much future works are still needed. In the following, a few research directions are listed for future investigation:

1. In the proposed physic-based, data-driven Bayesian framework for estimating and reducing model-form uncertainties in RANS simulations (presented in Chapter 2), there are two limitations. One limitation is that the full Reynolds stress field inferred, i.e., mean of the posterior of the Reynolds stress fields, is not accurate. This is attributed to many factors, e.g., the high dimension of the Reynolds stress uncertainty space, the sparseness of the data, and the nonlinear or even non-unique mapping between Reynolds stresses and velocities as described in RANS equations. Although the inferred Reynolds stress field is not accurate, it can provide the improved quantities of interests (QoI) such as the velocity field after propagation. However, when the Reynolds stress field itself is the QoI, more investigations are needed to improve the inversion scheme. Proper regularization methods might be useful to overcome issues of the nonlinearity or non-uniqueness by constraining the inversion to be performed in a low manifold. Another limitation of this framework lies in the iterative ensemble Kalman methods for uncertainty quantification. Although the ensemble Kalman method is less computational costly compared to the exact Bayesian sampling, its computed uncertainties are inaccurate and often underestimated. This is because the ensemble Kalman method is an approximate Bayesian approach, which is developed by
using the maximum likelihood estimation. The impact of the approximate Bayesian inference method will be investigated by comparing it with the exact Bayesian approach based on Markov Chain Monte-Carlo (MCMC) sampling in the future study.

2. The proposed random matrix theoretic approach for estimating model-form uncertainties in RANS simulations can provide maximum entropy distribution of Reynolds stress at each point without introducing artificial constraints. Nonetheless, the specifications of the spatial structure and the magnitude field of perturbations are still the modeling choices, which highly rely on prior physical knowledge and subjective judgment. These modeling choices might introduce artificial information. It would be desirable to generalize the current work to defining maximum entropy distribution for random tensor fields for future investigation. Moreover, the role of the spatial correlation structure is particularly crucial since it is the divergence of the Reynolds stress that appears in the RANS momentum equation. Therefore, how to properly incorporate physical constraints on spatial correlations is another future research direction. Finally, it is important to investigate methods for determining the magnitude of perturbations, which indicates the confidence level on RANS predictions. One possible method is to learn from available flow databases by using machine learning techniques.

3. Although it has been demonstrated that the proposed physics-informed, machine learning (PIML) framework is a promising way to improve RANS modeling by using the off-line database, there are a few challenges associated with the propagation, data, and parameterization of learning targets, which need to be investigated in the future work. First, to propagate the success in the corrected Reynolds stresses (shown in Chapter 6) to the QoIs is still a challenge. This is because the improvement of the Reynolds stress is achieved at each point, but the non-smoothness of the Reynolds stress field might exist, for the fact that random forest regressor provides point-wise estimations. As discussed above, physical constraints on the spatial structures of Reynolds stress field should be encoded into the learning process. For example, besides the Reynolds stress tensor, the divergence of Reynolds stresses can also be augmented as the learning target. Second, the limited amount of DNS data could be another limitation of the current framework, because the high-fidelity simulations (e.g., DNS) are ultimately limited to flows in relatively low Reynolds numbers and with simple geometric configurations. How to conduct the effective learning with a limited amount of data ought to be explored in the future study. Third, to obtain the confidence of the prediction performance based on the analysis of training databases is very important. More effective qualitative and quantitative metrics and approaches should be developed to determine how accurate the prediction will be with the given extrapolation range. Finally, since the ultimate goal of offline machine learning framework is to improve the turbulence models, more rigorous feature importance analysis is required to gain insight to improve the current models or to develop new turbulence models.
