DroidCat: Unified Dynamic Detection of Android Malware

ABSTRACT

Various dynamic approaches have been developed to detect or categorize Android malware. These approaches execute software, collect call traces, and then detect abnormal system calls or sensitive API usage. Consequently, attackers can evade these approaches by intentionally obfuscating those calls under focus. Additionally, existing approaches treat detection and categorization of malware as separate tasks, although intuitively both tasks are relevant and could be performed simultaneously. This paper presents DroidCat, the first unified dynamic malware detection approach, which not only detects malware, but also pinpoints the malware family. DroidCat leverages supervised machine learning to train a multi-class classifier using diverse behavioral profiles of benign apps and different kinds of malware. Compared with prior heuristics-based machine learning-based approaches, the feature set used in DroidCat is decided purely based on a systematic dynamic characterization study of benign and malicious apps. All differentiating features that show behavioral differences between benign and malicious apps are included. In this way, DroidCat is robust to existing evasion attacks.

We evaluated DroidCat using leave-one-out cross validation with 136 benign apps and 135 malicious apps. The evaluation shows that DroidCat provided an effective and scalable unified malware detection solution with 81% precision, 82% recall, and 92% accuracy.

1. INTRODUCTION

Android is the target of 97% malicious mobile apps [10], most of which steal personal information, abuse privileged resources, and/or install additional malicious software [7]. Detecting and categorizing malware are crucially important for Android developers and users.

Researchers have mainly taken two types of approaches to Android malware detection: static and dynamic. The static approaches analyze code to check whether an app contains abnormal information flows or calling structures [26, 29, 32, 39, 60], matches malicious code patterns [33, 55], requests for more permissions than necessary [25, 35, 44, 48], and/or invokes APIs that are frequently used by malware [11, 14, 56]. These approaches cannot always precisely detect malware because how control and data dynamically flows is not always statically decidable. The mere existence of some permissions and/or APIs in code does not always mean that they are used or executed at runtime. Furthermore, attackers can use widely adopted techniques such as code obfuscation [21] and metamorphism [38] to evade static pattern matching and deceive the detectors.

In comparison, dynamic approaches provide a complementary way to detect malware [12, 16, 19, 49]. They profile program behaviors [15, 52] by collecting system calls [16, 28, 36, 46], permissions [19], and/or resource usage [28, 49]. Based on the profiles, existing dynamic detectors typically use machine learning to train a classifier to decide whether an app is malware. However, these detectors are limited by the specific profiles on which they focus. For example, the system call-based detectors suffer from the evasion attacks, which intentionally obfuscate malicious activities by replacing malicious chains of system calls with some syntactically different, but semantically equivalent system calls [27, 40, 50]. A more advanced dynamic malware detector is needed to capture varied behavioral profiles and thus become robust to attacks against specific profiles.

Given a malicious app, existing Android malware categorization approaches also rely on system calls [23, 58] to identify the malware family. Similar to many dynamic detectors, these approaches are also subject to the obfuscation attack of system calls [41]. Even worse, current categorization approaches can only be applied to the malicious apps recognized beforehand by humans or other tools. To decide whether a given app belongs to a specific malware family, developers usually take two passes: one pass to differentiate malicious apps from benign ones, and one pass to categorize malicious apps. This two-pass process may not be as efficient as a single pass for both malware detection and classification, thus costing more in time and human effort.

In this paper, we present the design and implementation of a unified malware detection technique, DroidCat, which detects and categorizes Android malware simultaneously through systematic dynamic profiling and supervised learning. Differently from existing machine-learning based dynamic approaches, DroidCat trains a classification model with a more diverse set of behavioral features. It instruments all Inter-Component Communications (ICCs)\(^1\), and all invocations of methods defined by user code, third-party libraries, and the Android framework.

\(^{1}\)ICC is an event-driven model of communication, as further explained in Section 2.
Therefore, DroidCat is robust to attacks targeting system calls, because system calls are not used in our approach. It is also robust to attacks targeting sensitive APIs, because these APIs are not the only information source of method invocations.

The features used in DroidCat manifest the behavioral differences between benign and malicious apps. Compared with prior approaches, this feature set was decided based on a systematic dynamic characterization study of 136 benign apps and 135 malicious apps. In the study, we traced the execution of each app, defined and evaluated 122 behavioral metrics to thoroughly characterize any behavioral difference between the two app groups. All these metrics measure the occurrence frequencies of certain method invocations or ICCs, which can never be captured by static malware detectors.

Based on the study, we discovered 70 discriminating metrics with noticeably different values, and included all of them into our feature set. By training a model with the Random Forest machine learning algorithm [34], DroidCat builds a multi-class classifier that predicts whether an app is benign or malicious in a particular malware family.

We evaluated DroidCat using leave-one-out cross validation, the strongest form of k-fold cross validation, with our data set of benign and malicious apps. For the unified detection, DroidCat achieved 81% precision, 82% recall, and 92% accuracy. For conventional binary-classification malware detection (only telling benign or not), DroidCat performed even better with 95% precision, 99% recall, and 99% accuracy. As malicious apps behave similarly, precisely identifying the malware family is generally more challenging than merely detecting malware. This explains why DroidCat’s unified malware detection is not as effective as conventional malware detection.

To understand how sensitive DroidCat is to the selection of behavioral features, we investigated 5 other ways to choose features: 1 full set of 122 metrics and 4 different subsets. Our investigation revealed that DroidCat worked best with the 70 metrics that were noticeably different between benign and malicious apps. To avoid any bias caused by the selection of machine learning algorithms, we also experimented with four other machine learning algorithms: Support Vector Machine [22], Decision Trees [45], k-Nearest Neighbours [13], and Naive Bayes [9]. We found that DroidCat performed best when using Random Forests.

In summary, we have made the following contributions:

- We designed and implemented the first unified dynamic Android malware detection approach, DroidCat, based on a systematic characterization study of benign and malicious apps. Due to its diverse feature set, DroidCat is robust to evasion attacks targeting specific behavioral profiles. It not only precisely detects malware, but also pinpoints the malware family for most malicious apps.
- We conducted the first systematic dynamic characterization study for Android applications with 136 benign apps and 135 malicious apps. To thoroughly characterize program behaviors, we traced ICCs and all methods defined in user code, third-party libraries, and Android SDK. We defined 122 behavioral metrics. No prior work has done such a comprehensive dynamic characterization for Android apps.
- We explored different learning algorithms to train models for unified malware detection, and observed that Random Forest worked best.
- We open sourced both DroidCat and the benchmark suite of 271 Android apps. Our benchmarks will facilitate scientific comparison between dynamic malware detection and categorization techniques.

2. BACKGROUND

To facilitate later discussion, this section introduces main concepts and terminologies relevant to our work.

Android applications. Programmers develop Android apps primarily using Java, and then build them into Android application package (i.e., APK) files. Each APK file can contain three software layers: user code, Android libraries (i.e., SDK APIs), and third-party libraries (if any). An Android application typically comprises four components as follows [1]:

- Activities: They dictate the UI and handle the user interaction to the device screen.
- Services: They handle background processing associated with an application.
- Broadcast Receivers: They handle communication between Android OS and applications.
- Content Providers: They handle data storage and management (e.g., database) issues.

ICC. Components interact with each other through ICC objects—mainly Intents. We classify ICC in two ways depending on the relationship between Intent senders and receivers, and the content of Intents. If both the sender and the receiver of an Intent are within the same app, we classify the ICC as internal; otherwise, it is external. If an Intent has the receiver explicitly specified in its content, we classify the ICC as explicit; otherwise, it is implicit.

Lifecycle methods and callback. Each app component follows a prescribed lifecycle that defines how this component is created, used, and destroyed. Correspondingly, developers are allowed to overwrite various lifecycle methods, such as onCreate(), onStart(), and onDestroy(), to define program behaviors when the events happen. Developers can also overwrite other event handlers (such as onClick()) or define new callbacks to implement extra logic when other interesting events occur.

Security-relevant APIs. There are sensitive APIs that acquire personal information of users like locations and contacts. For example, Location.getLongitude() and Location.getLatitude() retrieve GPS location coordinates. We consider these APIs as sources of potential sensitive information flows. There are also output APIs that send data out of the current component via network or storage. We consider them as sinks of potential sensitive information flows. If an app’s execution trace has any paths from sources to sinks, the app is considered malicious because of potential sensitive data leakage.

3. UNIFIED MALWARE DETECTION

We designed and implemented DroidCat, a unified malware detection approach leveraging systematic dynamic profiling and supervised learning, to decide whether a given app is benign or belongs to a particular malware family. As shown in Figure 1, there are two phases in our approach: training and testing. In the training phase, DroidCat takes in both benign and malicious apps as input. For each app, it computes behavioral features by instrumenting and executing the program, and by
collecting a variety of behavioral characteristics. The features are then provided to the supervised machine learning to train a multi-class classifier, which will be used in the second phase. For testing, given an arbitrary app, DroidCat computes its behavioral features in the same way as mentioned above, and then feeds these features to the classifier to decide whether the app is benign or a member of a malware family. In this section, we will discuss how features are computed in Section 3.1, and explain the two phases in Section 3.2 and 3.3, separately.

3.1 Feature Computation

To compute the dynamic features of an Android app, we first instrumented the program for execution trace collection. Specifically, for each app’s APK file, we used Soot [37] to decompile the executable file into bytecode, and then inserted bytecode instrumentation to trace every method call, and every ICC together with its Intent content. In this process, we also labeled additional information for instrumented classes and methods to facilitate feature extraction. For instance, we marked the component type for each instrumented class, the category of each instrumented callback, and the source or sink property of each relevant Android API. To decide the component type of a class such as Foo, we applied Class Hierarchy Analysis (CHA) [24] to identify all the superclasses. If Foo extends any of the four known component types such as Activity, its component type is labeled accordingly. We used a method-type mapping list used in [17] to label the category of callbacks and the source/sink property of APIs.

Next, we ran the instrumented APK of each app on an Android emulator [30] to collect execution traces, which include all method calls and ICCs. Note that we do not instrument OS-level system calls, because we want DroidCat to be robust to any attack targeting system calls. Our instrumentation is not limited to sensitive APIs, either. By ensuring that sensitive APIs are not the only target scope of method-call profiling, we make DroidCat robust to any attack targeting sensitive APIs as well. Prior work shows that even without invoking system APIs or sensitive APIs, some malicious apps can still conduct attacks by manipulating other apps via ICCs [42]. Therefore, we also instrument ICCs to reveal any behavioral differences between benign and various malicious apps from a different perspective.

To fully characterize the dynamic behaviors of apps, we need to run each instrumented app for a sufficiently long time using various inputs to cover as many paths as possible. Manually entering inputs to apps is tedious and inefficient. In order to quickly trigger diverse executions of an app, we used Monkey [31] to randomly generate inputs. Since a previous study shows that for an average app, Monkey does not significantly cover more paths after the first 10-minute run [20], we intentionally set Monkey to execute every app for 10 minutes. This allowed us to efficiently collect abundant trace data without sacrificing much dynamic coverage.

Finally, we extracted 70 features from the execution traces. All of these features were defined as the percentage of certain function calls or ICCs with a particular characteristic. For instance, one feature measures the percentage of ICCs carrying URI data only, while another feature describes the percentage of source APIs which have paths reaching at least one sink API. These features were defined based on our systematic dynamic characterization study of Android apps. Both the study and our extracted features will be further discussed in Section 4.

3.2 Training

To train a classifier for unified malware detection, we need behavioral feature data not only for benign apps, but also for malicious apps from different malware families. Therefore, in our training data, each data point represents one app, and has the following format: <feature_vector, label>, where feature_vector contains 70 feature values, which are computed as mentioned in Section 3.1. Label is either BENIGN or a malware family’s name (e.g., DroidKungfu). We use Random Forest [34], a supervised machine learning (ML) algorithm, to train a classifier with the labeled data.

3.3 Testing

In the testing phase, given an unknown app, DroidCat computes its features as mentioned in Section 3.1, and passes the feature vector to the well-trained multi-class classifier. Unlike the training data, each data point in the testing data is unlabeled, because we do not know whether an app is benign. Based on the feature vector, our classifier judges what category label should be assigned to the app.

We implemented DroidCat in Python, and used Scikit-learn [43], a free machine learning toolkit for Python, to train and test the classifier. We provided open source DroidCat at (link withheld for double-blind review.)

4. FEATURE EXTRACTION

With the execution traces collected for both benign and malicious apps as mentioned in Section 3.1, we need to extract a variety of behavioral features to characterize different apps, and to leverage machine learning for
Table 1: Metrics for dynamic characterization

<table>
<thead>
<tr>
<th>Dimension</th>
<th># of Metrics</th>
<th>Exemplar Metric</th>
<th># of Substantially Disparate Metrics</th>
<th># of Noticeably Different Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
<td>63</td>
<td>The percentage of method calls whose definitions are in user code.</td>
<td>15</td>
<td>32</td>
</tr>
<tr>
<td>ICC</td>
<td>7</td>
<td>The percentage of external implicit ICCs.</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Security</td>
<td>52</td>
<td>The percentage of sinks reachable by at least one path from a sensitive source</td>
<td>19</td>
<td>33</td>
</tr>
<tr>
<td>Total</td>
<td>122</td>
<td></td>
<td>36</td>
<td>79</td>
</tr>
</tbody>
</table>

effective unified malware detection. Although for the same trace we can extract as many features as we like, not every feature is a good differentiator of malicious apps from benign ones. Therefore, with 136 benign apps and 135 malicious apps (Section 4.1), we conducted a systematic dynamic characterization study by defining and measuring 122 metrics (Section 4.2). Based on the comparison between the two groups of apps, we decided which metrics were good differentiation factors, and thus included them into our feature set (Section 4.3).

4.1 Benchmarks

Our characterization study needed a benchmark suite of both benign apps and malicious apps. To collect benign apps, we downloaded the top 3,000 most popular free apps in Google Play at the end of year 2015 as our initial candidate pool. Next, we randomly selected an app from the pool to check whether it met the following three criteria: (1) the minimum supporting SDK version is 4.4 (API 19) or above, (2) the instrumented APK file runs successfully with inputs by Monkey [31], and (3) the 10-minute Monkey run covers at least 50% of user code. If an app met all criteria, we further analyzed it with VirusTotal 2, to check whether the app is benign. If it is, we included it into our data set, which eventually comprised 136 benign apps.

We collected malicious apps with their malware families identified similarly. Instead of starting with the popular free apps in Google Play, we used the 1,433 malicious apps mentioned in prior work [61] as our initial candidate pool. We found 135 apps meeting the above criteria, and analyzed them with VirusTotal for malware confirmation and malware type identification. For instance, we checked a malicious app com.jonas.eley with VirusTotal, which reported that the app is malicious and belongs to the malware family Fakelnst. VirusTotal confirmed all 135 malicious apps. Based on its reports, we identified six malware families, as shown in Table 2. The first five malware families were directly reported by VirusTotal; their attack models are explained below:

Table 2: Categories of the 135 malicious apps

<table>
<thead>
<tr>
<th>Malware Family</th>
<th># of Apps</th>
<th>Exemplar App</th>
</tr>
</thead>
<tbody>
<tr>
<td>DroidKungfu</td>
<td>3</td>
<td>com.peter.vonwilliamsen</td>
</tr>
<tr>
<td>ProxyTrojan/NN</td>
<td>27</td>
<td>com.craigrace.headtoastdring</td>
</tr>
<tr>
<td>GoldDream</td>
<td>11</td>
<td>com.craigrace.headtoastdring</td>
</tr>
<tr>
<td>Plankton</td>
<td>8</td>
<td>cenz.android.vbr</td>
</tr>
<tr>
<td>Fakelnst</td>
<td>33</td>
<td>com.opera.installer</td>
</tr>
<tr>
<td>MALICIOUS</td>
<td>51</td>
<td>app.batterymonitor</td>
</tr>
</tbody>
</table>

DroidKungfu can obtain the root access to Android operating system code. It encrypts two known root exploits: a udev exploit and a so-called rageagainstthecage

2VirusTotal is a free online service that analyzes files and URLs to identify viruses, worms, trojans, and other kinds of malicious content. Given a file to analyze, VirusTotal runs multiple antivirus engines and website scanners in parallel, and then aggregates the output from these tools.

exploit. During execution, it decrypts these two exploits and executes them to launch the attack [6].

ProxyTrojan/NN (short for ProxyTrojan/NotCompatible/NioServ) is a type of Trojan horse designed to use the victim’s computer as a proxy server. This gives the attacker the opportunity to do everything from the victim’s computer, such as committing credit card frauds and launching attacks against other computers [4].

GoldDream spys on SMS messages received by users and incoming/outgoing phone calls. It then uploads them to a remote server without users’ awareness. Moreover, this malware can also fetch commands from a remote server and execute them accordingly [5].

Plankton is installed on phones as a bundle with an application that a user downloaded. It displays unwanted advertisements as notifications. These ads are hard to block unless users completely remove some applications [2].

Fakelnst appears to be an installer for other applications. When executed, it sends SMS messages to premium-rate numbers or services, although the content it presents is actually free of charge. Furthermore, it can also intercept, delete, and respond to incoming text messages [3].

In addition to these five families, we synthesized the last family MALICIOUS to contain those apps not included in one of the five families. In order to train a multi-class classifier, we need each category to contain a sufficient number of apps. Although VirusTotal identified the malware families for each of these 51 remaining apps, none of those families contained more than 4 apps, and 11 of them contained only 1 app. Therefore, we decided to merge the minor families whose member app counts were less than five. The APK file size of all our benchmark apps varies from 2.9MB to 25.6MB. All benchmarks are available at (link withheld for double-blind review.)

4.2 Dynamic Characterization

Based on collected execution traces, we characterized program behaviors by defining 122 metrics in 3 orthogonal dimensions: structure, ICC, and security (Table 1). Intuitively, the more diversely these metrics capture one execution trace, the more completely they characterize program behaviors. These metrics measure not only the existence of certain method invocations or ICCs, but also their occurrence frequencies. To simplify explanation, we will only discuss a few metrics in the paper. For a full explanation of all metrics, please refer to our website (link withheld for double-blind review.)

Structure dimension contains 63 metrics to describe the distributions of method calls, their declaring classes, and caller-callee links. Among these metrics, 31 metrics describe the distributions of all method calls among three software layers (i.e. user code, third-party libraries, and Android SDK), or among different components. The other 32 metrics describe the distributions of a specific kind of methods—callbacks.

ICC dimension contains 7 metrics to describe ICC distributions. Since there are two ways to classify ICCs,
internal vs. external, and implicit vs. explicit. Enumerating all possible combinations leads to four metrics. The other three metrics are defined based on the type of data contained in Intents.

**Security dimension** contains 52 metrics to describe distributions of sources, sinks, and the reachability between them. Specifically, to examine the reachability between any two APIs when given an execution trace, we create a dynamic call graph and then check for any path in the call graph that links the APIs. If a source has at least one path reaching a sink, it is considered risky source. Similarly, a risky sink is reachable from at least one source. We defined risky sources and sinks as separate metrics. Both of them indicate security vulnerabilities, because sensitive data may be leaked when flowing from sources to sinks.

### 4.3 Feature Selection

With 122 metrics defined, we evaluated the metrics for each app in our benchmark suite. If some metrics always showed different profiles between benign apps and malicious apps, we relied on them to characterize the behavioral divergence, and selected them as features to train a unified malware detector.

To identify any metric with different profiles across the two app groups, we measured the value of each metric on every benchmark app, and then computed the mean value for all benign apps and that for all malware. If a metric had a mean value difference greater than or equal to 5%, we considered the behavioral profile of the two groups substantially disparate concerning the metric; if a metric had a difference greater than or equal to 2%, we said the behavioral profile was noticeably different concerning the metric. As expected, substantially disparate metrics are always a subset of noticeably different metrics. In our setting, 5% and 2% were chosen as heuristics; our later experiments showed that both thresholds work well.

As shown in Table 1, by comparing mean metric values across app groups, we found 36 substantially disparate metrics, and 70 noticeably different metrics. Due to the space limit, we only show the top 10 differentiating metrics in Figure 2. In the figure, there are ten metrics listed on the Y-axis, and the X-axis corresponds to the mean metric values, which vary from 0% to 100%. Each metric listed on Y-axis corresponds to two horizontal bars: one red bar to show the mean value of all malicious apps, and one green bar to represent the mean of all benign ones. The whisker on each bar represents the standard error of the mean.

These 10 metrics best demonstrate the behavioral differences between malicious and benign apps. We further examine these metrics, and group them by dimensions. In the structural dimension, malicious apps call fewer methods defined in SDK, more methods defined in user code, and involve more callbacks relevant to the UI. This indicates that user operations may trigger excessive or unplanned computation. In the ICC dimension, malware involves more external explicit ICCs with more URI data carried by Intents. This means that malware uses explicit ICCs more often to potentially attack specific external components, or sends more URI data via ICCs to disseminate potentially malicious URLs. In the security dimension, malware invokes more risky source APIs, but fewer logging sink APIs. By executing more risky sources, malware may cause sensitive data leakage.

Our metric comparison shows that malicious apps behave noticeably differently from benign ones. Such behavioral differences are reflected in the metrics of the structural, ICC, and security dimensions. By default, we use the 70 noticeably different metrics as the features extracted to train unified malware detection models in DroidCat. Recall that these features show not only the existence of certain method calls or ICCs, but also their dynamic execution rates, which can never be captured by any static malware detector.

### 5. EVALUATION

In this section, we will first discuss our evaluation methodology in Section 5.1, and then present the evaluation results for DroidCat in Section 5.2 and 5.3. To better understand how sensitive DroidCat is to feature selection and ML algorithm choice, we also investigated different feature sets and ML algorithms, and will report our observations in Section 5.4 and 5.5. Finally, we will describe the analysis cost of our approach in Section 5.6.

#### 5.1 Evaluation Methodology

K-fold cross validation (CV) is a widely adopted method to assess how well a supervised classification generally performs on independent data sets [47]. For our evaluation, we use leave-one-out cross validation (LOOCV), the strongest CV form, to assess DroidCat’s unified malware detection capability. In more detail, given n samples from C categories, each time LOOCV uses one sample as testing data, and considers the other (n − 1) samples as training data to train and test a multi-class classifier. The experiment is repeated n times until every sample is used exactly once as testing data.

In our settings, n = 271 including 136 benign apps and 135 malicious apps, and C = 7 including 1 benign category, 5 identified malware families, and 1 synthesized category MALICIOUS that contains apps from minor malware families. We chose to use LOOCV because it is recommended as the most efficient way to use limited available data for cross validation [8].

By evaluating DroidCat’s prediction capability for each category, we can average the effectiveness metrics among all categories to measure its general performance. Specifically, for each category Ci, we assessed DroidCat’s effectiveness with the following four metrics:

- **Precision (P)** measures among all the apps labeled as “Ci” by DroidCat, how many of them actually belong to the category. Formally,

\[
P_i = \frac{\# \text{ of apps belonging to } C_i}{\text{Total } \# \text{ of apps labeled as "C"}}
\]

- **Recall (R)** measures among all apps belonging to Ci, how many of them are labeled by DroidCat as “Ci”. Formally,

\[
R_i = \frac{\# \text{ of apps labeled as "C"}}{\text{Total } \# \text{ of apps belonging to } C_i}
\]

- **F1 score (F1)** is the harmonic mean of precision and recall. It can be interpreted as a weighted average of the precision and recall. Formally,

\[
F_{1i} = \frac{2 \times P_i \times R_i}{P_i + R_i}
\]

- **Accuracy (A)** [58] measures among all apps no matter whether or not they belong to Ci, how many of them are labeled correctly as “Ci,” or “not Ci”. Formally,

\[
A_i = \frac{\# \text{ apps correctly labeled as "C" or "not C"}}{\text{Total } \# \text{ of apps}}
\]
Note that our multi-class classifier only labels apps with “C1”, “C2”, . . . , or “C7”, and never uses any label like “not C1”. However, to facilitate the accuracy computation with respect to a particular category like C1, we treat all apps with other labels like “C2”, “C3”, . . . , “C7” as “not C1”.

Suppose among the 271 apps, there are 10 apps belonging to C5. DroidCat labels 11 apps with “C3”, but only 8 of them actually belong to C5. As a result, P3 = 8/11 = 73% because only 8 out of the 11 “C3”-labeled apps are identified correctly. R3 = 8/10 = 80% because only 8 out of the 10 C5 apps are labeled correctly. F13 = 2 * (73% * 80%)/(73% + 80%) = 76%. Finally, A3 = (8 + 258)/271 = 98%, because 8 C5 apps and 258 non-C5 apps are predicted correctly.

With the above effectiveness metrics computed for each category, we further evaluated the overall effectiveness of DroidCat by computing the weighted average among categories. Intuitively, the larger the number of apps in a category, the more weight its effectiveness metrics should have. The malware families vary greatly in size, so we weight each family’s contribution to the average by its relative size to the benchmark suite. Formally, if we use Γi to generally represent P, R, and A, and use ni to represent the number of samples in C5, then the overall effectiveness in terms of precision, recall, and accuracy can be computed with

$$\Gamma_{\text{overall}} = \frac{\sum_{i=1}^{7} \Gamma_i \cdot n_i}{\sum_{i=1}^{7} n_i}.$$  \hspace{1cm} (5)

Finally, the overall F1 is computed with:

$$F1_{\text{overall}} = \frac{2 \cdot \Gamma_{\text{overall}} \cdot R_{\text{overall}}}{\Gamma_{\text{overall}} + R_{\text{overall}}}.$$  \hspace{1cm} (6)

5.2 Unified Malware Detection Results

Table 3 presents our evaluation results, in terms of confusion matrix and the four effectiveness metrics. We also examined the average behavioral profile of each app category to further understand DroidCat’s effectiveness.

Confusion Matrix Results.

A confusion matrix (or error matrix) [51] is a specific table layout used to visualize the performance of a supervised learning algorithm. In Table 3, each row shows the number of instances in an actual category, while each column represents the instances in a predicted category. Numbers on the diagonal represent the instances whose categories are predicted correctly. Ideally, if a classifier has all positive numbers on the diagonal and “0” in all other cells, the classifier perfectly labels all instances.

In our confusion matrix, there are seven rows and seven columns, corresponding to the seven categories from C1 to C7. The number of apps in each category varies widely. For instance, C6 contains 135 benign apps and is the biggest category, while C1 contains 5 DroidKungfu malicious apps and is the smallest category. Although it would be better if we had a balanced suite that contained the same number of samples in each category, in reality, this is really difficult to achieve for two reasons. First, some malware families are more prevalent than others and contain more malicious apps. Second, after filtering apps with the criteria mentioned in Section 4.1, we have no control on the resulting app distribution. In future we intend to obtain more malicious apps and create a more balanced benchmark suite.

As shown in the matrix, DroidCat almost always correctly labeled benign apps. Among the 136 benign apps, DroidCat only confused 1 app with MALICIOUS apps; however, it did not distinguish well between C2 and C7. For instance, 8 of C2 apps were wrongly labeled as “C7”, while 8 C7 apps were wrongly labeled as “C2”. We made similar observations between C5 and C7. By further checking the C7 row and C7 column, it is clear that DroidCat was more likely to confuse C7 with other categories. This is because C7 (MALICIOUS) consists of malicious apps from a variety of minor malware families, which apps may not share sufficient behavioral characteristics to uniquely differentiate themselves from other kinds of malware or benign apps.

Effectiveness Metrics Values.

Overall, DroidCat achieved 81% precision, 82% recall, 81% F1, and 92% accuracy. In particular, DroidCat achieved as high as 99% accuracy for C1, C3, and C4, but attained the highest F1 score, 93%, for C4 and C6. Since accuracy does not always coincide with F1, we have included both metrics to present DroidCat’s capability from different perspectives. According to both F1 score and accuracy, we found DroidCat worked less effectively for C2 and C7, because it either confuses one of these categories with the other one, or with C6 (BENIGN).

Hypothetically, the more sample apps a category has,
the more data we can use to train the classifier for that category, and more effectively DroidCat should perform. However in Table 3, we have not observed any correlation between the number of apps and the effectiveness. For instance, DroidCat worked best for \( C_4 \), although \( C_4 \) does not have the most apps. It worked worst for \( C_2 \), although \( C_2 \) does not have the fewest apps. It may be that some malware families are harder to recognize than others.

**A Case Study of DroidCat’s Effectiveness.**

To understand why DroidCat made mistakes when classifying software, for each cell of Table 3, we gathered the applications and computed their average metric values for the Top-10 differentiating features shown in Figure 2. By comparing the values between the correctly classified applications and those wrongly classified ones, we observed several interesting findings. First, the metric values of different malware had a lot of overlaps, making unified malware detection very challenging.

Second, compared with benign apps, GoldDream malicious apps were almost always observed to have a higher percentage for both external explicit ICCs and ICCs carrying URI data only. The reason is that malware always spies on incoming/outgoing SMS messages and phone calls, and uploads the data to a remote server without users’ awareness. When a GoldDream malicious app had no external explicit ICC and no ICC carrying URI only, DroidCat could not classify it correctly.

Third, Plankton malicious apps seemed to usually have a higher percentage for both view event handlers and external explicit ICCs. Such malware displays unwanted advertisements as notifications. With more view event handlers implemented, the malware eagerly monitors for user actions, triggering more ICCs invoked to send SMS messages to premium-rate numbers and to charge more user actions, triggering more ICCs invoked to send SMS messages to premium-rate numbers and to charge more.

Fourth, most FakeInst malicious apps manifested a higher percentage for view event handlers, external explicit ICCs, and ICCs carrying URI data only. This is because such apps send SMS messages to premium-rate numbers of services but present free content. With more view event handlers implemented, the malware eagerly monitors for user actions, triggering more ICCs invoked to send SMS messages to premium-rate numbers and to charge more money for actually free services. However, there were 7 FakeInst malicious apps which had very low percentage of view event handlers and almost 0% external explicit ICCs and ICCs carrying URI only. DroidCat could not correctly identify their category.

In summary, DroidCat captured meaningful behavioral differences between various categories of Android apps. It managed to correctly classify the majority of applications. However, to classify apps more precisely in future, we may need to closely examine the execution data of the apps that DroidCat wrongly classified and define more behavioral metrics.

**Finding 1:** DroidCat conducts unified malware detection with 91% precision, 92% recall, 91% F1, and 92% accuracy overall on the benchmarks. In particular, 99% accuracy is achieved for 3 malware families: DroidKungfu, GoldDream, and Plankton.

**5.3 Conventional Malware Detection Results**

We also trained and tested DroidCat to simply distinguish between malicious and benign apps without malware categorization. We reused the feature data extracted for the 271 apps, but relabeled the data of malicious apps by replacing various malware category names solely with “MALICIOUS”. Then we repeated the LOOCV process to evaluate DroidCat’s effectiveness. Our results show that DroidCat effectively detected malware with 95% precision, 90% recall, 96% F1, and 99% accuracy.

Compared with unified malware detection, DroidCat worked more effectively in the conventional malware detection setting. To understand why the effectiveness is different, we further checked the prediction results for individual apps. We observed that unified malware detection commits more mistakes by wrongly classifying malicious apps as benign for some malware families. For example, in the \( C_2 \) row of Table 3, 6 apps were wrongly labeled as benign; however, in the conventional setting, only 3 of these apps were classified as benign. One possible reason is that there are much fewer malicious apps in \( C_2 \) than in MALWARE (27 vs. 135) so that DroidCat was less trained to separate \( C_2 \) apps from benign ones.

This evaluation also indicates that unified malware detection is more challenging than conventional malware detection. As apps from different malware families behave similarly, malicious apps in the same family may not share sufficient dynamic characteristics to distinguish themselves from apps in other families.

**Finding 2:** DroidCat conducts conventional malware detection with 95% precision, 90% recall, 96% F1, and 99% accuracy, working more effectively than in the unified malware detection setting. It indicates that unified malware detection is more challenging.

**5.4 Sensitivity to Feature Selection**

To understand how sensitive DroidCat is to different selections of features, we investigated different ways to select features. In addition to the default configuration of 70 features \( (D^*) \) used in DroidCat, we also explored the

---

**Table 3: Evaluation results of DroidCat’s unified malware detection capability**

<table>
<thead>
<tr>
<th>Actual category (# of apps)</th>
<th>Predicted</th>
<th>Effectiveness metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C1</td>
<td>C2</td>
</tr>
<tr>
<td>C1: DroidKungfu (5)</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>C2: ProxyTrojan/NV (27)</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>C3: GoldDream (11)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>C4: Plankton (8)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>C5: FakeInst (33)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C6: BENIGN (136)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C7: MALICIOUS (51)</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td><strong>Overall effectiveness</strong></td>
<td>81%</td>
<td>82%</td>
</tr>
</tbody>
</table>

---

**Finding 1:** DroidCat conducts unified malware detection with 81% precision, 82% recall, 81% F1, and 92% accuracy overall on the benchmarks. In particular, 99% accuracy is achieved for 3 malware families: DroidKungfu, GoldDream, and Plankton.
following five feature sets.

- **Full**: All 122 behavioral metrics defined for our characterization study were used as features. Hypothetically, this feature set should produce an equally good or even better classifier than $D^*$, since in addition to the 70 features, the full set also includes 52 metrics with indistinguishable differences between benign and malicious apps. Even if these metrics cannot help improve the classification result, machine learning should be able to assign lower weights to them to remain effective.

- **Structure**: Only the 32 noticeably different metrics in the structure dimension were selected as features. Although these metrics are already included in the default 70 features, we do not know how important these 32 metrics are compared with the other 38 metrics in $D^*$. Hypothetically, this feature set should produce a worse classification than $D^*$, because more than half of the features used in $D^*$ are not included.

- **ICC**: Only the 5 noticeably different metrics in the ICC dimension were selected as features. Since the feature set is so small, it is quite possible that this small set will work much more poorly than $D^*$.

- **Security**: Only the 33 noticeably different metrics in the security dimension were selected as features. Along with the Structure and ICC feature sets, this feature set was examined to understand how features selected in different dimensions can affect the overall effectiveness of DroidCat.

- **$D$**: All of the 36 substantially disparate metrics of Table 1 were selected as features. Similar to the above three subsets, $D$ was also investigated to understand which feature subset plays an important role in affecting DroidCat’s effectiveness. If any of these four subsets performs equally well with $D^*$, it means that we can further refine the default feature set to improve DroidCat’s efficiency.

We compared the five new feature sets with $D^*$ by separately feeding them to the Random Forest algorithm for unified malware detection. The evaluation results are shown in Figure 3.

Interestingly, $D^*$ worked best, even better than Full for all metrics. The reason is that the additional 52 nondiscriminatory metrics may provide noisy information and mislead the classifier to perform poorly. Therefore, $D^*$ is more desirable, because it achieves better effectiveness with fewer features. This experiment also demonstrates that more features do not necessarily improve classification capability. Instead, they can worsen the capability especially if they seem to be nondiscriminatory.

The $D$ set had similar effectiveness to Full, albeit worse than $D^*$. The 36 substantially disparate metrics can capture the behavioral differences among apps in different categories. Therefore, in cases when computation resources are limited, and fast model training and testing approaches are required, the $D$ set can be used.

The Structure set had comparable effectiveness with $D$, but was significantly better than ICC and Security. This indicates that the behavioral differences between categories are more effectively reflected by the chosen metrics in structure dimension. Unsurprisingly, ICC performs worst because its feature set is too small.

**Finding 3**: $D^*$, the default feature set of DroidCat, exhibits the best effectiveness compared with other five alternative feature sets, because it balances well the diversity and relevance of features.

### 5.5 Sensitivity to Learning Algorithm Choice

To understand how sensitive DroidCat is to the selection of machine learning (ML) algorithm, in addition to Random Forest, we also experimented with seven other supervised learning algorithms.

- **Random Forest (RF)** [34], or random decision forest, is an ensemble learning method for classification, regression, and other tasks. It operates by constructing a multitude of decision trees at training time and outputting the class which the majority agrees (classification), or the mean prediction of all decision trees (regression). We used 100 decision trees to perform classification separately, and then output the class for which the majority trees vote.

- **Support Vector Machine (SVM)** [22] SMV is a discriminative classifier that produces a separating hyperplane to categorize samples when given labeled training data. By configuring SVM with 2 different kernel functions we obtained SVM-linear and SVM-rbf.

- **Decision Tree (DT)** [45] is a non-parametric learning method that creates a model to predict the value of a target variable by learning simple decision rules inferred from data features. We used the default random number generator (random_state=None).

- **k-Nearest Neighbors (kNN)** [13] is a non-parametric learning method whose input consists of the k closest training examples in the feature space and output is a class membership. Given a specific object, KNN classifies it according to the class of the majority of its k nearest neighbors. We set k to 5.
We fed the default feature set $D^*$ to each of the above ML algorithms, and thus trained eight classifiers. Our evaluation results of their unified malware detection effectiveness are shown in Figure 4. Based on our experiments, RF performs significantly better than all other ML algorithms, perhaps because it gathers diverse independent classifiers to predict separately, and only reports the prediction that the most classifiers agree on.

$SVM-linear$ has the second best effectiveness, while $SVM-rbf$ performs the worst among all explored algorithms. With the same $SVM$ algorithm applied, DroidCat’s effectiveness is significantly affected by the selection of kernel functions (i.e., configuration) in $SVM$.

We observed similar differences between the three variant algorithms of $NB$. $NB-bernoulli$ has the third best effectiveness, while $NB-gaussian$ gets the second worst effectiveness. One possible reason is that the Bernoulli-distribution assumption aligns better with the actual distribution of all feature values of the benchmarks.

Neither $DT$ nor $kNN$ works as well as the best setting of other kinds of ML algorithms, including $RF$, $SVM$, and $NB$. This may indicate that these algorithms are not a good fit for the classification problem. For instance, when features have complicated interferences with each other, a decision tree is not capable of modeling the relationship. For small categories, such as $C_1$ with five members, $kNN$ cannot work well. The reason is that for any app whose actual category is $C_1$, there may be not sufficient support among the five nearest neighbors in training data to correctly label the app.

**Finding 4:** RF outperforms all other investigated algorithms. The effectiveness of DroidCat depends both on which ML algorithm is used and how that algorithm is configured.

### 5.6 Analysis Overhead

There are five sources of analysis overhead of DroidCat: APK instrumentation, trace collection, feature computation, model training, and model testing.

For each benchmark app, the instrumentation overhead varied from 20 seconds to 80 seconds, with an average of 50 seconds. To collect traces, DroidCat invokes Monkey to run every app for 10 minutes. Compared with the original uninstrumented version, the run-time slowdown of the instrumented version for trace collection was at most 3%.

The feature computation took 24 seconds on average. As these three types of overhead comprise per-app time cost, the overall analysis cost of instrumenting and tracing apps and computing features is proportional to the number of apps under the unified malware detection.

With training and testing data ready, the average training time of Random Forest was 5 seconds, while the testing time was 2 seconds.

**Finding 5:** DroidCat has very low analysis overhead, which makes it applicable to large app sets for unified malware detection.

### 6. Threats to Validity

In addition to the benign apps, our benchmark suite only includes five malware families, each of which covered at least five apps, and one synthesized family to include miscellaneous malicious apps. This small number of categories may be not sufficient to evaluate DroidCat’s capability for unified malware detection. In the future, we will include additional malware in our existing families and new malware families in a revised benchmark suite, for more balanced training data.

We took the same approach as prior work [53] to identify benign apps and malicious apps with VirusTotal. We created the oracle category label for each included benchmark app based on VirusTotal’s output. The validity of DroidCat depends on the correctness and completeness of VirusTotal in identifying malware.

The effectiveness of DroidCat is affected by the dynamic coverage of execution traces. After running each app with Monkey for 10 minutes, we included the app as a benchmark as long as the execution trace covered more than 50% code. However, with more manual inspection, we realized that the collected traces contain a lot of repetitively executed paths, because Monkey generated many similar or identical inputs again and again. In future, we will implement filters for Monkey-generated inputs to condense duplicated executions, and to diversify the collected execution paths. In this way, we will achieve better dynamic coverage in the 10-minute execution trace, lower the bar to include more apps as benchmarks, and better characterize the dynamic behaviors of each app. Alternatively, we may obtain the same dynamic coverage by running each app for fewer minutes.

We designed 122 behavioral metrics in three dimensions to comprehensively capture any difference between benign apps and different malware families. We aimed to leverage such diverse behavioral profiles to make DroidCat robust to the obfuscation attacks which target specific dynamic
profiles. However, we have not implemented any such attack to actually verify DroidCat’s robustness. In future, we will implement various attack models to evaluate the resilience of DroidCat.

There are various malware detection and categorization techniques proposed by other researchers. It would be great if we could run those tools against the same benchmark suite and conduct a fair comparison. However, most relevant tools are not publicly available, making such tool-comparison experiments impractical. Therefore, we have open sourced DroidCat and published our benchmark suite to facilitate any future comparison between malware detectors and classifiers.

7. RELATED WORK
This section describes related work on (1) dynamic Android characterization studies, (2) malware detection, and (3) malware categorization.

Dynamic Characterization for Android Apps. There are very few empirical studies characterizing the runtime behaviors of Android apps [17, 54, 61]. For instance, Zhou et al. manually analyzed 1,200 malware samples to understand malware installation methods, activation mechanisms, and the nature of carried malicious payloads [61]. Cai et al. instrumented 114 benign apps for method calls and ICCs, and investigated the dynamic behaviors of benign apps [17]. These two studies either focus on malicious apps or benign ones. However, our systematic dynamic study characterizes both app groups to better understand their common behavioral profiles and divergent ones. Canfora et al. profiled Android apps to characterize their usage of resources like CPU, memory, storage, and network, and then leveraged the profiles to detect malware [18]. Similar to their research methodology, we have also first profiled Android executions and then leveraged some of the profiles to do unified malware detection; however, our profiles focus on method invocations and ICCs.

Android Malware Detection. Researchers have mainly taken two kinds of approaches to detect malware: static and dynamic.

The static approaches analyze source code and/or manifest files to detect any abnormal control flow, data flow, call graph, API call, ICC usage, or permission request [11, 26, 32, 56, 57, 59]. For instance, Droidmat extracted static information about permissions, deployment of components, Intent message passing, and API calls to train a machine learning model for malware detection [56]. Apposcopy built inter-component call graphs to detect any subgraph matching the signature of known malware families like DroidKungfu [26]. ICCDetector first performed systematic characterization of ICC patterns in benign apps and malicious ones, and then used the ICC patterns to train a model to distinguish malicious apps from benign ones [57]. However, these approaches cannot always precisely detect malware, because how a program behaves dynamically is not always statically inferable. Furthermore, they are subject to the well-adopted attacks that intentionally obfuscate code and make malicious apps to appear benign.

In comparison, the dynamic approaches provide a complementary way to detect malware [12, 16, 19, 49]. They observed behavioral differences between benign and malicious apps, and then leveraged machine learning to train a model based on the differences. For example, Crowdroid collected system calls and counted the occurrence of each unique call to create feature vectors [16], Andromaly monitored the consumption of CPU, memory, and battery to extract features [49]. StormDroid used both the static feature of permission requests in manifest files, and dynamic features like sensitive APIs, call sequences, and invocation counts to detect malware [19]. In comparison, DroidCat does not instrument system calls, because various wide-folded attacks leverage code polymorphism to obfuscate system calls [27, 40, 50]. It does not monitor resource consumption either, because CPU or battery usage does not reflect fine-grained program behaviors. DroidCat traces method calls and ICCs, and uses the relative percentage of each call or ICC to statistically characterize dynamic behaviors.

Android Malware Categorization. Two approaches have been proposed to categorize malware [23, 58]. Xu et al. traced system calls, investigated three alternative ways to graphically represent the traces, and then leveraged the graphs to categorize malware [58]. Dash et al. generated features at different levels, including pure system calls, decoded Binder communication, and higher-level behavioral patterns like file system access which conflate sequences of related system calls. Both approaches require users to provide a set of malicious apps, instead of any random unknown apps, to identify the malware families. This requirement may cause extra effort of using malware detection tools.

8. CONCLUSION
We presented DroidCat, the first dynamic unified malware detection approach. DroidCat not only detects malware, but also identifies the malware family. Specifically, DroidCat instruments Android apps to trace ICCs and all invocations of methods defined in user code, third-party libraries, and the Android framework. Based on the traces, 70 behavioral features are extracted to characterize each app. Random Forest is used to predict whether a given app is benign or belongs to a certain malware family. Different from static malware detectors, the 70 features in DroidCat measure the dynamic occurrence frequencies of method calls and ICCs, which are impossible to measure by static approaches. Different from many learning-based dynamic malware detectors, DroidCat defines a diverse set of features according to a systematic characterization study on the behavioral differences between benign apps and malicious ones.

Using 136 benign apps and 135 malicious apps, our evaluation with LOOCV reveals that DroidCat conducts unified malware detection with 81% precision, 82% recall, 81% F1, and 92% accuracy. With a deeper study on DroidCat’s effectiveness results, we observed that DroidCat’s feature set captured meaningful behavioral differences between malware families and benign apps, although some tricky cases still require far more sophisticated behavioral features in future. DroidCat can achieve even better effectiveness when simply distinguishing malware from benign apps, which is 95% precision, 99% recall, 96% F1, and 99% accuracy. Our evaluation reveals that unified malware detection is more challenging than conventional malware detection, because malicious apps of different malware families behave similarly, while the apps from the same family do not always share sufficient characteristics to uniquely indicate their category. By investigating different feature sets, we have found that the selected 70-feature set embodies a good trade-off between diversity and relevance: all these features show noticeable differences between the two app groups from different perspectives. Our exploration of different ML algorithms also demonstrates that Random Forest works best.
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