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(ABSTRACT)

In this work, we examine how neutrino and collider experiments can each and together put constraints on new physics more stringently than ever. Constraints arise in three ways. First, possible new theoretical frameworks are reviewed and analyzed for the compatibility with collider experiments. We study alternate theories such as the superconnection formalism and non-commutative geometry (NCG) and show how these can be put to test, if any collider excess were to show up. In this case, we use the previous diboson and diphoton statistical excess as examples to do the analysis. Second, we parametrize low energy new physics in the neutrino sector in terms of non-standard interactions (NSI), which are constrained by past and proposed future neutrino experiments. As an example, we show the capability of resolving such NSI with the OscSNS, a detector proposed for Oak Ridge National Lab and derive interesting new constraints on NSI at very low energy ($\lesssim 50$ MeV). Apart from this, in order to better understand the NSI matter effect in long baseline experiments such as the future DUNE experiment, we derive a new compact formula to describe the effect analytically, which provides a clear physical picture of our understanding of the NSI matter effect compared to numerical computations. Last, we discuss the possibility of combining neutrino and collider data to get a better understanding of where the new physics is hidden. In particular, we study a model that produces sizable NSI to show how they can be constrained by past collider data, which covers a distinct region of the model parameter space from the DUNE experiment. In combining the two, we show that neutrino experiments are complementary to collider searches in ruling out models such as the ones that utilize a light mediator particle. More general procedures in constructing such models relevant to neutrino experiments are also described.

This work was partially support by U.S. Department of Energy grant DE-FG05-92ER40677, task A, by Virginia Tech Sigma Xi PhD Research Award, and by the Clayton D. Williams Graduate Fellowship in Theoretical Physics, Virginia Tech.
As we know, all matter in our daily life is made of particles called atoms and molecules, which are in turn formed by subatomic particles: protons, neutrons, and electrons. If one further divides the former two with certain technology, such as using a proton collider to smash one into another, it goes to the regime of elementary particles. It is shown experimentally that all matter we know is made of elementary particles that cannot be further divided. They include quarks and leptons. Together with the force carrier particles (also called gauge bosons) and the Higgs scalar, they form the Standard Model of particle physics. In this work, we study the properties of elementary particles and the way they interact with each other that are different from the Standard Model predictions. We conduct the research study in the following two aspects: collider phenomena and neutrino phenomena. These two aspects cover the high energy regime of particle scattering process and low energy regime of neutrino propagation, which are two important sectors of great interest recently. As a result of the analysis, we discuss possible ways that the new physics is hidden yet can be detected with next generation experiments.
Dedication

TO MY PARENTS
for raising me to believe that anything was possible.

AND TO ZHULIN
for making everything possible.
I would like to thank my advisor, Prof. Tatsu Takeuchi. This work would not have been done without his continuous help and encouragement. When my research slows or even halts by unexpected difficulties, Prof. Takeuchi is always there to work it out with me, to guide me through details to see the big picture, as a mentor and also a reliable friend. During the years of studying with him, I learned much more than just physics expertise.

I am grateful for insightful discussions with Prof. Djordje Minic on various advanced topics and physics history, on which I had little knowledge otherwise. In addition to the shared experience as a researcher, this exposure to real world research is valuable in helping me decide and plan my future career. Special thanks go to Profs. Lay Nam Chang and Patrick Huber, both of whom lent helping hands and gave me solid support during the time of job search. I am grateful for their wisdom on making choices, and the initiative to interact with people. I would also like to thank my committee members for reviewing this work in such a short notice and the comments for revision.

I would like to acknowledge the ideas and inspirations from communications with Profs. Sajib Agarwalla, Pilar Coloma, James Gray, Peter Haskell, Yee Kao, Cecilia Lunardini, Irina Mocioiu, Leo Piilonen, Eric Sharpe, Uwe Täuber, Devin Walker, and Hanqing Zheng. In particular, I appreciate the advice received from Prof. Kyungwha Park, which paved my way to finishing the study.

Among the students and research fellows, I would like to thank Ufuk Aydemir, Sofiane Boucenna, John Cherry, David Forero, Xin Gao, Wei Gu, Yun Jiang, Vishvas Pandey, Graham White, and Zhong-Zhi Xianyu for productive discussions over the years on topics we either agreed upon or not. I am grateful for the help from Jirui Guo during the beginning years of Ph.D. study and stimulating discussions and friendship with Ron Wu.

Last but definitely not least, I would like to express my gratitude for my family. I would not be pursuing my dream without the understanding from my parents, nor would I be making progress toward it without the support from my wife. You make my world a meaningful and colorful place to live in.
Contents

Contents vi

List of Figures xiii

List of Tables xxi

Introduction 1

I Constraining New Physics with Collider Experiments 3

1 Evidence for the Standard Model and Beyond 4
1.1 The Standard Model and Why We Believe It . . . . . . . . . . . . . . . . . . . . 4
1.2 Energy vs. Intensity and What Has Been Attempted . . . . . . . . . . . . . . 7
1.3 Physics Beyond the Standard Model and Where to Find It . . . . . . . . . . . . 9
1.4 Noncommutative Theories as a Framework for Potential Candidates . . . . . 11

2 Left-right symmetric model motivated by super-connection 14
2.1 Introduction to the Superconnection Formalism . . . . . . . . . . . . . . . . . 14
2.1.1 A Brief Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.2 Relation to Noncommutative Geometry . . . . . . . . . . . . . . . . . . . 15
2.2 The $su(2/1)$ Superconnection Formalism of the Standard Model . . . . . . 18
2.2.1 Superalgebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
6 Constraining Neutrino Non-standard Interaction with OscSNS

6.1 Introduction ................................................. 126
6.2 Neutrinos at the SNS ........................................... 127
6.3 The OscSNS Detector ......................................... 129
6.4 The Interactions .............................................. 131
  6.4.1 Interactions with Electrons .............................. 131
  6.4.2 Interactions with Protons ............................... 133
  6.4.3 Interactions with Carbon ............................... 133
6.5 Neutrino-Electron Elastic Scattering ........................ 137
  6.5.1 The Interaction ......................................... 137
  6.5.2 Differential Cross Section ............................ 137
  6.5.3 Total Cross Section .................................... 138
  6.5.4 Expected Number of Events ............................ 138
  6.5.5 Detector Response ...................................... 139
  6.5.6 Energy Bins ............................................ 140
6.6 NSIs ....................................................... 141
  6.6.1 Effect of NSIs on the nue-electron Scattering Spectrum .... 141
  6.6.2 Expected Events with Protons On and Off ............... 142
6.7 Computation of the chi2 .................................... 143
  6.7.1 Inclusion of a Systematic Error over the Flux .......... 143
6.8 Conclusion and Outlook ..................................... 145

7 Constraining Neutrino Non-standard Interaction with Long Baseline Oscillation Experiments 152

7.1 Introduction ................................................. 152
7.2 Current Experimental Bound and Theoretical Expectation .... 154
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.2.1</td>
<td>Experimental Bound</td>
<td>154</td>
</tr>
<tr>
<td>7.2.2</td>
<td>Theoretical Considerations</td>
<td>155</td>
</tr>
<tr>
<td>7.3</td>
<td>Effective Mixing Angles and Effective Mass-Squared Differences – Neutrino Case</td>
<td>155</td>
</tr>
<tr>
<td>7.3.1</td>
<td>Setup of the Problem</td>
<td>157</td>
</tr>
<tr>
<td>7.3.2</td>
<td>Diagonalization of the Effective Hamiltonian</td>
<td>158</td>
</tr>
<tr>
<td>7.3.3</td>
<td>Summary of the Neutrino Case</td>
<td>178</td>
</tr>
<tr>
<td>7.4</td>
<td>Effective Mixing Angles and Effective Mass-Squared Differences – Anti-Neutrino Case</td>
<td>180</td>
</tr>
<tr>
<td>7.4.1</td>
<td>Differences from the Neutrino Case</td>
<td>180</td>
</tr>
<tr>
<td>7.4.2</td>
<td>Diagonalization of the Effective Hamiltonian</td>
<td>181</td>
</tr>
<tr>
<td>7.4.3</td>
<td>Summary of Anti-neutrino Case</td>
<td>196</td>
</tr>
<tr>
<td>7.5</td>
<td>Comparison with the Numerical Result at the Probability Level</td>
<td>198</td>
</tr>
<tr>
<td>7.6</td>
<td>Summary and Outlook</td>
<td>199</td>
</tr>
</tbody>
</table>

### III Confronting Neutrino Models with Collider Data

#### 8 Constrainting Models of Sizable NSI with Particle Data

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.1</td>
<td>Introduction</td>
<td>206</td>
</tr>
<tr>
<td>8.2</td>
<td>Model and Notation</td>
<td>207</td>
</tr>
<tr>
<td>8.3</td>
<td>Constraints from $\tau$ Decay</td>
<td>211</td>
</tr>
<tr>
<td>8.3.1</td>
<td>$\tau \to \mu Z'$ Two Body Decay</td>
<td>211</td>
</tr>
<tr>
<td>8.3.2</td>
<td>$\tau \to \mu e e$ Three Body Decay</td>
<td>214</td>
</tr>
<tr>
<td>8.3.3</td>
<td>$\tau \to \mu \nu \nu$ Three Body Decay</td>
<td>219</td>
</tr>
<tr>
<td>8.4</td>
<td>Constraints from Other Sectors</td>
<td>221</td>
</tr>
<tr>
<td>8.4.1</td>
<td>Nuclear Binding Energy</td>
<td>221</td>
</tr>
<tr>
<td>8.4.2</td>
<td>Neutrino Scattering at IceCube</td>
<td>223</td>
</tr>
<tr>
<td>8.4.3</td>
<td>Neutron-Star Cooling</td>
<td>224</td>
</tr>
<tr>
<td>8.4.4</td>
<td>Synchrotron Radiation</td>
<td>224</td>
</tr>
</tbody>
</table>
Conclusion

IV Appendices

A Formula for the Superconnection Formalism
   A.1 The Ne’eman-Sternberg Rule for Supermatrix Multiplication

B Formula for LRSM RGE running
   B.1 Useful Identities for Higgs Bidoublets
   B.2 Derivation of Relations Between Symmetry Breaking Scales

C Formula for OscSNS Phenomenology
   C.1 Pion and Muon Decay Energy Spectra
   C.2 SNS Source Timing
   C.3 SNS Neutrino Fluxes

D R Ratio, Self-Energy, Running of Coupling, and All That
   D.1 Fine Structure and Self-Energy
   D.2 Cauchy Integral
   D.3 Optical Theorem
   D.4 Cross Section and R ratio
   D.5 Combinations
   D.6 Remarks

E Formulas for Decay Width and Approximation
   E.1 $Z'$ Decay Width
   E.2 Approximating $\tau \rightarrow \mu ee$ with Two Body Decays

F Coulomb Potential and Yukawa Potential in the Semi-empirical Mass For-
List of Figures

1.1 The running of the Standard Model gauge coupling. Plot is used with permission of PDG [1]. .................................................. 8

1.2 The fit result of $(M_H, m_t)$ and one-standard deviation uncertainty, with various input. Plot is used with permission of PDG [1]. .................. 9

2.1 The behavior of the top Yukawa coupling ($h_t$), which is represented as the dashed line, and the Higgs quartic coupling ($\lambda$). ......................... 42

2.2 The behavior of $\frac{A_w}{\Lambda_R}$ above 4 TeV, where it is exactly equal to unity. ............ 62

2.3 A patch of the parameter space which gives the observed Higgs mass. ......... 63

2.4 Processes that contribute to $K^0-K^0$ mixing in the LRSM. In (a), the indices $i$ and $j$ run over the three generations of up-type quarks $u$, $c$, and $t$. Diagrams rotated by 90°, 180°, and 270° also contribute. ..................... 68

2.5 The Feynman diagram for the production of a heavy right-handed neutrino and its decay to a dilepton and a dijet through $W_R$ exchange. $M_N$ is the Majorana mass of $N_R$. .................................................. 69

2.6 Neutrinoless double-beta decay in the LRSM via the exchange of $W_L$, $W_R$ with $\nu_L$ and $\nu_R$ intermediate states. $m_D$ and $M_N$ are respectively the Dirac and Majorana masses of the neutrino. Mass eigenstates are linear combinations of $\nu_L$ and $\nu_R$, with the light state $\nu$ consisting mostly of $\nu_L$, and the heavy state $N$ consisting mostly of $\nu_R$. The double-circle on the $W$ propagator in (d) indicates $W_L$-$W_R$ mixing. .................................................. 71

2.7 Doubly-charged Higgs contributions to $0\nu\beta\beta$ in LRSM. .................. 72

2.8 Doubly-charged Higgs contribution to $\mu^- \rightarrow e^- e^- e^+$ in LRSM. ............ 72
3.1 Running of the gauge couplings for the left-right symmetric Pati-Salam model. The vertical dotted lines from left to right correspond to the symmetry breaking scales $M_Z$, $M_R$, and $M_C$. $M_R$ is fixed at 5 TeV. For the $U(1)_{B-L}$ coupling between $M_R$ and $M_C$, we plot $\frac{3}{2} \alpha_{BL}^{-1}(\mu) = \frac{6\pi}{g_{BL}(\mu)}$ so that it agrees with $\alpha_{4}^{-1}(\mu)$ at $\mu = M_C$. The two cases shown are (a) $g_R(M_R) = 0.4$ is imposed, and (b) $M_D$ is minimized by collapsing the energy interval III.

3.2 Running of the gauge couplings for the left-right symmetric Pati-Salam model with more than $\Delta R_1$ surviving into energy interval II. Vertical dotted lines indicate symmetry breaking scales. $M_R$ is fixed at 5 TeV. In (a), (c), and (e) $g_R(M_R) = 0.4$ is imposed, while in (b), (d), and (d) $M_D$ is minimized by collapsing the energy interval III.

3.3 Running of the gauge couplings for Model A of Ref. [2]. with (a) $G_{224}$ breaking directly into $G_{213}$, and (b) $G_{224}$ breaks immediately to $G_{2213}$ as it emerges. In (a), the dashed line indicating $g_L$ and the dot-dashed line indicating $g_R$ are almost overlapping in interval III.

3.4 Running of the gauge couplings for Model B of Ref. [2]. with (a) $G_{224}$ breaking directly into $G_{213}$, and (b) $G_{224}$ breaks immediately to $G_{2213}$ as it emerges.

3.5 Running of the gauge couplings for Model B of Ref. [2] with extended Higgs content in energy interval II. In addition to $\Delta R_1$, the field $\Delta R_3$ survives into II in (a), (d), and (e), while the field $\Delta R_6$ also survives into II in (b), (c), (d) and (e). In (a), (b), and (d) we impose $M_R = 5$ TeV. In (c) and (e) we impose $M_U = M_D = 10^{19}$ GeV.

3.6 (a) Running of the gauge couplings for Model C of Ref. [2] where $M_D = M_C = M_R$, (b) $M_U = M_D = M_C$, (c) $M_U = M_D$, $M_C = M_R$, (d) with $\Delta R_3$ surviving in II, (e) with $\Delta R_6$ surviving in II, and (f) with $\Delta R_3$ and $\Delta R_6$ surviving in II.

3.7 (a) For Model C, the values of $x = \log_{10} \frac{M_R}{M_Z}$ and $g_R^{-2}(M_R)$ must lie inside the shaded triangle shown to maintain the ordering of the symmetry breaking scales. Ref. [2] selects the values at point $\alpha$, where $M_D = M_C = M_R$. $M_R$ is minimized at point $\beta$ where $M_U = M_D = M_C$, while $g_R(M_R)$ is minimized at point $\gamma$ where $M_U = M_D$ and $M_C = M_R$. (b), (c), and (d) show how the allowed region changes with the addition of extra colored $\Delta R$ fields in energy interval II. The requirement that $M_U \leq 10^{19}$ GeV demands that one stay to the right of the dotted line, and this restricts us to the interiors of the shaded quadrangles. Consequently, only case (b) allows for $M_R = 5$ GeV. In all three cases, $g_R(M_R)$ is minimized for a given choice of $M_R$ when $M_U = M_D$. The optimum points for each case discussed in the text are indicated by circles.
4.1 The Feynman diagram of the production and decay of the SM-singlet scalar $S$ at the LHC through colored-scalar $\chi$ in the loop. .................. 109

4.2 Running of the gauge couplings for models A, B, and C. The vertical dotted lines from left to right correspond to the symmetry breaking scales $M_Z$ and $M_C$, which also indicate the beginning of the energy intervals I and II, respectively. For $\alpha^{-1}_{\text{1}}$, we plot the redefined quantity $\tilde{\alpha^{-1}_{\text{1}}} \equiv \frac{3}{5} \alpha^{-1}_{\text{1}}$. Note that, in interval II of panel (a), $\alpha^{-1}_{\text{L}}$ and $\alpha^{-1}_{\text{R}}$ evolve very closely but not identically. 117

5.1 The ‘unitarity triangle’. Plot is used with permission of PDG [1]. ............ 121

5.2 The global fit results (shaded region) v.s. the constraints of the unitarity triangle. Plot is used with permission of PDG. For more details of the plot see Refs. [3] and [1]................................. 122

5.3 The uncertainty on $\sin^2(2\theta_{13}) - \delta_{CP}$ plane and $\sin^2(\theta_{23}) - |\Delta m^2_{32}|$ plane. Plot is used with permission of PDG [1]................................. 123

5.4 The degeneracy between $\epsilon_{\mu\mu}$ and $\theta_{23}$ gets partially lifted after combining the DUNE and T2HK data. This figure is from Ref. [4], courtesy of Pilar Coloma. 125

6.1 The energy spectra of $\nu_e$ (blue) and $\bar{\nu}_\mu$ (purple) in $\mu^+$ decay at rest. ........ 127

6.2 The time-dependence of the neutrino fluxes. The proton beam is on during the initial 695 ns. The blue line indicates the time-dependence of the $\nu_\mu$ flux, while the purple line indicates that of the $\nu_e$ and $\bar{\nu}_\mu$ fluxes. The total integrated fluxes are normalized to one. Note that the $\nu_e$ and $\bar{\nu}_\mu$ fluxes share the exact same time dependence indicated by the purple line, which is NOT the sum of the two fluxes. .................. 129

6.3 The ES differential cross sections as functions of the electron recoil energy $T$ for $\nu_\mu$ (yellow), $\nu_e$ (blue) and $\bar{\nu}_\mu$ (purple). .................. 131

6.4 Differential cross section of $\nu_e + e \rightarrow \nu_e + e$ scattering .................. 135

6.5 The differential cross sections as with the detector energy resolution included. $T_A$ is the reconstructed electron recoil energy. The three curves are for $\nu_\mu$ (yellow), $\nu_e$ (blue) and $\bar{\nu}_\mu$ (purple). .................. 140

6.6 The cross sections per 5 MeV energy bin. $T_A$ is the reconstructed electron recoil energy. The three histograms are for $\nu_\mu$ (yellow), $\nu_e$ (blue) and $\bar{\nu}_\mu$ (purple).141

6.7 Expected number of events per 5 MeV energy bin per year. The three plots are for $\nu_\mu$ (yellow), $\nu_e$ (blue) and $\bar{\nu}_\mu$ (purple). .................. 146

6.8 The left (red) and right handed (green) cross sections per 5 MeV energy bin. 146
6.9 The $\nu_e$-electron cross section per 5 MeV energy bin when $g_L$ is shifted by $\pm 0.1$ (red graphs) and when $g_R$ is shifted by $\pm 0.1$ (green graphs). The blue graph is when the NSIs are all zero. 

6.10 Number of expected $\nu_e$-electron scattering events per 5 MeV energy bin after one full Julian year of data taking when $g_L$ is shifted by $\pm 0.1$ (red graphs) and when $g_R$ is shifted by $\pm 0.1$ (green graphs). The blue graph is when the NSIs are all zero.

6.11 Total cross section of $\nu_\mu + \nu_e + \bar{\nu}_\mu$ scattering against electrons per 5 MeV energy bin with proton beam on (left) and off (right). The black graph is the total cross sections, while the blue, purple, and yellow graphs indicate the contributions of $\nu_e$, $\bar{\nu}_\mu$, and $\nu_\mu$, respectively. Note that there is a significant $\nu_e$ contribution when the proton beam is on.

6.12 Total cross section of $\nu_\mu + \nu_e + \bar{\nu}_\mu$ scattering against electrons per 5 MeV energy bin with proton beam on (left) and off (right). The red graphs indicate the cases in which $g_L$ is shifted by $\pm 0.1$ while the green graphs indicate the cases in which $g_R$ is shifted by $\pm 0.1$. The blue graphs are when the NSIs are all zero.

6.13 Expected total number of $(\nu_\mu + \nu_e + \bar{\nu}_\mu)e^-$ scattering events per 5 MeV energy bin with proton beam on (left) and off (right) after one full Julian year of data taking. The red graphs indicate the cases in which $g_L$ is shifted by $\pm 0.1$ while the green graphs indicate the cases in which $g_R$ is shifted by $\pm 0.1$. The blue graphs are when the NSIs are all zero.

6.14 Cut of the two-dimensional $\chi^2$ in the $\epsilon_L$ (left) and $\epsilon_R$ (right) directions, assuming the other parameter to be zero. No systematics have been included.

6.15 $\Delta \chi^2$ contours at 1, 2, and 3$\sigma$ (2 d.o.f.) in the $$(\epsilon_L, \epsilon_R)$$ plane after one year of exposure. No systematics have been included.

6.16 $\Delta \chi^2$ profile in the $\xi$ direction for $\epsilon_L = \epsilon_R = 0$.

6.17 Cut of the two-dimensional $\chi^2$ in the $\epsilon_L$ (left) and $\epsilon_R$ (right) directions with one year data, assuming the other parameter to be zero and for a 5% flux uncertainty.

6.18 $\Delta \chi^2$ contours at 1, 2, and 3$\sigma$ (2 d.o.f.) in the $$(\epsilon_L, \epsilon_R)$$ plane, after one year of exposure (upper panel) and two year exposure (lower panel). The systematic uncertainty is assumed to be 0, 5%, 30% over the flux from left column to right column respectively.

7.1 The $\omega$-dependence of (a) $\vartheta_\omega$ and (b) $\Omega$.

7.2 The $\beta$-dependence of $\varphi_\varepsilon$ (left) and $\theta'_{12}$ (right) for the $\varepsilon = 0.1$ case.
7.3 The $\beta$-dependence of $\chi_{\pm}^\prime$ for $\theta_{23} = 40^\circ$ and $\varepsilon = 0.1$ with $\omega = 0$ (dashed), $\omega = \pm \pi \over 2$ (solid) and $\omega = \pm \pi$ (dot-dashed) shown in (a) log-scale, and (b) normal scale. The $\omega$-dependence of $\chi_{\pm}^\prime$ is weak and the curves for the three cases overlap.

7.4 The $\beta$-dependence of $\phi_\varepsilon$ (left) and $\theta'_{13}$ (right) for $\varepsilon = 0.1$ both normal (NH) and inverted (IH) hierarchies. The dependence of $\phi_\varepsilon$ and $\theta'_{13}$ on $\omega$ for the inverted hierarchy case is weak and the three curves overlap.

7.5 The $\beta$-dependence of $\chi_{\pm}^{\prime\prime}$ and $\chi_{\pm}^\prime$ for the (a) normal and (b) inverted hierarchy cases with $\theta_{23} = 40^\circ$ or $50^\circ$ and $\varepsilon = 0.1$. Shown are the $\omega = 0$ (dashed), $\omega = \pm \pi \over 2$ (solid) and $\omega = \pm \pi$ cases. The $\omega$-dependence of $\chi_{\pm}^{\prime\prime}$ is weak and the curves for the three cases are mostly overlapping.

7.6 The $\beta$-dependence of $\chi_\varepsilon$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the cases (a) $\theta_{23} = 40^\circ$, $50^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m_{31}^2 > 0$.

7.7 The $\beta$-dependence of $\chi_{\pm}^{\prime\prime\varepsilon}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two case (a) $\theta_{23} = 40^\circ$, $50^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m_{31}^2 > 0$.

7.8 The $\beta$-dependence of $\psi_\varepsilon$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the cases (a) $\theta_{23} = 40^\circ$, $50^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m_{31}^2 < 0$.

7.9 The $\beta$-dependence of $\chi_{\pm}^{\prime\prime\varepsilon}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two case (a) $\theta_{23} = 40^\circ$, $50^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m_{31}^2 < 0$.

7.10 The $\beta$-dependence of $\theta'_{23}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases (a) $\theta_{23} = 40^\circ$ and (b) $\theta_{23} = 50^\circ$ with $\delta m_{31}^2 > 0$.

7.11 The $\beta$-dependence of $\delta' - \delta$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases $\theta_{23} = 40^\circ$ (left) and $\theta_{23} = 50^\circ$ (right). with $\delta m_{31}^2 > 0$. The solid lines indicate positive $\omega$ and the dashed lines indicate negative $\omega$.

7.12 The $\beta$-dependence of $\theta'_{23}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases (a) $\theta_{23} = 40^\circ$ and (b) $\theta_{23} = 50^\circ$ with $\delta m_{31}^2 < 0$.

7.13 The $\beta$-dependence of $\delta' - \delta$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases $\theta_{23} = 40^\circ$ (left) and $\theta_{23} = 50^\circ$ (right). with $\delta m_{31}^2 < 0$. The solid lines indicate positive $\omega$ while the dashed lines indicate negative $\omega$.

7.14 The $\omega$-dependence of (a) $\partial_\omega$ and (b) $\Omega$.

7.15 The $\beta$-dependence of $\varphi_\varepsilon$ (left) and $\theta'_{12}$ (right) for the $\varepsilon = 0.1$ case.
7.16 The $\beta$-dependence of $\overline{\chi}_{e_\pm}^{\prime\prime}$ for $\theta_{23} = 40^\circ$ and $\varepsilon = 0.1$ with $\omega = 0$ (dashed), $\omega = \pm \frac{\pi}{2}$ (solid) and $\omega = \pm \pi$ (dotted) shown in (a) log-scale, and (b) normal scale. The $\omega$-dependence of $\overline{\chi}_{e_-}^{\prime\prime}$ is weak and the curves for the three cases overlap. ............................................ 185

7.17 The $\beta$-dependence of $\overline{\phi}_e$ (left) and $\theta'_{13}$ (right) for $\varepsilon = 0.1$ both normal (NH) and inverted (IH) hierarchies. The dependence of $\overline{\phi}_e$ and $\theta'_{13}$ on $\omega$ for the inverted hierarchy case is weak and the three curves overlap. ............................................ 186

7.18 The $\beta$-dependence of $\overline{\chi}_{e_\pm}^{\prime\prime}$ and $\overline{\chi}_{e_-}^{\prime\prime}$ for the (a) normal and (b) inverted hierarchy cases with $\theta_{23} = 40^\circ$ or $50^\circ$ and $\varepsilon = 0.1$. Shown are the $\omega = 0$ (dashed), $\omega = \pm \frac{\pi}{2}$ (solid) and $\omega = \pm \pi$ cases. The $\omega$-dependence of $\overline{\chi}_{e_+}^{\prime\prime}$ is weak and the curves for the three cases are mostly overlapping. ............................................ 187

7.19 The $\beta$-dependence of $\overline{\chi}_e$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the cases (a) $\theta_{23} = 40^\circ, 50^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m^2_{31} > 0$. ............................................ 188

7.20 The $\beta$-dependence of $\overline{\chi}_{\nu_{\mue}}^{\prime\prime}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two case (a) $\theta_{23} = 40^\circ, 50^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m^2_{31} > 0$. ............................................ 189

7.21 The $\beta$-dependence of $\overline{\phi}_e$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the cases (a) $\theta_{23} = 40^\circ, 50^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m^2_{31} < 0$. ............................................ 191

7.22 The $\beta$-dependence of $\overline{\chi}_{\nu_{\mu}}^{\prime\prime}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two case (a) $\theta_{23} = 40^\circ, 50^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m^2_{31} < 0$. ............................................ 192

7.23 The $\beta$-dependence of $\theta'_{23}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases (a) $\theta_{23} = 40^\circ$ and (b) $\theta_{23} = 50^\circ$ with $\delta m^2_{31} > 0$. ............................................ 194

7.24 The $\beta$-dependence of $\delta' - \delta$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases $\theta_{23} = 40^\circ$ (left) and $\theta_{23} = 50^\circ$ (right), both with $\delta m^2_{31} > 0$. The solid lines indicate positive $\omega$ while the dashed lines indicate negative $\omega$. ............................................ 195

7.25 The $\beta$-dependence of $\theta'_{23}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases (a) $\theta_{23} = 40^\circ$ and (b) $\theta_{23} = 50^\circ$ with $\delta m^2_{31} < 0$. ............................................ 196

7.26 The $\beta$-dependence of $\delta' - \delta$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases $\theta_{23} = 40^\circ$ (left) and $\theta_{23} = 50^\circ$ (right), with $\delta m^2_{31} < 0$. The solid lines indicate positive $\omega$ while the dashed lines indicate negative $\omega$. ............................................ 197

7.27 The degeneracy band of $\omega$ for different $\varepsilon$’s. The upper panel is for $\nu_e$ appearance and the lower for $\nu_\mu$ disappearance. ............................................ 198

7.28 Degeneracy contour from this approximation (left) and numerical result (right) for DUNE at $E = 2.5$ GeV, assuming $\varepsilon = 0.1$ and $\theta_{23} = 40^\circ$. ............................................ 199
7.29 Probability of $\nu_\mu \rightarrow \nu_e$ at the first oscillation peak of DUNE, assuming $\delta = 0, \theta = 40^\circ, \varepsilon = 0.1$, and normal hierarchy. The dashed curves correspond to the exact value from numerical calculation. The solid curve is our approximation. They are compared with the approximation formula from Ref. [5], which is shown as dotted curves. Different colors correspond to different values of the NSI phase, $\omega$.  

7.30 Probability of $\nu_\mu \rightarrow \nu_\mu$ at DUNE energy, assuming $\delta = 0, \theta = 40^\circ, \varepsilon = 0.1$, normal hierarchy. The dashed curves correspond to the exact value from numerical calculation. The solid curve is our approximation. Different colors correspond to different NSI phase, $\omega$.  

7.31 Probability of $\nu_\mu \rightarrow \nu_\tau$ at DUNE energy, assuming $\delta = 0, \theta = 40^\circ, \varepsilon = 0.1$, normal hierarchy. The dashed curves correspond to the exact value from numerical calculation. The solid curve is our approximation. Different colors correspond to different values of the NSI phase, $\omega$.  

7.32 Probability of $\nu_\mu \rightarrow \nu_e$ at the first oscillation peak of 8770 km baseline, assuming $\delta = 0, \theta = 40^\circ, \varepsilon = 0.1$, and normal hierarchy. The dashed curves correspond to the exact value from numerical calculation. The solid curve is our approximation. They are compared with the approximation formula from Ref. [5], which is shown as dotted curves. Different colors correspond to different values of the NSI phase, $\omega$.  

8.1 $Z'$ coupling to electrons through $Z' - \gamma$ mixing at one loop level that leads to $\tau \rightarrow \mu ee$.  

8.2 The plot is produced with data from the following sources: the total R ratio measurement from PDG (blue curve), the R ratio data from Ref. [6] as listed in the second column of Table 8.1 (orange curve), and the R ratio of the isoscalar contribution from Ref. [6] as shown in third column of Table 8.1 (green curve).  

8.3 The isoscalar contribution to the R ratio (blue), modeled with continuous part from Ref. [6] and bound states using Breit-Wigner resonance formula, compared to the R ratio data from PDG (orange).  

8.4 Running of $Q'_x$ due to $\gamma Z'$ mixing.  

8.5 Contour (blue shaded region) corresponds to the upper bound of partial decay $\Gamma(\tau \rightarrow \mu ee)$. Upper panel: contour on $M_{Z'}, g'$ plane. Lower panel: contour on $M_{Z'}, \varepsilon_{\mu, e}$ plane.  

8.6 The SM process of $\tau^- \rightarrow \mu^- \nu_\tau \bar{\nu}_\nu$.  

xix
8.7 Blue shaded region corresponds to the upper bound of partial decay width \( \Gamma(\tau \to \mu\nu\nu) \). Upper panel: contour on \( M_{Z'} , g' \) plane. Lower panel: contour on \( M_{Z'}, \varepsilon_{\mu\tau}^{u,d} \) plane. ................................................................. 227

8.8 Constraints of \( g', M_{Z'} \) from nuclear binding energy at 90% confidence level. The blue (orange) shaded region is for \( r_0 = 1.22 \text{ fm} (1.30 \text{ fm}) \). ........... 227

8.9 DIS process at IceCube. ................................................................. 228

E.1 The process of \( Z' \to \nu_\alpha \nu_\beta \). ................................................................. 253

F.1 Plot of the function \( f(x) \). ................................................................. 262

G.1 Upper panel: the vertices responsible for \( Z' \) decay. (a) \( Z' \) decays to a pair of leptons. (b) \( Z' \) decays to hadrons. Lower panel: the vertices for \( Z' \) production. (c) lepton decays to \( Z' \). (d) \( \pi^0 \) decays to \( Z' \). ................................................................. 271
List of Tables

1.1 Observables compared with the SM best fit predictions. Result is taken from PDG. .......................................................... 7

3.1 Dynkin index $T_i$ for several irreducible representations of $SU(2)$, $SU(3)$, and $SU(4)$. Different normalization conventions are used in the literature. For example, there is a factor of 2 difference between those given in Refs. [7] and [8]. Our convention follows the former. For $SU(3)$, there exist two inequivalent 15 dimensional irreducible representations. .............................................. 100

3.2 The Higgs content and RG coefficients in the three energy intervals for the non-unified left-right symmetric Pati-Salam model under the Extended Survival Hypothesis (ESH). ................................................................. 100

3.3 The dependence of the RG coefficients on the Higgs content in energy interval II where the symmetry is $G_{2213}$. Relaxing the ESH will lead to different Higgs content and different RG coefficients. .................................................. 101

3.4 Higgs content of Model A of Ref. [2]. In Ref. [2], the model emerges with symmetry $G_{224}$ at $M_U = M_D$. This breaks directly to $G_{213}$ of the SM at $M_C = M_R$. We modify this process by allowing $M_C \neq M_R$, inserting energy interval II with symmetry $G_{2213}$ between intervals III and I. The Higgs content in interval II is based on the ESH. ............................................................... 101

3.5 Higgs content of Model B of Ref. [2]. In Ref. [2], the model emerges with symmetry $G_{224}$ at $M_U = M_D$. This breaks directly to $G_{213}$ of the SM at $M_C = M_R$. We modify this process by allowing $M_C \neq M_R$, inserting energy interval II with symmetry $G_{2213}$ between intervals III and I. The Higgs content in interval II is based on the ESH. The particle content and RG coefficients in intervals I and II are the same as those listed in Table 3.2. .............................. 103
3.6 Higgs content of Model C of Ref. [2]. In Ref. [2], the model emerges with symmetry $G_{224D}$ at $M_U$. This breaks directly to $G_{213}$ of the SM at $M_D = M_C = M_R$. We modify this process by allowing $M_D \neq M_C \neq M_R$, inserting energy intervals II and III with symmetries $G_{2213}$ and $G_{224}$, respectively, between intervals I and IV. The Higgs content in intervals I, II, and III are based on the ESH. An extra D-parity singlet field $\sigma(1,1,1)$ is introduced in interval IV to break parity spontaneously. The particle content and RG coefficients in intervals I and II are the same as those listed in Table 3.2.  

4.1 The scalar content of the three NCG based unified $G_{224}$ models proposed by Chamseddine, Connes, and van Suijlekom in Refs. 4 and 5, compared to the scalar content of the $SO(10)$ based $G_{224}$ model, discussed in Ref. 16, below its unification scale where the $SO(10)$ symmetry is broken to $G_{224}$.  

4.2 The decomposition of various $G_{224}$ representations into those of $G_{2213}$ and $G_{213}$ (SM).  

4.3 The Higgs content and the RG coefficients in the energy intervals for model A.  

4.4 The Higgs content and the RG coefficients in the energy intervals for model B.  

4.5 The Higgs content and the RG coefficients in the energy intervals for model C.  

4.6 The predictions of Models A, B, and C.  

5.1 Second column shows the best-fit values and $1\sigma$ uncertainties on the oscillation parameters taken from Ref. [9]. We use the values listed in the third column as benchmark values for which we calculate our oscillation probabilities in this work.  

7.1 Second column shows the best-fit values and $1\sigma$ uncertainties on the oscillation parameters, taken from Ref. [9]. We use the values listed in the third column as benchmark values for which we calculate our oscillation probabilities in this work.  

8.1 The total R ratio and the R ratio from the isoscalar-current contribution. Data is taken from Ref. [6].  

8.2 Paring term expression in the semi-empirical Mass Formula.  

8.3 Best fit value of the semi-empirical formula from Wikipedia.  

8.4 Fitting the nuclear binding energy of the stable isotopes with $4 < A < 293$ using the semi-empirical mass formula. We fix $k_P = \frac{1}{2}$ and $c_P = 12$.  

xxii
G.1 The decay modes of $Z'$ ................................. 272
G.2 The production modes of $Z'$ ................................. 272
Introduction

After decades of experimentation, the Standard Model (SM) of particle physics is verified to unprecedented precision. At this point, two questions remain particularly intriguing. 1) In which sector might new physics be hidden? 2) What principle requires the SM to be a gauge theory of the given form with the observed parameters? For the first question, the neutrino sector has large uncertainty in regards to determining the SM parameters due to the nature of the weak interaction. A thorough study of these parameters and the possible non-standard interaction (NSI) is crucial for any constraints or probes of physics beyond the SM. However, for the second question, although the gauge field theory framework is verified by data from various experiments during the past few decades, the fundamental reason that fixes the SM to the specific form we observe remains unexplained. For example, it is not understood what theory fixes the boundary value of Yukawa couplings; what the source of baryon asymmetry of the universe is; why the gauge group is chosen to be $U(1) \times SU(2) \times SU(3)$; how the hypercharge is quantized, which in turn leads to anomaly cancellation; what principle determines the number of families of fermionic particles; and whether the SM Higgs is the only scalar responsible for spontaneous symmetry breaking (SSB). In short, an understanding of the principle that dictates the SM does not yet exist. On the other hand, although the origin of the SM remains unclear, past attempts show that an arbitrary modification of the SM will likely cause problems either experimentally or theoretically, which hints for the existence of a fundamental theory that leads to the SM.

At this point, a different perspective may provide us with new insights that are not available with conventional approaches. Different from most formal theories, as a reformulation of the SM in terms of geometry, noncommutative geometry (NCG) provides a new way of looking at the SM while building directly upon low energy particle data. Because of its geometric structure, this approach leads to more restrictive model building than other approaches, and implicitly proposes some relations between different sectors, relations which are not visible in the SM itself. In addition, because the geometry is built directly on particle data, models derived from NCG usually share specific collider signatures. Therefore, a good understanding of the collider data may help us understand the structure of new physics and finally shed some light on the origin of the SM.

With two sets of data, one from neutrino experiments and the other from collider experiments, one may ask how to combine them to get extra information which otherwise would
remain obscure. In particular, whenever a new particle model is proposed, one should be able to constrain the new model with both sets of particle data. To address this question, an example is worked out explicitly. Our message is that, even from a practical viewpoint, particle models motivated by specific problems should still be tested with all available data. In particular, collider experiments put strong bound on models that predict sizable NSI. As a result, it is non-trivial to build a model that generate flavor changing NSI large enough to be observed at long baseline neutrino experiments such as DUNE using light mediator particles, while it survives all the current bounds from particle data. In this analysis, we list possible constraints for such model building for future reference.

To summarize, in this work constraints on new physics are studied from two directions: neutrino measurements and collider signals. On the collider side we consider the signature of physics from exotic structures, e.g., NCG; on the neutrino side, we study constraints on the NSI. In the end, we use collider data to constrain neutrino models. Data from complementary sources such as current and future colliders and long-baseline neutrino experiments will guide future model building.

The rest of the thesis is organized as follows. In Part I, collider experiments are applied to constrain NCG-motivated models. In Chapters 2 and 3, collider signatures of superconnections and NCG motivated models are discussed. In each chapter we start with a brief review on the superconnection formalism and the NCG respectively. Without going into details of the formalism, we investigate the phenomenological consequences based on each approach, and compare with current bounds from various process. Inspired by the previous statistical excess from LHC, Chapter 4 serves as an example of using collider signals to test such NCG motivated models. In Part II, neutrino experiments are studied to constrain NSI. In Chapter 6, a previously-proposed neutrino detector, OscSNS at Oak Ridge National Lab is studied. Constraints on $\varepsilon_{ee}$ are worked out explicitly based on the proposal. In Chapter 7, an analytic way to understand the neutrino matter effect in the presence of $\varepsilon_{\mu\tau}$ NSI is proposed. As a check of the validity of the formula, it is demonstrated how to use it to understand the NSI matter effect at long-baseline neutrino experiments such as DUNE. In Chapter 8 of Part III, we list some of the models that reproduce sizable NSI. We investigate the constraints on one particular model and show the relevant channels for model building of this type.
Part I

Constraining New Physics with Collider Experiments
Chapter 1

Evidence for the Standard Model and Beyond

1.1 The Standard Model and Why We Believe It

Although we still have a lot of unanswered questions such as the solution of QCD at low energy [10–15] and naturalness of the SM [16–20], etc., the SM packaged in effective field theory (EFT) [21–25] language is verified to high precision at low energy. We will elaborate on the SM, after first explaining what it means to verify a theory.

Any theory comes with a certain number of free parameters as input and makes predictions of certain number of observables as output. The difference of these two numbers\(^1\) describes the predictive power. If one is not concerned about the predictive power of the theory but only cares about the viability of the theory, he/she can cook up a theory with infinite free parameters so that, in principle, this theory can accommodate any experimental outcome – it works as the ‘theory of everything’. However, in reality a theory like that requires infinitely many terms to describe thus will take infinite amount of time to reach. To make it worse, the number of free parameters being infinity makes the theory neither falsifiable nor able to predict anything; hence, it cannot be counted as a real theory in the context of science.

With a finite number of free parameters and a finite number of observables, a theory expresses the latter in terms of the former. In a simplified situation, if each experiment measures one observable, we need \(P\) independent measurements to determine the theory with \(P\) free parameters. Suppose the theory predicts \(O\) independent observables; if \(O > P\), it is possible to over-constrain the theory with independent experiments. In this case we say the theory is verifiable. In this case, we are able to fit the parameters of the theory with a set of \(P\)

\(^1\)Actually we should only count the number of independent free parameters and observables. Therefore it is the difference in dimensions of the parameter space and the ‘observable space’ that amounts to the capability of making predictions.
observables and to make predictions for the remaining \((O - P)\) observables. By comparing these predictions with the independent measurement of each observable, we can either verify or rule out the theory. Equivalently, when \(O > P\), what a theory does is to find \(P\) observables and express the \((O - P)\) variables in terms of them. Therefore, it is safe to think of a theory as a set of relations among observables. Whether it 'explains' the relations well is a philosophical question and we refrain ourselves from further discussion on it. In general, only verifiable theories \((O > P)\) are of interest.

In the real world, verifiability is also limited by experimental conditions. At any certain point of time only certain experiments are complete, in progress, or being planned in the near future. Our ability to verify theories is thus limited by the experimental conditions. Therefore, we phenomenologists are more interested in the type of theories that can be verified with data from past, current or near-future experiments. The SM is a theory that is commonly believed for particle physics at or below a few TeV. To show why we believe the SM to be true, let us take the electroweak sector of the SM as an example.

The electroweak sector of SM is verified to a high precision by several precision measurements. In this sector, we have the following very well measured observables:

\[
\hat{\alpha}, \hat{G}_F, \hat{m}_Z, \hat{m}_W, \hat{\Gamma}_{\ell^+\ell^-}, \hat{s}_{\text{eff}}^2, \text{etc...}
\]  

where they are, in order of appearance: the fine structure constant from \(\gamma^* \to e^+e^-\), the Fermi constant from muon decay, the \(Z\) boson mass, the \(W\) boson mass, the leptonic partial width of \(Z\) boson, and the effective \(\sin^2 \theta_W\) from the left-right asymmetry \(\hat{A}_{LR}\). For electroweak theory, we have three (most relevant) free parameters:

\[
g, g', v,
\]  

\(\text{viz., the } U(1)_Y \text{ coupling, }SU(2)_L \text{ coupling, and the vacuum expectation value (VEV) of the Standard Model (SM) Higgs. In electroweak analysis, it is easier to express two of these in terms of the QED coupling } e \text{ and the weak angle } \theta_W \text{ by}
\]

\[
e \equiv \frac{gg'}{\sqrt{g^2 + g'^2}},
\]

\[
s \equiv \sin \theta_W = \frac{g'}{\sqrt{g^2 + g'^2}},
\]  

with \(v\) unchanged. The relation among the observables and the SM parameters, up to one
loop, are given as

\[
(\hat{\alpha})^{\text{th}} = \frac{e^2}{4\pi} \left[ 1 + \frac{\Pi_{\gamma\gamma}(m_Z^2)}{m_Z^2} \right],
\]

\[
(\hat{G}_F)^{\text{th}} = \frac{1}{\sqrt{2}v^2} \left[ 1 - \frac{\Pi_{WW}(0)}{m_W^2} \right],
\]

\[
(\hat{m}_Z^2)^{\text{th}} = \frac{e^2v^2}{4s^2c^2} + \Pi_{ZZ}(m_Z^2),
\]

\[
(\hat{m}_W^2)^{\text{th}} = \frac{e^2v^2}{4s^2} + \Pi_{WW}(m_W^2),
\]

\[
(\hat{s}_{\text{eff}}^2)^{\text{th}} = s^2 - sc\frac{\Pi_{\gamma Z}(m_Z^2)}{m_Z^2},
\]

\[
(\hat{\Gamma}_{\ell^+\ell^-})^{\text{th}} \approx \frac{e^2}{48\pi s^2c^2} m_Z \left( 1 + \frac{\Pi_{ZZ}(m_Z^2)}{2m_Z^2} \right) \times \left\{ \left( -\frac{1}{2} + 2s^2 - 2sc\frac{\Pi_{\gamma Z}(m_Z^2)}{m_Z^2} \right)^2 + \frac{1}{4} \right\} \left( 1 + \Pi_{ZZ}'(m_Z^2) \right),
\]

where the parts involving a vacuum polarization amplitude \( \Pi \) are the one-loop corrections.

In order to test the SM, we need to fit \( g, g' \), and \( v \) in terms of three of the observables, say \( \hat{\alpha}, \hat{G}_F, \) and \( \hat{m}_Z^2 \), predict the remaining observables, and then compare the predictions with the measurements\(^3\).

In Table 1.1, we show the measured and the SM-predicted values of a few observables. As we can see, the deviation between them is small in general, and the SM is verified to great precision. Part of this can also be seen from Fig. 1.2 of the uncertainty in the plane of Higgs mass vs the top-quark mass, which is verified by the discovery of Higgs boson [32, 33]. As a result, theoretically it is reasonable to ask about the origin of the SM. There are theoretical structures that beg for an explanation, such as what dictates the SM gauge group, whether the coupling constants of the three gauge sectors unify at a certain scale as hinted in Fig. 1.1, what guarantees the anomaly cancellation of the SM, without which the theory would be rendered invalid, etc. The structure of the SM seems unnatural if all of this is just a coincidence without further fundamental reasons [16–20]. This motivates a number of ingenious ideas perceived to explain the naturalness of the SM, which will be discussed in the next section.

\(^2\)These three observables are usually chosen because of their small uncertainties.

\(^3\)This is essentially using observables \( \hat{\alpha}, \hat{G}_F, \) and \( \hat{m}_Z^2 \) to express the rest of observables and check this relation predicted by the SM and measured by experiments. That is the reason that in literature such as Ref. [26–31] it is often mentioned to ‘expression observables in terms of observables’ to test the theory.
<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
<th>Standard Model</th>
<th>Pull</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_t$ [GeV]</td>
<td>173.34 ± 0.81</td>
<td>173.76 ± 0.76</td>
<td>-0.5</td>
</tr>
<tr>
<td>$M_W$ [GeV]</td>
<td>80.387 ± 0.016</td>
<td>80.361 ± 0.006</td>
<td>1.6</td>
</tr>
<tr>
<td>$\Gamma_W$ [GeV]</td>
<td>2.046 ± 0.049</td>
<td>2.089 ± 0.001</td>
<td>-0.9</td>
</tr>
<tr>
<td>$M_H$ [GeV]</td>
<td>125.09 ± 0.24</td>
<td>125.11 ± 0.24</td>
<td>0.0</td>
</tr>
<tr>
<td>$g^{\nu e}_V$</td>
<td>-0.040 ± 0.015</td>
<td>-0.0397 ± 0.0002</td>
<td>0.0</td>
</tr>
<tr>
<td>$g^{\nu e}_A$</td>
<td>-0.507 ± 0.014</td>
<td>-0.5064</td>
<td>0.0</td>
</tr>
<tr>
<td>$M_Z$ [GeV]</td>
<td>91.1876 ± 0.0021</td>
<td>91.1880 ± 0.0020</td>
<td>-0.2</td>
</tr>
<tr>
<td>$\Gamma_Z$ [GeV]</td>
<td>2.4952 ± 0.0021</td>
<td>91.1880 ± 0.0020</td>
<td>0.4</td>
</tr>
<tr>
<td>$\Gamma(\text{had})$ [GeV]</td>
<td>1.7444 ± 0.0020</td>
<td>1.7420 ± 0.0008</td>
<td>-</td>
</tr>
<tr>
<td>$\Gamma(\text{inv})$ [MeV]</td>
<td>449.0 ± 1.5</td>
<td>501.66 ± 0.05</td>
<td>-</td>
</tr>
<tr>
<td>$\Gamma(\ell^+\ell^-)$ [MeV]</td>
<td>83.984 ± 0.086</td>
<td>83.995 ± 0.010</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1.1: Observables compared with the SM best fit predictions. Result is taken from PDG.

### 1.2 Energy vs. Intensity and What Has Been Attempted

According to the Wilsonian picture, in the IR limit the set of physically relevant operators is formed by normalizable operators whose mass dimension is lower than four. Any effects from higher dimensional operators are suppressed. Taking scalar theory as an example,

$$\mathcal{L} = \frac{1}{2} (\partial^2 \phi) - \frac{1}{2} m^2 \phi^2 - \frac{\lambda_3}{3!} \phi^3 - \frac{\lambda_4}{4!} \phi^4 + \sum_{n>4} \frac{\lambda_n}{n!} \Lambda^{n-4} \phi^n,$$

where $\Lambda$ is the cutoff of the theory. The non-renormalizable part of the Lagrangian gets suppressed by powers of $\frac{1}{\Lambda}$. To study the non-renormalizable part of the Lagrangian, experimentally two directions are pursued: One either goes to the high energy regime in the hope of resolving the non-renormalizable operator in terms of renormalizable pieces as suggested in Ref. [34–38], or one generates an enormous amount of data hoping to see the suppressed effect from the high-dimensional operators in $\mathcal{L}_{\text{non-renorm}}$ as attempted in Ref. [39–47]. These two directions correspond to the so-called ‘energy frontier’ and ‘intensity frontier,’ respectively. These two methods both played important roles in the history of particle physics: in 1934, Enrico Fermi proposed ‘An attempt of a theory of beta radiation’ in Ref. [48, 49], and ‘characteristically swept what was unknowable at that time under the rug, and focused on what can be calculated.’ [50] Because the energy scale at which the $\beta$ decay happens is so low, the $W$ propagator is impossible to resolve. Therefore, a contact interaction model that uses non-renormalizable high dimensional operators explains nuclear $\beta$ decay to a good precision and inspired later studies on weak interaction and the proposal of $V - A$ structure.
Figure 1.1: The running of the Standard Model gauge coupling. Plot is used with permission of PDG [1].

[51–53] It remains a nice approximation and a good tool for calculation until the modern formulation of gauge theory was proposed [54–56] and verified by the $W$ and $Z$ discoveries at CERN [57, 58].

Besides the success in gauge sector, another important part of the SM is the Yukawa interaction. A similar story happened in formulating the Yukawa interaction: it was proposed in 1935 by Hideki Yukawa [59] that the nuclear binding energy is dominated by exchanging a ‘new’ particle, the pion, where the energy potential characteristic length of the potential is interpreted as $m_{\pi}^{-1}$. By fitting data of the nuclei binding energy, one could estimate the mass of the pion, which was later verified by the discovery of the pion [60, 61], which is itself explained as a bound state of more fundamental particles – the quarks.

This motivates people to focus on the following ‘standard’ procedures of modeling new physics: a) describe the new physics in terms of high-dimensional operators such as in Ref. [62–77] and constrain these effective operators with data from experiments; or, b) construct models based on local quantum field theories to generate such operators and avoid the bounds from a), and maybe also provide features such as grand unification theory (GUT) and answers to the hierarchy problem, with examples such as SUSY [78–80]; small, large, or non-compact extra dimension [81–85]; conformity [86, 87]; technicolor [88–99]; and other paradigms [100]. However, with null observation of any above models, it revives a few interesting old questions rather than providing answers to them, namely

- Does grand unification occur?
Figure 1.2: The fit result of $(M_H, m_t)$ and one-standard deviation uncertainty, with various input. Plot is used with permission of PDG [1].

- Is the hierarchy problem a (well-defined) problem?
- If grand unification does occur and hierarchy problem is a real problem, then why do we not see the extra degrees of freedom after the breaking of the extra structure (e.g. GUT gauge fields, SUSY partners, etc.)?
- Without the number of extra degrees of freedom, how do we ever (elegantly) address the naturalness of the Higgs mass?

In this work, we take a different philosophy to address the questions raised above and the questions on the origin of the SM raised in section 1.1, which is to be elaborated in the next section.

1.3 Physics Beyond the Standard Model and Where to Find It

The aforementioned attempts are mostly based on the assumption that the new physics responsible for generating the SM and perhaps addressing the hierarchy problem and grand unification can also be described in terms of effective field theory. However, this is not necessarily true from either the experimental or the theoretical viewpoint. Although effective field theory works surprisingly well at the current energy scale, it is expected to break down ultimately due to the non-local effect of quantum gravity [101–119] and the breaking scale is $\Lambda_{NP} \lesssim \Lambda_{Pl}$. Therefore, there remains the possibility that the theory that describes the new physics above the scale $\Lambda_{NP}$ is not a local quantum field theory, and below $\Lambda_{NP}$ effective field theory works just fine.
According to the Wilsonian picture, there are two ways an ‘advanced’ theory above a certain scale controls the effective field theories below that scale: either through directly fixing the degrees of freedom below the cut off scale, i.e., affecting the renormalization group equation (RGE); or by imposing boundary conditions of the RGE. Since effective field theory works well below $\Lambda_{NP}$ and the structure is fairly rigid against arbitrary modifications, it must be determined in both ways.

In this scenario, the effect of the new physics above $\Lambda_{NP}$ is not described by local operators nor usual renormalization group equation (RGE) flow. As a consequence, the non-renormalizable effective operators below $\Lambda_{NP}$ is not a direct result of any local operators above $\Lambda_{NP}$. This is no longer an analog of, say, resolving Fermi interaction in terms of the $W$ propagator. As a result, a theory built in this fashion usually does not have the large number of extra degrees of freedom as in SUSY or $SU(5)/SO(10)$ GUT theories, where the extra degrees of freedom below $\Lambda_{NP}$ are inevitable since the theory above $\Lambda_{NP}$ is a local quantum field theory and the degrees of freedom just propagate through $\Lambda_{NP}$. This is not true in our case.

Now that new physics does not manifest itself through a direct generation of local operators below $\Lambda_{NP}$, the only way it controls low energy effective field theory is via the boundary relations imposed at $\Lambda_{NP}$. Given the evidence of the SM being so robust against any modification at the electroweak (EW) scale and the almost unification of the coupling constants at some higher scale as shown in Fig. 1.1, we conjecture that the boundary condition$^4$ at $\Lambda_{NP}$ is the SM spectrum itself with a GUT relation, plus a minimal extension in order to reconcile the GUT relation with EW measurements at low energy. In this context, the questions raised in section 1.1 and section 1.2 indicate answers to each other: the robustness of the SM against modifications with arbitrary local quantum field operators hints at a theory that may not be Wilsonian, which is why we do not observe the extra degrees of freedom inherited from any local field theory extension. On the other hand, because of the lack of observation of extra quantum field theoretical degrees of freedom, the advanced theory can only dictates the low energy theory through some boundary relation, which itself is the SM up to a minimal extension at a certain scale. We call this picture a quasi-desert picture.

To summarize, here is the logic we follow. Being an effective theory, the SM plus any extension can only be explained by the advanced theory from which it is derived. In the past, the full theory is conjectured to be also a local quantum field theory; therefore, a large number of degrees of freedom propagate into the SM as an extension to it. Due to the null observation of any of these degrees of freedom propagating into the SM, we provide a picture different from the above one. Instead of having the full theory as another local quantum field theory, we argue that it is possible the theory above $\Lambda_{NP}$ is not fully describable in terms of local quantum operators. Thus new physics manifests itself only through a set of relations dictated at $\Lambda_{NP}$, i.e., the SM-like spectrum plus the GUT relation. As a result, we can predict the extra degrees of freedom.

$^4$We take the broader meaning of boundary condition as a constraint imposed at a certain scale, which is not necessarily a formal boundary condition of a differential equation.
freedom we need to maintain the compatibility between the GUT relation at $\Lambda_{NP} \lesssim \Lambda_{Pl}$ and the low energy phenomena at $\Lambda_{EW}$. Please note that, in this picture, the GUT relation is not the result of a local quantum field theory with GUT gauge group. Instead, it is the result of the theory above $\Lambda_{NP}$. We can therefore look at theories below $\Lambda_{NP}$ that contains SM but do not have a GUT gauge group since the GUT gauge group itself is no longer the reason of the unification.

### 1.4 Noncommutative Theories as a Framework for Potential Candidates

To understand possible candidate theories above $\Lambda_{NP}$, let us look at the requirement we have so far. Because of the non-locality due to aforementioned quantum gravity effects and the possible breakdown of effective field theory, the full theory above $\Lambda_{NP}$ is unknown. However, just as the Fermi interaction provides a good low energy approximation of the weak interaction, the theory that approximates the full theory should at least share some features of the full theory, such as non-locality. On the other hand, as we discussed it should give a SM-like spectrum as the boundary condition, which includes the GUT relation, anomaly cancellation, a different way of looking at the hierarchy problem, and an indication of the extension needed to achieve the above. As examples, we try two theories here: the super-connection formalism and the NCG, both of which share a non-commutative nature and accommodate the particle spectrum of the SM yet provide interesting boundary conditions for the coupling constants. In addition, both indicate a left-right symmetric completion of the SM as the extension to maintain the compatibility between the boundary conditions and the low energy phenomena. With details to be discussed at length in the following chapters, we briefly summarize the features of these two theories.

The super-connection formalism is applied to non-supersymmetric particle physics in Ref. [120–146]. Although it resembles usual gauge theories in many ways, the main differences are the following.

- Instead of being Lie-algebra valued, the connection is now valued in super Lie algebra, such as $su(2|1)$ or $su(2|2)$.
- A ‘matrix derivative’ is introduced due to the non-commutativity of the matrix basis, as an analog of the usual derivative. It is shown to be responsible for the spontaneous symmetry breaking.
- The SM Higgs field is part of the gauge field, in order to maintain the gauge invariance of terms involving the matrix derivative.
- The super-connection generates the usual Yang-Mills sector of the SM plus the Higgs potential.
The super-connection only provides an emergent structure at a certain scale to encode the non-commutativity and the spectrum. It is an effective way of parametrizing our ignorance of new physics above $\Lambda_{NP}$. It does not necessarily lead to an extra symmetry. As a result, no redundant degrees of freedom are needed.

As we articulated in previous sections, interesting boundary conditions for the gauge couplings are imposed.

The proper prediction for the Higgs mass necessitates a minimal extension of the SM.

The NCG is applied to particle physics by Connes et al. in Ref. [147–156]. Similar to the super-connection formalism, NCG has the following features.

- Instead of using the super algebra to encode the non-commutativity, we use an almost commutative geometry defined by $\mathbb{C} \oplus \mathbb{H} \oplus M_3(\mathbb{C})$. Again, it does not directly lead to extra unobserved degrees of freedom but merely works as a framework at a certain scale to describe how physics above $\Lambda_{NP}$ determines the effective field theory below it.

- The geometry related to $\mathbb{C} \oplus \mathbb{H} \oplus M_3(\mathbb{C})$ is interpreted physically as a structure with two sheets. In general, fermions of one chirality live on one sheet and fermions of the opposite chirality live on the other. The sheet separation determines the electroweak scale. The discrete derivative resulting from the non-commutativity connects the two sheets.

- In addition to the ordinary Dirac operator, a matrix derivative is included. In order to retain gauge invariance of terms involving the discrete derivative, a gauge field in the discrete direction must be included, which serves as the Higgs field. Similarly, a regular gauge field is needed due to the regular derivative in the continuous direction. As a result, both the Higgs field and the (non-abelian) gauge fields are the result of non-commutativity.

- The GUT relation arises from the geometry.

- Because the Higgs and regular gauge fields are the results of gauge invariance in two different directions, the hierarchy problem is reformulated as relating the characteristic lengths in the discrete and continuous directions. This is similar to asking why the speed of light is $\sim 3 \times 10^8$ m/s in Minkowski spacetime, which is essentially a constant that relates the time and space directions.

- The NCG also provides extra relations beyond the SM such as a mass relation between the fermionic and bosonic sectors.

\footnote{This depends on how the spectrum is embedded and the specific representation being used. There are more complicated versions such as fermions living on one sheet and anti-fermions on the other. However, in this case there is no gauge field in the discrete direction, i.e., Majorana mass naturally remains a c-number until manually promoted to a field as in Refs. [2, 156].}
• It seems that the NCG dictates anomaly cancellation [142, 157, 158]. Whether this is a general feature of the NCG remains an open question worthy of future investigation.

Compared to the super-connection formalism, the algebraic structure of the connection is relaxed. There is no demand of the Higgs sector being part of a superalgebra. Also, the super traceless condition is replaced to regular traceless condition of $\mathbb{C} \oplus \mathbb{H} \oplus M_3(\mathbb{C})$ (unimodularity condition).

With the nice features of the super-connection and the NCG satisfying the requirements posed in section 1.3, we take the two approaches seriously and study the physics consequences of imposing such structures. Since the NP above $\Lambda_{NP}$ is unknown and likely to require drastic modification of current theories, we mainly focus on the phenomenological aspects of such frameworks. We hope to shed light on possible ways of looking for NP and indications of modification of current theories. The rest of this part is organized as follows. Chapter 2 is dedicated to superconnection formalism and its physical interpretation, as well as its indication of a left-right completion. In Chapter 3, the collider signature of NCG by Connes et al. is studied. Chapter 4 serves as an example to show the restrictive feature of NCG and hint for new physics in case some collider signal shows up. This part is based on our published work in Refs. [159–161] and our in-preparation work in Ref. [162].
Chapter 2

Left-right symmetric model motivated by super-connection

In this chapter, we review the superconnection formalism and its application to particle physics as discussed in our work, Ref. [159] published in Physical Review D. The phenomenology bounds on the superconnection formalism are also discussed in length. In particular, we observe the necessity of including a matrix derivative and the effect of that in generating SSB. This hints at a geometric structure that fixes the SM particle spectrum at a certain scale.

2.1 Introduction to the Superconnection Formalism

2.1.1 A Brief Review

In Ref. [163], the authors investigated the possibility of reviving the superconnection formalism first discussed in 1979 by Ne’eman [164], Fairlie [165, 166], and others [167–169]. The original observation of Ne’eman was that the $SU(2)_L \times U(1)_Y$ gauge fields and the Higgs doublet in the SM could be embedded into a single $su(2/1)$ superconnection [170, 171] with the $SU(2)_L \times U(1)_Y$ gauge fields constituting the even part of the superconnection and the Higgs doublet $\phi$ constituting the odd part, to wit:

$$\mathcal{J} = i \begin{bmatrix} W - \frac{1}{\sqrt{2}} B \cdot \mathbf{1}_{2 \times 2} & \sqrt{2} \phi \sqrt{2} \phi^\dagger \\ \sqrt{2} \phi^\dagger & -\frac{2}{\sqrt{3}} B \end{bmatrix},$$

(2.1)

where $W = W_i \tau_i$. This embedding predicts $\sin^2 \theta_W = 1/4$ as well as the Higgs quartic coupling, the latter leading to a prediction for the Higgs mass [172–174]. The leptons and quarks could also be embedded into irreducible representations of $su(2/1)$ [175–178], thereby...
fixing their electroweak quantum numbers in a natural fashion. Fairlie started from a six-
dimensional gauge-Higgs unified theory reduced to four dimensions and arrived at a similar
observation.\textsuperscript{1} Subsequently, suggestions have been made to incorporate QCD into the for-
malism by extending the superalgebra to $su(5/1)$ \cite{180–182}.

Though the appearance of the $su(2/1)$ superconnection suggested an underlying ‘internal’
$SU(2/1)$ supersymmetry, gauging this supersymmetry to obtain the superconnection proved
problematic as discussed in Refs. \cite{183, 184}. For instance, the Higgs doublet is a boson
whereas an $SU(2/1)$ supersymmetry would demand the off-diagonal scalar components of
the superconnection be fermionic with the wrong spin-statistics. Interpreting these degrees
of freedom as ghosts would render the model non-unitary, and though attempts have been
made to deal with this problem \cite{185, 186} the issue has never been completely resolved. It
is also clear that the quarks and leptons placed in $SU(2/1)$ representations cannot all be
fermions \cite{185, 187}. The $SU(2/1)$ supersymmetry must also be broken by hand to give the
gauge boson kinetic terms the correct signs \cite{188}. Due to these, and various other problems,
interest in the approach waned.

### 2.1.2 Relation to Noncommutative Geometry

It was subsequently recognized, however, that the appearance of a superconnection does
not necessarily require the involvement of the familiar boson↔fermion supersymmetry. This
development follows the 1990 paper of Connes and Lott \cite{147} who constructed a new descrip-
tion of the SM using the framework of noncommutative geometry (NCG) in which the Higgs
doublet appears as part of the Yang-Mills field (i.e. connection) in a spacetime with a modi-
fied geometry. The full Yang-Mills field in this approach was described by a superconnection,
the off-diagonal elements of which were required to be bosonic.

The NCG-superconnection approach to the SM was studied by many authors and a vast
literature on the subject exists, \textit{e.g.} Refs. \cite{120–145} to give just a representative list.\textsuperscript{2} Though
these works differ from each other in detail, the basic premise is the same. The models are
all of the Kaluza-Klein type in which the extra dimension is discrete and consists of only
two points. In other words, the model spacetime consists of two 3 + 1 dimensional ‘branes.’
In such a setup, the connection must be generalized to connect not just points within each
brane, but also to bridge the gap between the two. If the left-handed fermions live on one
brane and the right-handed fermions on the other, then the connections within each brane,
\textit{i.e.} the even part of the superconnection, will involve the usual SM gauge fields which couple
to fermions of that chirality. In contrast, the connection across the gap, \textit{i.e.} the odd part of
the superconnection, connects fermions of opposite chirality and can be identified with the
Higgs doublet.

\textsuperscript{1}See also Ref. \cite{179}.

\textsuperscript{2}See Ref. \cite{146} for a collection of lectures from 1999 by various authors.
In this approach, both the even and odd parts of the superconnection are bosonic, the $\mathbb{Z}_2$-grading of the superalgebra resulting not from fermionic degrees of freedom but from the existence of the two ‘branes’ (on which the chirality $\gamma_5$ provides the $\mathbb{Z}_2$ grading operator), and the definition of the generalized exterior derivative $d$ in the discrete direction.\footnote{Since $d^2 = 0$, the exterior derivative is intrinsically ‘fermionic.’} That is, the superconnection emerges from the ‘geometry’ of the discrete extra dimension.

In algebraic geometry, the geometric properties of a manifold $M$ are studied via the algebraic properties of the commutative algebra of smooth functions $C^\infty(M)$ defined on it. If this algebra is allowed to be noncommutative in general, one has a NCG \cite{147–149, 152–156, 189, 190}. In the discrete extra dimension case, one usually starts with the algebra $\mathcal{A} = C^\infty(M) \otimes (\mathbb{C} \oplus \mathbb{H})$, and the fermions on the branes are required to lie in representations of this algebra. Gauge transformations correspond to the unitary inner automorphisms of the algebra,\footnote{The unitary condition renders the resulting gauge theory anomaly free \cite{142}.} which in this case is $U(1) \times SU(2)$. The exterior derivative $d$ is defined via

$$d\alpha = [D, \alpha], \quad \alpha \in \mathcal{A}, \quad (2.2)$$

where $[\cdot, \cdot]_s$ is the super-commutator, and the operator $D$ includes the usual exterior derivative acting on the $C^\infty(M)$ part of the algebra, as well as a ‘matrix derivative’ \cite{120, 121, 130} which acts on the $\mathbb{C} \oplus \mathbb{H}$ part. QCD can be included in the model by extending the algebra to $\mathcal{A} = C^\infty(M) \otimes (\mathbb{C} \oplus \mathbb{H} \oplus M_3(\mathbb{C}))$, where $M_3(\mathbb{C})$ is the algebra of $3 \times 3$ matrices with elements in $\mathbb{C}$. Indeed, Connes \textit{et al.} have shown that the entire SM can be rewritten in the NCG language \cite{147, 153}.

The extra-discrete-dimension interpretation of the superconnection model also solves the problem that the prediction $\sin^2 \theta_W = 1/4$ is not stable under renormalization group running and can only be imposed at one scale \cite{191, 192}. That scale can be interpreted as the scale at which the SM with $\sin^2 \theta_W = 1/4$ emerges from the underlying discrete extra dimension model. The same scale should also characterize the separation of the two ‘branes’ in the discrete direction. Given the current experimental knowledge of the SM, this scale turns out to be $\sim 4$ TeV \cite{163}, suggesting a phenomenology that could potentially be explored at the LHC, as well as the existence of a new fundamental scale of nature at those energies. We will have more to say about this later.

These developments notwithstanding, a definitive recipe for constructing a NCG Kaluza-Klein model for a given algebra still seems to be in the works. Different authors use different definitions of the exterior derivative $d$, which, naturally, lead to different Higgs sectors and different predictions. In the Spectral SM of Connes \textit{et al.} \cite{149, 152–156}, for instance, the prediction for the $U(1) \times SU(2) \times SU(3)$ gauge couplings are of the $SO(10)$ GUT type, pushing up the scale of emergence to the GUT scale. The Spectral SM is not particularly predictive, either: the fermionic masses and mixings must all be put by hand into the operator $D$. Thus, the NCG-superconnection approach still leaves much to be desired and further development is needed.
Despite the still incomplete nature of the NCG-superconnection approach, one can still make predictions and assessments based on the SM which we assume to emerge from it at the emergence scale. We have already commented on the fact that the prediction \( \sin^2 \theta_W = 1/4 \) leads to an emergence scale of \( \sim 4 \text{ TeV} \). The \( su(2/1) \) superconnection also predicts the Higgs quartic coupling at that scale, from which in turn one can predict the Higgs boson mass to be \( \sim 170 \text{ GeV} \). As discussed in Ref. [163], lowering this prediction down to \( \sim 126 \text{ GeV} \) requires the introduction of extra scalar degrees of freedom which modify the renormalization group equations (RGE) of the Higgs couplings. Those degrees of freedom would be available, for instance, if the \( su(2/1) \) superconnection were extended to \( su(2/2) \). The extra-discrete-dimensional \( su(2/2) \) model shares the same prediction for \( \sin^2 \theta_W \) as the \( su(2/1) \) version, and therefore the same scale (\( \sim 4 \text{ TeV} \)) at which an effective \( SU(2)_L \times SU(2)_R \times U(1)_{B-L} \) gauge theory can be expected to emerge. Thus, explaining the Higgs mass within the NCG-superconnection formalism seems to demand an extension of the SM gauge group.

Curiously, Connes et al.’s Spectral SM with a GUT emergence scale also predicts the Higgs mass to be \( \sim 170 \text{ GeV} \). Lowering this to \( \sim 126 \text{ GeV} \) requires the introduction of extra scalar degrees of freedom as discussed above [155, 156]. See also Refs. [193, 194]. Here, too, the Higgs mass seems to suggest that the SM gauge group needs to be extended to \( SU(2)_L \times SU(2)_R \times U(1)_{B-L} \), or, including the QCD sector, to \( SU(2)_L \times SU(2)_R \times SU(4) \).

Thus, the NCG-superconnection formalism already requires the extension of the SM gauge group to that of the left-right symmetric model (LRSM), or that of Pati-Salam [195]. Here, we will take a look at some of the phenomenological consequences of a NCG-superconnection motivated LRSM, in anticipation of the start of the upgraded LHC program in 2015, and various experiments at the intensity frontier which will be able to constrain new physics via rare decay processes.

This chapter is organized as follows. In section 2.2, we first review the \( su(2/1) \) superconnection approach to the SM. We follow the bottom-up approach of Ne’eman et al. [129, 164, 173], Coquereaux et al. [120], and Haussling et al. [121], in which we start with the superconnection and build up the theory around it. This review goes into some pedagogical detail, and also shows where the Higgs mass prediction of \( \sim 170 \text{ GeV} \) comes from. In section 2.3, we extend the formalism developed in section 2.2 to the \( su(2/2) \) superconnection into which the LRSM gauge group \( SU(2)_L \times SU(2)_R \times U(1)_{B-L} \) is embedded. Again, the model is reviewed in some detail to clearly present the assumptions that go into its construction, and the resulting predictions including that of the Higgs mass. Section 2.4 discusses how fermion masses and mixings can be incorporated into the model. Section 2.5 discusses whether the new particles predicted by the \( su(2/2) \) superconnection motivated LRSM are accessible at the LHC and other experiments. Section 2.6 concludes with a summary of what was discovered, a review of the remaining questions, and some speculation on what all this could mean. The review of the Spectral SM of Connes et al. is relegated to a subsequent paper [162].

\footnote{Coincidentally, the analysis of possible string compactifications by Dienes [196] also finds frequent occurrence of the Pati-Salam group.}
2.2 The $su(2/1)$ Superconnection Formalism of the Standard Model

We begin by reviewing the $su(2/1)$ superconnection formalism of Ne’eman et al. [129, 164, 173], supplemented by the matrix derivative of Coquereaux et al. [120] and Haussling et al. [121], and some of our own observations. This will be done in some detail to dispel many misconceptions that exist concerning the formalism, while at the same time to expose its weaknesses. For a pedagogical introduction to superconnections, we point the reader to Ref. [171] by Sternberg.

2.2.1 Superalgebras

Let $K$ be a field such as $\mathbb{R}$ or $\mathbb{C}$. A superalgebra $A$ over $K$ is a vector space over $K$ with a direct sum decomposition

$$A = A_0 \oplus A_1,$$

(2.3)

together with a bilinear multiplication $A \times A \to A$ such that

$$A_i \cdot A_j \subseteq A_{(i+j) \mod 2}.$$

(2.4)

The subscripts 0 and 1 of $A_0$ and $A_1$ are known as the ‘grading’ of each space and its elements. The above relation indicates that when two elements of $A$ are multiplied together, the gradings of the elements add as elements of the group $\mathbb{Z}_2$. Consequently, superalgebras are also known as $\mathbb{Z}_2$-graded algebras. If we call the elements of $A_0$ and $A_1$ respectively ‘even’ and ‘odd,’ then $A_i \cdot A_j \subseteq A_{(i+j) \mod 2}$ means that

$$\begin{align*}
\text{even} \cdot \text{even} &= \text{even}, \\
\text{even} \cdot \text{odd} &= \text{odd}, \\
\text{odd} \cdot \text{even} &= \text{odd}, \\
\text{odd} \cdot \text{odd} &= \text{even}.
\end{align*}$$

(2.5)

Some texts use the symbols + and − instead of 0 and 1 for the $\mathbb{Z}_2$ gradings

$$A = A_+ \oplus A_−,$$

(2.6)

so that

$$A_i \cdot A_j \subseteq A_{ij},$$

(2.7)

in which case Eq. (2.5) can also be written

$$\begin{align*}
+ \cdot + &= +, \\
+ \cdot − &= −, \\
− \cdot + &= −, \\
− \cdot − &= +,
\end{align*}$$

(2.8)

and the analogy with regular multiplication is manifest. Here, we will stick to 0 and 1 for notational convenience.
2.2.2 The Commutative Superalgebra of Differential Forms

Consider the vector space of differential forms $\Omega(M)$ on the manifold $M$, which decomposes as:

$$\Omega(M) = \Omega_0(M) \oplus \Omega_1(M),$$  \hspace{1cm} (2.9)

where

$$\begin{align*}
\Omega_0(M) &= \bigoplus_{n=\text{even}} \Omega^n(M), \\
\Omega_1(M) &= \bigoplus_{n=\text{odd}} \Omega^n(M). 
\end{align*}$$  \hspace{1cm} (2.10)

Here, $\Omega^n(M)$ is the vector space of $n$-forms on $M$. $\Omega_0(M)$ is the vector space of even-order differential forms, while $\Omega_1(M)$ is the vector space of odd-order differential forms. $\Omega(M) = \Omega_0(M) \oplus \Omega_1(M)$ is a superalgebra under the wedge product $\wedge$ since, clearly,

$$\Omega^i(M) \wedge \Omega^j(M) \subseteq \Omega^{i+j}(M) \mod 2$$  \hspace{1cm} (2.11)

implies

$$\Omega_i(M) \wedge \Omega_j(M) \subseteq \Omega_{(i+j)\mod 2}(M).$$  \hspace{1cm} (2.12)

Furthermore, for any $a, b \in \Omega(M)$ with definite gradings $|a|$ and $|b|$, we have

$$a \wedge b = (-1)^{|a||b|} b \wedge a,$$  \hspace{1cm} (2.13)

that is,

$$a \wedge b - (-1)^{|a||b|} b \wedge a = 0.$$  \hspace{1cm} (2.14)

For generic superalgebras, when

$$a \cdot b - (-1)^{|a||b|} b \cdot a = 0,$$  \hspace{1cm} (2.15)

the superalgebra is said to be commutative. Thus, $\Omega(M)$ is a commutative superalgebra.

2.2.3 The Lie Superalgebra $su(2/1)$

Formally, a Lie superalgebra is a superalgebra whose product $a \cdot b$ satisfies the relations

$$\begin{align*}
a \cdot b &= -(-1)^{|a||b|} b \cdot a, \\
a \cdot (b \cdot c) &= (a \cdot b) \cdot c + (-1)^{|a||b|} b \cdot (a \cdot c).
\end{align*}$$  \hspace{1cm} (2.16)

Elements of the real Lie superalgebra $su(N/M)$ are represented by $(N + M) \times (N + M)$ supertraceless Hermitian matrices of the form $[177, 178]$

$$\mathcal{H} = \begin{bmatrix} H^{(N)} & \theta \\ \theta^t & H^{(M)} \end{bmatrix} = \underbrace{\begin{bmatrix} H^{(N)} & 0 \\ 0 & H^{(M)} \end{bmatrix}}_{\mathcal{H}_0} + \begin{bmatrix} 0 & \theta \\ \theta^t & 0 \end{bmatrix},$$
where $H^{(N)}$ and $H^{(M)}$ are, respectively, $N \times N$ and $M \times M$ Hermitian matrices and constitute the even (grading 0) part of the superalgebra, while $\theta$ ($\theta^\dagger$) is an $N \times M$ ($M \times N$) matrix and constitutes the odd (grading 1) part. The ‘supertrace’ of $\mathcal{H}$ is defined as

$$\text{STr} \mathcal{H} = \text{Tr} H^{(N)} - \text{Tr} H^{(M)},$$

and the elements of $su(N/M)$ all have vanishing supertrace. Note that the traceless parts of $H^{(N)}$ and $H^{(M)}$ respectively generate $SU(N)$ and $SU(M)$, while the non-vanishing trace part generates $U(1)$. Therefore, the even part of the $su(N/M)$ superalgebra generates $SU(N) \times SU(M) \times U(1)$ upon exponentiation.

The product of $X,Y \in su(N/M)$ in the matrix representation is given by

$$\begin{align*}
\frac{1}{i} [X, Y] & \quad \text{if } |X||Y| = 0, \\
\{ X, Y \} & \quad \text{if } |X||Y| = 1,
\end{align*}$$

where $[\ast, \ast]$ and $\{\ast, \ast\}$ respectively denote the standard commutator and anti-commutator between two matrices. Note that the factor of $i^{-1}$ for the $|X||Y| = 0$ case is necessary to render the product Hermitian. Ref. [121] denotes the two cases collectively as

$$\frac{1}{i} [X, Y]_s$$

where $[X, Y]_s$ is the ‘supercommutator.’ Given the even-odd decompositions $X = X_0 + X_1$ and $Y = Y_0 + Y_1$, it is defined as [121]

$$\begin{align*}
[X, Y]_s &= [X_0 + X_1, Y_0 + Y_1]_s \\
&= [X_0, Y_0] + [X_0, Y_1] + [X_1, Y_0] + i \{ X_1, Y_1 \}.
\end{align*}$$

In the literature, the supercommutator is also defined as

$$[X, Y]_s = XY - (-1)^{|X||Y|} YX,$$

which, when written out explicitly, reads

$$\begin{align*}
[X, Y]_s &= [X_0 + X_1, Y_0 + Y_1]_s \\
&= [X_0, Y_0] + [X_0, Y_1] + [X_1, Y_0] + \{ X_1, Y_1 \}.
\end{align*}$$

Though we will be using the first definition to express multiplication in Lie superalgebras, we will also have a use for the latter definition later in the text, so we request the reader to keep
in mind that the $i$ in front of the anti-commutator terms may or may not be there depending on the context. It is straightforward to check that both definitions of the supercommutator satisfy Eq. (2.16), that is:

$$
[X, Y]_s = -(-1)^{|X||Y|} [Y, X]_s ,
$$

$$
[X, [Y, Z]]_s = [[[X, Y]_s, Z]]_s + (-1)^{|X||Y|} [Y, [X, Z]]_s .
$$

(2.24)

Let us look at a specific case. The Lie superalgebra $su(2/1)$ is the algebra of $3 \times 3$ super-traceless Hermitian matrices, the basis for which can be chosen as

$$
\lambda^i_s = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \lambda^s_1 = \begin{bmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \lambda^s_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{bmatrix},
$$

$$
\lambda^s_4 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix}, \quad \lambda^s_5 = \begin{bmatrix} 0 & 0 & -i \\ i & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \lambda^s_6 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix},
$$

$$
\lambda^s_7 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{bmatrix}, \quad \lambda^s_8 = \frac{1}{\sqrt{3}} \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -2 \end{bmatrix}.
$$

(2.25)

These are the usual $su(3)$ Gell-mann matrices except for the eighth ($\lambda^s_8$) due to the requirement of vanishing supertrace. Of these, $\lambda^s_1, \lambda^s_2, \lambda^s_3, \lambda^s_8$ span the even part of the superalgebra while $\lambda^s_4, \lambda^s_5, \lambda^s_6, \lambda^s_7$ span the odd part. They close under commutation and anti-commutation relations as [164]

$$
\frac{1}{i} [\lambda^s_i, \lambda^s_j] = 2 f_{ijk} \lambda^s_k ,
$$

$$
[\lambda^s_i, \lambda^s_8] = 0 ,
$$

$$
\frac{1}{i} [\lambda^s_i, \lambda^s_m] = 2 f_{ilm} \lambda^s_l ,
$$

$$
\frac{1}{i} [\lambda^s_8, \lambda^s_m] = 2 f_{8ml} \lambda^s_l ,
$$

$$
\{\lambda^s_m, \lambda^s_n\} = 2 d_{mnk} \lambda^s_k - \sqrt{3} \delta_{mn} \lambda^s_8 ,
$$

(2.26)

where $i, j, k$ denote the even indices 1, 2, 3, 8 and $m, n, l$ denote the odd indices 4, 5, 6, 7. The $f$'s and the $d$'s are the same as the $su(3)$ structure constants defined in Ref. [197]. Note that the odd matrices close into the even ones under anti-commutation (instead of commutation), which is the main difference from the $su(3)$ case. Note also that we have chosen to normalize the above matrices, including $\lambda^s_8$, in the usual way

$$
\text{Tr}(\lambda^s_a \lambda^s_b) = 2 \delta_{ab} ,
$$

(2.27)

and not via the supertrace.
2.2.4 Tensor Product of Superalgebras

If $A$ and $B$ are superalgebras, then the tensor product $A \otimes B$ is also a superalgebra under the multiplication

$$(a \otimes b) \cdot (a' \otimes b') \equiv (-1)^{|b||a'|}(a \cdot a') \otimes (b \cdot b') , \quad (2.28)$$

where $a, a' \in A$ and $b, b' \in B$. In constructing this product, elements of $A$ and $B$ are assumed to (super)commute, cf. Eq. (2.15). The grading of the element $a \otimes b \in A \otimes B$ is given by

$$|a \otimes b| = |a| + |b| \mod 2 , \quad (2.29)$$

and the even-odd decomposition $A \otimes B = (A \otimes B)_0 \oplus (A \otimes B)_1$ is

$$(A \otimes B)_0 = (A_0 \otimes B_0) \oplus (A_1 \otimes B_1) , \quad (2.30)$$

$$(A \otimes B)_1 = (A_0 \otimes B_1) \oplus (A_1 \otimes B_0) ,$$

where $A = A_0 \oplus A_1$ and $B = B_0 \oplus B_1$.

In particular, the tensor product of a commutative superalgebra of differential forms $\Omega(M)$ and a Lie superalgebra $L$ is again a Lie superalgebra with product

$$[a \otimes X, b \otimes Y]_S = (-1)^{|X||b|}(a \wedge b) \otimes [X, Y]_S , \quad (2.31)$$

where $a, b \in \Omega(M)$ and $X, Y \in L$. The tensor product $\Omega(M) \otimes L$ is the space of $L$ valued differential forms.

2.2.5 Superconnection

Just as the gauge connection in QCD is given by $G = i \sum_{a=1}^8 G_a \lambda_a$, where $G_a = G_a^\mu dx_\mu$ are one-forms corresponding to the gluon fields, we construct the $su(2/1)$ superconnection $\mathcal{J}$ using the $\lambda^a$ matrices as\(^6\)

$$\mathcal{J} = i \sum_{a=1}^8 J_a \lambda^a = \sum_{i=1,2,3} J_i \lambda^i + \sum_{m=4,5,6,7} J_m \lambda^m . \quad (2.32)$$

For the terms multiplying the even $su(2/1)$ matrices, we make the identifications $J_i = W_i$ ($i = 1, 2, 3$) and $J_8 = B$, where $W_i = W_i^\mu dx_\mu$ and $B = B^\mu dx_\mu$ are respectively the one-form

\(^6\)We take the elements of $su(2/1)$ to be Hermitian, but the superconnection $\mathcal{J}$ and the supercurvature $\mathcal{F}$, to be defined in section 2.2.6, are taken to be anti-Hermitian.
fields corresponding to the $SU(2)_L$ and $U(1)_Y$ gauge fields. The terms multiplying the odd $su(2/1)$ matrices are identified with zero-form fields corresponding to the Higgs doublet:

\begin{align}
J_4 \mp iJ_5 &= \sqrt{2} \phi^\pm, \\
J_6 - iJ_7 &= \sqrt{2} \phi^0, \\
J_6 + iJ_7 &= \sqrt{2} \phi^{0*}.
\end{align}

(2.33) (2.34) (2.35)

Then, the superconnection can be written as

\[ \mathcal{J} = i \begin{bmatrix} \mathcal{W} - \frac{1}{\sqrt{3}} B \cdot 1_{2\times2} & \sqrt{2} \phi \\
\sqrt{2} \phi^\dagger & -\frac{2}{\sqrt{3}} B \end{bmatrix}, \]

(2.36)

where, $\mathcal{W} = W_i \tau_i$ (where $\tau_i$ are the Pauli matrices), and

\[ \phi = \begin{bmatrix} \phi^+ \\
\phi^0 \end{bmatrix}. \]

(2.37)

Note that the superconnection $\mathcal{J}$ is an odd element of $\Omega(M) \otimes su(2/1)$, where $M$ is the $(3+1)$ dimensional spacetime manifold. Though $\phi$ by itself is a zero-form, the superconnection $\mathcal{J}$ as a whole is actually a generalized one-form, the odd grading of $\lambda^m_m$ ($m = 4, 5, 6, 7$) supplying the extra grading associated with every application of the exterior derivative operator.

Note also that the one-forms $W_i = W_i^\mu dx_\mu$ and $B = B^\nu dx_\mu$ are dimensionless, so the zero-form $\phi$ which appears together with them in the superconnection must also be dimensionless. To give $\phi$ its usual mass dimension of one, some authors replace $\phi$ with $\phi/\mu$, where $\mu$ is a mass scale. However, for notational simplicity we will not do this. We request the reader to assume that, not just $\phi$, but all dimensionful quantities are multiplied by the appropriate (but invisible) powers of $\mu$ to make them dimensionless, e.g., $B^\nu \rightarrow B^\nu/\mu, dx^\nu \rightarrow \mu dx^\nu$. In particular, the Hodge dual should not change the dimension of the operand: $*1 = \mu^4 d^4x$, $*(\mu dx^\nu) = \frac{1}{6} \mu^3 \varepsilon^{\kappa\lambda\mu\nu} dx_\kappa \wedge dx_\lambda \wedge dx_\mu$, etc. Once all the dust has settled, the powers of $\mu$ will disappear from the final expression for the action, and we will then be free to think of all quantities to have their usual dimensions.

As stated in the introduction, we are considering a model space consisting of two $3+1$ dimensional branes separated by a gap. We interpret the even part of the superconnection $\mathcal{J}$ as connecting points within the two $3+1$ dimensional branes, the one-form $\mathcal{W} - \frac{1}{\sqrt{3}} B \cdot 1_{2\times2}$ acting on the left-handed brane, and the one-form $-\frac{2}{\sqrt{3}} B$ acting on the right. The zero-form $\sqrt{2} \phi$ connects the left-handed brane to the right, and $\sqrt{2} \phi^\dagger$ the right-handed brane to the left.
2.2.6 Supercurvature

Extension of the Exterior Derivative

In usual differential geometry, the curvature of the connection $\omega$ is given by $(d\omega) + \omega \wedge \omega$, and in QCD the curvature of the gauge connection $G$ is given by $F_G = (dG) + \frac{1}{2}[G, G]$. We would like to calculate the supercurvature from the superconnection $\mathcal{J}$ via the analogous expression

$$\mathcal{F} = (d_S \mathcal{J}) + \frac{1}{2} [\mathcal{J}, \mathcal{J}]_S ,$$

(2.38)

where $d_S$ is the extension of the usual exterior derivative operator $d$ to the superalgebra $\Omega(M) \otimes su(2/1)$. Let us define it.

The exterior derivative operator $d = dx^\mu \wedge \partial_\mu$ is a map from $\Omega^i(M)$ to $\Omega^{i+1}(M)$:

$$\Omega^i(M) \xrightarrow{d} \Omega^{i+1}(M) ,$$

(2.39)

or in terms of the $\mathbb{Z}_2$-grading decomposition $\Omega(M) = \Omega_0(M) + \Omega_1(M)$, it maps from one grading to the other:

$$\Omega_0(M) \xleftarrow{d} \Omega_1(M) .$$

(2.40)

Since it changes the $\mathbb{Z}_2$ grading of differential forms by 1, it carries grading 1 itself. Its characteristic properties are that it satisfies the super-Leibniz rule

$$d(a \wedge b) = (da) \wedge b + (-1)^{|a|}a \wedge (db) .$$

(2.41)

and that it is nilpotent:

$$d^2 = 0 .$$

(2.42)

The extension $d_S$ operating on $\Omega(M) \otimes su(2/1)$ should also be a grading-switching operator

$$[\Omega(M) \otimes su(2/1)]_0 \xleftarrow{d_S} [\Omega(M) \otimes su(2/1)]_1 ,$$

(2.43)

and should possess the same properties of obeying the super-Leibniz rule and nilpotency. To this end, let us write

$$d_S = d + d_M ,$$

(2.44)

where

$$\Omega_0(M) \otimes su(2/1) \xleftarrow{d} \Omega_1(M) \otimes su(2/1) ,$$

$$\Omega(M) \otimes su(2/1)_0 \xleftarrow{d_M} \Omega(M) \otimes su(2/1)_1 ,$$

(2.45)

that is, $d$ switches the grading of the $\Omega(M)$ part while $d_M$ switches the grading of the $su(2/1)$ part, and consider the two operators separately. Since the operators themselves have grading 1 in $\Omega(M) \otimes su(2/1)$, they should anti-commute:

$$dd_M + d_M d = 0 .$$

(2.46)
From the model building perspective, the \( d \) operator generates translations within each of the two \( 3 + 1 \) dimensional branes while the ‘matrix derivative’ \( d_M \) \cite{120, 121} accounts for transitions between the two branes.

**The operator \( d \)**

We define the action of the operator \( d \) on \( a \otimes X \in \Omega(M) \otimes su(2/1) \) by

\[
d(a \otimes X) = (da) \otimes X .
\] (2.47)

It is straightforward to show that \( d \) satisfies the super-Leibniz rule given by

\[
d \left( [a \otimes X, b \otimes Y]_S \right) = [d(a \otimes X), b \otimes Y]_S + (-1)^{|a|+|X|} [a \otimes X, d(b \otimes Y)]_S .
\] (2.48)

Nilpotency \( d^2(a \otimes X) = 0 \) also follows immediately from \( (d^2a) = 0 \). From Eqs. (2.41) and (2.47), we infer

\[
d(a \otimes X) = [da - (-1)^{|a|}ad] \otimes X
= da \otimes X - (-1)^{|a|}ad \otimes X
= da \otimes X - (-1)^{|a|+|X|}a \otimes Xd ,
\] (2.49)

or using the second definition of the supercommutator, Eq. (2.23), we can write

\[
d(a \otimes X) = [d, a \otimes X]_S .
\] (2.50)

**The Matrix Derivative \( d_M \)**

Let us first find an operator \( d_M \) which acts on \( su(2/1) \) such that

\[
su(2/1)_0 \xleftarrow{d_M} su(2/1)_1
\] (2.51)

with the required properties. For \( X, Y \in su(2/1) \), the super-Leibniz rule demands

\[
(d_M[X, Y]_s) = [(d_MX), Y]_s + (-1)^{|X|}[X, (d_MY)]_s .
\] (2.52)

Comparing with the second line of Eq. (2.24), we see that such an operator can be realized as

\[
(d_MX) = i \left[ \eta, X \right]_s ,
\] (2.53)

\footnote{The supercommutator that appears here is that of the first definition, Eq. (2.21).}
where η is any odd element of su(2/1). It is clear that this operator switches the grading of X.

Nilpotency is more difficult to realize and how it is treated is an important consideration of the entire formalism. It was shown in Ref. [121] that for a generic Lie superalgebra su(N/M), demanding $d_M^2(X) = 0$ with $d_M$ defined as above for all $X \in su(N/M)$ leads to the condition $N = M$. Indeed, since η is an odd element of su(N/M) it has the form

$$\eta = \begin{bmatrix} 0_{N \times N} & \zeta \\ \zeta^\dagger & 0_{M \times M} \end{bmatrix}$$

(2.54)

where ζ is an $N \times M$ matrix. To impose ($d_M^2X = 0$) we must have

$$(d_M^2X) = -[\eta, [\eta, X]_s]_s = -i[\eta^2, X] = 0,$$

(2.55)

which means that

$$\eta^2 = \begin{bmatrix} \zeta\zeta^\dagger & 0_{N \times M} \\ 0_{M \times N} & \zeta^\dagger\zeta \end{bmatrix}$$

(2.56)

must commute with all elements of su(N/M). This requires $\eta^2$ to be a multiple of a unit matrix, that is

$$\zeta\zeta^\dagger = v^2 1_{N \times N}, \quad \zeta^\dagger\zeta = v^2 1_{M \times M},$$

(2.57)

with $v^2$ a constant, which is possible only when $N = M$.

Because of this, Coquereaux et al. in Ref. [120] work in 4 dimensions by adding an extra row and column of zeroes to the su(2/1) matrices to make them into $4 \times 4$ su(2/2) matrices. The η-matrix for su(2/2) will have the form of Eq. (2.54) with ζ a multiple of a $2 \times 2$ unitary matrix. The supercommutator of η and a generic su(2/1) matrix embedded into su(2/2) will have non-zero elements in the fourth row and fourth column, but these are dropped, projecting the result back into su(2/1).

Haussling et al. in Ref. [121] take a different approach and work in 3 dimensions throughout by dropping the fourth row and fourth column from the η matrix for su(2/2). Writing the first column of ζ as ξ, the η-matrix used in Ref. [121] is

$$\eta = \begin{bmatrix} 0_{2 \times 2} & \xi \\ \xi^\dagger & 0 \end{bmatrix},$$

(2.58)

where $\xi^\dagger\xi = v^2$. Since the condition $N = M$ is not met, $d_M$ defined with this η is not nilpotent.

Thus, to define a matrix derivative for su(2/1), one must either work in su(2/2) and project back into su(2/1), or forgo nilpotency. However, it turns out that, either way, the resulting

---

8In the representation, we use for su(2/2) in a later section, so it is more precise to say that Ref. [121] drops the third row and third column corresponding to the right-handed neutrino.
supercurvature and other physical quantities will be the same, so we will adopt the three
dimensional version, Eq. (2.58), in our definition of \( d_M \) on \( su(2/1) \).

We extend \( d_M \) acting on \( su(2/1) \) to \( d_M \) acting on \( \Omega(M) \otimes su(2/1) \) by defining the operation of \( d_M \) on \( a \otimes X \in \Omega(M) \otimes su(2/1) \) to be given by

\[
d_M(a \otimes X) = (-1)^{|a|}a \otimes (d_M X), \tag{2.59}
\]

which can also be written as

\[
d_M(a \otimes X) = [d_M, a \otimes X]_S, \tag{2.60}
\]

where the supercommutator here is that of Eq. (2.21). It is straightforward to show that \( d_M \)
satisfies the super-Leibniz rule.

**Short note on nilpotency**

At this point, we would like to bring to the reader’s attention the fact that the statements
\( d_M^2 = 0 \) and \( (d_M^2 X) = 0 \) are not equivalent. While the first guarantees the second, the
converse is not true. Indeed, using Eq. (2.24), we can rewrite Eq. (2.55) as

\[
(d_M^2 X) = [d_M, [d_M, X]_s]_s = \frac{1}{2}[[d_M, d_M]_s, X]_s, \tag{2.61}
\]

and we can make the identification

\[
\frac{1}{2}[d_M, d_M]_s = d_M^2 = -i\eta^2, \tag{2.62}
\]

where \( \eta^2 \) is a non-zero even element of \( su(N/M) \). For the \( N = M \) case, it becomes a
multiple of the unit matrix which constitutes the center of the superalgebra (\( \lambda^a_{15} \) in the case
of \( su(2/2) \) to be discussed later). Thus, it is not clear whether \( d_M \) as defined here truly
qualifies as a generalization of the ‘exterior derivative’ operator. Furthermore, whether \( d_M^2 \),
and consequently \( d_M^2 \), can be considered to vanish or not is an important consideration when
calculating the supercurvature, as we will see in the following.
Derivation of $\mathcal{F}$

Let us now look at the terms contributing to Eq. (2.38) one by one. $(d\mathcal{J})$ is simply

$$
(d\mathcal{J}) = i \left[ \frac{1}{\sqrt{3}} dB \cdot 1_{2 \times 2} - \frac{\sqrt{2}}{3} d\phi^i \right].
$$

(2.64)

while $(d_M \mathcal{J})$ is given by

$$
(d_M \mathcal{J}) = i \left[ \eta, \mathcal{J} \right]_S
$$

$$
= i \left[ -\sqrt{2} (\xi \phi^\dagger + \phi \xi^\dagger) i \left( \mathcal{W} \xi + \frac{1}{\sqrt{3}} B \xi \right) - \sqrt{2} (\xi^\dagger \phi + \phi^\dagger \xi) \right].
$$

(2.65)

To calculate the supercommutator of $\mathcal{J}$ with itself, we decompose $\mathcal{J}$ into two parts as

$$
\mathcal{J} = \left[ \begin{array}{c} \mathcal{W} - \frac{1}{\sqrt{3}} B \cdot 1_{2 \times 2} & 0_{2 \times 1} \\ 0_{1 \times 2} & -\frac{2}{\sqrt{3}} B \end{array} \right] + i \left[ \begin{array}{c} 0_{2 \times 2} & \sqrt{2} \phi \\ \sqrt{2} \phi^\dagger & 0 \end{array} \right],
$$

(2.66)

where the two subscripts refer to the gradings in $\Omega(M)$ and $su(2/1)$, respectively, in that order. Keeping in mind the product rule given in Eq. (2.31) for $\Omega(M) \otimes su(2/1)$, we find

$$
[\mathcal{J}_{10}, \mathcal{J}_{10}]_S = -2i \left[ \varepsilon_{ijk}(W_i \wedge W_j) \tau_k 0_{2 \times 1} \right],
$$

$$
[\mathcal{J}_{01}, \mathcal{J}_{01}]_S = -4i \left[ \phi \phi^\dagger 0_{2 \times 1} \phi^\dagger \phi \right],
$$

(2.67)

and

$$
[\mathcal{J}_{10}, \mathcal{J}_{01}]_S = [\mathcal{J}_{01}, \mathcal{J}_{10}]_S
$$

If the superconnection $\mathcal{J}$ is considered an element of $su(2/1) \otimes \Omega(M)$ instead of $\Omega(M) \otimes su(2/1)$, then the result of $d$ acting on $\mathcal{J}$ will be

$$
(d\mathcal{J}) = i \left[ \frac{1}{\sqrt{3}} dB \cdot 1_{2 \times 2} - \frac{\sqrt{2}}{3} d\phi^i \right].
$$

(2.63)

Note the minus signs on the off diagonal terms which results when $d$ commutes through the odd $su(2/1)$ matrix multiplying the zero-form fields. This choice is a matter of convention and does not affect the final results.

As mentioned in footnote 9, we are assuming that the supercurvature is an element of $\Omega(M) \otimes su(2/1)$, not $su(2/1) \otimes \Omega(M)$. The latter choice would reverse the signs of $[\mathcal{J}_{10}, \mathcal{J}_{01}]_S$ and $[\mathcal{J}_{01}, \mathcal{J}_{10}]_S$. Again, this is a matter of convention and does not affect the final result as long as the convention is consistently applied.
\[
\begin{bmatrix}
0_{2 \times 2} & i \left( \mathcal{W} \phi + \frac{1}{\sqrt{3}} B \phi \right) \\
-i \left( \phi^\dagger \mathcal{W} + \frac{1}{\sqrt{3}} \phi^\dagger B \right) & 0
\end{bmatrix}.
\]

(2.68)

Therefore,\(^{11}\)

\[
[\mathcal{J}, \mathcal{J}]_S = [\mathcal{J}_{10}, \mathcal{J}_{10}]_S + [\mathcal{J}_{10}, \mathcal{J}_{01}]_S + [\mathcal{J}_{01}, \mathcal{J}_{01}]_S
\]

\[
= 2i \begin{bmatrix}
-\varepsilon_{ijk} (W_i \wedge W_j) \tau_k - 2 \phi \phi^\dagger & + \sqrt{2} \mathcal{W} \phi + \left( i \mathcal{W} \xi + \frac{i}{\sqrt{3}} B \xi \right) \\
-\sqrt{2} i \left( \phi^\dagger \mathcal{W} + \frac{1}{\sqrt{3}} \phi^\dagger B \right) & -2 \phi^\dagger \phi
\end{bmatrix}.
\]

(2.69)

Putting everything together, the supercurvature reads as

\[
\mathcal{F} = \mathbf{d} \mathcal{J} + \mathbf{d}_M \mathcal{J} + \frac{1}{2} [\mathcal{J}, \mathcal{J}]_S
\]

\[
= i \begin{bmatrix}
F_W - \frac{1}{\sqrt{3}} F_B \cdot 1_{2 \times 2} - 2 \phi \phi^\dagger & - \sqrt{2} (\xi \phi^\dagger + \phi \xi^\dagger) & \sqrt{2} D \phi + \left( i \mathcal{W} \xi + \frac{i}{\sqrt{3}} B \xi \right) \\
\sqrt{2} (D \phi)^\dagger - \left( i \xi^\dagger \mathcal{W} + \frac{i}{\sqrt{3}} \xi^\dagger B \right) & -2 \sqrt{2} F_B - 2 \phi^\dagger \phi - \sqrt{2} \left( \xi^\dagger \phi + \phi^\dagger \xi \right)
\end{bmatrix}
\]

\[
= i \begin{bmatrix}
F_W - \frac{1}{\sqrt{3}} F_B \cdot 1_{2 \times 2} - 2 \hat{\phi} \hat{\phi}^\dagger & \xi \phi^\dagger + \xi \phi^\dagger & \sqrt{2} D \hat{\phi} \\
\sqrt{2} (D \hat{\phi})^\dagger & -2 \sqrt{2} F_B - 2 \hat{\phi} \hat{\phi} + v^2
\end{bmatrix},
\]

(2.70)

where we have introduced the shifted zero-form field

\[
\hat{\phi} = \phi + \frac{\xi}{\sqrt{2}},
\]

(2.71)

and

\[
D \phi = d \phi + \left( i \mathcal{W} \phi + \frac{i}{\sqrt{3}} B \phi \right),
\]

\(^{11}\) Instead of calculating the supercommutator \( \frac{1}{2} [\mathcal{J}, \mathcal{J}]_S \) as we have done here, some papers treat the superconnection \( \mathcal{J} \) as a super-endomorphism of a superspace and calculate the product \( \mathcal{J} \circ \mathcal{J} \), using the Ne’eman-Sternberg rule for supermatrix multiplication \([129, 171, 173]\):

\[
\begin{bmatrix}
A & C \\
D & B
\end{bmatrix} \circ \begin{bmatrix}
A' & C' \\
D' & B'
\end{bmatrix} = \begin{bmatrix}
A \wedge A' + (-1)^{|D'|} C \wedge D' & A \wedge C' + (-1)^{|B'|} C \wedge B' \\
(-1)^{|A'|} D \wedge A' + B \wedge D' & (-1)^{|C'|} D \wedge C' + B \wedge B'
\end{bmatrix}.
\]

The resulting supercurvature \( \mathcal{F} \) is not an element of \( \Omega(M) \otimes \mathfrak{su}(2/1) \), and the definition of the inner product of \( \mathcal{F} \) with itself must be changed accordingly in the calculation of the action. However, the resulting action turns out to be the same. The above multiplication rule is derived in Appendix A.1.
\[ D\hat{\phi} = d\hat{\phi} + \left( iW\hat{\phi} + \frac{i}{\sqrt{3}}B\hat{\phi} \right), \]
\[ F_W = (F_W)_k \tau_k = (dW_k - \epsilon_{ijk}W_i \wedge W_j) \tau_k, \]
\[ F_B = dB. \]  
\[  \text{(2.72)} \]

We have also used \( \xi^\dagger \xi = v^2 \).

Gauge Transformation Properties

Recall that, in the case of QCD, the curvature \( F_G = dG + \frac{1}{2}[G,G] \) transforms as
\[ F_G \rightarrow UF_GU^\dagger \]  
under \( SU(3) \) gauge transformations:
\[ U = \exp \left[ i \sum_{j=1}^{8} \theta_j \lambda_j \right]. \]  
\[  \text{(2.73)} \]

Let us see whether the supercurvature \( \mathcal{F} \) derived above transforms in an analogous fashion under \( SU(2)_L \times U(1)_Y \) gauge transformations generated by the even part of the \( su(2/1) \) superalgebra:
\[ U = \exp \left[ i \sum_{j=1}^{8} \theta_j \lambda_j \right] = \begin{bmatrix} u e^{-i\theta/\sqrt{3}} & 0_{2 \times 1} \\ 0_{1 \times 2} & e^{-2i\theta/\sqrt{3}} \end{bmatrix}, \]  
where
\[ u = \exp \left[ i \sum_{j=1,2,3} \theta_j \tau_j \right] \in SU(2)_L, \quad \theta = \theta_8. \]  
\[  \text{(2.74)} \]

The one-form gauge fields transform as
\[ \mathcal{W} \rightarrow u\mathcal{W}u^\dagger + i duu^\dagger, \]
\[ B \rightarrow B - d\theta. \]  
\[  \text{(2.77)} \]

For the zero-form field, we assume that it is the shifted field \( \hat{\phi} = \phi + \xi/\sqrt{2} \) which transforms as
\[ \hat{\phi} \rightarrow u e^{i\theta/\sqrt{3}} \hat{\phi}. \]  
\[  \text{(2.78)} \]

The interpretation is that \( \xi/\sqrt{2} \) is the vacuum expectation value (VEV) of \( \hat{\phi} \) and \( \phi \) is the fluctuation around that VEV. Then,
\[ F_W \rightarrow uF_Wu^\dagger, \]
\[ F_B \rightarrow F_B, \]
\[ D\hat{\phi} \rightarrow u e^{i\theta/\sqrt{3}} D\hat{\phi}. \]  
\[  \text{(2.79)} \]
Unfortunately, the $\xi \xi^\dagger$ term in the upper-left block of $F$ is a constant projection matrix which does not transform under gauge transformations. This term prevents $F$ from transforming analogously to Eq. (2.73) as $F \to U F U^\dagger$. Since this transformation law would guarantee the gauge invariance of the action, which we will derive in the next subsection, the lack of such a law is somewhat problematic (though, in fact, it is found that the problem cures itself in the sense that the action derived from this supercurvature is still manifestly gauge invariant).

In the following, we trace this problem back to the non-nilpotency of the matrix derivative $d_M$ in $su(2/1)$. However, this can already be seen by noticing that the problem would not exist if we could replace $\xi \xi^\dagger$ with $v^2 1_{2 \times 2}$.

**Covariant Derivative**

Given $d$, $d_M$, and the superconnection $J$, we can construct a covariant derivative operator via

$$D = d + d_M + J.$$  \hspace{1cm} (2.80)

Let $\alpha \in \Omega(M) \otimes su(2/1)$ be an object which gauge transforms as $\alpha \to \alpha' = U \alpha U^\dagger$. Then, $(d\alpha)$ transforms as

$$(d\alpha) \to (d\alpha')$$ $$= d(U \alpha U^\dagger)$$ $$= (dU)\alpha U^\dagger + U(d\alpha)U^\dagger + (-1)^{|\alpha|} U \alpha (dU^\dagger)$$ $$= (dU)U^\dagger \alpha' + U(dU^\dagger)(\alpha') + (-1)^{|\alpha'|} \alpha' U (dU^\dagger)$$ $$= (dU)U^\dagger \alpha' + U (dU^\dagger)(\alpha') - (-1)^{|\alpha'|} \alpha' (dU)U^\dagger$$ $$= \left[U dU^\dagger + (dU)U^\dagger, \alpha' \right]_S,$$ \hspace{1cm} (2.81)

and we can see that $d$ transforms as

$$d \to d' = U dU^\dagger + (dU)U^\dagger.$$ \hspace{1cm} (2.82)

On the other hand, from the gauge transformation properties we introduced in Eqs. (2.77) and (2.78), we can infer that the combination

$$d_M + J = i \eta + J$$ $$= i \left[W - \frac{1}{\sqrt{3}} B \cdot 1_{2 \times 2} \sqrt{2} \hat{\phi}^\dagger \begin{array}{c} \sqrt{2} \hat{\phi} \\ - \frac{2}{\sqrt{3}} B \end{array} \right],$$ \hspace{1cm} (2.83)

transforms as

$$d_M + J \to U(d_M + J)U^\dagger - (dU)U^\dagger.$$ \hspace{1cm} (2.84)

Therefore, the covariant derivative $D = d + d_M + J$ transforms as

$$D \to U D U^\dagger,$$ \hspace{1cm} (2.85)

and consequently, if $\alpha \to U \alpha U^\dagger$ then

$$(D\alpha) \to U(D\alpha)U^\dagger.$$ \hspace{1cm} (2.86)
Supercurvature from the Covariant Derivative

The supercurvature can be defined as the supercommutator of the covariant derivative with itself:

\[ F = \frac{1}{2} [\mathcal{D}, \mathcal{D}]_S = \frac{1}{2} [\mathbf{d}_S + \mathcal{J}, \mathbf{d}_S + \mathcal{J}]_S = \mathbf{d}_S^2 + (\mathbf{d}_S \mathcal{J}) + \frac{1}{2} [\mathcal{J}, \mathcal{J}]_S. \] (2.87)

From Eq. (2.85), we can infer that \( F \) gauge transforms as \( F \rightarrow U \mathcal{F} U^\dagger \).

In the above expression for \( F \), it is usually assumed that

\[ \mathbf{d}_S^2 = (\mathbf{d} + \mathbf{d}_M)^2 = \mathbf{d}_S^2 + \mathbf{d}_M^2 = 0, \] (2.88)

and the \( \mathbf{d}_S^2 \) term is dropped, recovering Eq. (2.38). However, we have found that the supercurvature calculated without the first term in the \( su(2/1) \) case did not gauge transform as \( F \rightarrow U \mathcal{F} U^\dagger \). This can be understood as due to the non-vanishing of \( \mathbf{d}_M^2 \), and the mixing of \( \mathbf{d}_M \) and \( \mathcal{J} \) under gauge transformations as shown in Eq. (2.84). Indeed, in the current case, \( \mathbf{d}_M^2 \) is represented by the matrix

\[ \mathbf{d}_M^2 = -i \eta^2 = -i \begin{bmatrix} \xi \xi^\dagger & 0 \\ 0 & \nu^2 \end{bmatrix}, \] (2.89)

which precisely cancels the problematic terms if added to Eq. (2.70):

\[ \mathcal{F} + \mathbf{d}_M^2 = i \begin{bmatrix} F_W - \frac{1}{\sqrt{3}} F_B \cdot 1_{2 \times 2} - 2 \hat{\phi} \hat{\phi}^\dagger & \sqrt{2} D \hat{\phi} \\ \sqrt{2} (D \hat{\phi})^\dagger & -2 \frac{2}{\sqrt{3}} F_B - 2 \hat{\phi}^\dagger \hat{\phi} \end{bmatrix}. \] (2.90)

Thus, keeping the \( \mathbf{d}_M^2 \) term will give us a supercurvature with the desired gauge transformation property. However, we nevertheless argue that the \( \mathbf{d}_M^2 \) term should be dropped. In the following, we calculate the action for \( \mathcal{F} \) of Eq. (2.70), without the addition of \( \mathbf{d}_M^2 \), and find that adding \( \mathbf{d}_M^2 \) will lead to inconsistencies which we would like to avoid.

Before continuing, we note that the situation is somewhat different in the \( su(2/2) \) case to be considered in section 2.3. There, the matrix derivative is nilpotent in the sense that \( (\mathbf{d}_M^2 X) = 0 \) for all \( X \in su(2/2) \), and \( \mathbf{d}_M^2 \propto \lambda_5^* = -\frac{1}{\sqrt{2}} 1_{4 \times 4} \) which belongs to the center of the superalgebra. Despite the mixing between \( \mathbf{d}_M \) and \( \mathcal{J} \) as given in Eq. (2.84), \( \mathbf{d}_M^2 \propto 1_{4 \times 4} \) is invariant under gauge transformations by itself and can be dropped without any ill effects.
2.2.7 Inner Product and the Action

In QCD, the action is given by the inner product of the gauge connection $F_G = dG + \frac{1}{2}[G, G]$ with itself:

$$S_{\text{QCD}} = \frac{1}{4} \langle F_G, F_G \rangle \, .$$  \hspace{1cm} (2.91)

Note that $F_G$ is an element of $\Omega(M) \otimes su(3)$. For $a, b \in \Omega(M)$ and $X, Y \in su(3)$, the inner product of the elements $a \otimes X$ and $b \otimes Y$ is given by

$$\langle a \otimes X, b \otimes Y \rangle = \langle a, b \rangle_{\Omega(M)} \langle X, Y \rangle_{su(3)} \, .$$  \hspace{1cm} (2.92)

The inner product in $su(3)$ is simply

$$\langle X, Y \rangle_{su(3)} = \text{Tr}(XY) \, .$$  \hspace{1cm} (2.93)

For $\Omega(M) = \bigoplus_{i=0}^{4} \Omega^i(M)$, the inner product in each of the subspaces $\Omega^i(M)$ is given by

$$\langle a_i, b_i \rangle_{\Omega^i(M)} = \int *a_i \wedge b_i \, ,$$  \hspace{1cm} (2.94)

where $*$ indicates the Hodge dual, that is:

$$\ast 1 = \frac{1}{24} \varepsilon^{\kappa\lambda\mu\nu} dx_\kappa \wedge dx_\lambda \wedge dx_\mu \wedge dx_\nu = d^4 x \, ,$$

$$\ast dx^\nu = \frac{1}{6} \varepsilon^{\kappa\lambda\mu\nu} dx_\kappa \wedge dx_\lambda \wedge dx_\mu \, ,$$

$$\ast(dx^\mu \wedge dx^\nu) = \frac{1}{2} \varepsilon^{\kappa\lambda\mu\nu} dx_\kappa \wedge dx_\lambda \, ,$$

$$\ast(dx^\lambda \wedge dx^\mu \wedge dx^\nu) = \varepsilon^{\kappa\lambda\mu\nu} dx_\kappa \, ,$$

$$\ast(dx^\kappa \wedge dx^\lambda \wedge dx^\mu \wedge dx^\nu) = \varepsilon^{\kappa\lambda\mu\nu} \, .$$  \hspace{1cm} (2.95)

where we assume the metric $g^{\mu\nu} = \text{diag}(1, -1, -1, -1)$ and $\varepsilon_{0123} = 1$. For $a, b \in \Omega(M)$, we decompose $a = \sum_i a_i$, $b = \sum_i b_i$, where $a_i, b_i \in \Omega^i(M)$, and define

$$\langle a, b \rangle_{\Omega(M)} = \sum_i \langle a_i, b_i \rangle_{\Omega^i(M)} = \int \sum_i *a_i \wedge b_i \, .$$  \hspace{1cm} (2.96)

In the case of $F_G$, which is an $su(3)$ valued two-form, we can write (with a slight abuse of notation)

$$\langle F_G, F_G \rangle = \int \text{Tr} [*F_G \wedge F_G] \, .$$  \hspace{1cm} (2.97)

Note that $\text{Tr}[*F_G \wedge F_G]$ is a real scalar-valued 4-form which is gauge invariant. This guarantees the Lorentz and gauge invariance of the action $S_{\text{QCD}}$. 
Let us rewrite the above action in terms of the field strength tensor. Since \( G = iG^a \lambda_a = i(G_\mu^a \, dx^\mu) \lambda_a \), we have

\[
F_G = dG + \frac{1}{2}[G, G] = i \left( G_\mu^a \, dx^\mu \wedge dx^\nu \right) \lambda_a ,
\]

\[
*F_G = \frac{i}{4} \left( G^b_{\rho\sigma} \varepsilon^{\rho\sigma\kappa\lambda} dx^\kappa \wedge dx^\lambda \right) \lambda_b ,
\]

with

\[
G_\mu^a = \partial_\mu G_\nu^a - \partial_\nu G_\mu^a + if^{abc} G_\mu^b G_\nu^c ,
\]

from which we find

\[
*F_G \wedge F_G = -\frac{1}{2} \left( G_\mu^a G_\nu^b \, d^4x \right) \lambda_a \lambda_b .
\]

Recalling the normalization \( \text{Tr}(\lambda_a \lambda_b) = 2 \delta_{ab} \) for the \( su(3) \) Gell-Mann matrices, we obtain

\[
\text{Tr} \left[ *F_G \wedge F_G \right] = -G_\mu^a G_\nu^a \, d^4x ,
\]

and therefore

\[
S_{\text{QCD}} = -\frac{1}{4} \int G_\mu^a G_\nu^a \, d^4x ,
\]

which is the more familiar form.

In an analogous fashion, let us write the action for \( F \), Eq. (2.70), as

\[
S = \frac{1}{4} \langle F, F \rangle_S .
\]

Note that \( F \) is an element of \( \Omega(M) \otimes su(2/1) \). For \( a, b \in \Omega(M) \) and \( X, Y \in su(2/1) \), the inner product of the elements \( a \otimes X \) and \( b \otimes Y \) is given by

\[
\langle a \otimes X, b \otimes Y \rangle_S = (-1)^{|b||X|} \langle a, b \rangle_{\Omega(M)} \langle X, Y \rangle_{su(2/1)} .
\]

The inner product in \( \Omega(M) \) is the same as before. For the inner product on \( su(2/1) \), we define it to be

\[
\langle X, Y \rangle_{su(2/1)} = \text{Tr}(XY) ,
\]

just as in \( su(3) \). Note that our use of a trace instead of a supertrace here in this definition has phenomenological significance. First, it would break any internal \( SU(2/1) \) symmetry that may exist, but maintain the diagonal \( SU(2)_L \times U(1)_Y \) gauge invariance. But, more significantly, it provides all the gauge boson kinetic terms with the correct signs, and also demands \( \phi \) to be bosonic (commuting) instead of fermionic (anti-commuting) to prevent the
φ-dependent terms in the action from vanishing. Had a supertrace been used, φ would have been required to be fermionic.\footnote{\textbf{12}We have been unable to find any mention in the literature of the connection between the choice of trace or supertrace in the inner product with the bosonic or fermionic nature of φ. Perhaps this is a new observation. Mathematically, the choice of trace or supertrace is related to the KO dimension of the cyclic (co-)homology. See, for example, Refs. [157, 189, 198] for a mathematical description.}

Unlike $F_G$ of QCD, $\mathcal{F}$ is a linear combination of $su(2/1)$ valued zero-, one-, and two-forms. Let us write

$$\mathcal{F} = \sum_{i=0}^{2} \mathcal{F}^i, \quad \text{(2.106)}$$

where $\mathcal{F}^i \in \Omega^i(M) \otimes su(2/1)$. Then,

$$\langle \mathcal{F}, \mathcal{F} \rangle_S = \int \text{Tr} \left[ \sum_{i=0}^{2} \ast \mathcal{F}^i \wedge \mathcal{F}^i \right] = \sum_{i=0}^{2} \langle \mathcal{F}^i, \mathcal{F}^i \rangle_S. \quad \text{(2.107)}$$

Explicitly, we have

$$\mathcal{F}^0 = i \begin{bmatrix} -2 \hat{\phi}^\dagger \hat{\phi} + \xi \xi^\dagger & 0_{2 \times 1} \\ 0_{1 \times 2} & -2 \hat{\phi}^\dagger \hat{\phi} + v^2 \end{bmatrix},$$

$$\mathcal{F}^1 = \sqrt{2} i \begin{bmatrix} 0_{2 \times 2} & (D \hat{\phi}) \\ (D \hat{\phi})^\dagger & 0 \end{bmatrix},$$

$$\mathcal{F}^2 = i \begin{bmatrix} F_W - \frac{1}{\sqrt{3}} F_B \cdot 1_{2 \times 2} & 0_{2 \times 1} \\ 0_{1 \times 2} & -\frac{2}{\sqrt{3}} F_B \end{bmatrix}, \quad \text{(2.108)}$$

and
Putting everything together, we find:

\[
\begin{align*}
\text{Tr} \left[ *\mathcal{F}^0 \wedge \mathcal{F}^0 \right] &= -\text{Tr} \left[ \begin{pmatrix} 0_{2 \times 1} & 0_{1 \times 2} \\ 0_{1 \times 2} & 0_{2 \times 1} \end{pmatrix} \right] \wedge \begin{pmatrix} 0_{2 \times 1} & 0_{1 \times 2} \\ 0_{1 \times 2} & 0_{2 \times 1} \end{pmatrix} \\
&= -8 \left( \hat{\phi}^\dagger \hat{\phi} - \frac{v^2}{2} \right)^2 d^4 x ,
\end{align*}
\]

\[
\begin{align*}
\text{Tr} \left[ *\mathcal{F}^1 \wedge \mathcal{F}^1 \right] &= +2 \text{Tr} \left[ \begin{pmatrix} 0_{2 \times 2} \\ 0_{1 \times 2} \end{pmatrix} \right] \wedge \begin{pmatrix} (D\hat{\phi})^\dagger \\ (D\hat{\phi}) \end{pmatrix} \\
&= +2 \text{Tr} \left[ \begin{pmatrix} (D\hat{\phi}) \wedge (D\hat{\phi})^\dagger \\ (D\hat{\phi})^\dagger \wedge (D\hat{\phi}) \end{pmatrix} \right] \\
&= +4 (D_{\mu}\hat{\phi})^\dagger (D^\mu \hat{\phi}) d^4 x ,
\end{align*}
\]

\[
\begin{align*}
\text{Tr} \left[ *\mathcal{F}^2 \wedge \mathcal{F}^2 \right] &= -\text{Tr} \left[ \begin{pmatrix} F_W - \frac{1}{\sqrt{3}} *F_B \cdot 1_{2 \times 2} & 0_{2 \times 1} \\ 0_{1 \times 2} & -\frac{1}{\sqrt{3}} *F_B \end{pmatrix} \right] \wedge \begin{pmatrix} F_W - \frac{1}{\sqrt{3}} *F_B \cdot 1_{2 \times 2} & 0_{2 \times 1} \\ 0_{1 \times 2} & -\frac{1}{\sqrt{3}} *F_B \end{pmatrix} \\
&= -\text{Tr} \left[ \begin{pmatrix} F_W \wedge F_W - \frac{1}{\sqrt{3}} (F_B \wedge F_W + *F_W \wedge F_B) + \frac{1}{3} *F_B \wedge F_B \cdot 1_{2 \times 2} & 0_{2 \times 1} \\ 0_{1 \times 2} & \frac{4}{3} *F_B \wedge F_B \end{pmatrix} \right] \\
&= -\left( F_{W\mu\nu} F_{W}^{\mu\nu} + F_{B\mu\nu} F_{B}^{\mu\nu} \right) d^4 x .
\end{align*}
\]

Notice that, when calculating the traces of the 0- and 1- form contributions, one respectively needs to commute \( \hat{\phi} \) through \( \hat{\phi}^\dagger \hat{\phi}^\dagger \), and \( (D\hat{\phi}) \) through \( (D\hat{\phi})^\dagger \), and \( \hat{\phi} \) must be bosonic to prevent the trace from vanishing.

Putting everything together, we find:

\[
S = \frac{1}{4} \langle \mathcal{F}, \mathcal{F} \rangle_S = \int d^4 x \left[ -\frac{1}{4} \left( F_{W\mu\nu} F_{W\mu\nu} + F_{B\mu\nu} F_{B\mu\nu} \right) + (D_{\mu}\hat{\phi})^\dagger (D^\mu \hat{\phi}) - V(\hat{\phi}, \hat{\phi}^\dagger) \right], 
\]

(2.110)

where

\[
\begin{align*}
F_{W\mu\nu} &= \partial_{\mu} W_{\nu} - \partial_{\nu} W_{\mu} + 2i \epsilon^{ijk} W_{\mu}^i W_{\nu}^j W_{\rho}^k , \\
F_{B\mu\nu} &= \partial_{\mu} B_{\nu} - \partial_{\nu} B_{\mu} , \\
D_{\mu}\hat{\phi} &= \partial_{\mu} \hat{\phi} - i (\tau \cdot \mathbf{W}_{\mu}) \hat{\phi} - \frac{i}{\sqrt{3}} B_{\mu\phi} .
\end{align*}
\]

(2.111)

and

\[
V(\hat{\phi}, \hat{\phi}^\dagger) = 2 \left( \hat{\phi}^\dagger \hat{\phi} - \frac{v^2}{2} \right)^2 .
\]

(2.112)
Note that the above action is manifestly $SU(2)_L \times U(1)_Y$ gauge invariant as required, even though $\mathcal{F}$ did not have the desired gauge transformation property. Furthermore, the Higgs potential is minimized when $\phi^\dagger \phi = v^2/2$, consistent with our assumption that

$$\langle \phi \rangle = \frac{\xi}{\sqrt{2}} ,$$

(2.113)

and that $\phi$ is the fluctuation around it. Had we used $\mathcal{F} + d_M^2$ instead of $\mathcal{F}$, the Higgs potential would have been $2(\hat{\phi}^\dagger \hat{\phi})^2$ and $\hat{\phi}$ would not have developed a VEV. So, for the consistency of the formalism, we will drop the $d_M^2$ term from our supercurvature.

The resulting model is quite interesting in that spontaneous symmetry breaking is built into the model from the beginning. The $\phi$ field appearing in the superconnection is already the fluctuation around a symmetry-breaking vacuum. In other words, as emphasized in Refs. [120, 121], the superconnection $\mathcal{J}$ already ‘knows’ about the breaking of the symmetry. Eq. (2.84) suggests that the development of the Higgs VEV can be interpreted as due to the separation of the matrix derivative $d_M$ from the superconnection $\mathcal{J}$, which would be the consequence of the two branes separating from each other. Thus, the spontaneous breaking of the gauge symmetry could be the result of the brane dynamics at work.

### 2.2.8 Symmetry Breaking

Let us analyze the model further. We take

$$\langle \hat{\phi} \rangle = \frac{\xi}{\sqrt{2}} = \frac{v}{\sqrt{2}} \begin{bmatrix} 0 \\ 1 \end{bmatrix} ,$$

(2.114)

so that

$$\langle \hat{\phi}^\dagger \tau^1 \hat{\phi} \rangle = \langle \hat{\phi}^\dagger \tau^2 \hat{\phi} \rangle = 0 , \quad \langle \hat{\phi}^\dagger \tau^3 \hat{\phi} \rangle = -\frac{v^2}{2} .$$

(2.115)

Then, the linear combinations

$$W^\pm = \frac{W^1 \mp W^2}{\sqrt{2}} , \quad Z = \frac{\sqrt{3} W^3 - B}{2}$$

(2.116)

obtain masses given by

$$M_W = v , \quad M_Z = \frac{2v}{\sqrt{3}} ,$$

(2.117)

while the linear combination

$$A = \frac{W^3 + \sqrt{3} B}{2}$$

(2.118)

remains massless and couples to

$$\frac{\lambda_3^s + \sqrt{3} \lambda_8^s}{2} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{bmatrix} = Q ,$$

(2.119)
which corresponds to the electromagnetic charge. Comparison with the SM will be made after the introduction of the coupling constant in the next subsection.

2.2.9 The Coupling Constants and the Value of \( \sin^2 \theta_W \)

The Higgs Quartic Coupling and the Higgs Mass

We introduce the \( SU(2)_L \) coupling constant \( g \) by rescaling the superconnection \( \mathcal{J} \), the action \( S \), and the matrix-derivative matrix \( \eta \) as

\[
\mathcal{J} \rightarrow \frac{g}{2} \mathcal{J}, \quad S \rightarrow \frac{g^2}{4} S, \quad \eta \rightarrow \frac{g}{2} \eta. \tag{2.120}
\]

Extracting the Lagrangian from the action, we find

\[
\mathcal{L} = -\frac{1}{4} F^i_{\mu \nu} F^i_{\mu \nu} - \frac{1}{4} F_{B \mu \nu} F_{B \mu \nu}
+ \left( D^\mu \hat{\phi} \right) \overleftarrow{\left( D^\mu \hat{\phi} \right)} - \frac{g^2}{2} \left( \hat{\phi}^\dagger \hat{\phi} - \frac{v^2}{2} \right)^2, \tag{2.121}
\]

with

\[
F^i_{\mu \nu} = \partial^i_{\mu} W^i_{\nu} - \partial^i_{\nu} W^i_{\mu} + i g^j_{ijk} W^j_{\mu} W^k_{\nu},
F_{B \mu \nu} = \partial^\mu B^\nu - \partial^\nu B^\mu, \quad D^\mu \hat{\phi} = \partial^\mu \hat{\phi} - \frac{ig}{2} (\sigma \cdot W) \hat{\phi} - i \frac{g}{2 \sqrt{3}} B^\mu \hat{\phi}. \tag{2.122}
\]

The Higgs quartic coupling, which we normalize to

\[
V(\hat{\phi}^\dagger, \hat{\phi}) = \lambda (\hat{\phi}^\dagger \hat{\phi})^2 + \cdots, \tag{2.123}
\]

can be read off from Eq. (2.121) to be

\[
\lambda = \frac{g^2}{2}. \tag{2.124}
\]

Rewriting the Higgs field \( \hat{\phi} \) as

\[
\hat{\phi} = \begin{bmatrix} \frac{\pi^+}{\sqrt{2}} \\ v + h + i \pi^0 \end{bmatrix}, \tag{2.125}
\]

we find

\[
V(\hat{\phi}^\dagger, \hat{\phi}) = \frac{1}{2} (2 \lambda v^2) h^2 + \cdots \tag{2.126}
\]

so the Higgs mass (at tree level) is

\[
M_h = \sqrt{2 \lambda} v = gv. \tag{2.127}
\]
**sin²θ_W from the Coupling to Higgs**

Since the Higgs doublet \( \hat{\phi} \) has hypercharge +1, we can make the identification

\[
g' = \frac{g}{\sqrt{3}} ,
\]

so that

\[
D_\mu \hat{\phi} = \partial_\mu \hat{\phi} - ig2 (\tau \cdot W_\mu) \hat{\phi} - ig'2 B_\mu \hat{\phi} .
\]

Also, after symmetry breaking, the photon field \( A \) couples to \((g/2)Q\), where \( Q \) is given in Eq. (2.119). Therefore,

\[
e = \frac{g}{2} = g \sin \theta_W .
\]

This relation can also be confirmed from the matching condition of the gauge couplings:

\[
\frac{1}{e^2} = \frac{1}{g^2} + \frac{1}{g'^2} = \frac{4}{g^2} .
\]

Thus, this formalism predicts

\[
\sin^2 \theta_W = \frac{g'^2}{g^2 + g'^2} = \frac{e^2}{g^2} = \frac{1}{4} .
\]

Using \( g \) and \( g' \), the masses of the \( W \) and \( Z \) we listed earlier in Eq. (2.117) can be written

\[
M_W = \frac{g v}{2} , \quad M_Z = \frac{\sqrt{g^2 + g'^2} v}{2} ,
\]

while the linear combinations of \( W^3 \) and \( B \) that constitute the \( Z \) and the photon listed in Eqs. (2.116) and (2.118) can be written

\[
Z = W^3 \cos \theta_W - B \sin \theta_W ,
\]

\[
A = W^3 \sin \theta_W + B \cos \theta_W ,
\]

just as in the SM. Note that, together with Eq. (2.127), this model predicts

\[
\frac{M_h}{M_W} = 2 .
\]

This is clearly problematic, since it leads to the prediction \( M_h \approx 160 \text{GeV} \). However, we could argue that these tree level predictions are those that are valid at the scale at which the SM emerges from the underlying NCG theory. The question is whether renormalization group running from this emergence scale to the electroweak scale will cure the Higgs mass. This will be addressed in the next subsection.
sin^2 \theta_W \text{ from the Coupling to Fermions}

The value of sin^2 \theta_W can also be checked by looking at the gauge couplings of the fermions [164]. The interaction of the leptons with the $SU(2)_L \times U(1)_Y$ gauge bosons in the SM is given by

$$-\mathcal{L}^\text{SM}_\ell = \frac{g}{2} (\bar{\ell}_L \gamma^\mu \tau_i \ell_L) W^i_\mu - \frac{g'}{2} (\bar{\ell}_L \gamma^\mu \ell_L + 2 \bar{\ell}_R \gamma^\mu \ell_R) B_\mu,$$

(2.136)

where

$$\ell_L = \begin{bmatrix} \nu_L \\ \ell^-_L \end{bmatrix}, \quad \ell_R = \ell^-_R.$$

(2.137)

In the $su(2/1)$ embedding, we demand invariance only under transformations generated by the even part of the superalgebra, which leads to the interaction

$$\mathcal{L}_\ell^\text{even} = -\frac{g}{2} \sum_{i=1,2,3,8} (\bar{\psi} \gamma^\mu \lambda_i^a \psi) J^i_\mu$$

(2.138)

where

$$\psi = \begin{bmatrix} \ell_L \\ \ell_R \end{bmatrix} = \begin{bmatrix} \nu_L \\ \ell^-_L \\ \ell^-_R \end{bmatrix}$$

(2.139)

is a triplet under $su(2/1)$, and $J^i_\mu$ is the vector field associated with the one-form $J^i = J^i_\mu dx^\mu$. Recalling that $J^{1,2,3}_\mu$ are identified with $W^{1,2,3}_\mu = W^{1,2,3}_\mu dx^\mu$, while $J^8$ is identified with $B = B_\mu dx^\mu$, this interaction can be written out as

$$-\mathcal{L}_\ell^\text{even} = \frac{g}{2} (\bar{\ell}_L \gamma^\mu \tau_i \ell_L) W^i_\mu - \frac{g}{2\sqrt{3}} (\bar{\ell}_L \gamma^\mu \ell_L + 2 \bar{\ell}_R \gamma^\mu \ell_R) B_\mu.$$

(2.140)

Comparing Eqs. (2.136) and (2.140) we reproduce Eq. (2.128).

Here the requirement of $SU(2)_L \times U(1)_Y$ gauge invariance was used to determine the couplings between the even part of the $su(2/1)$ superconnection and the fermion fields. The couplings between the odd part of the superconnection, namely the Higgs doublet $\phi$, and the fermion fields must reproduce the SM Yukawa couplings. How these can be accommodated within the superconnection formalism will be discussed in section 2.4.

### 2.2.10 The Emergence Scale and the Higgs Boson Mass from $su(2/1)$

Let us now address the prediction for the Higgs mass including radiative corrections. In what follows, we assume the relation

$$\frac{M^2_h}{M^2_W} = \frac{8\lambda}{g^2}$$

(2.141)
to be invariant under renormalization group flow, and follow the evolutions of the coupling constants $\lambda$ and $g$ assuming the SM particle content below the scale at which the SM emerges from some underlying NCG theory.

The renormalization group equation (RGE) for $\lambda$ is coupled to those of the fermion Yukawa couplings, of which we only take that of the top quark to be relevant. The RGE’s for $\lambda$ and the top Yukawa coupling $h_t$ are [199]

$$
\begin{align*}
\mu \frac{dh_t}{d\mu} &= \frac{h_t}{(4\pi)^2} \left[ \frac{9}{2} h_t^2 - \left( \frac{17}{12} g^2 + \frac{9}{4} g_s^2 + 8 g_s^2 \right) \right], \\
\mu \frac{d\lambda}{d\mu} &= \frac{1}{(4\pi)^2} \left[ 12 h_t^2 - (3g^2 + 9g_s^2) \right] \lambda - 6h_t^4 \\
&+ 24\lambda^2 + \frac{3}{8} \left( g^4 + 2g^2 g_s^2 + 3g_s^4 \right) \right],
\end{align*}
$$

(2.142)

where $g'$, $g$, and $g_s$ are the $U(1)_Y$, $SU(2)_L$ and $SU(3)_c$ coupling constants, respectively, and the top Yukawa coupling $h_t$ is normalized to

$$
m_t = \frac{h_t v}{\sqrt{2}}. 
$$

(2.143)

The most recent value of the top quark mass is $m_t = 173.21 \pm 0.51 \pm 0.71$ GeV [1].

We follow Ref. [164] to find the boundary condition on $\lambda$. To fix the scale of emergence $\Lambda_s$ of the $su(2/1)$ structure, we look for the scale at which the relation $g = \sqrt{3}g'$ (i.e., $\sin^2 \theta_W = 1/4$) holds. We use the 1-loop relations

$$
\frac{1}{[g_i(\Lambda_s)]^2} = \frac{1}{[g_i(\Lambda_0)]^2} - 2b_i \ln \frac{\Lambda_s}{\Lambda_0} \quad (i = 1, 2, 3) \quad (2.144)
$$

where $g_1 = g'$, $g_2 = g$, $g_3 = g_s$, and the respective constants $b_i$ read as [200]:

$$
\begin{align*}
 b_1 &= \frac{1}{16\pi^2} \left( \frac{20 n_f}{9} + \frac{n_H}{6} \right), \\
 b_2 &= -\frac{1}{16\pi^2} \left( \frac{4 n_f}{3} - \frac{n_H}{6} + \frac{22}{3} \right), \\
 b_3 &= -\frac{1}{16\pi^2} \left( \frac{4 n_f}{3} + 11 \right).
\end{align*}
$$

(2.145)

We will only need to look at the runnings of $g_1$ and $g_2$ to find $\Lambda_s$, but will also need to look at the running of $g_3$ in the RGE’s listed in Eq. (2.142). Setting the number of fermion families to $n_f = 3$, and the number of Higgs doublets to $n_H = 1$, we have

$$
\begin{align*}
 b_1 &= \frac{1}{16\pi^2} \left( \frac{41}{6} \right), \\
 b_2 &= \frac{1}{16\pi^2} \left( -\frac{19}{6} \right), \\
 b_3 &= -\frac{7}{16\pi^2}.
\end{align*}
$$

(2.146)
The numerical values of the coupling constants at the scale $\Lambda_0 = M_Z$ are given in Ref. [1] as $\alpha^{-1}_1(M_Z) = 98.36$, $\alpha^{-1}_2(M_Z) = 29.58$, and $\alpha^{-1}_3(M_Z) = 8.45$, where $\alpha_i^{-1} = 4\pi/g_i^2$. Note that $\alpha^{-1}_1(M_Z)/\alpha^{-1}_2(M_Z) = 3.325$. Running this ratio up to where $\alpha^{-1}_1(\Lambda_s)/\alpha^{-1}_2(\Lambda_s) = 3$, we find the scale of emergence to be

$$\Lambda_s \simeq 4 \text{ TeV}.$$  \hspace{1cm} (2.147)

Since this is the energy where the structure associated with $su(2/1)$ emerges, the constraint Eq. (2.124), $\lambda = g_2^2/2$, is also expected to hold at this energy. This predicts the Higgs mass value as $M_h = 2M_W \simeq 160$ GeV, which should also be interpreted as the Higgs mass value at $\Lambda_s \simeq 4$ TeV. Using Eq. (2.142) with the boundary conditions $\lambda = g_2^2/2$ at 4 TeV and $h_t = \sqrt{2m_t/v}$ at $M_Z$, we find $\lambda(M_Z) \simeq 0.24$ (Fig. 2.1) and

$$M_h(M_Z) \simeq 170 \text{ GeV}.$$  \hspace{1cm} (2.148)

Thus, the predicted Higgs mass is incorrect and it cannot be remedied within the $su(2/1)$ superconnection framework. However, as we will show in the next section, lowering it to 126 GeV can be realized in the $su(2/2)$ extension which predicts the emergence of the left-right symmetric model (already broken to the SM) at the TeV scale.

Figure 2.1: The behavior of the top Yukawa coupling ($h_t$), which is represented as the dashed line, and the Higgs quartic coupling ($\lambda$).

### 2.2.11 $su(2/1)$ Summary

In this section, we have reviewed the $su(2/1)$ superconnection formalism into which the SM is embedded in some detail, including some sticking points, and looked at its predictions. The embedding enforces the relations $\sin^2 \theta_W = 1/4$ and $\lambda = g_2^2/2$. The first is valid at the scale of $\Lambda_s \sim 4$ TeV, which we interpret as the scale at which the $su(2/1)$ formalism emerges from a yet unknown underlying NCG theory. Assuming the second relation is also valid at that scale, we obtain $M_h \sim 170$ GeV as the prediction for the Higgs mass.
Though the Higgs mass prediction is clearly problematic, the formalism has a couple of interesting and attractive features which deserve attention. First and foremost, we note that the generalized exterior derivative in the discrete direction, i.e., the matrix derivative, carries in it information on the Higgs VEV \( \langle \hat{\phi} \rangle = \xi/\sqrt{2} \). The zero-form field \( \phi \) which appears in the superconnection \( J \) is the fluctuation of \( \hat{\phi} \) around this VEV: \( \hat{\phi} = \langle \hat{\phi} \rangle + \phi \). Thus, the \( SU(2)_L \times U(1)_Y \) gauge symmetry is spontaneously broken to \( U(1)_{em} \) from the beginning, and there is, in fact, no need to shift the field from \( \phi \) to \( \hat{\phi} \), only to shift it back again to account for the physical degrees of freedom in the broken phase. Since the matrix derivative is necessitated by the existence of the discrete extra dimension, one could argue that it is the dynamical separation of the two branes itself that broke the symmetry and shifted the Higgs field. In other words, it is the dynamics of the discrete geometry of the two branes that is responsible for spontaneous symmetry breaking, and the Higgs field is just one manifestation of the phenomenon. This is in contrast to the usual SM point of view in which the Higgs dynamics is independent of any dynamics of the background geometry.

Second, since the formalism fails to predict the correct Higgs mass, it begs an extension to a formalism that would. This can be viewed as an advantage instead of a drawback of the model since it points us to new directions. As it has been pointed out in Ref. [155, 156, 163], an additional singlet scalar degree of freedom in the Higgs sector would mix with the Higgs boson to bring its mass down, and a simple way to introduce such a degree of freedom would be to extend the SM electroweak gauge group to \( SU(2)_L \times SU(2)_R \times U(1)_{B-L} \). In the superconnection formalism, this gauge group can be embedded into \( su(2/2) \). Thus, despite the absence of our understanding on how these structures arise from an underlying NCG theory, the data already suggest an extension from \( su(2/1) \) to \( su(2/2) \).

### 2.3 Embedding of the Left-Right Symmetric Model into \( su(2/2) \)

Given the limitations of the \( su(2/1) \) superconnection model outlined above, here we explore the possibility of using an \( su(2/2) \) superconnection to embed the SM electroweak gauge fields and the Higgs. The gauge group embedded will be \( SU(2)_L \times SU(2)_R \times U(1)_{B-L} \) with the same gauge couplings for \( SU(2)_L \) and \( SU(2)_R \). Thus, we are working with the left-right symmetric model (LRSM) [201–214]. We will assume the breaking of \( SU(2)_L \times SU(2)_R \times U(1)_{B-L} \) down to \( U(1)_{em} \) so that the electromagnetic charge \( Q \) will be given by

\[
Q = I_{L3} + I_{R3} + \frac{B - L}{2},
\]

where \( I_{L3} \) and \( I_{R3} \) are respectively the third components of the left- and right-handed isospins.

We follow the same route as in the previous section: we will first work out the superconnection \( J \) of the model and find that an bi-doublet scalar field \( \Phi \) appears in the odd part. The
supercurvature $F$ and action $S$ are derived from the superconnection $J$; in the process, it is discovered that the matrix derivative $d_M$ in this case can be made nilpotent, and as a consequence, the supercurvature $F$ has a simple gauge transformation property, which guarantees the gauge invariance of the action $S$. To achieve the breaking of $SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ down to $U(1)_{em}$, two complex triplet scalar fields $\Delta_L$ and $\Delta_R$ are introduced as matter fields living, respectively, on the left- and right-handed branes. We find that $\Delta_{L,R}$ can naturally be placed in an $su(2/2)$ representation, suggesting that their introduction is not entirely ad-hoc. The formalism predicts the ratios of gauge coupling constants, and thus the value of $\sin^2 \theta_W$, and the self-couplings of the $\Phi$, but not the various couplings involving $\Delta_{L,R}$ in the most generic Higgs potential [208]. However, this is sufficient to fix the scale $\Lambda_s$ at which the structure is expected to emerge from an underlying NCG theory, and also suggests that the measured Higgs mass can be accommodated within the framework.

2.3.1 $su(2/2)$ Superalgebra

The superalgebra $su(2/2)$ consists of $4 \times 4$ supertraceless Hermitian matrices, in which the even and odd parts are $2 \times 2$ submatrices. The basis for $su(2/2)$ can be chosen to be

$$
\lambda_1^s = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \lambda_2^s = \begin{bmatrix} 0 & -i & 0 & 0 \\ i & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},
$$

$$
\lambda_3^s = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \lambda_4^s = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},
$$

$$
\lambda_5^s = \begin{bmatrix} 0 & 0 & i & 0 \\ 0 & 0 & 0 & 0 \\ i & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \lambda_6^s = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},
$$

$$
\lambda_7^s = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & i & 0 \\ i & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \lambda_8^s = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix},
$$

$$
\lambda_9^s = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}, \quad \lambda_{10}^s = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ i & 0 & 0 & 0 \end{bmatrix},
$$

$$
\lambda_{11}^s = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}, \quad \lambda_{12}^s = \begin{bmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & i & 0 & 0 \end{bmatrix}.
$$
\[ \lambda_{13}^s = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix}, \quad \lambda_{14}^s = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -i \\ 0 & 0 & i & 0 \end{bmatrix}, \]

\[ \lambda_{15}^s = -\frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{bmatrix}. \] (2.150)

These matrices are normalized to satisfy the orthogonality condition

\[ \text{Tr}(\lambda_a^s \lambda_b^s) = 2\delta_{ab}, \quad \text{where } a, b = 1, 2, \ldots 15. \] (2.151)

The even elements of the superalgebra are spanned by \( \lambda_1^s, \lambda_2^s, \lambda_3^s, \lambda_8^s, \lambda_{13}^s, \lambda_{14}^s, \lambda_{15}^s \), while the odd elements are spanned by \( \lambda_4^s, \lambda_5^s, \lambda_6^s, \lambda_7^s, \lambda_9^s, \lambda_{10}^s, \lambda_{11}^s, \lambda_{12}^s \). The only matrix different from its \( su(4) \) counterpart is \( \lambda_{15}^s \) due to the supertracelessness condition. These matrices close under commutation and anti-commutation relations as

\[ \frac{1}{i}[\lambda_i^s, \lambda_j^s] = 2f_{ijk}\lambda_k^s, \]

\[ \frac{1}{i}[\lambda_i^s, \lambda_m^s] = 2f_{iml}\lambda_l^s, \]

\[ \{\lambda_m^s, \lambda_n^s\} = 2d_{mnk}\lambda_k^s - \sqrt{2}\delta_{mn}\lambda_{15}^s, (2.152) \]

where \( i, j, k \) denote the even indices 1, 2, 3, 8, 13, 14, 15, while \( m, n, l \) denote the odd indices 4, 5, 6, 7, 9, 10, 11, 12. The \( f \)'s and \( d \)'s are the same as the structure constants for \( su(4) \):

\[ \frac{1}{i}[\lambda_a, \lambda_b] = 2f_{abc}\lambda_c, \]

\[ \{\lambda_a, \lambda_b\} = 2d_{abc}\lambda_c + \delta_{ab}, (2.153) \]

where \( \lambda_a = \lambda_a^s \) for \( a = 1, 2, \ldots 14 \), and

\[ \lambda_{15} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix}. \] (2.154)
2.3.2 \( su(2/2) \) Superconnection

The superconnection \( \mathcal{J} \) of this model is expressed as \( \mathcal{J} = iJ_a \lambda_a^s \), where \( a = 1, 2, \cdots 15 \). We make the identifications

\[
\begin{align*}
J_{1,2,3} &= W_L^{1,2,3}, & J_{13,14,8} &= W_R^{1,2,3}, \\
J_4 - iJ_5 &= \sqrt{2}\phi_0^1, & J_4 + iJ_5 &= \sqrt{2}\phi_0^{0*}, \\
J_6 - iJ_7 &= \sqrt{2}\phi_1^1, & J_6 + iJ_7 &= \sqrt{2}\phi_1^{+}, \\
J_9 - iJ_{10} &= \sqrt{2}\phi_2^1, & J_9 + iJ_{10} &= \sqrt{2}\phi_2^{-}, \\
J_{11} - iJ_{12} &= \sqrt{2}\phi_0^0, & J_{11} + iJ_{12} &= \sqrt{2}\phi_0^{0*}, \\
J_{15} &= W_{BL},
\end{align*}
\]

where \( W_L^i = W_L^{i\mu} dx_\mu \), \( W_R^i = W_R^{i\mu} dx_\mu \), and \( W_{BL} = W_{BL}^\mu dx_\mu \) are one-form fields while the \( \phi \)'s are zero-form fields, corresponding, respectively, to the \( SU(2)_L \times SU(2)_R \times U(1)_{B-L} \) gauge fields and the bi-doublet Higgs field.\(^\text{14}\)

\[
\Phi = \begin{bmatrix} \phi_0^1 & \phi_0^{+} \\ \phi_1^- & \phi_2^- \end{bmatrix}.
\]

The resulting superconnection has the form

\[
\mathcal{J} = i \begin{bmatrix} W_L - \frac{1}{\sqrt{2}} W_{BL} \cdot 1_{2 \times 2} & \sqrt{2} \Phi \\ \sqrt{2} \Phi^\dagger & W_R - \frac{1}{\sqrt{2}} W_{BL} \cdot 1_{2 \times 2} \end{bmatrix},
\]

where

\[
W_L = W_L^i \tau_i^L, \quad W_R = W_R^i \tau_i^R.
\]

In this assignment, we have assumed that the ordering of the rows of the \( su(2/2) \) matrix, from top to bottom, correspond to left-handed isospin up, left-handed isospin down, right-handed isospin up, then right-handed isospin down. So the leptons will be placed in a 4 dimensional representation of \( su(2/2) \) in the order

\[
\psi = \begin{bmatrix} \ell_L \\ \ell_R \\ \nu_L \\ \nu_R \end{bmatrix}.
\]

\(^\text{13}\)We switch from subscripts to superscripts for the \( SU(2) \) indices to make room for the subscripts \( L \) and \( R \).

\(^\text{14}\)Here, we use the subscripts 1 and 2 to label the two \( SU(2)_L \) doublets embedded in \( \Phi \). Some papers in the literature use subscripts to label \( SU(2)_R \) doublets, \( e.g. \), Refs. [207, 208], so care is necessary when comparing formulae.
### 2.3.3 \( su(2/2) \) Supercurvature

As reviewed in the discussion of the \( su(2/1) \) case, the supercurvature is given by

\[
\mathcal{F} = (d\mathcal{J}) + (d_M\mathcal{J}) + \frac{1}{2}[\mathcal{J}, \mathcal{J}]_s ,
\]

(2.160)

where the \( d_M^2 \) term has been assumed not to contribute and has been dropped.

The \((d\mathcal{J})\) term is

\[
(d\mathcal{J}) = i \begin{bmatrix}
   d\mathcal{W}_L - \frac{1}{\sqrt{2}} dW_{BL} \cdot \mathbf{1}_{2\times 2} & \sqrt{2} d\Phi \\
   \sqrt{2} d\Phi \dagger & d\mathcal{W}_R - \frac{1}{\sqrt{2}} dW_{BL} \cdot \mathbf{1}_{2\times 2}
\end{bmatrix} .
\]

(2.161)

The matrix derivative is defined with the \( 4 \times 4 \) \( \eta \)-matrix given by

\[
\eta = \begin{bmatrix}
   0_{2\times 2} & \zeta \\
   \zeta \dagger & 0_{2\times 2}
\end{bmatrix} ,
\]

(2.162)

where \( \zeta \) is a multiple of a \( 2 \times 2 \) unitary matrix, that is \( \zeta \dagger \zeta = \zeta \zeta \dagger = v^2 \mathbf{1}_{2\times 2} \). This time, the matrix derivative is nilpotent: \( (d_M^2 X) = 0 \) for all \( X \in su(2/2) \). We find

\[
(d_M\mathcal{J}) = i[\eta, \mathcal{J}]_s = i \begin{bmatrix}
   -\sqrt{2}(\zeta \Phi \dagger + \Phi \zeta \dagger) & +i(\mathcal{W}_L \zeta - \zeta \mathcal{W}_R) \\
   -i(\zeta \dagger \mathcal{W}_L - \mathcal{W}_R \zeta \dagger) & -\sqrt{2}(\zeta \dagger \Phi + \Phi \dagger \zeta)
\end{bmatrix} .
\]

(2.163)

To calculate the supercommutator of \( \mathcal{J} \) with itself, we separate it into the 1-0 and 0-1 parts as before:

\[
\mathcal{J} = i \left[ \begin{array}{c}
   \mathcal{W}_L - \frac{1}{\sqrt{2}} W_{BL} \cdot \mathbf{1}_{2\times 2} \\
   \mathcal{W}_R - \frac{1}{\sqrt{2}} W_{BL} \cdot \mathbf{1}_{2\times 2}
\end{array} \right]_s + i \begin{bmatrix}
   0_{2\times 2} & \sqrt{2} \Phi \\
   \sqrt{2} \Phi \dagger & 0_{2\times 2}
\end{bmatrix} .
\]

(2.164)

We find:

\[
[\mathcal{J}_{10}, \mathcal{J}_{10}]_s
\]
\[
F = -2i \begin{bmatrix}
\varepsilon^{ijk}(W_L^i \wedge W_L^j)\tau^k & 0_{2 \times 2} \\
0_{2 \times 2} & \varepsilon^{ijk}(W_R^i \wedge W_R^j)\tau^k
\end{bmatrix},
\]

\[
[J_{01}, J_{01}]_S = -4i \begin{bmatrix}
\Phi^\dagger & 0_{2 \times 2} \\
0_{2 \times 2} & \Phi^\dagger \Phi
\end{bmatrix},
\]

\[
[J_{10}, J_{01}]_S = [J_{01}, J_{10}]_S
\]

\[
= \sqrt{2}i \begin{bmatrix}
0_{2 \times 2} & i(\mathcal{W}_L \Phi - \Phi \mathcal{W}_R) \\
-i(\Phi^\dagger \mathcal{W}_L - \mathcal{W}_R \Phi^\dagger) & 0_{2 \times 2}
\end{bmatrix}.
\]

(2.165)

Putting everything together, we obtain

\[
F = i \begin{bmatrix}
F_L - \frac{1}{\sqrt{2}} F_{BL} - 2\Phi^\dagger - \sqrt{2}(\zeta^\dagger + \Phi^\dagger) & \sqrt{2} D\Phi + i(\mathcal{W}_L \zeta - \zeta \mathcal{W}_R) \\
\sqrt{2}(D\Phi)^\dagger - i(\zeta^\dagger \mathcal{W}_L - \mathcal{W}_R \zeta^\dagger) & F_R - \frac{1}{\sqrt{2}} F_{BL} - 2\Phi^\dagger \Phi - \sqrt{2}(\zeta^\dagger + \Phi^\dagger \zeta)
\end{bmatrix}
\]

\[
= i \begin{bmatrix}
F_L - \frac{1}{\sqrt{2}} F_{BL} - 2\Phi^\dagger + v^2 1_{2 \times 2} & \sqrt{2} D\hat{\Phi} \\
\sqrt{2}(D\hat{\Phi})^\dagger & F_R - \frac{1}{\sqrt{2}} F_{BL} - 2\Phi^\dagger \hat{\Phi} + v^2 1_{2 \times 2}
\end{bmatrix},
\]

(2.166)

where we have introduced the shifted Higgs field

\[
\hat{\Phi} = \Phi + \frac{\zeta}{\sqrt{2}},
\]

(2.167)

and

\[
F_{L,R} = (F_{L,R})^a \tau^a = (dW_{L,R}^i - (W_{L,R}^i \wedge W_{L,R}^j))\tau^i
\]

\[
= (dW_{L,R}^i - \varepsilon^{ijk} W_{L,R}^j \wedge W_{L,R}^k)\tau^i,
\]

\[
F_{BL} = dW_{BL} \cdot 1_{2 \times 2},
\]

\[
D\Phi = d\Phi + i\mathcal{W}_L \Phi - i\Phi \mathcal{W}_R,
\]

\[
D\hat{\Phi} = d\hat{\Phi} + i\mathcal{W}_L \hat{\Phi} - i\hat{\Phi} \mathcal{W}_R,
\]

(2.168)

We have also used \(\zeta^\dagger \zeta = \zeta^\dagger \zeta = v^2 1_{2 \times 2}\).

### 2.3.4 Gauge Transformation Properties

The even part of \(su(2/2)\) generate the gauge transformations in \(SU(2)_L \times SU(2)_R \times U(1)_{B-L}\):

\[
U = \exp \left[ i \sum_{i=1,2,3,8,13,14,15} \theta_i \lambda_i^s \right]
\]
\[
\begin{bmatrix}
  u_L e^{-i\theta/\sqrt{2}} & 0_{2\times 2} \\
  0_{2\times 2} & u_R e^{-i\theta/\sqrt{2}}
\end{bmatrix},
\]

(2.169)

where

\[
\begin{align*}
  u_L &= \exp\left[i(\theta_1 \tau_1 + \theta_2 \tau_2 + \theta_3 \tau_3)\right] \in SU(2)_L, \\
  u_R &= \exp\left[i(\theta_{13} \tau_1 + \theta_{14} \tau_2 + \theta_8 \tau_3)\right] \in SU(2)_R, \\
  \theta &= \theta_{15}.
\end{align*}
\]

(2.170)

The one-form gauge fields transform as

\[
\begin{align*}
  \mathcal{W}_L &\rightarrow u_L \mathcal{W}_L u_L^\dagger + i du_L u_L^\dagger, \\
  \mathcal{W}_R &\rightarrow u_R \mathcal{W}_R u_R^\dagger + i du_R u_R^\dagger, \\
  W_{BL} &\rightarrow W_{BL} - d\theta.
\end{align*}
\]

(2.171)

For the zero-form field, we assume that it is the shifted field $\hat{\Phi}$ which transforms as

\[
\hat{\Phi} \rightarrow u_L \hat{\Phi} u_R^\dagger.
\]

(2.172)

$\zeta/\sqrt{2}$ is interpreted as the VEV of $\hat{\Phi}$, and $\Phi$ as the fluctuation around it. Thus,

\[
\begin{align*}
  F_L &\rightarrow u_L F_L u_L^\dagger, \\
  F_R &\rightarrow u_R F_R u_R^\dagger, \\
  F_{BL} &\rightarrow F_{BL}, \\
  D\hat{\Phi} &\rightarrow u_L (D\hat{\Phi}) u_R^\dagger.
\end{align*}
\]

(2.173)

This time, the terms coming from $\zeta$ causes no problems due to $\zeta^\dagger \zeta = \zeta \zeta^\dagger = v^2 1_{2 \times 2}$, and $\mathcal{F}$ can be seen to transform as

\[
\mathcal{F} \rightarrow U\mathcal{F} U^\dagger.
\]

(2.174)

### 2.3.5 The Action

Following the same procedure as the $su(2/1)$ case, we find that the action in the $su(2/2)$ case is given by

\[
S = \frac{1}{4} \langle \mathcal{F}, \mathcal{F} \rangle_S = \int d^4 x \left[ -\frac{1}{4} (F_{L\mu \nu} F_{L}^{\mu \nu} + F_{R\mu \nu} F_{R}^{\mu \nu} + F_{BL\mu \nu} F_{BL}^{\mu \nu}) \\
+ \text{Tr} \left[ (D_{\mu} \hat{\Phi})^\dagger (D_{\mu} \hat{\Phi}) \right] - V(\hat{\Phi}^\dagger, \hat{\Phi}) \right],
\]

(2.175)
where

\[
F_{L}^{ij\nu} = \partial_{\mu}W_{L}^{ij\nu} - \partial_{\nu}W_{L}^{ij\mu} + 2i\epsilon^{ijk}W_{L}^{j\mu}W_{L}^{k\nu}, \\
F_{R}^{ij\nu} = \partial_{\mu}W_{R}^{ij\nu} - \partial_{\nu}W_{R}^{ij\mu} + 2i\epsilon^{ijk}W_{R}^{j\mu}W_{R}^{k\nu}, \\
F_{BL}^{\mu\nu} = \partial_{\mu}W_{BL}^{\nu} - \partial_{\nu}W_{BL}^{\mu}, \\
D^{\mu}\hat{\Phi} = \partial^{\mu}\hat{\Phi} - iW_{L}^{\mu}\tau^{i}\hat{\Phi} + iW_{R}^{\mu}\hat{\Phi}\tau^{i}, \\
V(\hat{\Phi}^\dagger, \hat{\Phi}) = 2\text{Tr} \left[ \left( \hat{\Phi}^\dagger\hat{\Phi} - \frac{v^2}{2}1_{2\times2} \right)^2 \right]. (2.176)
\]

Thus, we obtain a manifestly gauge invariant action as required. The Higgs potential is minimized when

\[
\hat{\Phi}^\dagger\hat{\Phi} = \frac{v^2}{2}1_{2\times2}, \quad (2.177)
\]

which is consistent with our interpretation that the VEV of \( \hat{\Phi} \) is given by

\[
\langle \hat{\Phi} \rangle = \frac{\zeta}{\sqrt{2}}. \quad (2.178)
\]

### 2.3.6 Symmetry Breaking

**Breaking with the Bi-doublet**

It is a well known fact that the bidoublet \( \hat{\Phi} \) alone acquiring a vacuum expectation value (VEV) will not break \( SU(2)_L \times SU(2)_R \times U(1)_{B-L} \) all the way down to \( U(1)_{em} \). Indeed, if we assume non-zero VEV’s for the (would-be) neutral components of \( \Phi \) as

\[
\langle \hat{\Phi} \rangle = \frac{\zeta}{\sqrt{2}} = \frac{1}{\sqrt{2}} \begin{bmatrix} \kappa_1 & 0 \\ 0 & \kappa_2 \end{bmatrix}, \quad (2.179)
\]

where \( \kappa_1 \) and \( \kappa_2 \) are in general complex, then the unitarity of \( \zeta \) demands

\[
|\kappa_1| = |\kappa_2| = v. \quad (2.180)
\]

So, up to a possible relative phase between \( \kappa_1 \) and \( \kappa_2 \), we have

\[
\langle \hat{\Phi} \rangle = \frac{v}{\sqrt{2}} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}. \quad (2.181)
\]

Since \( \hat{\Phi} \) transforms as \( \hat{\Phi} \rightarrow u_L\hat{\Phi}u_R^\dagger \) under local gauge transformations, this VEV remains invariant under \( U(1)_{B-L} \), and under the vectorial combination of \( SU(2)_L \) and \( SU(2)_R \), that is, when \( u_L = u_R \). Thus \( \langle \hat{\Phi} \rangle \) only breaks \( SU(2)_L \times SU(2)_R \times U(1)_{B-L} \) down to \( SU(2)_V \times U(1)_{B-L} \), providing only three massive gauge bosons.
Introduction of Triplets

To achieve the symmetry breaking we need, we follow Mohapatra and Senjanovic [204] and introduce the scalar fields $\Delta_L(3,1,2)$ and $\Delta_R(1,3,2)$, where the first two numbers indicate the dimensions of the $SU(2)_L$ and $SU(2)_R$ representations these fields belong to, and the third number is the $B-L$ charge. We advocate the picture that $\Delta_L$ lives on the left-handed brane while $\Delta_R$ lives on the right-handed brane as matter fields and are not part of a generalized connection.

These triplet fields are often represented in the literature as $2 \times 2$ complex traceless matrices:

$$\Delta_{L,R} = \frac{1}{\sqrt{2}} \begin{pmatrix} \delta_{L,R}^1 \tau^1 + \delta_{L,R}^2 \tau^2 + \delta_{L,R}^3 \tau^3 \\ \delta_{L,R}^{+}/\sqrt{2} \\ \delta_{L,R}^{0} \\ -\delta_{L,R}^{-}/\sqrt{2} \end{pmatrix},$$

(2.182)

where

$$\delta_{L,R}^{+} = \frac{1}{\sqrt{2}} (\delta_{L,R}^1 - i\delta_{L,R}^2),$$

$$\delta_{L,R}^{+} = \delta_{L,R}^3,$$

$$\delta_{L,R}^{0} = \frac{1}{\sqrt{2}} (\delta_{L,R}^1 + i\delta_{L,R}^2).$$

(2.183)

These fields transform as

$$\Delta_L \rightarrow e^{+i\sqrt{2}\theta} u_L \Delta_L u_L^T,$$

$$\Delta_R \rightarrow e^{+i\sqrt{2}\theta} u_R \Delta_R u_R^T,$$

(2.184)

where the $U(1)_{B-L}$ phase will be shown to correspond to $B-L = 2$ later.

It is instructive to rewrite the $\Delta_{L,R}$ fields as complex symmetric matrices:

$$\Delta_{L,R} \equiv i\tau^2 \Delta_{L,R}^*$$

$$= \begin{pmatrix} \delta_{L,R}^{0s} & -\delta_{L,R}^{-}/\sqrt{2} \\ -\delta_{L,R}^{+}/\sqrt{2} & -\delta_{L,R}^{0s} \end{pmatrix}. $$

(2.185)

These fields transform as

$$\Delta_L \rightarrow e^{-i\sqrt{2}\theta} u_L \Delta_L u_L^T,$$

$$\Delta_R \rightarrow e^{-i\sqrt{2}\theta} u_R \Delta_R u_R^T.$$

(2.186)

Let us place these fields into a single $4 \times 4$ matrix as

$$\Delta = \begin{pmatrix} \Delta_L & 0_{2\times2} \\ 0_{2\times2} & \Delta_R \end{pmatrix}.$$ 

(2.187)
Then under $SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ gauge transformations, Eq. (2.169), it transforms as
\[
\Delta \rightarrow U \tilde{\Delta} U^T,
\]
which shows that $\tilde{\Delta}$ provides a module for an $su(2/2)$ representation. The even elements of $su(2/2)$ correspond to the gauge transformations, while the odd elements would interchange $\tilde{\Delta}_L$ and $\tilde{\Delta}_R$. Since the leptons $\psi$ and its charge conjugate $\psi^c = C\bar{\psi}^T$ transform as
\[
\psi \rightarrow U\psi, \quad \psi^c \rightarrow U^*\psi^c,
\]
we can construct the gauge invariant interaction
\[
\mathcal{L}_M = y_M \left( \bar{\psi}^c \tilde{\Delta}^\dagger \psi + \bar{\psi} \tilde{\Delta} \psi^c \right) = y_M \left[ (\ell_L^T C \Delta_L i\tau^2 \ell_L + \ell_R^T C \Delta_R i\tau^2 \ell_R) + h.c. \right],
\]
which will lead to Majorana masses for the neutrinos after symmetry breaking. Thus, the triplet scalars have a natural place in the $su(2/2)$ framework, as do Majorana neutrinos.

**The Higgs Potential**

Reverting to the original traceless matrix representation, the Lagrangian for the $\Delta_{L,R}$ is given by
\[
\mathcal{L} = \text{Tr} \left[ (D^\mu \Delta_L)^\dagger (D_\mu \Delta_L) + (D^\mu \Delta_R)^\dagger (D_\mu \Delta_R) \right] - V(\Delta_L^\dagger, \Delta_L, \Delta_R^\dagger, \Delta_R, \hat{\Phi}^i, \hat{\Phi}),
\]
where the covariant derivatives are given by
\[
D^\mu \Delta_L = \partial^\mu \Delta_L - iW_L^{ij} \left[ \tau^j, \Delta_L \right] - i\sqrt{2}W_B^{\mu L} \Delta_L,
\]
\[
D^\mu \Delta_R = \partial^\mu \Delta_R - iW_R^{ij} \left[ \tau^j, \Delta_R \right] - i\sqrt{2}W_B^{\mu R} \Delta_R.
\]
The most general form of the Higgs potential $V(\Delta_L^\dagger, \Delta_L, \Delta_R^\dagger, \Delta_R, \hat{\Phi}^i, \hat{\Phi})$ which respects the $SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ gauge symmetry and the discrete left-right symmetry under the interchanges
\[
\Delta_L \leftrightarrow \Delta_R, \quad \hat{\Phi} \leftrightarrow \hat{\Phi}^i,
\]
and is at most quartic in the fields is given in Ref. [208] as
\[
V = -\mu_1^2 \text{Tr} \left[ \hat{\Phi}^i \hat{\Phi} \right] - \mu_2^2 \left( \text{Tr} \left[ \hat{\Phi}^i \hat{\Phi} \right] + \text{Tr} \left[ \hat{\Phi}^i \hat{\Phi} \right] \right) - \mu_3^2 \left( \text{Tr} \left[ \Delta_L^\dagger \Delta_L \right] + \text{Tr} \left[ \Delta_R^\dagger \Delta_R \right] \right).
\]
where we have denoted $\Phi$ simply as $\Phi$, and $\Phi = \tau^2 \Phi^* \tau^2$. As we can see, it is fairly complicated with 18 free parameters: 3 negative mass-squared parameters $\mu_i^2$ ($i = 1, 2, 3$), 4 parameters $\lambda_i$ ($i = 1, 2, 3, 4$) for the quartic self-couplings of $\Phi$, 4 parameters $\rho_i$ ($i = 1, 2, 3, 4$) for the quartic couplings of $\Delta_{L,R}$, 4 parameters $\alpha_i$ ($i = 1, 2, 3$ with $\alpha_2$ complex) that couple $\Phi$ to $\Delta_L$ or $\Delta_R$, and 3 parameters $\beta_i$ ($i = 1, 2, 3$) which couple all three. The possible phase of $\alpha_2$ breaks CP explicitly.

Using the identity\(^{15}\)
\[
\begin{align*}
\text{Tr}[(\Phi^\dagger \Phi)^2] &= \left(\text{Tr}[\Phi^\dagger \Phi]\right)^2 - \frac{1}{2} \text{Tr}[\Phi^\dagger \tilde{\Phi}] \text{Tr}[\tilde{\Phi}^\dagger \Phi],
\end{align*}
\]
we can see that the Higgs potential of Eq. (2.176) corresponds to
\[
\lambda_1 = 2, \quad \lambda_3 = -1, \quad \lambda_4 = 0,
\]
with
\[
\mu_1^2 = 2v^2, \quad \mu_2^2 = 0.
\]

We envision that the NCG theory from which the effective $su(2/2)$ model emerges will determine all the other parameters in the potential as well. For now, we follow Ref. [204] and simply assume that the (would be) neutral components of the triplets acquire VEV’s given by
\[
\langle \Delta_L \rangle = \frac{1}{\sqrt{2}} \begin{bmatrix}
0 & 0 \\
v_L & 0
\end{bmatrix}, \quad \langle \Delta_R \rangle = \frac{1}{\sqrt{2}} \begin{bmatrix}
0 & 0 \\
v_R & 0
\end{bmatrix},
\]
\[
\text{where we set } v_L = 0 \text{ to avoid it from breaking } SU(2)_L. \text{ This breaks } SU(2)_R \times U(1)_{B-L} \text{ down to } U(1)_Y. \text{ The linear combinations}
\]
\[
W_R^\pm = \frac{W_R^1 \pm W_R^2}{\sqrt{2}}, \quad Z' = \frac{\sqrt{2} W_R^3 - W_{BL}}{\sqrt{3}}
\]

\(^{15}\)See Appendix B.1 for a collection of useful identities of this type.
obtain masses given by
\[ M_{W_R} = \sqrt{2}v_R, \quad M_{Z'} = \sqrt{6}v_R, \] (2.200)
while the linear combination
\[ B = \frac{W_3^R + \sqrt{2}W_{BL}}{\sqrt{3}} \] (2.201)
remains massless and couples to
\[ \frac{\lambda_s^8 + \sqrt{2}\lambda_{15}^8}{\sqrt{3}} = \frac{1}{\sqrt{3}} \begin{bmatrix} -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -2 \end{bmatrix} = \frac{Y}{\sqrt{3}}, \] (2.202)
which corresponds to the hypercharge \( Y \) embedded in \( su(2/1) \).

The presence of the VEV of \( \hat{\Phi} \), Eq. (2.179), breaks the remaining \( SU(2)_L \times U(1)_Y \) down to \( U(1)_{em} \). We have noted earlier that the nilpotency of the matrix derivative demands the unitarity of the \( \zeta \) matrix, which in turn would demand \( |\kappa_1| = |\kappa_2| \). If the underlying NCG requires this condition to be maintained under the introduction of the triplet fields, it would constitute a robust prediction of the formalism and provide an extra condition on the emergent LRSM. However, such a condition is phenomenologically problematic. If we generate the quark masses via Yukawa couplings with the bi-doublet field \( \Phi \), that is, the interaction of the form
\[ L_Y = \bar{q}_{Li}(y_{ij}\Phi + \tilde{y}_{ij}\tilde{\Phi})q_{Rj} + h.c., \] (2.203)
where \( y_{ij} \) and \( \tilde{y}_{ij} \) are the Yukawa coupling matrices, it would lead to mass matrices of the form
\[ \sqrt{2}M_u = \kappa_1 y + \kappa_2^* \tilde{y} = |\kappa_1| y + |\kappa_2| e^{-i\alpha} \tilde{y}, \]
\[ \sqrt{2}M_d = \kappa_2 y + \kappa_1^* \tilde{y} = |\kappa_2| e^{i\alpha} y + |\kappa_1| \tilde{y}, \] (2.204)
where \( \alpha \) is a possible CP violating phase difference between \( \kappa_1 \) and \( \kappa_2 \). The condition \( |\kappa_1| = |\kappa_2| \) would imply
\[ M_u = e^{-i\alpha} M_d, \] (2.205)
leading to both \( M_u \) and \( M_d \) being diagonalized in the same basis with the same eigenvalues. For this reason, it is normally assumed that \( |\kappa_1| \gg |\kappa_2| \), which would provide an explanation of \( m_t \gg m_b \), and CKM mixing\(^{16}\). Moreover, \( |\kappa_1| \) and \( |\kappa_2| \) being hierarchical is also required by the suppression of the flavor changing neutral-currents (FCNC) [208]. Therefore, we will allow for \( |\kappa_1| \neq |\kappa_2| \) though the nilpotency of the matrix derivative is destroyed.

We have seen in the \( su(2/1) \) case that the lack of nilpotency of the matrix derivative could lead to the gauge transformation property of the supercurvature \( F \) becoming non-standard,

\(^{16}\)The assumption \( |\kappa_1| \gg |\kappa_2| \) is not mandatory in order to realize \( m_t \gg m_b \). The smallness of the CP violating parameter can be established by the interplay of \( \sin \alpha, |\kappa_1| \), and \( |\kappa_2| \) [215].
though otherwise it did not seem to have any ill effects. However, it is somewhat worrisome that an exterior derivative is not nilpotent. We conjecture a couple of reasons why this may be permissible. First, the dynamics necessary for the breaking of the gauge symmetries may be accompanied by some type of ‘phase’ transition in the NCG from one in which the matrix derivative is nilpotent to one in which it is not. Second, the $su(2/2)$ formalism is not a complete description of the NCG (we are yet to include $SU(3)$ color or the generational structure) and needs to be extended to a larger superalgebra in which the matrix derivative maintains nilpotency even after symmetry breaking, just as the $su(2/1)$ formalism needed to be extended to $su(2/2)$. The two possibilities we have listed here could actually be compatible. Recalling that the exterior derivative operator $d$ in standard differential geometry is the dual of the boundary operator $\partial$ [216], $d^2 \neq 0$ would imply $\partial^2 \neq 0$, that is, the boundary of a boundary does not vanish. That could imply the appearance of some type of singularity in the geometry, which can be removed by going to higher dimensions.

The massive gauge bosons are now linear combinations of $W_L^\pm$, $Z$, $W_R^\pm$, and $Z'$ defined in Eqs. (2.116) and (2.199). Taking both $\kappa_1$ and $\kappa_2$ to be real for the moment, and setting $\kappa_+ = \sqrt{\kappa_1^2 + \kappa_2^2}$, they are

\[
W_2^\pm = W_R^\pm \cos \chi - W_R^\pm \sin \chi, \\
W_1^\pm = W_R^\pm \sin \chi + W_R^\pm \cos \chi,
\]

(2.206)

where

\[
\tan 2\chi = \frac{2\kappa_1\kappa_2}{v_R^2},
\]

(2.207)

with masses

\[
M_{W_{1,2}}^2 = (v_R^2 + \kappa_+^2) \mp \sqrt{v_R^4 + 4\kappa_1^2\kappa_2^2},
\]

(2.208)

and

\[
Z_2 = Z' \cos \varphi - Z \sin \varphi, \\
Z_1 = Z' \sin \varphi + Z \cos \varphi,
\]

(2.209)

where

\[
\tan 2\varphi = \frac{4\sqrt{2}\kappa_+^2}{9v_R^2 - 2\kappa_+^2},
\]

(2.210)

with masses

\[
M_{Z_1}^2 = (3v_R^2 + \kappa_+^2) - \sqrt{9v_R^4 - 2v_R^2\kappa_+^2 + \kappa_+^4}, \\
M_{Z_2}^2 = (3v_R^2 + \kappa_+^2) + \sqrt{9v_R^4 - 2v_R^2\kappa_+^2 + \kappa_+^4}.
\]

(2.211)

When $v_R \gg \kappa_+$, the masses are approximately

\[
M_{W_1}^2 = \kappa_+^2 - \frac{2\kappa_1^2\kappa_2^2}{v_R^2} + \cdots.
\]
The remaining massless gauge boson is

$$A = \frac{W_L + \sqrt{3} B}{2} = \frac{W^3_L + W^3_R + \sqrt{2} W_{BL}}{2},$$

(2.213)

coupled to

$$\frac{\lambda^s_5 + \lambda^s_8 + \sqrt{2} \lambda^s_{15}}{2} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix} = Q.$$  

(2.214)

For the model to be phenomenologically viable, we need $v_R \gg \kappa_+ \approx 246$ GeV to suppress the mixing between $W_L$ and $W_R$, and that between $Z$ and $Z'$. The current experimental bounds on the LRSM parameters will be discussed in section 2.5.

### 2.3.7 The Coupling Constants and the Value of $\sin^2 \theta_W$

#### Introduction of the Coupling Constant and $\sin^2 \theta_W$ from the Coupling to Triplet Higgs

We introduce the gauge coupling constant $g$ by rescaling the superconnection $\mathcal{J}$, the action $\mathcal{S}$, and the matrix-derivative matrix $\eta$ as in Eq. (2.120). The expression for the resulting action is the same as before except with the following replacements:

$$F_{L}^{i\mu\nu} = \partial^{\mu}W_{L}^{i\nu} - \partial^{\nu}W_{L}^{i\mu} + ig\varepsilon^{ijk}W_{L}^{j\mu}W_{L}^{k\nu},$$

$$F_{R}^{i\mu\nu} = \partial^{\mu}W_{R}^{i\nu} - \partial^{\nu}W_{R}^{i\mu} + ig\varepsilon^{ijk}W_{R}^{j\mu}W_{R}^{k\nu},$$

$$D^\mu \hat{\Phi} = \partial^\mu \hat{\Phi} - i\frac{g}{2}W^{i\mu}_{L}\tau^{i}\hat{\Phi} + i\frac{g}{2}W^{i\mu}_{R}\hat{\Phi}\tau^{i},$$

$$V(\hat{\Phi}^\dagger, \hat{\Phi}) = \frac{g^2}{2} \text{Tr} \left[ (\hat{\Phi}^\dagger \hat{\Phi} - \frac{v^2}{2})^2 \right].$$

(2.215)

Note that the gauge couplings for $SU(2)_L$ and $SU(2)_R$ are the same. Thus, we have a left-right symmetric model (LRSM). The ratio of the $U(1)_{B-L}$ coupling to the $SU(2)_{L,R}$ couplings cannot be determined from the gauge couplings of the bi-doublet $\hat{\Phi}$ since it does
not couple to \( W_{BL} \). It can, however, be read off from the covariant derivatives of the triplet fields which are changed to:

\[
D^\mu \Delta_L = \partial^\mu \Delta_L - ig \frac{W^\mu_L}{\sqrt{2}} \tau^i, \Delta_L - ig \frac{W^\mu_{BL}}{\sqrt{2}} \Delta_L,
\]

\[
D^\mu \Delta_R = \partial^\mu \Delta_R - ig \frac{W^\mu_R}{\sqrt{2}} \tau^i, \Delta_R - ig \frac{W^\mu_{BL}}{\sqrt{2}} \Delta_R.
\]

Since the triplets are assigned the charge \( B - L = 2 \), these need to be compared with the expressions

\[
D^\mu \Delta_L = \partial^\mu \Delta_L - ig \frac{W^\mu_L}{\sqrt{2}} \tau^i, \Delta_L - ig \frac{W^\mu_{BL}}{\sqrt{2}} \Delta_L,
\]

\[
D^\mu \Delta_R = \partial^\mu \Delta_R - ig \frac{W^\mu_R}{\sqrt{2}} \tau^i, \Delta_R - ig \frac{W^\mu_{BL}}{\sqrt{2}} \Delta_R,
\]

from which we conclude\(^{17}\)

\[
\frac{g_{BL}}{g} = \frac{1}{\sqrt{2}}. \tag{2.218}
\]

The \( Z' \) and \( B \) fields in Eqs. (2.199) and (2.201) can then be written as

\[
Z' = \frac{gW^3_R - g_{BL}W_{BL}}{\sqrt{g^2 + g_{BL}^2}},
\]

\[
B = \frac{g_{BL}W^3_R + gW_{BL}}{\sqrt{g^2 + g_{BL}^2}}. \tag{2.219}
\]

The value of \( g' \) can then be obtained from the matching condition associated with the breaking \( SU(2)_R \times U(1)_{B-L} \to U(1)_Y \):

\[
\frac{1}{g'^2} = \frac{1}{g^2} + \frac{1}{g_{BL}^2} = \frac{3}{g^2} \quad \rightarrow \quad g' = \frac{g}{\sqrt{3}}. \tag{2.220}
\]

Note also that the \( B \) field couples to \( (g/2)(Y/\sqrt{3}) \), where \( Y/\sqrt{3} \) is defined in Eq. (2.202), and the photon field of Eq. (2.213) couples to \( (g/2)Q \), where \( Q \) is defined in Eq. (2.214). Therefore,

\[
g' = \frac{g}{\sqrt{3}}, \quad e = \frac{g}{2}. \tag{2.221}
\]

\(^{17}\)Where this relation comes from can also be seen by the requirement that the mass of \( Z \),

\[
M_{Z_1}^2 \simeq \frac{g^2}{4} \kappa_+^2 \left[ 1 + 4v_L^2/\kappa_+^2 + O(\kappa_+^2/v_R^2) \right] \left( \frac{g^2 + 2g_{BL}^2}{g^2 + g_{BL}^2} \right)
\]

should match the SM one \( M_Z^2 = (g^2 + g'^2)v^2/4 \) at the scale where \( SU(2)_R \) is broken. Basically, the Weinberg angle in the LRSM is defined as \( \cos^2 \theta_W = \frac{g^2 + 2g_{BL}^2}{g^2 + g_{BL}^2} \), which is matched to the SM definition \( \cos^2 \theta_W = \frac{g^2}{g^2 + g'^2} \) [207].
and thus $\sin^2 \theta_W = 1/4$, just as in the $su(2/1)$ case. Perhaps this is not surprising given that our $su(2/1)$ embedding is a sub-embedding of the $su(2/2)$ embedding.

The masses of the massive gauge bosons are now expressed as

\[
\begin{align*}
M_{W_1}^2 &= \frac{g^2 \kappa_+^2}{4} - \frac{g^2 \kappa_+^2 \kappa_2^2}{2v_R^2} + \cdots, \\
M_{W_2}^2 &= \frac{g^2 (2v_R^2 + \kappa_2^2)}{4} + \frac{g^2 \kappa_+^2 \kappa_2^2}{2v_R^2} + \cdots, \\
M_{Z_1}^2 &= \frac{(g^2 + g^{'2}) \kappa_+^2}{4} - \frac{g^2 \kappa_+^2}{27v_R^2} + \cdots, \\
M_{Z_2}^2 &= \frac{g^2 (9v_R^2 + \kappa_+^2)}{6} + \frac{g^2 \kappa_+^2}{27v_R^2} + \cdots, \\
\end{align*}
\tag{2.222}
\]

and we can see that $\kappa_+$ plays the role of the SM Higgs VEV and thus $\kappa_+ \approx 246$ GeV.

### $\sin^2 \theta_W$ from the Coupling to Fermions

The value of $\sin^2 \theta_W$ can also be determined from the gauge coupling of the fermions. Collecting the lepton fields into an $su(2/2)$ quartet as shown in Eq. (2.159), the requirement of $SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ gauge invariance leads to the interaction

\[
-\mathcal{L}^{\text{even}}_\ell = \frac{g}{2} \sum_{i=1,2,3,8,13,15} \left( \bar{\psi} \gamma^\mu \lambda_i^\nu \psi \right) J^i_\mu \\
= \frac{g}{2} \left[ \bar{\ell}_L \gamma_\mu \left( \tau \cdot W^\mu_L \right) \ell_L + \bar{\ell}_R \gamma_\mu \left( \tau \cdot W^\mu_R \right) \ell_R \\
- \frac{1}{\sqrt{2}} \bar{\ell}_L \gamma_\mu W^\mu_{BL} \ell_L - \frac{1}{\sqrt{2}} \bar{\ell}_R \gamma_\mu W^\mu_{BL} \ell_R \right].
\tag{2.223}
\]

This should be compared with the leptonic part of the $SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ Lagrangian in which the left- and right-handed leptons are assigned the representations $\ell_L(2,1,-1)$ and $\ell_R(1,2,-1)$:

\[
-\mathcal{L}^{\text{221}}_\ell = \bar{\ell}_L \gamma_\mu \left[ \frac{g_L}{2} \tau \cdot W^\mu_L - \frac{g_{BL}}{2} W^\mu_{BL} \right] \ell_L \\
+ \bar{\ell}_R \gamma_\mu \left[ \frac{g_R}{2} \tau \cdot W^\mu_R - \frac{g_{BL}}{2} W^\mu_{BL} \right] \ell_R.
\tag{2.224}
\]

Identifying $g = g_L$, we find $g_R = g$ and $\sqrt{2}g_{BL} = g$, leading to the same result as above.
The Higgs Quartic Couplings and the Higgs Mass

With a bi-doublet $\Phi$ and two complex triplets $\Delta_{L,R}$, the Higgs sector of the model has 20 degrees of freedom, of which 6 are absorbed into the massive gauge bosons, while 14 remain physical [207, 208]. Of these, 4 are doubly charged, 4 are singly charged, and 6 are neutral. We identify the observed Higgs boson with the lightest neutral member.

The masses of the physical Higgs sector particles naturally depend on the parameters in the Higgs potential, Eq. (2.194). Of these, we are aware of the self-couplings of $\Phi$, which, due to the introduction of the coupling constant, are rescaled from Eq. (2.196) to

$$
\lambda_1 = \frac{g^2}{2}, \quad \lambda_3 = -\frac{g^2}{4}, \quad \lambda_2 = \lambda_4 = 0,
$$

(2.225)
as are the mass parameters to

$$
\mu_1^2 = \frac{g^2 v^2}{2}, \quad \mu_2^2 = 0.
$$

(2.226)
The other parameters are unknown except for requirement that they must lead to $v_R \gg \kappa_+ = \sqrt{\kappa_1^2 + \kappa_2^2} \approx 246 \text{ GeV} \gg v_L \approx 0$, and $\kappa_1 \gg \kappa_2$. Let us approximate $\kappa_2 \approx 0$. In this case, the mass of the lightest neutral scalar, which consists mostly of the real part of $\phi_1^0$, is given approximately by [207, 208]

$$
M_h^2 \approx \kappa_1^2 \left(2\lambda_1 - \frac{\alpha_1^2}{2\rho_1}\right).
$$

(2.227)
The first term is what the Higgs mass would be if the couplings to the triplets were non-existent:

$$
M_h = \sqrt{2\lambda_1 \kappa_1} = g\kappa_1.
$$

(2.228)
Given that the prediction for the left-handed $W$ mass would be $M_{W_L} = M_{W_1} = g\kappa_1/2$ in this case, this would lead to the prediction $M_h/M_W = 2$ as in the $su(2/1)$ case. The existence of the second term shows that mixing with the neutral components of $\Delta_{L,R}$ could lower the mass to a more realistic value. Renormalization group running could further lower $M_h$ toward 126 GeV. We examine this possibility in subsection 2.3.9.

2.3.8 The Emergence Scale and the Right-Handed Breaking Scale

Let us now determine the scale $\Lambda_s$ at which we envision the $su(2/2) \sim SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ structure to emerge from an underlying NCG theory. This is the scale at which we expect the relation $g_{BL}/g = 1/\sqrt{2}$ to hold.

When one imagines the emergence of an LRSM from an underlying UV theory at some scale $\Lambda_s$, one usually thinks of the subsequent breaking of the gauge symmetry down to $U(1)_{em}$.
NCG theory?
\[ \downarrow \Lambda_s \]
su(2/2) \sim SU(2)_L \times SU(2)_R \times U(1)_{B-L} 
\[ \downarrow \Lambda_R \sim g v_R \]
su(2/1) \sim SU(2)_L \times U(1)_Y 
\[ \downarrow M_W \sim g v \]
U(1)_{em}

Thus, the theory would be effectively 
SU(2)_L \times SU(2)_R \times U(1)_{B-L} between \( \Lambda_s \) and \( \Lambda_R \), and
SU(2)_L \times U(1)_Y between \( \Lambda_R \) and \( M_W \), that is, the gauge couplings would run with the
LRSM particle content between \( \Lambda_s \) and \( \Lambda_R \), and with the SM particle content below \( \Lambda_R \).

The boundary condition we would like to impose at \( \Lambda_s \) is
\[ \frac{g_{BL}(\Lambda_s)}{g(\Lambda_s)} = \frac{1}{\sqrt{2}} \] (2.229)
while the matching condition at \( \Lambda_R \) requires
\[ \frac{1}{g^2(\Lambda_R)} = \frac{1}{g^2(\Lambda_R)} + \frac{1}{g_{BL}^2(\Lambda_R)} \] (2.230)

Therefore, we have, up to one-loop, the relations
\[ \frac{1}{g_L^2(\Lambda_s)} = \frac{1}{g_R^2(\Lambda_R)} - 2b_L \ln \frac{\Lambda_s}{\Lambda_R} \]
\[ = \left( \frac{1}{g^2(M_W)} - 2b_2 \ln \frac{\Lambda_R}{M_W} \right) - 2b_L \ln \frac{\Lambda_s}{\Lambda_R} , \] (2.231)
\[ \frac{1}{g_{BL}^2(\Lambda_s)} = \frac{1}{g_{BL}^2(\Lambda_R)} - 2b_{BL} \ln \frac{\Lambda_s}{\Lambda_R} \]
\[ = \left( \frac{1}{g^2(\Lambda_R)} - \frac{1}{g_{BL}^2(\Lambda_R)} \right) - 2b_{BL} \ln \frac{\Lambda_s}{\Lambda_R} , \]
\[ \frac{1}{g^2(\Lambda_R)} = \frac{1}{g^2(M_W)} - 2b_1 \ln \frac{\Lambda_R}{M_W} \] (2.231)

The \( b_i \)'s are given by Ref. [200]
\[ b_i = \frac{1}{16\pi^2} \left[ -\frac{11}{3} C_2(G_i) + \frac{2}{3} \sum_f T_i(f) + \frac{1}{3} \sum_s T_i(s) \right] , \] (2.232)
where the summation is over Weyl fermions in the second term and over scalars in the third.
The index \( i \) labels the gauge groups and we have \( i = 1, 2 \) below \( \Lambda_R \), and \( i = L, R, BL \) above
it, and \( i = 3 \) for QCD. \( C_2(G_i) \) is the quadratic Casimir for the adjoint representation of the group \( G_i \), and \( T_i \) is the Dynkin index of each representation. For \( SU(N) \), \( C_2(G) = N, \) \( T = 1/2 \) for doublet representations and \( T = 2 \) for triplets. For \( U(1), C_2(G) = 0 \) and

\[
\sum_{f,s} T = \sum_{f,s} \left( \frac{Y}{2} \right)^2 , \tag{2.233}
\]

where \( Y/2 \) is the \( U(1) \) charge, the factor of \( 1/2 \) coming from the traditional normalizations of the hypercharge \( Y \) and \( B - L \) charges. In the LRSM, we have, for each generation, 6 left-handed and 6 right-handed quarks with \( B - L = 1/3 \), 2 left-handed and 2 right-handed leptons with \( B - L = -1 \), 6 complex scalars (coming from the two triplets) with \( B - L = 2 \), and a bi-doublet with \( B - L = 0 \).

Therefore, we have

\[
b_L = b_R = \frac{1}{16\pi^2} \left( -\frac{7}{3} \right) , \quad b_{BL} = \frac{1}{16\pi^2} \left( \frac{14}{3} \right) . \tag{2.234}
\]

The values of \( b_1, b_2, \) and \( b_3 \) for the SM particle content have been listed earlier in Eq. \( (2.146) \). Using the above RGE relations Eq. \( (2.231) \), we look for the scale \( \Lambda_s \) at which the constraint Eq. \( (2.229) \) is satisfied as a function \( \Lambda_R \). The results are shown in Fig. 2.2.

One possible solution is, of course, \( \Lambda_s = \Lambda_R \approx 4 \text{ TeV} \) since that was the scale at which \( g'/g = 1/\sqrt{3} \) when the couplings run with the SM particle content, and this automatically leads to \( g_{BL}/g = 1/\sqrt{2} \). When \( \Lambda_R \) is increased above 4 TeV, however, as we can see from Fig. 2.2, we find that the scale \( \Lambda_s \) at which Eq. \( (2.229) \) is satisfied is actually lower than \( \Lambda_R \). That is, we must run the couplings up to \( \Lambda_R \) with the SM particle content, and then run back down to a lower energy with the LRSM particle content to satisfy the required boundary condition. Obviously, this is an unphysical situation. So we are led to conclude that our formalism demands \( \Lambda_s = \Lambda_R \approx 4 \text{ TeV} \). That is, the \( SU(2)_L \times SU(2)_R \times U(1)_{B-L} \) gauge theory emerges already broken to \( SU(2)_L \times U(1)_Y \) of the SM at that scale. In fact, it is already broken all the way down to \( U(1)_{em} \) due to the non-zero VEV of the bi-doublet field \( \Phi \), though it may not necessarily be manifest at \( \Lambda_s \) due to \( \Lambda_s = \Lambda_R \gg M_W \).

This result is not inconsistent with the view we have been advocating based on our \( su(2/1) \sim SU(2)_L \times U(1)_Y \) model. There, the theory emerged already broken to \( U(1)_{em} \) at the emergence scale \( \Lambda_s \), with the Higgs field already shifted to fluctuations around its non-zero VEV. So schematically, we had:

\[
\text{NCG theory?} \quad \downarrow \quad \Lambda_s \approx 4 \text{ TeV} \quad \text{broken } SU(2)_L \times U(1)_Y \xrightarrow{M_W} U(1)_{em}
\]
2.3.9 The Higgs Boson Mass from $su(2/2)$

Let us now discuss how the observed Higgs mass can be accommodated in our $su(2/2)$ framework. We have seen that both $su(2/1)$ and $su(2/2)$ embeddings place the emergence scale at $\sim 4$ TeV. Moreover, they demand the same boundary condition on the Higgs quartic coupling ($\lambda$ for $su(2/1)$, $\lambda_1$ for $su(2/2)$) at that scale. In the $su(2/1)$ case, this led to a prediction of the Higgs mass of $M_h(M_Z) \sim 170$ GeV. In the $su(2/2)$ case, however, the Higgs mass prediction can be lowered due to the mixing of the Higgs with other neutral scalars available in the model.
In this section, we will investigate the simplest option as an example. We will assume that only a SM singlet scalar $S$ survives dominantly at low energies ($\sim M_Z$), which is responsible for the mass of the right handed neutrino. In our $su(2/2)$ embedding, this can be taken to be the real part of $\delta^0_R$:

$$\delta^0_R = \frac{v_R + S + iT}{\sqrt{2}}. \quad (2.235)$$

We assume that $S$ couples to the SM Higgs field $H$ via

$$\mathcal{L}_S = \frac{1}{2} \partial_\mu S \partial^\mu S - \frac{m^2}{2} S^2 - \frac{\lambda_S}{4} S^4 - \lambda_{HS} H^\dagger H S^2. \quad (2.236)$$

This model, in which the SM is extended with a singlet scalar $S$, has been analyzed in detail previously in the contexts of the vacuum stability of the SM [217, 218], and dark matter [219, 220]. In the $su(2/2)$ framework, terms in the above Lagrangian result from the terms with coefficients $\rho_1$ and $\alpha_1$ in Eq. (2.194), provided that

$$\lambda_S = \rho_1, \quad \lambda_{HS} = \frac{\alpha_1}{2}. \quad (2.237)$$

A similar singlet field is found in the Spectral SM [155]. See also Refs. [193, 194].

Assuming that in addition to $S$, the right-handed neutrino survives a low energies, we obtain the following renormalization group equations (RGE’s) for the evolution of the relevant parameters [219, 221]:

$$\frac{\mu}{d\mu} \frac{dh_\nu}{d\mu} = \frac{h_\nu}{(4\pi)^2} \left[ \frac{9}{2} h_\nu^2 + h_\nu^2 - \left( \frac{17}{12} g'^2 + \frac{9}{4} g^2 + 8g_s^2 \right) \right],$$

$$\frac{\mu}{d\mu} \frac{dh_t}{d\mu} = \frac{h_t}{(4\pi)^2} \left[ 3h_t^2 + \frac{5}{2} h_\nu^2 - \left( \frac{3}{4} g'^2 + \frac{9}{4} g^2 \right) \right],$$

$$\frac{\mu}{d\mu} \frac{d\lambda}{d\mu} = \frac{1}{(4\pi)^2} \left\{ 12h_t^2 + 4h_\nu^2 - \left( 3g'^2 + 9g^2 \right) \right\}. \lambda$$
where $h_t$ and $h_\nu$ are the top-quark and right-handed neutrino Yukawa couplings, $\lambda$ and $\lambda_S$ are the Higgs and the singlet quartic couplings, and $\lambda_{HS}$ is the Higgs-singlet coupling. The boundary conditions we use are $h_t(M_Z) = 0.997$, obtained from $h_t(M_Z) = \sqrt{2}m_t/v$, and $\lambda(\Lambda_R) = g^2(\Lambda_R)/2$, where the latter is fixed by our $su(2/2)$ construction. We also assume $h_\nu \sim 10^{-6}$, which is necessary to generate the correct light neutrino mass from the TeV scale seesaw, if the Dirac mass $M_D \approx M_e$. We also need the values of $\lambda_S(\Lambda_R)$ and $\lambda_{HS}(\Lambda_R)$ as boundary conditions for our RGE’s, but these are not fixed by our $su(2/2)$ framework (yet). Thus, we allow these values to float to find the conditions that lead to the correct Higgs mass. The mass of the Higgs is determined from

$$M_h^2 = \lambda v^2 + \lambda_S v_R^2 - \sqrt{(\lambda v^2 - \lambda S v_R^2)^2 + 4\lambda_{HS}^2 v^2 v_R^2} \\ \simeq 2v^2 \lambda \left(1 - \frac{\lambda_{HS}^2}{\lambda S^2}\right),$$

consistent with Eq. (2.227). We have also set $v_R = \Lambda_R \simeq 4$ TeV in this calculation.

The resulting range of values for $\lambda_S(\Lambda_R)$ and $\lambda_{HS}(\Lambda_R)$ which reproduce the correct Higgs mass is shown in Fig. 2.3. The plot shows the range of values ($0.15 \sim 0.25$) in the perturbative region, but larger values for these couplings are also possible as long as $(1 - \lambda_{HS}^2/\lambda S^2) \geq 0$, while $\lambda$ remains small. Thus, the $su(2/2)$ structure can accommodate the correct Higgs mass, provided the parameters in the Higgs potential are in the appropriate ranges.

### 2.3.10 $su(2/2)$ Summary

In this section, we have applied the formalism developed for the $su(2/1)$ embedding of the SM in the previous section to an $su(2/2)$ superconnection into which the $SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ gauge bosons of the LRSM were embedded in its diagonal even part, and a bi-doublet Higgs field $\Phi$ in its off-diagonal odd part. Unlike the $su(2/1)$ case, the matrix derivative could be made nilpotent, and the supercurvature $\mathcal{F}$ followed a simple transformation law under gauge transformations. To the gauge invariant but spontaneously broken (to $SU(2)_V \times U(1)_{B-L}$) action derived from $\mathcal{F}$, in which the bi-doublet $\Phi$ was already...
the shifted field fluctuating around the VEV $\zeta/\sqrt{2}$, we introduced two triplet fields $\Delta_{L,R}$ to achieve the breaking sequence $SU(2)_L \times SU(2)_R \times U(1)_{B-L} \to SU(2)_L \times U(1)_Y \to U(1)_{em}$.

The predictions of the formalism were $g_{BL}/g = 1/\sqrt{2}$ (or, equivalently, $g'/g = 1/\sqrt{3}$) and $\lambda_1 = -2\lambda_3 = g^2/2$, $\lambda_2 = \lambda_4 = 0$, where the $\lambda_i$'s are quartic self couplings of the bi-doublet $\Phi$. Of these, $\lambda_1$ corresponds to the quartic self coupling $\lambda$ of the SM Higgs. Assuming the above symmetry breaking sequence, it was found that the condition $g_{BL}/g = 1/\sqrt{2}$ could only be imposed if the emergence scale $\Lambda_s$ of the $su(2/2)$ structure and the breaking scale $\Lambda_R$ of the LRSM down to the SM were the same and at $\sim 4$ TeV. Thus, the formalism demands that the LRSM emerge from the hypothetical underlying NCG theory already fully broken. Despite the formalism’s predictions including the emergence scale being essentially the same as in the $su(2/1)$ case, the observed Higgs mass could still be accommodated due to the availability of other neutral scalar degrees of freedom in the model which mixed with the Higgs.

### 2.4 Fermions

For the superconnection formalism presented here to be taken seriously, we must have the freedom to couple fermions to the Higgs field with arbitrary Yukawa couplings, or the formalism must be able to predict what these Yukawa couplings should be. This is a difficult problem given that the superconnection formalism is essentially a gauge-Higgs unified theory, and, as with any such scenario, if one naively couples the superconnection $J$ to the fermions, the Yukawa couplings are forced to be equal to the gauge couplings [222–228].

To see how this comes about in the $su(2/1)$ case, let us assume that the Lagrangian of the lepton $su(2/1)$ triplet $\psi$ coupled to the superconnection $J$ is given, schematically, by

$$
\mathcal{L}_\ell = i\bar{\psi} \mathcal{D}\psi = i\bar{\psi} \left[ d + \frac{g}{2} (d_M + J) \right] \psi ,
$$

where all the operators within the parentheses must be placed in the appropriate representations. In the spinorial representation, the one-form $dx^\mu$ is represented by the Dirac matrix $\gamma^\mu$ [229–232]. Thus, we have the replacements

$$
d = dx^\mu \wedge \partial_\mu \to \gamma^\mu \partial_\mu = \partial \psi ,
W^i = W^i_\mu dx^\mu \to W^i_\mu \gamma^\mu = W^i \psi ,
B = B_\mu dx^\mu \to B_\mu \gamma^\mu = B \psi ,
$$

and consequently,

$$
d \to \bar{\psi} \cdot \mathbf{1}_{3 \times 3} ,
J \to i \left[ \mathbf{\tau} \cdot \mathbf{W} - \frac{1}{\sqrt{3}} \frac{\mathbf{B} \cdot \mathbf{1}_{2 \times 2}}{\sqrt{2} \phi} \left[ -\frac{\sqrt{2} \phi}{2 \sqrt{3} \phi} \right] \right] \equiv J \psi .
$$
We define the Dirac operator $D$ as
\[
D = \phi \cdot 1_{3 \times 3} + ig^2 \eta ,
\] (2.243)
to represent the generalized exterior derivative $d_S = d + \frac{g}{2} d_M$. Then, the Lagrangian is found to be
\[
L_\ell \rightarrow i \bar{\psi} \left( D + \frac{g}{2} J \right) \psi = \bar{\ell}_L i \phi \ell_L + \bar{\ell}_R i \phi \ell_R - \frac{g}{2} \left( \bar{\ell}_L \xi \ell_R + \bar{\ell}_R \xi^\dagger \ell_L \right) - \frac{g}{\sqrt{2}} \left( \bar{\ell}_L \gamma \tau_i \ell_L \right) W_{\mu i} - \frac{1}{\sqrt{3}} \left( \bar{\ell}_L \gamma \tau_i \ell_L + 2 \bar{\ell}_R \gamma \tau_i \ell_R \right) B_{\mu}
\] (2.244)
where we have defined $\hat{\phi} = \phi + \xi / \sqrt{2}$ as before. Thus, in addition to $g'/g = 1 / \sqrt{3}$, we find that the lepton Yukawa coupling is fixed to $g / \sqrt{2}$, and the matrix derivative terms couple the leptons to the Higgs VEV and yield the charged lepton mass. Note also that this Lagrangian is manifestly $SU(2) \times U(1)$ gauge invariant when written in terms of the shifted field $\hat{\phi}$, but the invariance is already spontaneously broken with fermion mass terms when written in terms of the $\phi$ field appearing in the superconnection.

In order to be able to change the Yukawa coupling to an arbitrary value, one must have the freedom to multiply $\xi$ in the matrix derivative, which determines $\langle \hat{\phi} \rangle$, and $\phi$ in the superconnection $J$ by the same constant for each fermion flavor to maintain the gauge invariance of the Lagrangian when written in terms of $\hat{\phi}$. This is essentially one of the fundamental reason we have to turn to NCG approach to have multiple lengths in the separation. Essentially, one copy of the two sheets is ‘fuzzed up’ and multiple characteristic lengths can be ‘measured out’ if projected to the commutative $c$ numbers.\footnote{We note this also shares some interesting features with quantum mechanics and quantum measurement process as discussed in Refs. [233, 234].}

In the Spectral SM approach [147–149, 152–156, 189], this is accomplished by writing the Dirac operator $D$ in full fermion flavor space, including all three generations, and inserting the complete fermion mass-mixing matrix into the off-diagonal matrix derivative part. This is in accordance with the idea that the matrix derivative encodes information on symmetry breaking. The superconnection $J$ is also defined via the generalized exterior derivative using $D$, which passes on the information...
included in the matrix derivative to the couplings of the \( \phi \). The information also feeds into the supercurvature, from which one determines the gauge-Higgs action and the Higgs VEV. This procedure allows for the introduction of arbitrary masses and mixings into the fermion sector.

Thus, the Spectral SM shows that it is possible to embed the required masses and mixings of the fermions to reproduce the SM into the ‘geometry’ of the NCG discrete direction. The interesting point is that in the Spectral SM approach, it is the fermion masses that are the input and the Yukawa couplings the output, and not the other way around as in the standard approach. The breaking of the gauge symmetry is encoded in the geometry, which is given in terms of the fermion masses and from which one extracts the Higgs VEV, and one could say that the Yukawa interactions themselves are consequences rather than the reason for fermion mass.

It must be said, though, that this is actually a highly unsatisfactory state of affairs. One wishes the NCG to determine the fermion masses and mixings, and not the other way around. But, for that, a full theory of NCG dynamics would be necessary. So, for the time being, we leave the prediction of the fermion masses and mixings to a possible future theory, and simply deal with the problem by assuming that when the \( su(2/1) \) (or \( su(2/2) \)) structure emerges from the underlying NCG theory at the emergence scale, the geometry, a full description of which could be fairly complicated, in addition to breaking the gauge symmetries, also fixes the fermion masses and mixings to the observed values.

### 2.5 TeV Collider Signal and Constraints

We have been led to the possibility that a LRSM emerges from an underlying NCG theory at the scale of \( \Lambda_s \approx 4 \text{TeV} \), which also breaks to \( SU(2)_L \times U(1)_Y \) with a triplet VEV of \( v_R = O(\Lambda_R/g) \) with \( \Lambda_R = \Lambda_s \). An additional constraint that the model predicts is that the Higgs quartic coupling \( \lambda_1 \) and the \( SU(2) \) coupling \( g \) are related by \( \lambda_1 = g^2/2 \) at that scale.

In this section, let us look at what the phenomenological consequences are of such a scenario.

Since we envision that the UV theory above the emergence scale of \( \Lambda_s = 4 \text{TeV} \) is a NCG theory with a discrete extra dimension, the existence of the extra dimension at such a low scale should have observable consequences beyond predicting a LRSM with a particular boundary condition. However, since the extra dimension is also discrete, it is not at all clear what it means to have a ‘scale’ associated with it. Having zero measure, it cannot be populated by extra degrees of freedom, which, for a continuum extra dimension model, would lead to Kaluza-Klein states. Lacking an understanding of the hypothetical UV NCG theory, it is difficult to state what to expect, so we will, for now, concentrate on the more conventional phenomenology of the effective LRSM the formalism predicts. Considerations of more exotic ‘smoking gun’ signatures will be left to future work.
2.5.1 New Particles

First and foremost, the LRSM we have been considering predicts a plethora of new and heavy particles: $W^\pm_2$ (which are mostly $W^\pm_R$), $Z_2$ (which is mostly $Z'$), and a variety of neutral, singly charged, and doubly charged scalars originating in the Higgs sector that are denoted $H^0_1$, $H^0_2$, $A^0_1$, $A^0_2$, $H^\pm_1$, $H^\pm_2$, $\delta^\pm_1$ and $\delta^\pm_2$ in Ref. [235]. The coupling of the triplet to the leptons, Eq. (2.190), will also generate massive Majorana neutrinos, which we will denote $N$ or $N_R$ (since they are mostly $\nu_R$) with a possible flavor index.

All these new particles will receive masses from the same triplet VEV, $v_R = O(\Lambda_R/g)$, so we can expect them all to have masses in the multi-TeV range, placing some of them, hopefully, within LHC reach. The actual masses will depend on the many parameters of the model, e.g., those appearing in the Higgs potential. One concrete prediction we can make is that $M_{Z_2}/M_{W_2} \approx \sqrt{3}$, so, for instance, if $M_{W_2} = 4$ TeV then $M_{Z_2} \approx \sqrt{3} M_{W_2} \approx 7$ TeV. Thus, the actual particle masses need not all be concentrated at 4 TeV, and one expects a spread-out spectrum. The TeV scale Majorana masses of the $N_R$’s will also allow us to invoke a TeV scale see-saw mechanism to suppress regular neutrino masses.

Bounds on these new particle masses exist from various low energy observables and from direct searches at the LHC. Let us take a look at what they are.

2.5.2 Bounds from Low Energy Processes

Constraints on the LRSM from low energy processes have been heavily studied in the literature for both the non-supersymmetric LRSM [235–266] and its supersymmetric extension [267–270]. Processes and observables that have been considered include muon decay $\mu \to e\nu_e\nu_\mu$, neutron beta decay $n \to p e^-\bar{\nu}_e$, the neutron electric dipole moment ($n$EDM), $K^0\bar{K}^0$ mixing (i.e., the $K^0_\ell - K^0_S$ mass difference $\Delta M_K = M_{K^0_\ell} - M_{K^0_S}$ and the $K$-decay CP violation parameters $\epsilon$ and $\epsilon'$, c.f. Fig. 2.4), $D^0\bar{D}^0$ mixing, $B^0\bar{B}^0$ mixing ($\Delta M_{B_d}$, $\Delta M_{B_s}$, and

---

The lightest neutral Higgs particle, denoted $h^0$ in Ref. [235], is identified with the SM Higgs and is not included in this list.
Figure 2.5: The Feynman diagram for the production of a heavy right-handed neutrino and its decay to a dilepton and a dijet through $W_R$ exchange. $M_N$ is the Majorana mass of $N_R$.

CP violation in hadronic $B$ decays, $b$ semileptonic decay, and $b \to s \gamma$.

Of the constraints thus obtained, those on the mass of $W_2$, which is mostly $W_R$, are fairly robust and independent of the detailed form of the Higgs potential. This is due to the $SU(2)_R$ gauge coupling being well known in the LRSM, and for the quark sector, if one assumes the Yukawa interaction with the bi-doublet $\Phi$, Eq. (2.203), to be solely responsible for the quark masses and mixings, then the right-handed CKM matrix $V^R$ can be fairly well constrained from quark masses and the usual left-handed CKM matrix $V^L$. According to the analysis of Ref. [235], $\Delta M_K$ yields 2.5 TeV, while the combination of $\epsilon$ and $n$EDM yields 4 TeV, respectively, as the lower bound of $M_{W_2}$. The 4 TeV bound matches precisely our right-handed scale $\Lambda_R$ where we expect typical new particle masses to be.

Bounds on scalar masses are more model dependent, and can be much stronger than that on $M_{W_R}$. For instance, $H_1^0$ and $A_1^0$ exchange can contribute to $K^0\bar{K}^0$ mixing at tree-level (see Fig. 2.4(b)), and Ref. [235] uses $\Delta M_K$ to place a lower bound of 15 TeV on their masses.

### 2.5.3 LHC Signatures

CMS and ATLAS have looked for BSM signals including $W_R$, $Z'$, and $\delta_{L,R}^{++}$'s of the LRSM in proton-proton collisions of energies up to $\sqrt{s} = 8$ TeV, and continued their searches at the center of mass energy of $\sqrt{s} = 13$ TeV. Here, we cite some of their current bounds.

#### $W_R$ and $N_R$

Since the heavy neutrino $N_R$ has a large Majorana mass in our construction, a distinctive signature for the model at the LHC is a same-sign dilepton + dijet final state with no missing energy via $W_R^\pm \to N_R \ell^\pm \to \ell^\pm \ell^\pm jj$ [271]. The Drell-Yan diagram for this lepton number violating process is shown in Fig. 2.5, the violation due to the Majorana mass insertion on the $N_R$ line. Since a Dirac mass does not violate lepton number, a Dirac neutrino would only allow oppositely-charged dileptons in the final state. Therefore, LHC searches for the same-sign channel are important in determining whether the heavy neutrino $N_R$ is Majorana or Dirac.
The cross section of the process naturally depends on both $W_R$ and $N_R$ masses, so the searches exclude correlated regions in $M_{W_R}-M_N$ space. In particular, if $M_{W_R} < M_N$ then the process will be highly suppressed and be undetectable, so certain regions cannot be probed. If the intermediate state is $N_e$ ($N_\mu$), then the dilepton in the final state will be $ee$ ($\mu\mu$). However, if the $N_e$ and $N_\mu$ mix, then one can also have $e\mu$ final states. Thus, the bounds could also depend on which channels are included in the analysis.

In Ref. [272], ATLAS reports that for both no-mixing and maximal-mixing scenarios (between $N_e$ and $N_\mu$), they have excluded $W_R$ of mass up to 1.8 TeV (2.3 TeV) at 95% C.L., assuming a mass difference between $W_R$ and $N_\ell$ larger than 0.3 TeV (0.9 TeV).

In Ref. [273], CMS reports that $W_R$ of mass up to 3.0 TeV have been excluded at 95% C.L. for the $ee$ and $\mu\mu$ channels separately, and also with the two channels combined assuming degenerate $N_e$ and $N_\mu$ masses.

**Doubly Charged Higgs**

Another signature of the LRSM which could be observed at the LHC comes from the triplet Higgs channel. In particular, the doubly-charged Higgs of the triplet decaying to two same-sign leptons

$$
\delta_{L,R}^{\pm+} \rightarrow e^{\pm} e^{\pm}, \mu^{\pm}\mu^{\pm} \quad (2.245)
$$

via the Majorana interaction, Eq. (2.190), will present a very clear and distinctive signal.

In Ref. [274], ATLAS reports that $\delta_{L}^{\pm+}$ of masses up to 409 GeV, 398 GeV, and 375 GeV, and $\delta_{R}^{\pm+}$ of masses up to 322 GeV, 306 GeV, and 310 GeV have been excluded at 95% C.L. for the $ee$, $\mu\mu$, and $e\mu$ final states, respectively. These results assume a branching fraction of 100% for each final state. For smaller branching fractions, the bounds will be weaker.

In Ref. [275], CMS reports the mass bounds on the doubly charged Higgs in the left-handed triplet extension of the SM (type II seesaw model). At the 95% C.L., the bounds are 444 GeV, 453 GeV, 373 GeV, 459 GeV, 375 GeV, and 204 GeV respectively when 100% decay to $ee$, $e\mu$, $e\tau$, $\mu\mu$, $\mu\tau$, and $\tau\tau$ final states are assumed.

### 2.5.4 Neutrinoless Double-$\beta$ Decay

Since the Majorana masses of the neutrinos violate lepton number by two units, their presence will lead to lepton number violating processes such as neutrinoless double-$\beta$ decay (0$\nu\beta\beta$):

$$
(A,Z) \rightarrow (A,Z+2) + e^- + e^- \quad (2.246)
$$

The rate of $0\nu\beta\beta$ can be written generically as

$$
\frac{\Gamma_{0\nu\beta\beta}}{\ln 2} = G \frac{|M|^2}{m_e^2} |m_{\nu}^{\nu\beta}\rangle^2, \quad (2.247)
$$
Figure 2.6: Neutrinoless double-beta decay in the LRSM via the exchange of $W_L, W_R$ with $\nu_L$ and $\nu_R$ intermediate states. $m_D$ and $M_N$ are respectively the Dirac and Majorana masses of the neutrino. Mass eigenstates are linear combinations of $\nu_L$ and $\nu_R$, with the light state $\nu$ consisting mostly of $\nu_L$, and the heavy state $N$ consisting mostly of $\nu_R$. The double-circle on the $W$ propagator in (d) indicates $W_L$-$W_R$ mixing.

where $G$ denotes the kinematic factor, $\mathcal{M}$ the nuclear matrix element, $m_e$ the electron mass, and $|m^\beta\beta_\nu|$ the effective neutrino mass:

$$m^\beta\beta_\nu = \sum_i U^2_{ei} m^{}_{i}.$$  \hfill (2.248)

Here, $U$ is the PMNS mixing matrix, and $m_i$ the mass of the $i$-th mass eigenstate.

In the LRSM, $0\nu\beta\beta$ would occur via the $W_L$ and $W_R$ exchange processes with $\nu_L$ and $\nu_R$ intermediate states as shown in Fig. 2.6. The dominant contributions are more likely to come from pure left-handed currents with light neutrino intermediate states, Fig. 2.6(a), and pure right-handed current with heavy neutrino intermediate states, Fig. 2.6(b). Contributions from left-right mixed currents, Figs. 2.6(c) and 2.6(d), involve a suppression factor due to the small left-right mixing ($m_D/M_N \sim 10^{-6}$ for the TeV scale LRSM with generic Yukawa...
couplings) [276–281]. However, there is still room in the parameter space which allows significant contributions from the mixed diagrams, as discussed in Ref. [282].

In addition, there exist contributions to $0\nu\beta\beta$ from the doubly-charged Higgs mediated diagrams shown in Fig. 2.7. While those involving the left-handed currents and $\delta_L$ are suppressed by a factor of $p^2/M_R^2$, those involving the right-handed currents and $\delta_R$ are proportional to $M_N/M_R^2$, which may give significant contributions, depending on the masses in question.

The present limits on $0\nu\beta\beta$ are not in contradiction with the TeV scale LRSM. As stated in Ref. [259], the current signal on $0\nu\beta\beta$ can be accounted by, for example, $M_W = 3$ TeV and $M_N = 10$ GeV, where some fine-tuning is required but not by an unacceptable amount.

### 2.5.5 Lepton Flavor Violating Processes

The LRSM also allows for the lepton flavor violating (LFV) processes $\mu \to e\gamma$ [283–285], $\mu \to 3e$ [285, 286], and $\mu \to e$ conversion in nuclei [285, 287–290], though the predictions for these processes are dependent on how much LFV is built into the Majorana interaction between the leptons and the triplet scalars [277, 279, 281, 285, 291]. Current experimental bounds on the branching fractions are [1]

$$B(\mu \to e\gamma) < 5.7 \times 10^{-13},$$

$$B(\mu \to eee) < 1.0 \times 10^{-12},$$

$$\frac{\sigma(\mu^-\text{Au} \to e^-\text{Au})}{\sigma(\mu^-\text{Au} \to \text{capture})} < 7 \times 10^{-13}.$$ (2.249)
Among these processes, $\mu \rightarrow 3e$ is mediated by the doubly charged Higgses ($\delta_{L,R}^{\pm\pm}$) at tree level, Fig. 2.8, and can be expected to have a relatively large branching fraction. Since the Majorana couplings at the vertices of Fig. 2.8 are proportional to the scale of the Majorana masses of the $N$’s, the diagram is roughly proportional to $M_N^2/M_\delta^2$, and the branching fraction to $M_N^4/M_\delta^4$. So the process provides a bound on $M_N/M_\delta$. In the analysis of Ref. [277], the left-right symmetry operator of the model is taken to be charge conjugation $C$ [259] which restricts the form of the Majorana interaction and allows one to constrain the right-handed PMNS matrix from the left-handed PMNS matrix, just as in the case of the Yukawa interaction for quarks, providing some predictability. Assuming $M_{W_2} = 3.5$ TeV and $M_{N_{\max}} = 0.5$ TeV, and taking all of the above LFV processes into account, Ref. [277] reports $M_{R_{\max}}^4/M_\delta < 0.1$, which places a lower bound on $M_\delta$ of 5 TeV, right in the ballpark of our $\Lambda_R = 4$ TeV.

Belle, Babar, and LHCb have also searched for the LFV decays $\tau \rightarrow \ell\gamma$ [292, 293] and $\tau \rightarrow \ell\ell\ell$ [294–296], where $\ell = e$ or $\mu$ and have placed bounds on the branching fractions to these decays at around a few times $10^{-8}$ at 90% C.L. According to the analysis of Ref. [297], the LRSM with $W_2$, $H_1^\pm$, and $\delta_{L,R}^{\pm\pm}$ masses all set to 3 TeV can accommodate a branching fraction of $\tau \rightarrow \ell\ell\ell$ as large as $10^{-9}$ which would be accessible at the next generation of super $B$ factories [298, 299].

### 2.5.6 Phenomenological Outlook

Based on these conventional phenomenological analyses, we conclude that the TeV scale LRSM predicted by the $su(2/2)$ superconnection formalism, possibly with an underlying NCG, provides a wealth of new particles and predictions within reach of LHC and other experiments. The fact that the current experimental bounds on the LRSM and the corresponding predictions of the superconnection formalism are suspiciously close may be a sign that LHC is on the brink of discovering something new and exciting.

With the center of mass energy of $\sqrt{s} = 13$ TeV for its second run, the LHC is well capable of observing the new particles of the model among which the most important are the right-handed gauge bosons ($W^\pm_\delta, Z'$) whose masses are fixed by the formalism and range within the TeV scale. With the scale of 4 TeV, selected by the formalism itself, these masses will be within reach of the LHC, provided that the right handed neutrinos ($N_R$) are light enough to make the corresponding channels accessible.\footnote{There is nothing in the model which constraints the right-handed neutrinos $N_R$ to be light. With $N_R$ heavier than $W^\pm_\delta$, the Drell-Yan interactions will be highly suppressed and thus, although theoretically the TeV scale LRSM could still be viable, it will be very difficult for the LHC to detect its signature through the $W^\pm_\delta$ channels.}

A number of relevant and important observations could be delivered in the LFV branch as
well, especially in $\mu \rightarrow e$ conversion in nuclei, which we briefly discussed in an earlier section. With the next generation of machines, the COMET [300] and Mu2e [301] collaborations target to increase their sensitivity for this process from $10^{-13}$ to $10^{-17}$, which will significantly improve the limits on new physics including LRSM. Moreover, the next generation of super $B$ factories aim to increase the limit on LFV $\tau$ decays to a level of $10^{-9}$ [298, 299], which will also provide useful information on the nature of new physics.

Thus, the early disappointments of the LHC (lack of other discoveries except for the discovery of the Higgs) could have been nothing but the calm before the storm.

### 2.6 Summary and Outlook for Superconnection Formalism

#### 2.6.1 Strengths and Weaknesses of the NCG-Superconnection Approach

Here, we have reviewed the $su(2/1)$ superconnection approach to the SM of Ne’eman et al. [129, 164, 173], supplemented by later developments by Coquereaux et al. [120] and Haussling et al. [121]. The superconnection describes the connection in a model space in which our 3 + 1 dimensional spacetime is extended by a discrete extra dimension consisting of only two points, i.e., the model space consists of two 3 + 1 dimensional branes separated by a gap. The left-handed fermions are assumed to inhabit one brane, and the right-handed fermions the other. The even part of the superconnection describes the usual gauge connection within each 3 + 1 dimensional brane, while the odd part of the superconnection, identified with the Higgs doublet, describes the connection in the discrete direction bridging the gap between the two branes. Contrary to early misconceptions about the approach, the Higgs doublet enters as a bosonic scalar, and does not violate the spin-statistics theorem.

The $su(2/1)$ superconnection model predicts $\sin^2 \theta_W = 1/4$, a condition which can only be imposed on the $SU(2)_L \times U(1)_Y$ gauge couplings at $\sim 4$ TeV. We interpret this to mean that the SM emerges from the underlying discrete extra dimension theory at that scale. The model also predicts the Higgs mass, which, including RGE running down from 4 TeV, is $\sim 170$ GeV.

To remedy this problem, we extended the model to $su(2/2)$, in which the $SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ gauge bosons and a bi-doublet field $\Phi$ were embedded into the superconnection. This extended the SM to the LRSM, for which the emergence scale also turned out to be 4 TeV. In this case, additional gauge triplet scalars were introduced to break $SU(2)_R \times U(1)_{B-L}$ down to $U(1)_Y$, and the scale of this breaking was also required to be at 4 TeV. The bi-doublet field then broke the $SU(2)_L \times U(1)_Y$ symmetry down to $U(1)_{em}$. It was shown that the lightest neutral scalar in the Higgs sector could have mass as light as $\sim 126$ GeV.
The model also predicts a plethora of new particles with masses in the multi-TeV range, within reach of the LHC run 2.

Of the several salient features of the approach, the most interesting is that the generalized exterior derivative in the discrete direction, \(i.e.,\) the matrix derivative, shifts the VEV of the off-diagonal zero-forms to non-zero values, effectively breaking the gauge symmetries. Thus, gauge symmetry breaking is intimately connected to the geometry of the model spacetime, in particular, to the separation of the two branes. We envision a scenario in which the two branes, originally overlapping, separate from each other dynamically and trigger gauge symmetry breaking. In other words, the Higgs mechanism is not due to the Higgs dynamics which is independent of any underlying geometry, but an integral part of the geometry itself, and is quantum gravitational in character.

Many problems still remain for the formalism to mature into a full fledged model building paradigm. First, the Lie superalgebra structure is assumed to emerge from some underlying NCG theory, but we have not clarified how the geometry enforces the structure yet. We would also like to incorporate QCD, and fermion generations into the structure. The Spectral SM of Connes \textit{et al.} supposedly has already done this, but, as commented on earlier, the Spectral SM approach does not have much predictive power. Also, after the incorporation of QCD into the model, we would like to unify it with the LRSM via the Pati-Salam group. The \(U(1)_{B-L}\) gauge boson being part of the \(su(2/2)\) superconnection, this suggests that QCD cannot be simply tacked on to the model.

There is also the subtle problem of how the nilpotency of the matrix derivative should be treated. In the \(su(2/1)\) case, the term \(d^2_M\) in the definition of the supercurvature could not be ignored for gauge invariance, but including it led to internal inconsistencies. In the \(su(2/2)\) case, \(d^2_M\) belongs to the center of the superalgebra, so it can be added or subtracted from the super curvature without changing its algebraic properties. This suggests that one can decide to ignore \(d^2_M\) based on consistency requirements, but one cannot shake the impression that the treatment is ad hoc. Furthermore, in the \(su(2/2)\) case, phenomenological requirements demanded that the nilpotency of the matrix derivative be broken. Whether this is another indication of a deep connection between spontaneous symmetry breaking and the geometry of the underlying theory remains to be seen.

These and other questions will be addressed in future work.

### 2.6.2 Comment on the Hierarchy Problem and the Unification of Couplings

The major appeal of the more traditional approaches to BSM model building such as supersymmetry (as well as technicolor, extra dimensions, etc.) is that they address the hierarchy problem, and that they shed light on the apparent unification of couplings, both within the context of local effective field theory (EFT).
However, this apparent theoretical appeal of supersymmetry does not exclude approaches that do not necessarily follow the local EFT paradigm. For example, in the Spectral SM approach of Connes et al. [147–149, 152–156, 189] the hierarchy problem can be addressed in a completely different fashion [154]. The crucial NCG (and thus in some sense non-local) aspect of the SM is found in the Higgs sector, which in principle comes with an extra (second) scale, to be distinguished from the usual UV scale of local EFT. The hierarchy between the Higgs and the UV (Planck) scale can be associated (as shown by Chamseddine and Connes in Ref. [154]) with the natural exponential factor that comes from the dynamical discrete geometry of the Higgs sector. Similarly, the apparent gauge unification (in the guise of an effective $SO(10)$ relation between the gauge couplings) is also incorporated into the Spectral SM. These aspects of the NCG approach to the SM are almost completely unknown in the particle physics community, and at the moment, almost completely undeveloped from a phenomenological viewpoint.

One of our aims in our upcoming review of the Spectral SM [162] is to clarify these interesting features of the NCG approach to the SM and make them palatable to the wider phenomenological community. We are also motivated by a deeper need to understand the limitations of the local EFT paradigm from the point of view of the physics of quantum gravity, which is usually, rather naively, ignored at the currently interesting particle physics scales, by invoking the concept of decoupling, which represents another central feature of the local EFT and which is also challenged by the NCG approach to the SM. Finally, as we discuss in the next concluding subsection of this paper, the usual RG analysis of the local EFT should be re-examined in the new light of the non-commutative/non-local structure of the SM, and the apparent existence of two natural (and naturally related) physics scales.

2.6.3 The Violation of Decoupling and the Possibility for UV/IR Mixing

In this concluding subsection we would like to comment on the observation made in Ref. [302] regarding the violation of decoupling in the Higgs sector, and how this violation may point to the more fundamental possibility of mixing of UV and IR degrees of freedom, given our view that a NCG underlies the Higgs sector. Such UV/IR mixing is known in the simpler context of non-commutative field theory [303], which we review below.

First, let us briefly recall the argument made in Ref. [302]: Essentially, Senjanovic and Sokorac found within the LRSM that the Higgs scalars do not decouple at low energy due to the essential relation between the gauge couplings and the Higgs mass. Note that this violation of decoupling will affect the scales of the electroweak breaking (taken as the low energy scale) and the TeV scale (taken as the high energy scale of new physics).

Such a violation of decoupling might point to a more fundamental phenomenon of the UV/IR mixing of the short and long distance physics. Here, we briefly recall in slightly more
detail the UV/IR mixing found in non-commutative field theory [303]. In this particular toy-model case (to be distinguished from NCG of Connes relevant for our discussion), the non-commutative spatial coordinates are assumed to satisfy

\[ [x_a, x_b] = i\theta_{ab}, \quad (2.250) \]

where \( \theta_{ab} \) is real and antisymmetric. Note that when this relation is taken together with the fundamental commutation relation

\[ [x_a, p_b] = i\delta_{ab}, \quad (2.251) \]

they imply the possibility of a fundamentally new effect: UV/IR mixing, i.e.,

\[ \delta x_a \sim \theta_{ab} \delta p_b. \quad (2.252) \]

This would mean, contrary to the usual intuition from local effective field theory, that high energy processes are related to low energy distances. We have argued elsewhere that the UV/IR mixing should be a fundamental feature of quantum gravity and string theory [118, 304].

At the moment, we are not aware of an explicit UV/IR relation in the context of the NCG of Connes that underlies the superconnection formalism and the new viewpoint on the SM and the physics beyond it, as advocated here. However, there exists a very specific toy model of non-commutative field theory in which such UV/IR mixing has been explicitly demonstrated. The nice feature of this toy model is that it can be realized in a fundamental short distance theory, such as string theory [303].

The non-commutative field theory is defined by the effective action

\[ S_{nc} = \int d^4 x \ L[\phi] \quad (2.253) \]

where the product of the fields \( \phi \) is given by the Moyal (or star) product

\[ (\phi_1 \star \phi_2)(x) \equiv \exp \left[ \frac{i}{2} \theta^{ab} \partial_a^y \partial_b^z \right] \phi_1(y)\phi_2(z) \bigg|_{y=z=x}. \quad (2.254) \]

In what follows, motivated by the form of the Higgs Lagrangian, we take \( L[\phi] \) to describe the massive \( \lambda \phi^4 \) non-commutative field theory.

The main point made in Ref. [303] is that, in the simplest case of the \( \phi^4 \) theory, the 1PI two point function has the non-trivial leading form (up to an overall coefficient)

\[ \Lambda_{\text{eff}}^2 - m^2 \log \left( \frac{\Lambda_{\text{eff}}^2}{m^2} \right), \quad (2.255) \]

where \( m \) is the mass of the \( \phi \) field, and the effective cut-off \( \Lambda_{\text{eff}} \) is given by the following expression:

\[ \Lambda_{\text{eff}}^2 = \left( \frac{1}{\Lambda^2} - p_a \theta_{ab}^2 p_b \right)^{-1}. \quad (2.256) \]
Here, $\Lambda$ is the usual UV cut-off. Note that the non-commutativity scale $\theta$ plays the role of the natural IR cut-off.

The UV/IR mixing, characteristic of this type of non-commutative field theory leads to the question of the existence of the proper continuum limit for non-commutative field theory. This question can be examined from the point of view of non-perturbative Renormalization Group (RG). The proper Wilsonian analysis of this type of non-commutative theory has been done in Ref. [305]. The UV/IR mixing leads to a new kind of the RG flow: a double RG flow, in which one flows from the UV to IR and the IR to the UV and ends up, generically, at a self-dual fixed point. It would be tantalizing if the NCG set-up associated with the SM, and in particular, the LRSM generalization discussed here, would lead to the phenomenon of the UV/IR mixing and the double RG flow with a self-dual fixed point. Finally, we remark that it has been argued in a recent work on quantum gravity and string theory that such UV/IR mixing and the double RG might be a generic feature of quantum gravity coupled to matter [118, 304].

Even though the NCG in our case is different from this toy example, the lesson in the essential physics of the UV/IR mixing is present in our situation as well: the Higgs field can be associated with the natural scale of non-commutativity and thus the natural IR scale, and, therefore, even in our situation we might reasonably expect that the the Higgs scale is mixed with the UV cut-off defined by some more fundamental theory. Needless to say, at the moment this is only an exciting conjecture.

If this conjecture is true, given the results presented here one could expect that the appearance of the LRSM degrees of freedom (as well as the embedded SM degrees of freedom) at low energy is essentially a direct manifestation of some effective UV/IR mixing, and thus that, on one hand, the remnants of the UV physics can be expected at a low energy scale of 4 TeV, and, conversely, that the LRSM structure point to some unique features of the high energy physics of quantum gravity. In this context, we recall the observations made in Ref. [196] about the special nature of the Pati-Salam model, which unifies the LRSM with QCD, in certain constructions of string vacua. Even though this observation is mainly based on “groupology” and it is not deeply understood, this observation might be indicative that the Pati-Salam model is the natural completion of the SM, as suggested here, in which the infrared physics associated with the Higgs sector is mixed with the ultraviolet physics of some more fundamental physics, such as string theory.
Chapter 3

Left-right Symmetric Model
Motivated by Non-Commutative
Geometry

In the last chapter, we studied the superconnection formalism, which implies a geometry responsible for the structure of the SM particle spectrum. It was shown by Connes et al. [190] that, in order to describe all the symmetries we observe in terms of diffeomorphisms of a single geometric structure, the geometry cannot be a regular geometry but instead must be NCG. In this chapter, we briefly review NCG as studied in our previous work [160] published in International Journal of Modern Physics A, and study the phenomenology related to it. In particular, we study the LRSM extension hinted by the NCG structure and point out that the model would have been in tension with the previous LHC diboson excess had the signal persisted.

3.1 Introduction and Overview of NCG Approach

Canonical discussions on possible new physics beyond the Standard Model (SM) have been centered around the hierarchy problem and the unifications of couplings. The current favorites among various approaches to stabilizing the low Higgs mass (126 GeV, as found at the LHC [306, 307]) are supersymmetry, technicolor, and extra dimensions. These approaches also incorporate the philosophy of coupling unification in Grand Unified Theories (GUT’s).

To this list, we seek to add another contender, namely models based on the NCG of Connes [152, 189]. In a series of papers starting from 1990 [147–156], Connes and collaborators have argued that the SM action could be derived from a particular NCG via the construction of what they call the “spectral” action [149], in essence geometrizing the SM and placing it on a similar footing to gravity. Several of the predictions that result from the
approach, according to our current understanding, are quite remarkable:

- The $SU(2)_L$ gauge bosons and the Higgs doublet are unified into a single “superconnection,” one of the consequences being that the $SU(2)_L$ gauge coupling $g_L$ and the Yukawa couplings are related in a particular way [147, 150–152].

- The $SU(2)_L \times U(1)_Y \times SU(3)_C$ gauge couplings satisfy an $SO(10)$ GUT-like relation, even though the particle content of the model is that of the SM [149, 154].

- Anomaly cancellation requires the presence of both electroweak and QCD sectors, another GUT-like feature [150].

- The smallness of the Higgs boson mass can potentially be explained via an extra-dimension-like mechanism involving a ‘warp’-factor [154].

The approach, of course, is not without its problems:

- The GUT-like relations on the gauge couplings can only be imposed at a single scale, so one must interpret the NCG spectral action as that which ‘emerges’ from an underlying NCG theory at the ‘unification’ scale.

- Quantization of the model within the NCG framework (in the sense of path integrals) is yet to be fully explored [152, 189], so one usually treats the NCG spectral action as an effective QFT action at the unification scale, and evolve it down to lower energies using the usual Renormalization Group (RG) equations to work out the infrared consequences.

- The minimal version of the NCG model which describes the SM predicts a Higgs mass of $\sim 170$ GeV, in clear contradiction with experiment [154]. This issue could be remedied by turning one of the off-diagonal entries of the Dirac operator, which is responsible for the neutrino Majorana mass, into a field. With this singlet field coupled to the SM Higgs field, the model accommodates a 126 GeV Higgs boson [155]. This could also be accomplished by extending the NCG to that which leads to a left-right symmetric Pati-Salam type action with coupling unification which automatically involves this singlet field [156].

In addition, the NCG spectral action approach to particle physics is under continued development by Connes and collaborators, and sorting out the various versions can be difficult. Despite these caveats, however, or any other reservation one may have about the entire approach, it is not without its merits, as explained above, and we feel that it may have the potential to develop into a full-fledged paradigm. In particular, from the phenomenological

\[1\text{We are currently working on a review article explaining how these predictions come about [162].}\]
Indeed, in a recent paper [2], Chamseddine, Connes, and van Suijlekom have proposed a new formulation of an NCG based unified left-right symmetric Pati-Salam model, which comes in three different versions differing in Higgs content. In all three, the gauge theory which emerges from the underlying NCG at the unification scale, which we will call $M_U$, is that with gauge symmetry $G_{224} = SU(2)_L \times SU(2)_R \times SU(4)_C$ with unified couplings:

$$g_L(M_U) = g_R(M_U) = g_4(M_U).$$  \hspace{1cm} (3.1)

In one version, the symmetry is actually $G_{224D} = G_{224} \times D$, where $D$ denotes parity which maintains left-right symmetry.\(^2\)

$G_{224}$ or $G_{224D}$ is assumed to break down to $G_{213} = SU(2)_L \times U(1)_Y \times SU(3)_C$ of the SM at scale $M_R$ with matching conditions

$$\frac{1}{[g_1(M_R)]^2} = \frac{2}{3} \frac{1}{[g_4(M_R)]^2} + \frac{1}{[g_R(M_R)]^2},$$

$$\frac{1}{[g_2(M_R)]^2} = \frac{1}{[g_L(M_R)]^2},$$

$$\frac{1}{[g_3(M_R)]^2} = \frac{1}{[g_4(M_R)]^2}.  \hspace{1cm} (3.2)$$

For all three versions, which differ in particle content, Ref. [2] argues that both boundary conditions can be satisfied if $M_U \sim 10^{15}$ GeV and $M_R \sim 10^{13}$ GeV.

Here, we will not attempt to review or justify the derivation of these models, but look at their consequences purely phenomenologically. From that viewpoint, the high value of $M_R$ is problematic in light of recent hints of a $W_R$ with a mass of around 2 TeV at the LHC. [308–313] If the LHC signal is indeed the gauge boson of the $SU(2)_R$ group, then $M_R$ on the order of a few TeV would be more compatible with that possibility. For instance, in Refs. [159, 163] we proposed an $su(2/2)$ superconnection-based left-right symmetric model for which $M_R = 4$ TeV, placing the mass of $W_R$ in the correct range. We address the question whether $M_R$ for Chamseddine et al.’s NCG models can be lowered by the addition of intermediate breaking scales between $M_U$ and $M_R$ at which the symmetry breaks down from $G_{224D}/G_{224}$ to $G_{213}$ via several intermediate steps. In other words, is any symmetry-breaking pattern compatible with a unified left-right symmetric Pati-Salam model at $M_U$, and the SM below $M_R \sim$ few TeV? We will demand that $M_U$ stay below the Planck mass

\(^2\)D-parity is slightly different from the usual Lorentz ($P$) parity in that the former interchanges the $SU(2)_L$ and $SU(2)_R$ sectors completely (including the scalars), while the latter does not transform the scalars. For example, the $D$-parity interchanges the $SU(2)_L$ Higgs fields and their $SU(2)_R$ counterparts, and transforms the bidoublet $\phi$ into $\phi^\dagger$ (and vice versa), while the $P$-parity leaves them unchanged.
at $10^{19}$ GeV. Similar analyses have been carried out in the context of non-supersymmetric $SO(10)$ GUT models in Refs. [314–321] for a variety of symmetry breaking chains. Our analysis differs from these due to the NCG models considered here differing in Higgs content since NCG does not require the Higgs fields to fall into $SO(10)$ multiplets.

While originally motivated by the desire to confront the viability of NCG derived unified left-right symmetric Pati-Salam models, we note in passing that similar models may emerge in a large class of string compactifications as discovered by Dienes. [326] So the results presented here may have a wider range of applicability.

This chapter is organized as follows. In section 2, we briefly review the current status of the\textit{W}$_R$-like signal seen at the LHC, and phenomenological constraints. In section 3, we cover various symmetry breaking chains from $G_{224D}/G_{224}$ down to $G_{213}$, and solve the renormalization group evolution equations for breaking scales which would satisfy the boundary/matching conditions for the given particle content. The list includes those that were considered by Chamseddine, Connes, and van Suijlekom in Ref. [2]. We conclude in section 4 with a discussion of what was discovered.

### 3.2 Example: The $W_R$ Signal at the LHC

In 2015, ATLAS reported on a search for narrow resonances hadronically decaying into a pair of SM gauge bosons $WW$, $WZ$, or $ZZ$ [308]. The largest excess occurs in the $WZ$ channel at around 2 TeV with a local significance of $3.4\sigma$ and a global $2.5\sigma$. Moreover, both CMS [309] and ATLAS [310] notice an excess at around 1.8 TeV in the dijet distributions, albeit with low significance (2.2$\sigma$ and 1$\sigma$). In addition, CMS observes an excess, again at around 2 TeV, both in their search for massive $WH$ production in the $\ell\nu b\bar{b}$ final state [311] and in massive-resonance production decaying into two SM vector bosons (one of which is leptonically tagged [312]), both of which have lower significance than 2$\sigma$.

It is discussed in Refs. [327–330] that these results may be interpreted in the context of the left-right model with the gauge group $SU(2)_L \times SU(2)_R \times U(1)'$ and it is shown that a heavy right-handed gauge boson $W_R$ with a single coupling $g_R(M_R) \simeq 0.4$ can explain the current measurements. Note that this coupling is different from the SM left-handed $W_L$ coupling $g_L(5 \text{ TeV}) \simeq 0.63$. [1, 331] Many other authors have also discussed possible phenomenological consequences of the $W_R$ interpretation, e.g. Refs. [332–343] to list just a few, but we refrain from reviewing them here.

Although the collider excess goes away later, we nevertheless use it as an example to demonstrate how exotic high energy physics such as NCG can be put into test in a collider experiment.

---

Footnote 3: For analyses of supersymmetric $SO(10)$ GUT, see Refs. [322–325].
3.3 TeV-Scale Left-Right Model in the Light of Latest LHC Searches

3.3.1 Setup of the Problem

We would like to see whether such a $W_R$ can be accommodated within an NCG induced unified left-right symmetric Pati-Salam model. The left-right symmetric model naturally has $g_R = g_L$. However, one can have an asymmetry between $g_R$ and $g_L$ if one separates the $D$-parity [259] breaking scale $M_D$ from the the scale $M_R$ where $SU(2)_R$ is broken [206, 344].

As an intermediate symmetry between $G_{224D}/G_{224}$ and $G_{213}$ of the SM, we introduce

$$G_{2213} = SU(2)_L \times SU(2)_R \times U(1)_{B-L} \times SU(3)_C ,$$

with gauge couplings $g_L$, $g_R$, $g_{BL}$, and $g_3$. The most general breaking sequence will then be

$$\text{NCG} \xrightarrow{M_U} G_{224D} \xrightarrow{M_D} G_{224} \xrightarrow{M_C} G_{2213} \xrightarrow{M_R} G_{213} \xrightarrow{M_Z} G_{13} ,$$

where the double-line arrow indicates the emergence of the $G_{224D}$ theory from the underlying NCG, and $G_{13} = U(1)_{EM} \times SU(3)_C$ is the unbroken group which remains below the electroweak scale with couplings $e$ and $g_3$.

We label the energy intervals in between symmetry breaking scales starting from $[M_Z, M_R]$ up to $[M_D, M_U]$ with Roman numerals as:

$$\begin{align*}
\text{I} & : [M_Z, M_R] , \quad G_{213} \text{ (SM)} , \\
\text{II} & : [M_R, M_C] , \quad G_{2213} , \\
\text{III} & : [M_C, M_D] , \quad G_{224} , \\
\text{IV} & : [M_D, M_U] , \quad G_{224D} . 
\end{align*}$$

(3.5)

The ordering of the breaking scales must be strictly maintained, that is

$$M_Z \leq M_R \leq M_C \leq M_D \leq M_U .$$

(3.6)

However, adjacent scales can be set equal, which collapses the corresponding energy interval and skips the intermediate step. For instance, if $M_R = M_C$, then $G_{224}$ breaks directly to $G_{213}$, and interval III will be followed by interval I, skipping interval II.

In the following, we investigate whether it is possible to set $M_R \sim 5 \text{ TeV}$ while maintaining $M_U$ below the Planck scale. The IR data which we will keep fixed as boundary conditions to the RG running are [1, 331]

$$\begin{align*}
\alpha(M_Z) &= 1/127.9 , \\
\alpha_s(M_Z) &= 0.118 , \\
\sin^2 \theta_W(M_Z) &= 0.2312 ,
\end{align*}$$

(3.7)
at $M_Z = 91.1876$ GeV, which translates to

$$g_1(M_Z) = 0.36, \quad g_2(M_Z) = 0.65, \quad g_3(M_Z) = 1.22.$$  

(3.8)

The coupling constants are all required to remain in the perturbative regime during the evolution from $M_U$ down to $M_Z$.

### 3.3.2 One-Loop Running and the Extended Survival Hypothesis

For a given particle content, the gauge couplings are evolved according to the 1-loop RG relation

$$\frac{1}{g_i^2(M_A)} - \frac{1}{g_i^2(M_B)} = \frac{a_i}{8\pi^2} \ln \frac{M_B}{M_A},$$  

(3.9)

where the RG coefficients $a_i$ are given by [7, 200]

$$a_i = -\frac{11}{3} C_2(G_i) + \frac{2}{3} \sum_{R_f} T_i(R_f) \cdot d_1(R_f) \cdot \cdots d_n(R_f) 
+ \frac{1}{3} \sum_{R_s} T_i(R_s) \cdot d_1(R_s) \cdot \cdots d_n(R_s).$$  

(3.10)

Here, the summation is over irreducible chiral representations of fermions ($R_f$) in the second term and those of scalars ($R_s$) in the third. $C_2(G_i)$ is the quadratic Casimir for the adjoint representation of the group $G_i$, and $T_i$ is the Dynkin index of each (complex) representation.\(^4\)

For $SU(2)$, $C_2(G) = 2$, $T = 1/2$ for doublet representations and $T = 2$ for triplets. See Table 3.1 for the Dynkin indexes of other representations. For $U(1)$, $C_2(G) = 0$ and

$$\sum_{f,s} T = \sum_{f,s} \left(\frac{Y}{2}\right)^2,$$  

(3.11)

where $Y/2$ is the $U(1)$ charge, the factor of 1/2 coming from the traditional normalizations of the hypercharge $Y$ and $B - L$ charges. The $a_i$’s will differ depending on the particle content, which changes every time symmetry breaking occurs. We will distinguish the $a_i$’s in different energy intervals with the corresponding roman numeral superscript, cf. Eq. (3.5).

For the particle content in each energy interval we impose the **Extended Survival Hypothesis** (ESH) [345]. The ESH states that at every step of the symmetry breaking chain, the only scalars which survive below the symmetry breaking scale are the ones which acquire vacuum expectation values (VEV’s) at the subsequent levels of the symmetry breaking. For instance, the only scalar assumed to survive below $M_R$ would be the SM Higgs doublet which acquires a VEV to break $G_{213}$ further down to $G_{13}$ under the ESH.

---

\(^4\)If the representation is real a factor of $\frac{1}{2}$ comes about in the third term.
3.3.3 Non-Unified Left-Right Symmetric Pati-Salam

We begin by looking at the Pati-Salam model \[195, 201–203\] without the unification of all three couplings as demanded in the NCG approach. We impose left-right symmetry \( g_L = g_R \) at scale \( M_D \), which we identify as the scale at which \( G_{224D} \) breaks to \( G_{224} \), and evolve our couplings down from \( M_D \):

\[
G_{224D} \xrightarrow{M_D} G_{224} \xrightarrow{M_C} G_{2213} \xrightarrow{M_R} G_{213} \xrightarrow{M_Z} G_{13} .
\]  

(3.12)

Note that energy interval IV is absent. In addition to Eq. (3.8), the boundary/matching conditions we impose on the couplings at the symmetry breaking scales are:

\[
M_D : \quad g_L(M_D) = g_R(M_D) ,
\]

(3.13)

\[
M_C : \quad \sqrt{\frac{2}{3}} g_{BL}(M_C) = g_3(M_C) = g_4(M_C) ,
\]

(3.14)

\[
M_R : \quad \frac{1}{g_1^2(M_R)} = \frac{1}{g_2^2(M_R)} + \frac{1}{g_{BL}^2(M_R)} , \quad g_2(M_R) = g_L(M_R) ,
\]

(3.15)

\[
M_Z : \quad \frac{1}{e^2(M_Z)} = \frac{1}{g_1^2(M_Z)} + \frac{1}{g_2^2(M_Z)} .
\]

(3.16)

Note that if \( M_C = M_R \), then the conditions at those scales reduce to those given in Eq. (3.2).

We assume that the above breaking sequence is accomplished by a Higgs sector consisting of scalars which transform under \( G_{224} \) as

\[
\phi(2, 2, 1) , \quad \Delta_R(1, 3, 10) , \quad \Sigma(1, 1, 15) .
\]

(3.17)

These fields decompose into irreducible representations of \( G_{2213} \) as:

\[
\Sigma(1, 1, 15) = \Sigma_1(1, 1, 0, 1) \oplus \Sigma_3(1, 1, 4/3, 3) \oplus \Sigma_8(1, 1, 0, 8) ,
\]

\[
\Delta_R(1, 3, 10) = \Delta_{R1}(1, 3, 2, 1) \oplus \Delta_{R3}(1, 3, 2/3, 3) \oplus \Delta_{R6}(1, 3, -2/3, 6) ,
\]

(3.18)

\[
\phi(2, 2, 1) = \phi(2, 2, 0, 1) .
\]

The breaking of \( G_{224} \) down to \( G_{2213} \) would be accomplished by the field \( \Sigma_1 \) acquiring a VEV. \( \Sigma_3, \Sigma_8, \Delta_{R3}, \Delta_{R6} \) are all colored, so they will not be acquiring VEV’s in the subsequent steps. Thus, under ESH, all these fields will become heavy at \( M_C \) and decouple from the RG equations below \( M_C \). The remaining fields decompose into irreducible representations of \( G_{213} \) as:

\[
\Delta_{R1}(1, 3, 2, 1) = \Delta_{R1}^0(1, 0, 1) \oplus \Delta_{R1}^+(1, 2, 1) \oplus \Delta_{R1}^{++}(1, 4, 1) ,
\]
\[ \phi(2, 2, 0, 1) = \phi_2(2, 1, 1) \oplus \phi_2'(2, -1, 1) . \]  

(3.19)

The breaking of \( G_{2213} \) down to \( G_{213} \) would be accomplished by the field \( \Delta_R^0 \), while that of \( G_{213} \) down to \( G_{13} \) would be realised by the neutral (diagonal) components of \( \phi_2(2, 2, 0, 1) \), acquiring VEVs. The fields \( \Delta_R^+ \) and \( \Delta_R^{++} \) would be both charged under electromagnetism, so they will not be acquiring VEV’s in the subsequent steps. Thus, under the ESH, these fields will become heavy at \( M_R \). In addition, only one of the two physical states (which are linear combinations of \( \phi_2 \) and \( \phi_2' \)) remains light while the other picks a mass at \( M_R \), unless we apply fine-tuning [346]. The left-over field, the SM Higgs (which can be identified without loss of generality as \( \phi_2(2, 1, 1) \)) is left to be the only field in the Higgs spectrum below \( M_R \).

Finally, with ESH, the particle content (other than the fermions and gauge bosons) of our model in the three energy intervals I through III are:

\[
\begin{align*}
\text{III} & : \phi(2, 2, 1), \Delta_R(1, 3, 10), \Sigma(1, 1, 15), \\
\text{II} & : \phi(2, 2, 0, 1), \Delta_R(1, 3, 2, 1), \\
\text{I} & : \phi_2(2, 1, 1).
\end{align*}
\]

(3.20)

The values of the RG coefficients for this Higgs content are listed in Table 3.2.

Taking advantage of the boundary/matching conditions, the following relations can be derived between the boundary values \( \alpha(M_Z) \), \( \alpha_s(M_Z) \), \( \sin^2 \theta_W(M_Z) \), \( g_R(M_R) \), and the ratios of the successive symmetry breaking scales:

\[
\begin{align*}
2\pi & \left[ \frac{3 - 6 \sin^2 \theta_W(M_Z)}{\alpha(M_Z)} - \frac{2}{\alpha_s(M_Z)} \right] \\
= & \left(3a_1 - 3a_2 - 2a_3\right) \ln \frac{M_R}{M_Z} + \left(-3a_L + 3a_R + 3a_{BL} - 2a_3\right) \ln \frac{M_C}{M_R} \\
& \left(-3a_L + 3a_R\right) \ln \frac{M_D}{M_C}, \\
2\pi & \left[ \frac{4\pi}{g_R^2(M_R)} - \frac{\sin^2 \theta_W(M_Z)}{\alpha(M_Z)} \right] \\
= & \left(-a_2\right)^{19/6} \ln \frac{M_R}{M_Z} + \left(a_R - a_L\right)^{2/3} \ln \frac{M_C}{M_R} + \left(a_R - a_L\right)^{20/3} \ln \frac{M_D}{M_C}.
\end{align*}
\]

(3.21)

The derivation is shown in the Appendix B.1. To maintain the ordering of the mass scales, all logarithms in these expressions must be non-negative. Numerically, we have

\[
\begin{align*}
517 & = 44x + 27y + 20z, \\
484 & = 19x + 4y + 40z.
\end{align*}
\]

(3.22)
Figure 3.1: Running of the gauge couplings for the left-right symmetric Pati-Salam model. The vertical dotted lines from left to right correspond to the symmetry breaking scales $M_Z$, $M_R$, and $M_C$. $M_R$ is fixed at 5 TeV. For the $U(1)_{B-L}$ coupling between $M_R$ and $M_C$, we plot $\frac{3}{2}g^{-1}_{BL}(\mu) = \frac{6\pi}{g_{BL}^2(\mu)}$ so that it agrees with $\alpha^{-1}(\mu)$ at $\mu = M_C$. The two cases shown are (a) $g_R(M_R) = 0.4$ is imposed, and (b) $M_D$ is minimized by collapsing the energy interval III.

where

$$x = \log_{10} \frac{M_R}{M_Z}, \quad y = \log_{10} \frac{M_C}{M_R}, \quad z = \log_{10} \frac{M_D}{M_C}.$$  \hspace{1cm} (3.23)

If we fix $M_R = 5$ TeV, then $x = \log_{10}(M_R/M_Z) = 1.74$, and the above system of linear equations yields

$$y = 27.9 - \frac{4.11}{g^2_R(M_R)}, \quad z = -15.7 + \frac{5.56}{g^2_R(M_R)}.$$ \hspace{1cm} (3.24)

Since both $y$ and $z$ must be positive, we must have

$$0.38 < g_R(M_R) < 0.59.$$ \hspace{1cm} (3.25)

We would also like to impose the condition

$$x + y + z = 14.0 + \frac{1.44}{g^2_R(M_R)} = \log_{10} \frac{M_D}{M_Z} < \log_{10} \frac{10^{19} \text{GeV}}{M_Z} = 17.0,$$ \hspace{1cm} (3.26)

which constrains $g_R(M_R)$ to

$$g_R(M_R) > 0.69,$$ \hspace{1cm} (3.27)

which is incompatible with Eq. (3.25). Thus, the system does not allow for a parity breaking scale $M_D$ lower than the Planck mass.

Indeed, if we set $g_R(M_R) = 0.4$, as preferred by experiment [327–330], we obtain $y = 2.2$, $z = 19.0$, which translates to

$$M_R = 5 \text{ TeV}, \quad M_C = 8 \times 10^5 \text{ GeV}, \quad M_D = 8 \times 10^{24} \text{ GeV},$$ \hspace{1cm} (3.28)
with
\[ g_L(M_D) = g_R(M_D) = 0.48, \quad g_4(M_D) = 0.43. \] (3.29)

If we allow \( g_R(M_R) \) to be as large as 0.59, we obtain \( y = 16.3, z = 0 \), which translates to
\[ M_R = 5 \text{ TeV}, \quad M_C = M_D = 1 \times 10^{20} \text{ GeV}, \] (3.30)
with
\[ g_L(M_D) = g_R(M_D) = 0.50, \quad g_4(M_D) = 0.48. \] (3.31)

The evolution of the couplings for these choices of scales is shown in Fig. 3.1. For each choice of \( g_R(M_R) \), the value of \( g_{BL}(M_R) \) is determined from the known value of the hypercharge coupling \( g_1(M_R) \) and the matching condition Eq. (3.15). Larger values of \( g_R(M_R) \) closer to \( g_L(M_R) \) will lower the scale \( M_D \) at which the RG flow of the two couplings separate. At the same time, larger values of \( g_R(M_R) \) demand smaller values of \( g_{BL}(M_R) \), which pushes up the scale \( M_C \) where the RG flow of \( g_{BL} \) bifurcates from that of \( g_3 \). Since the order \( M_C \leq M_D \) cannot be violated, \( M_D \) cannot be lowered further by increasing \( g_R(M_R) \) once the two scales meet.

Looking at Fig. 3.1(b), however, we notice that in energy interval II \( g_L \) and \( g_R \) do flow apart, but not as much as in energy interval III. A larger difference between \( g_L \) and \( g_R \) could be generated in interval II if \( (a_L - a_R)^{II} \) could be enhanced. To this end, let us relax the ESH and allow some of the colored \( \Delta_R \) fields to survive into interval II. The RG coefficients for three Higgs-content scenarios in interval II that differ from the ESH case are listed in Table 3.3. Clearly, the addition of extra \( \Delta_R \) fields enhances \( (a_L - a_R)^{II} \).

We perform the same analyses as above for the three ESH-breaking cases, namely, the calculation of the symmetry breaking scales to reproduce \( g_R(M_R) = 0.4 \), and then by allowing the value of \( g_R(M_R) \) to float in order to find the lowest value of \( M_D \):

1. \( \Delta_{R1} \) and \( \Delta_{R3} \) survive:
   To reproduce \( g_R(M_R) = 0.4 \), we find
   \[ M_R = 5 \text{ TeV}, \quad M_C = 8 \times 10^5 \text{ GeV}, \quad M_D = 2 \times 10^{24} \text{ GeV}, \] (3.32)
   with
   \[ g_L(M_D) = g_R(M_D) = 0.48, \quad g_4(M_D) = 0.44. \] (3.33)
   If \( g_R(M_R) \) is allowed to float, the minimum of \( M_D \) is achieved when \( g_R(M_R) = 0.53 \) with
   \[ M_R = 5 \text{ TeV}, \quad M_C = M_D = 1 \times 10^{17} \text{ GeV}, \] (3.34)
   with
   \[ g_L(M_D) = g_R(M_D) = 0.52, \quad g_4(M_D) = 0.53. \] (3.35)
   The runnings of the couplings for these cases are shown in Fig. 3.2(a) and (b).
2. $\Delta_{R1}$ and $\Delta_{R6}$ survive:
To reproduce $g_R(M_R) = 0.4$, we find

$$M_R = 5 \text{ TeV}, \quad M_C = 2 \times 10^6 \text{ GeV}, \quad M_D = 5 \times 10^{23} \text{ GeV},$$

(3.36)

with

$$g_L(M_D) = g_R(M_D) = 0.48, \quad g_4(M_D) = 0.45.$$ (3.37)

If $g_R(M_R)$ is allowed to float, the minimum of $M_D$ is achieved when $g_R(M_R) = 0.49$ with

$$M_R = 5 \text{ TeV}, \quad M_C = M_D = 8 \times 10^{15} \text{ GeV},$$

(3.38)

with

$$g_L(M_D) = g_R(M_D) = 0.53, \quad g_4(M_D) = 0.62.$$ (3.39)

The runnings of the couplings for these cases are shown in Fig. 3.2(c) and (d).

3. All three multiplets $\Delta_{R1}$, $\Delta_{R3}$, and $\Delta_{R6}$ survive:
To reproduce $g_R(M_R) = 0.4$, we find

$$M_R = 5 \text{ TeV}, \quad M_C = 2 \times 10^6 \text{ GeV}, \quad M_D = 8 \times 10^{22} \text{ GeV},$$

(3.40)

with

$$g_L(M_D) = g_R(M_D) = 0.49, \quad g_4(M_D) = 0.46.$$ (3.41)

If $g_R(M_R)$ is allowed to float, the minimum of $M_D$ is achieved when $g_R(M_R) = 0.47$ with

$$M_R = 5 \text{ TeV}, \quad M_C = M_D = 2 \times 10^{14} \text{ GeV},$$

(3.42)

with

$$g_L(M_D) = g_R(M_D) = 0.54, \quad g_4(M_D) = 0.67.$$ (3.43)

The runnings of the couplings for these cases are shown in Fig. 3.2(e) and (f).

These results indicate that achieving a value of $g_R(M_R) = 0.4$ at $M_R = 5 \text{ TeV}$ is not trivial in this model, requiring a very high value of the parity breaking scale $M_D$. Lowering this scale below the Planck mass cannot be achieved with the minimal Higgs content in energy interval II as required by the ESH even if the value of $g_R(M_R)$ were allowed to float. If one relaxes the ESH, then $M_D$ lower than the Planck mass is possible, provided $g_R(M_R)$ is allowed to be as large as $\sim 0.5$. It is also preferable for $M_C$ and $M_D$ to be degenerate, that is, for $G_{224D}$ to break directly to $G_{2213}$. 

3.3.4 Unified Left-Right Symmetric Pati-Salam from NCG

With the above results in mind, let us now look at the unified left-right symmetric Pati-Salam model which we expect to emerge from an underlying NCG. The breaking pattern now includes an emergence/unification scale as in Eq. (3.4), and all four energy intervals listed in Eq. (3.5) must be taken into account with an extra boundary condition at \( M_U \):

\[
M_U : \quad g_L(M_U) = g_R(M_U) = g_4(M_U). \tag{3.44}
\]

This leads to the relations

\[
2\pi \left[ \frac{3 - 8 \sin^2 \theta_W(M_Z)}{\alpha(M_Z)} \right] = (3 - 5a_2 - 8a_3) \ln \frac{M_R}{M_Z} + (5a_L + 3a_R + 3a_{BL}) \ln \frac{M_C}{M_R} + (5a_L + 3a_R + 2a_4) \ln \frac{M_U}{M_D}. \tag{3.45}
\]

\[
2\pi \left[ \frac{3}{\alpha(M_Z)} - \frac{8}{\alpha_4(M_Z)} \right] = (3a_1 - 5a_2) \ln \frac{M_R}{M_Z} + (3a_L + 3a_R + 3a_{BL} - 8a_3) \ln \frac{M_C}{M_R} + (3a_L + 3a_R - 6a_4) \ln \frac{M_U}{M_D}. \tag{3.46}
\]

\[
2\pi \left[ \frac{4\pi}{g_R^2(M_R)} - \frac{\sin^2 \theta_W(M_Z)}{\alpha(M_Z)} \right] = (-a_2^1) \ln \frac{M_R}{M_Z} + (a_R - a_L) \ln \frac{M_C}{M_R} + (a_R - a_L) \ln \frac{M_D}{M_C}. \tag{3.47}
\]

The derivation is given in the Appendix B.1. Note that there is no \( \ln M_U/M_D \) term in the last line since parity is not broken in energy interval IV and \( a_{IV}^L = a_{IV}^R \). We will now look at the three models of Chamseddine, Connes, and van Suijlekom in Ref. [2], one by one.

A. Pati-Salam with “composite” Higgs fields\(^5\)

The first model of Ref. [2] emerges with symmetry \( G_{224} \) at \( M_U = M_D \), which breaks directly to \( G_{213} \) of the SM at \( M_C = M_R \). Only energy intervals I and III are present. The Higgs content of this model in interval III, as specified in Ref. [2], is shown in Table 3.4. We make a slight modification by taking the \( \Sigma(1, 1, 15) \) field to be real, conforming to standard Pati-Salam literature, whereas Ref. [2] assumes it to be complex.

\(^5\)The terminology of Ref. [2] may cause confusion with the standard concept of compositeness that is found in the literature. What the authors of Ref. [2] call a “composite” field seems to be a field which does not transform under a single irreducible representation.
In this case, Eqs. (3.45) through (3.47) simply reduce to those with the II and IV terms missing. Then, the system of three equations has three unknowns, namely \( \ln \frac{M_D}{M_C} \), \( \ln \frac{M_R}{M_Z} \), and \( g_R(M_R) \), which allows us to determine all three. We find:

\[
\begin{align*}
g_R(M_R) &= 0.54, \\
M_R &= M_C = 4.1 \times 10^{13} \text{ GeV}, \\
M_U &= M_D = 3.5 \times 10^{15} \text{ GeV},
\end{align*}
\]

in agreement with Ref. [2]. The unified coupling in this case is \( g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.53 \). The running of the couplings for this case is shown in Fig. 3.3(a).

We now allow for \( M_C \neq M_R \) and insert the energy interval II with symmetry \( G_{2213} \). To determine the Higgs content in this interval, we again invoke the ESH. The decomposition of \( \Sigma(1,1,15) \) into irreducible representations of \( G_{2213} \) was given in Eq. (3.18) and it was concluded that all the components of \( \Sigma(1,1,15) \) become heavy and decouple from the RG equations at \( M_C \). The decomposition of \( \Delta_R(1,2,4) \) into irreducible representations of \( G_{2213} \) is given by

\[
\Delta_R(1,2,4) = \Delta_{R1}(1,2,1,1) \oplus \Delta_{R3} \left(1,2,-\frac{1}{3},3\right).
\]

(3.49)

\( \Delta_{R3} \) is colored so again, by ESH, it will become heavy and only \( \Delta_{R1} \) will survive into II. The decomposition of \( \Delta_{R1} \) into irreducible representations of \( G_{213} \) is given by

\[
\Delta_{R1}(1,2,1,1) = \Delta_{R1}^0(1,0,1) \oplus \Delta_{R1}^+ \left(1,1,1\right).
\]

(3.50)

The breaking of \( G_{2213} \) down to \( G_{213} \) would be accomplished by the field \( \Delta_{R1}^0 \) acquiring a VEV, while \( \Delta_{R1}^+ \) has electromagnetic charge so it must become heavy. The survival of \( \phi_2(2,1,1) \) into I is as before. Thus, the Higgs content of the model is as shown in Table 3.4.

Eqs. (3.45) through (3.47) now has four unknowns instead of three. Numerically, they are given by

\[
\begin{align*}
401 &= \frac{109}{3}x + \frac{13}{2}y - \frac{34}{3}z, \\
862 &= 67x + \frac{77}{2}y + 42z, \\
\frac{206}{g_R^2(M_R)} - 484 &= 19x - 16y + 4z,
\end{align*}
\]

(3.51)

where \( x, y, \) and \( z \) are defined as in Eq. (3.23). Solving this system for \( x, y, \) and \( z \) we find

\[
x = 2.3 + \frac{2.71}{g^2_R(M_R)},
\]
\[ y = 30.2 - \frac{8.72}{g_R^2(M_R)}, \]
\[ z = -10.8 + \frac{3.68}{g_R^2(M_R)}. \]  

Demanding that both \( y \) and \( z \) be positive restricts \( g_R(M_R) \) to the range
\[ 0.54 < g_R(M_R) < 0.58. \]  
The lower bound corresponds to the case considered in Ref. [2] at which \( y = 0 \). Since we would like to minimize \( x \), and thereby \( M_R \), we set \( g_R(M_R) \) to the upper bound of this range where \( x = 10.2, y = 4.6, \) and \( z = 0 \). This corresponds to
\[ M_R = 1.5 \times 10^{12} \text{GeV}, \quad M_C = M_D = M_U = 6 \times 10^{14} \text{GeV}. \]  
The unified coupling in this case is \( g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.52 \). The running of the couplings for this case is shown in Fig. 4.2(b).

Comparing the two cases, allowing \( M_R \neq M_C \) has lowered \( M_R \) from \( 10^{13} \text{GeV} \) to \( 10^{12} \text{GeV} \). This is due to the bifurcation of \( g_4 \) into \( g_3 \) and \( g_{BL} \) at \( M_C \). The hypercharge coupling at \( M_R \) must be matched to \( g_R \) and \( g_4 \) if \( M_R = M_C \), but it will be matched to \( g_R \) and \( g_{BL} \) if \( M_R \neq M_C \). Since \( g_{BL} \) decreases in II, one can allow \( g_R \) to increase further to generate the numerically correct value for \( g_1 \). This lowers the scale \( M_R \). However, \( 10^{12} \text{GeV} \) is still too large compared to the TeV scale. This lowering is also at the expense of \( G_{224} \) breaking immediately to \( G_{2213} \) as the model emerges from the underlying NCG theory.

**B. Pati-Salam with fundamental Higgs fields**

The Higgs content of Model B of Ref. [2] is shown in Table 3.5, together with what the Higgs content in interval II would be under the ESH if the condition \( M_C = M_R \) were relaxed. As in Model A, it is assumed that \( M_U = M_D \). We first follow Ref. [2] and also assume \( M_C = M_R \) and find
\[ g_R(M_R) = 0.48, \quad M_R = M_C = 1.5 \times 10^{11} \text{GeV}, \quad M_U = M_D = 5.4 \times 10^{16} \text{GeV}. \]  
The unified coupling is \( g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.59 \). The running of the couplings for this case is shown in Fig. 3.4(a).

Let us now relax the condition \( M_C = M_R \) and insert the energy interval II with symmetry \( G_{2213} \) between intervals I and III. Without going into detail, we list the
Higgs fields that survive via the ESH into II from III in Table 3.5. Note that the Higgs content in I and II are exactly the same as the non-unified Pati-Salam model we considered earlier. In the exact repeat of our analysis of Model A, it can be shown that, for the ordering of the symmetry breaking scale to be maintained, $g_R(M_R)$ is restricted to the range

$$0.48 < g_R(M_R) < 0.56,$$

with the higher bound giving the smallest possible $M_R$. This is found to be

$$M_R = 1.1 \times 10^9 \text{ GeV}, \quad M_C = M_D = M_U = 4.4 \times 10^{16} \text{ GeV},$$

with the unified coupling $g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.52$. The running of the couplings for this case is shown in Fig. 3.4(b).

While this result is somewhat more promising than Model A, $M_R$ is still too large, as is the value of $g_R(M_R)$ necessary for $M_R$ to be pushed down to this scale. Let us see if the situation may be improved by relaxing the ESH as we did for the non-unified Pati-Salam case. We will allow some or all of the colored $\Delta_R$ fields to survive into interval II to enhance the difference between $g_L$ and $g_R$. We consider the same three cases listed in Table 3.3.

(i) $\Delta_{R1}$ and $\Delta_{R3}$ survive:

To maintain the ordering of the symmetry breaking scales, it is found that $g_R(M_R)$ is restricted to the narrow range

$$0.48 < g_R(M_R) < 0.51.$$

As $g_R(M_R)$ is increased, $M_R/M_Z$ and $M_D/M_C$ decrease while $M_C/M_R$ increases. In terms of scale, $M_R$ decreases while both $M_C$ and $M_D$ increase. The upper bound of this range is when $M_R/M_Z = 1$, so this case actually allows for $M_R = 5 \text{ TeV}$. The other parameters in this case is

$$g_R(M_R) = 0.51, \quad M_R = 5 \times 10^3 \text{ GeV}, \quad M_C = 5 \times 10^{15} \text{ GeV}, \quad M_U = M_D = 8 \times 10^{17} \text{ GeV},$$

with the unified coupling $g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.54$. The running of the couplings for this case is shown in Fig. 3.5(a).

(ii) $\Delta_{R1}$ and $\Delta_{R6}$ survive:

To maintain the ordering of the symmetry breaking scales, it is found that $g_R(M_R)$ is restricted to the range

$$0.42 < g_R(M_R) < 0.48,$$

with the unified coupling $g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.54$. The running of the couplings for this case is shown in Fig. 3.5(a).
with smaller $g_R(M_R)$ associated with smaller $M_R$, which drops down to $M_Z$ at the lower bound. Imposing $M_R = 5$ TeV we obtain:

$$
\begin{align*}
g_R(M_R) &= 0.43 , \\
M_R &= 5 \times 10^3 \text{GeV} , \\
M_C &= 2 \times 10^{10} \text{GeV} , \\
M_U &= M_D &= 3 \times 10^{20} \text{GeV} ,
\end{align*}
$$

with the unified coupling $g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.63$. The running of the couplings for this case is shown in Fig. 3.5(b). Maintaining $M_D$ below $10^{19}$ requires

$$0.45 < g_R(M_R) .
$$

Selecting this boundary value for $g_R(M_R)$, we find

$$
\begin{align*}
g_R(M_R) &= 0.45 , \\
M_R &= 5 \times 10^6 \text{GeV} , \\
M_C &= 4 \times 10^{10} \text{GeV} , \\
M_U &= M_D &= 1 \times 10^{19} \text{GeV} ,
\end{align*}
$$

with the unified coupling $g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.62$. The running of the couplings for this case is shown in Fig. 3.5(c).

(iii) $\Delta_{R1}$, $\Delta_{R3}$, and $\Delta_{R6}$ all survive:

To maintain the ordering of the symmetry breaking scales, it is found that $g_R(M_R)$ is restricted to the range

$$0.41 < g_R(M_R) < 0.48 ,
$$

while to maintain $M_U = M_D$ below $10^{19}$ GeV we must have

$$0.44 < g_R(M_R) .
$$

If we demand $M_R = 5$ TeV, we find

$$
\begin{align*}
g_R(M_R) &= 0.42 , \\
M_R &= 5 \times 10^3 \text{GeV} , \\
M_C &= 5 \times 10^8 \text{GeV} , \\
M_U &= M_D &= 2 \times 10^{20} \text{GeV} ,
\end{align*}
$$

with the unified coupling $g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.66$. The running of the couplings for this case is shown in Fig. 3.5(d). If we demand $M_U = M_D = 10^{19}$ GeV, we find

$$g_R(M_R) = 0.44 ,
$$
\[ M_R = 2 \times 10^6 \text{GeV}, \]
\[ M_C = 4 \times 10^9 \text{GeV}, \]
\[ M_U = M_D = 1 \times 10^{19} \text{GeV}, \]

with the unified coupling \( g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.63 \). The running of the couplings for this case is shown in Fig. 3.5(e).

C. Left-right symmetric Pati-Salam with fundamental Higgs fields

Finally, the last and most general scenario of Ref. [2] is where \( G_{224D} \) instead of \( G_{224} \) is the emergent symmetry of the spectral action. The assumed Higgs content of the model is shown in Table 3.6.

First, assuming \( M_D = M_C = M_R \) as in Ref. [2], we solve Eqs. (3.45) through (3.47) and find

\[ g_R(M_R) = 0.54, \]
\[ M_D = M_C = M_R = 5 \times 10^{13} \text{GeV}, \]
\[ M_U = 3 \times 10^{15} \text{GeV}, \]

with the unified coupling \( g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.58 \). The running of the couplings for this case is shown in Fig. 3.6(a).

We next relax the relation \( M_D = M_C = M_R \) and insert energy intervals II and III in between intervals I and IV with the Higgs content listed in Table 3.6. Eqs. (3.45) through (3.47) now read

\[
\begin{align*}
401 &= \frac{109}{3} x + 19y + \frac{34}{3} z - \frac{44}{3} w, \\
862 &= 67x + 51y + 46z + 44w, \\
\frac{206}{g_R^2(M_R)} - 484 &= 19x + 4y + 40z,
\end{align*}
\]

where \( x, y, \) and \( z \) are defined as in Eq. (3.23), and \( w = \log_{10} M_U/M_D \). Solving this system for \( y, z, \) and \( w \) we find:

\[
\begin{align*}
y &= 30.3 - 1.38x - \frac{4.11}{g_R^2(M_R)}, \\
z &= 15.1 + 0.34x - \frac{1.04}{g_R^2(M_R)}, \\
w &= 0.24 + 0.43x - \frac{5.56}{g_R^2(M_R)}.
\end{align*}
\]

Demanding that \( y, z, \) and \( w \) are all positive restricts \( x = \log_{10} M_R/M_Z \) and \( g_R^2(M_R) \) to the triangular region shown in Fig. 3.7(a). It is clear from the figure that \( M_R \) is
when \( M_U = M_D = M_C \), that is, energy regions III and IV are collapsed and only I and II remain. On the other hand, \( g_R(M_R) \) is minimized when \( M_U = M_D \) and \( M_C = M_R \), that is, energy regions II and IV are collapsed and only I and III remain.

For the \( M_U = M_D = M_C \) case, we find

\[
g_R(M_R) = 0.56 , \\
M_R = 1 \times 10^9 \text{GeV} , \\
M_U = M_D = M_C = 4 \times 10^{16} \text{GeV} ,
\]

with the unified coupling \( g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.52 \). The running of the couplings for this case is shown in Fig. 3.6(b).

For the \( M_U = M_D, M_C = M_R \) case, we find

\[
g_R(M_R) = 0.49 , \\
M_C = M_R = 3 \times 10^{11} \text{GeV} , \\
M_U = M_D = 2 \times 10^{16} \text{GeV} ,
\]

with the unified coupling \( g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.52 \). The running of the couplings for this case is shown in Fig. 3.6(c).

Again, the values of \( M_R \) and \( g_R(M_R) \) thus obtained are more promising than what could be achieved in Model A, but nevertheless both are still too large. So let us relax the ESH in energy interval II again to see whether things are improved. As we did for Model B, we consider the three cases listed in Table 3.3. The allowed regions in \((x, g_R^{-2})\) space are shown in Fig. 3.7(b)-(d). Taking \( M_R \) to be as close to 5 TeV as possible while minimizing \( g_R(M_R) \) and maintaining \( M_U \leq 10^{19} \text{GeV} \) leads to the following optimum solutions:

(i) \( \Delta_{1R} \) and \( \Delta_{3R} \) survive:

\[
g_R(M_R) = 0.51 , \\
M_R = 5 \times 10^3 \text{GeV} , \\
M_C = 8 \times 10^{15} \text{GeV} , \\
M_U = M_D = 6 \times 10^{17} \text{GeV} ,
\]

with the unified coupling \( g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.52 \). The running of the couplings for this case is shown in Fig. 3.6(d).

(ii) \( \Delta_{1R} \) and \( \Delta_{6R} \) survive:

\[
g_R(M_R) = 0.45 , \\
M_R = 8 \times 10^5 \text{GeV} ,
\]
\[ M_C = 9 \times 10^{10} \text{GeV}, \]
\[ M_U = M_D = 1 \times 10^{19} \text{GeV}, \] (3.74)

with the unified coupling \( g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.51. \) The running of the couplings for this case is shown in Fig. 3.6(e).

(iii) \( \Delta_{1R}, \Delta_{3R}, \) and \( \Delta_{6R} \) survive:

\[ g_R(M_R) = 0.43, \]
\[ M_R = 2 \times 10^5 \text{GeV}, \]
\[ M_C = 4 \times 10^9 \text{GeV}, \]
\[ M_U = M_D = 1 \times 10^{19} \text{GeV}, \] (3.75)

with the unified coupling \( g_L(M_U) = g_R(M_U) = g_4(M_U) = 0.51. \) The running of the couplings for this case is shown in Fig. 3.6(f).

### 3.3.5 Summary of Results

In this section, we have looked at whether the IR conditions \( M_R = 5 \text{ TeV} \) and \( g_R(M_R) = 0.4 \) could be realized within the left-right symmetric and the unified left-right symmetric Pati-Salam models in which the unification/emergence scale is below the Planck mass. The left-right symmetric Pati-Salam demands the unification of \( g_L \) and \( g_R \), while the unified left-right symmetric Pati-Salam demands further unification of \( g_L \) and \( g_R \) with \( g_4. \) The requirements that these couplings unify at a single scale, and the matching conditions between \( g_1, g_{BL}, \) and \( g_R \) at \( M_R \), and that between \( g_{BL}, g_3 \) and \( g_4 \) at \( M_C \), place conflicting demands on the various symmetry breaking scales, and it is found that the target IR conditions cannot be realized so easily. In particular, if the Higgs content at various energy intervals is determined based on the Extended Survival Hypothesis (ESH), \( M_R \) and \( g_R(M_R) \) tend to be much larger than our target values. Lowering these values requires the breaking of ESH. The most promising cases are Models B and C of Ref. [2] with the colored \( \Delta_{3R} \) field surviving below \( M_C. \) We note that this may put the \( \Delta_{3R} \) particles within reach of the LHC. But, even for those cases, \( g_R(M_R) \) cannot be made as low as 0.4. In all cases, the optimum conditions for minimum \( M_R \) and/or minimum \( g_R(M_R) \) require degeneracies of some of the symmetry breaking scales.

### 3.4 Discussion and Conclusions

In this chapter, we have initiated a purely phenomenological analysis of Connes’ NCG approach to the SM and beyond, in the light of the 2015 statistical fluctuation from the LHC. In particular, we have concentrated on the remarkable left-right symmetric structure that is inherent in the NCG of the SM, embodied in the unified left-right symmetric Pati-Salam
models of Ref. [2], and explored its phenomenological consequences by concentrating on the possible existence of a TeV scale $W_R$ boson. We find that generating a TeV scale $W_R$ boson with the small coupling of $g_R = 0.4$ within NCG motivated models is not trivial and places strong constraints on the particle content and symmetry breaking scales. In this sense, the naive version of NCG motivated LRSM would be unnatural had any signal persisted.

We note that we have also conducted a preliminary analysis of the constraints imposed by proton stability [347], the $\Delta B = 2$ neutron-antineutron and hydrogen-antihydrogen oscillations [346] as well as the constraints coming from the inflationary cosmological models [317]. In principle, these constraints are not prohibitive of the phenomenological analysis carried out here.

While our analysis could suggest that the NCG motivated unified left-right Pati-Salam model is not favored phenomenologically by the current LHC data, we note the possibility that the current approach of grafting the NCG spectral action to RG evolution of standard QFT at the GUT scale may not capture the true nature and predictions of NCG theories.

Finally, we address the closely related question of the hierarchy problem. One of the most interesting aspects of the NCG of the SM and its Pati-Salam-like completion is the existence of the GUT scale which can be found in the close proximity to the Planck scale, i.e., the scale of quantum gravity. Given this fact as well as the presence of a hidden fundamental non-commutative structure in this approach, this suggests that the hierarchy problem should get a quantum gravitational rather than an effective field theory treatment. The more convincing physical meaning of this GUT scale also comes after one realizes that Connes’ approach also produces a gravity sector in parallel with the standard model (and its Pati-Salam completion) and thus the GUT scale should be viewed as being close to the natural scale of gravity, i.e., the Planck scale, and indeed the two scales are not that far apart in the non-commutative approach. In particular, if one views quantum gravity as having origins in metastring theory [118, 304, 348], then one finds the fundamental non-commutative structure, and also, the two-scale renormalization group, which sheds new light on such fundamental issues as the hierarchy problem: the two scales that featured in Refs. [118, 304, 348] are both the UV and the IR scales and thus the stability of the Higgs mass becomes two-fold, both with respect to the UV and to the IR. In other words, the question is now not only why the Higgs mass is not of the Planck scale (or the GUT scale) but also why the Higgs mass is not of the Hubble (vacuum energy) scale. It is well known that, numerologically, the Higgs scale ($\sim 1\,\text{TeV}$) is the geometric mean between these two scales, at the point of a UV/IR invariant energy scale. The Higgs scale also naturally appears as a geometric scale in Connes’ non-commutative geometry approach, in complete analogy with the geometric meaning of the Planck and the Hubble scales. Actually, because of the appearance of gravity and the standard model Lagrangians in the Connes’s spectral action, and because of the discrete nature of the Higgs dimension, there is a natural Higgs-like degree of freedom on the gravity side – a Brans-Dicke-Jordan-like scalar – which can be argued to contribute to the geometric warping of the Higgs discrete dimension. This is similar to the infinite extra dimensional scenarios, however, without infinite extra dimensions [152, 154].
In our view, the approach based on NCG (and its related proposal based on the superconnection approach [159, 163]) offers a new and, phenomenologically, almost completely unexplored view on the rationale for the SM and also for its natural completion. This approach also offers a possibly exciting relation with the fundamental physics of quantum gravity, thus relating the infrared physics of the current exciting experimental searches conducted at the LHC to the hidden ultraviolet physics of quantum theory of space and time.
Table 3.1: Dynkin index $T_i$ for several irreducible representations of $SU(2)$, $SU(3)$, and $SU(4)$. Different normalization conventions are used in the literature. For example, there is a factor of 2 difference between those given in Refs. [7] and [8]. Our convention follows the former. For $SU(3)$, there exist two inequivalent 15 dimensional irreducible representations.

<table>
<thead>
<tr>
<th>Representation</th>
<th>$SU(2)$</th>
<th>$SU(3)$</th>
<th>$SU(4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\frac{1}{2}$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>$\frac{1}{2}$</td>
<td>$-$</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>$-$</td>
<td>$\frac{1}{2}$</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{35}{2}$</td>
<td>$\frac{5}{2}$</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>42</td>
<td>3</td>
<td>$-$</td>
</tr>
<tr>
<td>10</td>
<td>$\frac{165}{2}$</td>
<td>$\frac{15}{2}$</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>280</td>
<td>$10, \frac{35}{2}$</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3.2: The Higgs content and RG coefficients in the three energy intervals for the non-unified left-right symmetric Pati-Salam model under the Extended Survival Hypothesis (ESH).

<table>
<thead>
<tr>
<th>Interval</th>
<th>Higgs content</th>
<th>RG coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>III</td>
<td>$\phi(2, 2, 1), \Delta_R(1, 3, 10), \Sigma(1, 1, 15)$</td>
<td>$(a_L, a_R, a_4)_\text{III} = \left( -3, \frac{11}{3}, -7 \right)$</td>
</tr>
<tr>
<td>II</td>
<td>$\phi(2, 2, 0, 1), \Delta_{RI}(1, 3, 2, 1)$</td>
<td>$(a_L, a_R, a_{BL}, a_3)_\text{II} = \left( -3, -\frac{7}{3}, \frac{11}{3}, -7 \right)$</td>
</tr>
<tr>
<td>I</td>
<td>$\phi_2(2, 1, 1)$</td>
<td>$(a_1, a_2, a_3)_\text{I} = \left( \frac{41}{6}, -\frac{19}{6}, -7 \right)$</td>
</tr>
</tbody>
</table>
Table 3.3: The dependence of the RG coefficients on the Higgs content in energy interval II where the symmetry is $G_{2213}$. Relaxing the ESH will lead to different Higgs content and different RG coefficients.

<table>
<thead>
<tr>
<th>Interval</th>
<th>Higgs content</th>
<th>$(a_L, a_R, a_{BL}, a_3)^{II}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>II</td>
<td>$\phi(2, 2, 0, 1), \Delta R_1(1, 3, 2, 1)$</td>
<td>$(3, \frac{-7}{3}, \frac{11}{3}, -7)$</td>
</tr>
<tr>
<td></td>
<td>$\phi(2, 2, 0, 1), \Delta R_1(1, 3, 2, 1), \Delta R_3 \left(1, 3, \frac{2}{3}, 3\right)$</td>
<td>$(3, \frac{-1}{3}, 4, \frac{-13}{2})$</td>
</tr>
<tr>
<td></td>
<td>$\phi(2, 2, 0, 1), \Delta R_1(1, 3, 2, 1), \Delta R_6 \left(1, 3, \frac{-2}{3}, 6\right)$</td>
<td>$(3, \frac{5}{3}, \frac{13}{3}, \frac{-9}{2})$</td>
</tr>
<tr>
<td></td>
<td>$\phi(2, 2, 0, 1), \Delta R_1(1, 3, 2, 1), \Delta R_3 \left(1, 3, \frac{2}{3}, 3\right), \Delta R_6 \left(1, 3, \frac{-2}{3}, 6\right)$</td>
<td>$(3, \frac{11}{3}, \frac{14}{3}, -4)$</td>
</tr>
</tbody>
</table>

Table 3.4: Higgs content of Model A of Ref. [2]. In Ref. [2], the model emerges with symmetry $G_{224}$ at $M_U = M_D$. This breaks directly to $G_{213}$ of the SM at $M_C = M_R$. We modify this process by allowing $M_C \neq M_R$, inserting energy interval II with symmetry $G_{2213}$ between intervals III and I. The Higgs content in interval II is based on the ESH.

<table>
<thead>
<tr>
<th>Interval</th>
<th>Higgs content</th>
<th>RG coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>III</td>
<td>$\phi(2, 2, 1), \Delta R(1, 2, 4), \Sigma(1, 1, 15)$</td>
<td>$(a_L, a_R, a_4)^{III} = \left(-3, \frac{-7}{3}, \frac{-29}{3}\right)$</td>
</tr>
<tr>
<td>II</td>
<td>$\phi(2, 2, 0, 1), \Delta R_1(1, 2, 1, 1)$</td>
<td>$(a_L, a_R, a_{BL}, a_3)^{II} = \left(-3, \frac{-17}{6}, \frac{17}{6}, -7\right)$</td>
</tr>
<tr>
<td>I</td>
<td>$\phi_2(2, 1, 1)$</td>
<td>$(a_1, a_2, a_3)^{I} = \left(\frac{41}{6}, \frac{-19}{6}, -7\right)$</td>
</tr>
</tbody>
</table>
Figure 3.2: Running of the gauge couplings for the left-right symmetric Pati-Salam model with more than $\Delta_{R1}$ surviving into energy interval II. Vertical dotted lines indicate symmetry breaking scales. $M_R$ is fixed at 5 TeV. In (a), (c), and (e) $g_R(M_R) = 0.4$ is imposed, while in (b), (d), and (f) $M_D$ is minimized by collapsing the energy interval III.
Figure 3.3: Running of the gauge couplings for Model A of Ref. [2]. with (a) $G_{224}$ breaking directly into $G_{213}$, and (b) $G_{224}$ breaks immediately to $G_{2213}$ as it emerges. In (a), the dashed line indicating $g_L$ and the dot-dashed line indicating $g_R$ are almost overlapping in interval III.

Table 3.5: Higgs content of Model B of Ref. [2]. In Ref. [2], the model emerges with symmetry $G_{224}$ at $M_U = M_D$. This breaks directly to $G_{213}$ of the SM at $M_C = M_R$. We modify this process by allowing $M_C \neq M_R$, inserting energy interval II with symmetry $G_{2213}$ between intervals III and I. The Higgs content in interval II is based on the ESH. The particle content and RG coefficients in intervals I and II are the same as those listed in Table 3.2.

<table>
<thead>
<tr>
<th>Interval</th>
<th>Higgs content</th>
<th>RG coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>III</td>
<td>$\phi(2,2,1)$, $H(1,1,6)$, $\Delta_R(1,3,10)$, $\bar{\Sigma}(2,2,15)$</td>
<td>$(a_L, a_R, a_4)^{III} = \left(2, \frac{26}{3}, -2\right)$</td>
</tr>
<tr>
<td>II</td>
<td>$\phi(2,2,0,1)$, $\Delta_{R1}(1,3,2,1)$</td>
<td>$(a_L, a_R, a_{BL}, a_3)^{II} = \left(-3, -\frac{7}{3}, \frac{11}{3}, -7\right)$</td>
</tr>
<tr>
<td>I</td>
<td>$\phi_2(2,1,1)$</td>
<td>$(a_1, a_2, a_3)^{I} = \left(\frac{41}{6}, -\frac{19}{6}, -7\right)$</td>
</tr>
</tbody>
</table>
Figure 3.4: Running of the gauge couplings for Model B of Ref. [2], with (a) $G_{224}$ breaking directly into $G_{213}$, and (b) $G_{224}$ breaks immediately to $G_{2213}$ as it emerges.

Table 3.6: Higgs content of Model C of Ref. [2]. In Ref. [2], the model emerges with symmetry $G_{224D}$ at $M_U$. This breaks directly to $G_{213}$ of the SM at $M_D = M_C = M_R$. We modify this process by allowing $M_D \neq M_C \neq M_R$, inserting energy intervals II and III with symmetries $G_{2213}$ and $G_{224}$, respectively, between intervals I and IV. The Higgs content in intervals I, II, and III are based on the ESH. An extra D-parity singlet field $\sigma(1,1,1)$ is introduced in interval IV to break parity spontaneously. The particle content and RG coefficients in intervals I and II are the same as those listed in Table 3.2.

<table>
<thead>
<tr>
<th>Interval</th>
<th>Higgs content</th>
<th>RG coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV</td>
<td>$\phi(2, 2, 1), H(1, 1, 6) \times 2, \tilde{\Sigma}(2, 2, 15)$ $\Delta_R(1, 3, 10), \Delta_L(3, 1, 10), \sigma(1, 1, 1)$</td>
<td>$(a_L, a_R, a_4)^{IV} = \left( \frac{26}{3}, \frac{26}{3}, \frac{4}{3} \right)$</td>
</tr>
<tr>
<td>III</td>
<td>$\phi(2, 2, 1), H(1, 1, 6), \Delta_R(1, 3, 10)$</td>
<td>$(a_L, a_R, a_4)^{III} = \left( -3, \frac{11}{3}, \frac{-22}{3} \right)$</td>
</tr>
<tr>
<td>II</td>
<td>$\phi(2, 2, 0, 1), \Delta_{R1}(1, 3, 2, 1)$</td>
<td>$(a_L, a_R, a_{BL}, a_3)^{II} = \left( -3, \frac{-7}{3}, \frac{11}{3}, -7 \right)$</td>
</tr>
<tr>
<td>I</td>
<td>$\phi_2(2, 1, 1)$</td>
<td>$(a_1, a_2, a_3) = \left( \frac{41}{6}, -\frac{19}{6}, -7 \right)$</td>
</tr>
</tbody>
</table>
Figure 3.5: Running of the gauge couplings for Model B of Ref. [2] with extended Higgs content in energy interval II. In addition to $\Delta_{R1}$, the field $\Delta_{R3}$ survives into II in (a), (d), and (e), while the field $\Delta_{R6}$ also survives into II in (b), (c), (d) and (e). In (a), (b), and (d) we impose $M_R = 5 \text{ TeV}$. In (c) and (e) we impose $M_U = M_D = 10^{19} \text{ GeV}$. 
Figure 3.6: (a) Running of the gauge couplings for Model C of Ref. [2] where $M_D = M_C = M_R$, (b) $M_U = M_D = M_C$, (c) $M_U = M_D$, $M_C = M_R$, (d) with $\Delta_{R3}$ surviving in II, (e) with $\Delta_{R6}$ surviving in II, and (f) with $\Delta_{R3}$ and $\Delta_{R6}$ surviving in II.
Figure 3.7: (a) For Model C, the values of \( x = \log_{10} \frac{M_R}{M_Z} \) and \( g_R^{-2}(M_R) \) must lie inside the shaded triangle shown to maintain the ordering of the symmetry breaking scales. Ref. [2] selects the values at point \( \alpha \), where \( M_D = M_C = M_R \). \( M_R \) is minimized at point \( \beta \) where \( M_U = M_D = M_C \), while \( g_R(M_R) \) is minimized at point \( \gamma \) where \( M_U = M_D \) and \( M_C = M_R \). (b), (c), and (d) show how the allowed region changes with the addition of extra colored \( \Delta_R \) fields in energy interval II. The requirement that \( M_U \leq 10^{19} \) GeV demands that one stay to the right of the dotted line, and this restricts us to the interiors of the shaded quadrangles. Consequently, only case (b) allows for \( M_R = 5 \) GeV. In all three cases, \( g_R(M_R) \) is minimized for a given choice of \( M_R \) when \( M_U = M_D \). The optimum points for each case discussed in the text are indicated by circles.
Chapter 4

Example: Addressing Potential Collider Excess with Unified $SU(2)_L \times SU(2)_R \times SU(4)$ Models from NCG

In this chapter, we continue the investigation of the NCG motivated extensions of the SM, in particular the LRSM. After it was shown in Chapter 3 that accommodating the collider excess in the diboson channel is non-trivial, we study the 750 GeV resonance in the diphoton channel and check the compatibility with the NCG. We stress that the tension between the low energy phenomenology provides an effective way to test models fixed at very high energy scale, hence the new physics. This is partly due to the restrictive nature of the NCG. This chapter is based on our work [161] published in Modern Physics Letters A.

4.1 Introduction

In 2015, ATLAS [349] and CMS [350] both reported a resonance in the diphoton channel with an invariant mass around 750 GeV. The local significances were, respectively, 3.6$\sigma$ and 2.6$\sigma$, assuming a narrow-width resonance. These signals were thought to be the first hint associated with the long-anticipated physics beyond the SM. The 95% CL cross section upper limit around 750 GeV set by ATLAS (CMS) is roughly $10 \pm 2.8$ fb ($6.5 \pm 3.5$ fb) using 3.2 fb$^{-1}$ (2.6 fb$^{-1}$) of data at $\sqrt{s} = 13$ TeV, assuming the resonance is a scalar produced through gluon-gluon fusion. When the width of the resonance is allowed to vary, a maximum local significance of 3.9$\sigma$ is attained by ATLAS at a width of 45 GeV. On the other hand, the local significance attains its maximum for a narrow width resonance in the CMS results. Unfortunately, the significance of the signal decreased, leaving many disappointed at the
non-discovery of new physics. However, we can still gain knowledge of what is not working. In this chapter, we use this statistical fluctuation as another example to show how the machinery of NCG-motivated LRSM can be tested with collider signals.

We discuss a possible identification of this resonance with SM-singlet scalars in the NCG motivated unified $G_{224}$ models [2, 156]. A plausible and economical way to realize the LHC diphoton signal in the unified $G_{224}$ context is to couple this SM-singlet scalar to gluons and photons via loops of colored scalars, as recently discussed in Ref. [351] in the context of $SO(10)$ GUT, cf. Fig. 4.1. The NCG models we consider have either an $SU(2)_R$ triplet $\Delta_R(1,3,10)$, or an $SU(2)_R$ doublet $\tilde{\Delta}_R(1,2,4)$ in their scalar content, where the three numbers refer to the dimensions of the $G_{224} = SU(2)_L \times SU(2)_R \times SU(4)_C$ irreducible representations. The SM-singlet scalar $S$, which we identify with the 750 GeV resonance, is assumed to be the excitation of the electrically neutral component $\Delta_R^0(1,3,10)$, or that of $\tilde{\Delta}_R(1,2,4)$ (denoted as $\tilde{\Delta}_R^0(1,3,10)$), depending on the model considered. $\Delta_R^0(1,3,10)$ is also the field that breaks the gauge symmetry of the $G_{224}$ model to that of the SM, by acquiring a vacuum expectation value (VEV) at the scale $M_C$ where $G_{224}$ breaks to $G_{213} = SU(2)_L \times U(1)_Y \times SU(3)_C$ of the SM. A color-triplet components of $\Delta_R(1,3,10)$ (or $\tilde{\Delta}_R(1,2,4)$) is assumed to survive down to low energies (TeV-scale) to take on the role of the $\chi$-field in Fig. 4.1. This is but one way that one could embed the 750 GeV diphoton resonance into the NCG $G_{224}$ framework, and we use this as a demonstrative example.

While this identification itself is fairly straightforward, and it can already be inferred from the similar $SO(10)$ analysis of Ref. [351] that the cross section and width can be made to come out in the right ballpark, the question is whether the assumed symmetry breaking and scalar survival scenario can actually be realized in the NCG $G_{224}$ models, given the gauge-coupling-unification requirement and restricted scalar content which limit our ability to adjust the renormalization group running of those couplings. Indeed, we have demonstrated in Chapter 3 that realizing a 2 TeV $W_R$, which had been suggested by the LHC data [308–310, 312, 353, 354], in the same NCG models highly non-trivial due to the uni-

---

1Dasgupta et al. in Ref. [352] have shown that coupling the SM-singlet scalar to quarks and photons via mixing with the SM Higgs boson would lead to too small a cross section.
fication requirement applying conflicting pressure on the symmetry breaking scales. Thus, we subject our scenarios to renormalization group equation (RGE) analyses to check their feasibilities.

The main message of this chapter is that, even though the 750 GeV diphoton resonance can be accommodated within the NCG motivated unified $G_{224}$ models, the price one has to pay is a certain amount of fine tuning in the sector involving the necessary colored scalars. This is somewhat similar to the main message of last chapter, and points to the underlying rigidity of the NCG framework. However, this conclusion is based on effective-field-theory reasoning, which could fail in the NCG framework due to the possible mixing between the short-distance and long-distance physics as discussed in our previous work [159, 160, 163].

This chapter is organized as follows. In section 2, we present the list of the NCG-based unified $G_{224}$ models that are analyzed, and discuss how the 750 GeV diphoton resonance could be explained within their framework. In section 3, we address the question of whether the unification of gauge couplings can be achieved naturally in those models. We conclude in section 4 with an outlook on the rigid phenomenological aspects of the NCG framework. In the process, we follow the technology discussed in our previous paper [160] to which we refer the reader for further technical details.

### 4.2 Diphoton resonance in NCG based unified $G_{224}$ models

Table 4.1: The scalar content of the three NCG based unified $G_{224}$ models proposed by Chamseddine, Connes, and van Suijlekom in Refs. [156] and [2], compared to the scalar content of the $SO(10)$ based $G_{224}$ model, discussed in Ref. 16, below its unification scale where the $SO(10)$ symmetry is broken to $G_{224}$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Symmetry</th>
<th>Higgs Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$G_{224}$</td>
<td>$\phi(2, 2, 1), \Delta_R(1, 2, 4), \Sigma(1, 1, 15)$</td>
</tr>
<tr>
<td>B</td>
<td>$G_{224}$</td>
<td>$\phi(2, 2, 1), H(1, 1, 6), \Delta_R(1, 3, 10), \Sigma(2, 2, 15)$</td>
</tr>
<tr>
<td>C</td>
<td>$G_{224D}$</td>
<td>$\phi(2, 2, 1), H(1, 1, 6) \times 2, \Delta_R(1, 3, 10), \Delta_L(3, 1, 10), \Sigma(2, 2, 15)$</td>
</tr>
<tr>
<td>$SO(10)$</td>
<td>$G_{224}$</td>
<td>$\phi(2, 2, 1), \Delta_R(1, 3, 10), \Sigma(1, 1, 15)$</td>
</tr>
</tbody>
</table>

In this section, we list the three unified $G_{224}$ models proposed by Chamseddine, Connes, and van Suijlekom in Refs. [156] and [2], and specify how we fit the diphoton resonance into their
particle content. These models emerge from an underlying NCG, which is an extension of the NCG of the SM to that of left-right symmetric models. The three versions differ in the scalar sector content, and the unbroken symmetry structure as listed in Table 4.1. We use the following notation for the symmetries:

\[
G_{224D} = SU(2)_L \otimes SU(2)_R \otimes SU(4)_C \otimes D , \\
G_{224} = SU(2)_L \otimes SU(2)_R \otimes SU(4)_C , \\
G_{213} = SU(2)_L \otimes U(1)_Y \otimes SU(3)_C , \\
G_{13} = U(1)_Q \otimes SU(3)_C ,
\]

(4.1)

where \( D \) in \( G_{224D} \) refers to the left-right symmetry, a \( Z_2 \) symmetry which keeps the left and the right sectors equivalent. The last row of Table 4.1 lists the scalar content of an \( SO(10) \) based \( G_{224} \) model studied in Ref. [351], below its unification scale where the \( SO(10) \) had broken to \( G_{224} \). The scalars \( \phi(2, 2, 2), \Delta^R_{1, 3, 10}, \Sigma(1, 1, 15) \) are respectively obtained from the \( SO(10) \) multiplets \( 10 \) (or \( 120 \)), \( 126 \), and \( 210 \). The \( 210 \) also includes a \( (1, 1, 1) \) representation, whose VEV breaks \( SO(10) \) down to \( G_{224} \) [8].

As in Chapter 3 we do not attempt to review the NCG foundations of these models nor to justify their derivation, but simply look at their consequences from a purely phenomenological viewpoint in the light of the possible 750 GeV diphoton resonance. The distinguishing feature of NCG motivated versions of the SM [154, 155] as well as its \( G_{224} \) completion discussed here is that they come with GUT-like coupling unification conditions, due to the underlying spectral action having only one overall coupling. This is not the case for the canonical \( G_{224} \) constructions found in the literature [195, 201–203, 355].

The decompositions of the various scalar fields, which appear in Table 4.1, into irreducible representations of the subgroups as the symmetry breaks from \( G_{224} \) (or \( G_{224D} \)) to \( G_{213} \) and then to \( G_{213} \) are shown in Table 4.2. In model A, we assume that \( G_{224} \) is broken directly to \( G_{213} \) by \( \Delta^0_{R1}(1, 0, 1) \) acquiring a VEV, and \( S \) is identified with the excitation of \( \Delta^0_{R1} \). In models B and C, we assume that \( G_{224}/G_{224D} \) is broken directly to \( G_{213} \) by \( \Delta^0_{R1}(1, 0, 1) \) acquiring a VEV, while \( S \) is identified with the excitation of \( \Delta^0_{R1} \). In all three models, the colored field \( \Delta^0_{R3}(2/3, 1, 3) \), which is contained in the decompositions of both \( \Delta^R_{R1}(1, 2, 4) \) and \( \Delta^R_{R1}(1, 3, 10) \), is assumed to survive below the symmetry breaking scale.

The advantage of this choice of the surviving colored scalar is that it exists in all three models, and that it is similar to the one considered in the \( SO(10) \) context in Ref. [351], where the reproducibility of the reported LHC signal has been demonstrated with such a new degree of freedom. The other colored components of \( \Delta_R(1, 2, 4) \) and \( \Delta_R(1, 3, 10) \) could also serve this end. Single-step breaking from \( G_{224} \) to \( G_{213} \) is assumed for the sake of simplicity, and also due to our experience in Ref. [160] telling us that introducing multi-step breaking does

\[\text{In models B and C, the breaking sequence } G_{224} \rightarrow G_{2213} \rightarrow G_{213} \text{ considered in Ref. [160] requires scalar composites acquiring a VEV in the intermediate steps.}\]
Table 4.2: The decomposition of various $G_{224}$ representations into those of $G_{2213}$ and $G_{213}$ (SM).

<table>
<thead>
<tr>
<th>$G_{224}$</th>
<th>$G_{2213}$</th>
<th>$G_{213}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi(2, 2, 1)$</td>
<td>$\phi(2, 2, 0, 1)$</td>
<td>$\phi_2(2, 1, 1), \phi'_2(2, -1, 1)$</td>
</tr>
<tr>
<td>$\tilde{\Delta}_R(1, 2, 4)$</td>
<td>$\tilde{\Delta}_R(1, 2, 1, 1)$</td>
<td>$\tilde{\Delta}^0_{R3}(1, 0, 1), \tilde{\Delta}_R^1(1, 2, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\Delta}_R^2(1, 2, 1)$</td>
<td>$\tilde{\Delta}_R^2(1, 0, 1), \tilde{\Delta}_R^1(1, 2, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\Delta}^{1/3}_{R3}(1, 2, -1/3)$</td>
<td>$\tilde{\Delta}^1_{R3}(1, 2, 1), \tilde{\Delta}^{-2/3}_{R3}(1, -4/3)$</td>
</tr>
<tr>
<td>$\Delta_R(1, 3, 10)$</td>
<td>$\Delta_R(1, 3, 2, 1)$</td>
<td>$\Delta^0_{R1}(1, 0, 1), \Delta^+_R(1, 2, 1), \Delta^{++}_R(1, 4, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\Delta^+_R(1, 0, 1), \Delta^{-1/3}_R(1, 2, 1)$</td>
<td>$\Delta^{1/3}_R(1, 2, 1), \Delta^{-2/3}_R(1, -4/3)$</td>
</tr>
<tr>
<td></td>
<td>$\Delta^1_{R3}(1, 2, -1/3)$</td>
<td>$\Delta^{-1/3}<em>{R3}(1, 2, 1), \Delta^{-2/3}</em>{R3}(1, -4/3)$</td>
</tr>
<tr>
<td></td>
<td>$\Delta^{2/3}_{R6}(1, 2, 1), \Delta^{-1/3}_R(1, 2, 1)$</td>
<td>$\Delta^{-2/3}_R(1, -4/3)$</td>
</tr>
<tr>
<td>$\Delta_L(3, 1, 10)$</td>
<td>$\Delta_L(3, 1, 2, 1)$</td>
<td>$\Delta_L(3, 1, 2, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\Delta_L^3(3, 1, 2, 1)$</td>
<td>$\Delta_L^3(3, 2, 3)$</td>
</tr>
<tr>
<td></td>
<td>$\Delta_L^3(3, 2, 3)$</td>
<td>$\Delta_L^3(3, 2, 3)$</td>
</tr>
<tr>
<td>$H(1, 1, 6)$</td>
<td>$H(1, 1, 2, 3)$</td>
<td>$H^{1/3}(1, 2, 3)$</td>
</tr>
<tr>
<td></td>
<td>$H^{-1/3}(1, 2, 3)$</td>
<td>$H^{1/3}(1, 2, 3)$</td>
</tr>
<tr>
<td>$\Sigma(1, 1, 15)$</td>
<td>$\Sigma(1, 1, 0, 1)$</td>
<td>$\Sigma^0(1, 0, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma(1, 1, 0, 1)$</td>
<td>$\Sigma^0(1, 0, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma(1, 1, 0, 1)$</td>
<td>$\Sigma(1, 1, 0, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma(1, 1, 0, 1)$</td>
<td>$\Sigma(1, 1, 0, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma(1, 1, 0, 1)$</td>
<td>$\Sigma(1, 1, 0, 1)$</td>
</tr>
<tr>
<td>$\tilde{\Sigma}(2, 2, 15)$</td>
<td>$\tilde{\Sigma}(2, 2, 0, 1)$</td>
<td>$\tilde{\Sigma}(2, 1, 1), \tilde{\Sigma}'(2, -1, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\Sigma}(2, 2, 0, 1)$</td>
<td>$\tilde{\Sigma}(2, 1, 1), \tilde{\Sigma}'(2, -1, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\Sigma}(2, 2, -1/3)$</td>
<td>$\tilde{\Sigma}(2, 1, 1), \tilde{\Sigma}'(2, -1, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\Sigma}(2, 2, -1/3)$</td>
<td>$\tilde{\Sigma}(2, 1, 1), \tilde{\Sigma}'(2, -1, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\Sigma}(2, 2, -1/3)$</td>
<td>$\tilde{\Sigma}(2, 1, 1), \tilde{\Sigma}'(2, -1, 1)$</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\Sigma}(2, 2, -1/3)$</td>
<td>$\tilde{\Sigma}(2, 1, 1), \tilde{\Sigma}'(2, -1, 1)$</td>
</tr>
</tbody>
</table>

not necessarily facilitate the grafting of the NCG models to the SM at low energies.

In the $SO(10)$ model of Ref. [351], the 750 GeV resonance $\mathcal{S}$ was identified with the excitation of the charge neutral component $\Delta^0_{R3}$ of $\Delta_R(1, 3, 10)$, which acquires a VEV breaking $G_{2213}$.
down to $G_{213}$ at $M_R = 5$ TeV, and only one of the colored components, $\chi = \Delta_{R3}^{-2/3}(1, -4/3, 3)$, was assumed to survive below this breaking. This is the exact same identification as in models B and C, except the assumed symmetry breaking pattern is different. Since $S$ is a singlet under the SM gauge group $G_{213}$, it cannot directly couple to gluons or photons. The coupling is induced by $\chi$-loops as shown in Fig. 4.1. Assuming a coupling between $S$ and $\chi$ of the form

$$\kappa M_R S \chi \chi^\dagger, \quad M_R = 5 \text{ TeV},$$

where $\kappa$ is a dimensionless parameter, and $M_\chi > M_S/2$ so that $S$ does not decay into a $\chi$ pair, it has been shown in Ref. [351] that the LHC signal can be reproduced for a wide range of $(\kappa, M_\chi)$ values around $\kappa = O(1)$ and $M_\chi = O(1 \text{ TeV})$. Thus, without repeating the analysis, we conclude that our NCG models can also reproduce the LHC signal provided a similar coupling exists between $S$ and $\chi$, and the assumed particle content allows the required unification of gauge couplings at a high scale.

Several comments are in order. The $\Delta_R(1, 3, 10)$ scalar is associated with a rich phenomenology, as discussed by Mohapatra and Marshak in Ref. [347], including the generation of Majorana neutrino mass and neutron-anti-neutron oscillations. These depend on the Yukawa couplings of the $\Delta_R(1, 3, 10)$ to the fermions, and the quartic coupling of the $\Delta_R(1, 3, 10)$ to itself. In the NCG approach, the Dirac operator, which includes the Yukawa couplings, is the input from which the entire model is constructed. The scalar content of the model as well as their quartic couplings are derived from the Dirac operator. Therefore, the NCG approach can, in principle, make predictions in regards to neutron-anti-neutron oscillations. However, it is necessary to check the viability of the model before performing such detailed analyses, so this will not be discussed further here.

### 4.3 Unification of the Couplings

As discussed in the introduction, the unification of couplings in the NCG based $G_{224}$ models imposes non-trivial requirements on the symmetry breaking scales, given that the scalar content of each model is restricted and cannot be changed at will. In this section, we discuss whether the unification of the couplings can be achieved in the NCG based $G_{224}$ models with the assumed particle content and scalar survival assumptions. In contrast to our work in Ref. [160], we assume direct breaking of $G_{224}$ to $G_{213}$ at a single scale $M_C$, between the unification scale $M_U$ and the electroweak symmetry breaking (EWSB) scale $M_Z$. Between the scales $M_C$ and $M_Z$, in addition to the usual SM particle content we have the $\chi = \Delta_{R3}^{-2/3}(1, -4/3, 3)$ field contributing to the RGE, which we assume is the only colored scalar to survive below $M_C$, and possess a mass of around a TeV. The 750 GeV scalar $S$ is an SM singlet and consequently does not contribute to the RG running of the SM gauge couplings.

---

\(^{3}\)See the appendix of Ref. [156].
4.3.1 Boundary and Matching Conditions

The symmetry breaking chain of the model considered in this chapter has been discussed in detail in our previous papers [160, 321]. The ordering of the breaking scales must be strictly maintained in the computations, i.e.,

\[ M_U \geq M_C \geq M_Z . \] (4.3)

We label the energy intervals between symmetry breaking scales \([M_Z, M_C]\) and \([M_C, M_U]\) with Roman numerals as

\[
\begin{align*}
\text{I} & : [M_Z, M_C], \quad G_{213} \text{(SM)}, \\
\text{II} & : [M_C, M_U], \quad G_{224} \text{ or } G_{224D} .
\end{align*}
\] (4.4)

The boundary/matching conditions we impose on the couplings at the symmetry breaking scales are:

- \( M_U \): \( g_L(M_U) = g_R(M_U) = g_4(M_U) \),
- \( M_C \): \( \sqrt{2/3} g_{BL}(M_C) = g_3(M_C) = g_4(M_C) \), \( g_2(M_C) = g_L(M_C) \),
  \( \frac{1}{g_1^2(M_C)} = \frac{1}{g_2^2(M_C)} + \frac{2}{3} \frac{1}{g_3^2(M_C)} \),
- \( M_Z \): \( \frac{1}{e^2(M_Z)} = \frac{1}{g_1^2(M_Z)} + \frac{1}{g_2^2(M_Z)} \). (4.5)

The low energy data which we will use as boundary conditions to the RG running are [1, 331]

\[
\alpha(M_Z) = 1/127.9 , \quad \alpha_s(M_Z) = 0.118 , \quad \sin^2 \theta_W(M_Z) = 0.2312 ,
\] (4.6)

at \( M_Z = 91.1876 \text{ GeV} \), which translates to

\[
\begin{align*}
g_1(M_Z) &= 0.36 , \quad g_2(M_Z) = 0.65 , \quad g_3(M_Z) = 1.22 .
\end{align*}
\] (4.7)

Note that the coupling constants are all required to remain in the perturbative regime during the evolution from \( M_U \) down to \( M_Z \).

4.3.2 One-Loop Renormalization Group Running

For a given particle content; the gauge couplings, in an energy interval \([M_A, M_B]\), are evolved according to the 1-loop RG relation

\[
\frac{1}{g_i^2(M_A)} - \frac{1}{g_i^2(M_B)} = \frac{a_i}{8\pi^2} \ln \frac{M_B}{M_A} , \quad (4.8)
\]
where the RG coefficients \( a_i \) are given by \([7, 200] \)
\[
a_i = -\frac{11}{3} C_2(G_i) + \frac{2}{3} \sum_{R_f} T_i(R_f) \cdot d_1(R_f) \cdots d_n(R_f) + \frac{\eta}{3} \sum_{R_s} T_i(R_s) \cdot d_1(R_s) \cdots d_n(R_s) .
\]
(4.9)

The summation in Eq. (4.9) is over irreducible chiral representations of fermions \((R_f)\) in the second term and those of scalars \((R_s)\) in the third. The coefficient \(\eta\) is either 1 or 1/2, depending on whether the corresponding representation is complex or real, respectively. \(C_2(G_i)\) is the quadratic Casimir for the adjoint representation of the group \(G_i\), and \(T_i\) is the Dynkin index of each representation. For \(U(1)\) group, \(C_2(G) = 0\) and
\[
\sum_{f,s} T = \sum_{f,s} \left(\frac{Y}{2}\right)^2,
\]
(4.10)
where \(Y/2\) is the \(U(1)\) charge, the factor of 1/2 coming from the traditional normalizations of the hypercharge and \(B - L\) charges.

The RG coefficients, \(a_i\), differ depending on the particle content in each energy interval, changing every time symmetry breaking occurs. We will distinguish the \(a_i\)'s in different intervals with the corresponding roman numeral superscript, cf. Eq. (4.4). Together with the matching and boundary conditions of Eqs. (4.5), (4.6), and (4.7), 1-loop RG running leads to the following conditions on the symmetry breaking scales \(M_U\) and \(M_C\):
\[
2\pi \left[ \frac{3 - 8 \sin^2 \theta_W(M_Z)}{\alpha(M_Z)} \right] = (3a_1 - 5a_2)^I \ln \frac{M_C}{M_Z} + (-5a_L + 3a_R + 2a_4)^II \ln \frac{M_U}{M_C},
\]
\[
2\pi \left[ \frac{3}{\alpha(M_Z)} - \frac{8}{\alpha_s(M_Z)} \right] = (3a_1 + 3a_2 - 8a_3)^I \ln \frac{M_C}{M_Z} + (3a_L + 3a_R - 6a_4)^II \ln \frac{M_U}{M_C}.
\]
(4.11)

The unified coupling \(\alpha_U\) at scale \(M_U\) can then be obtained from
\[
\frac{2\pi}{\alpha_U} = \frac{2\pi}{\alpha_s(M_Z)} - \left( a_4^I \ln \frac{M_U}{M_C} + a_3^I \ln \frac{M_C}{M_Z} \right).
\]
(4.12)
Thus, once the RG coefficients in each interval are specified, the scales \(M_U\) and \(M_C\), and the value of \(\alpha_U\) are uniquely determined. For the computations to be meaningful, however, \(M_U\) must stay below the Planck scale, and \(\alpha_U\) must be in the perturbative regime.

### 4.3.3 Results

The particle content and the RG coefficients for the three models in the two energy intervals are listed in Tables. 4.3, 4.4, and 4.5. As stated above, though \(S\) survives in the energy
interval I, being an SM singlet, it does not contribute to the RG coefficients. The values of $M_U$, $M_C$, and $\alpha_U$ obtained using the formalism above are listed in Table 4.6. The running of the gauge couplings for the three models are shown in Figure 4.2.

We see that, for all three models, $M_U$ is below the Planck scale and $\alpha_U$ is perturbative, as are all the gauge couplings during their course of running. The value of the symmetry breaking scale $M_C$ is high in the $10^{10-13}$ GeV range, suggesting that providing $S$ and $\chi = \Delta_R^{-2/3}(1, -4/3, 3)$ with TeV scale masses, and the TeV scale coupling $\kappa_M R S \chi^\dagger \chi$ between them would involve fine tuning.

Table 4.3: The Higgs content and the RG coefficients in the energy intervals for model A.

<table>
<thead>
<tr>
<th>Interval</th>
<th>Higgs content</th>
<th>RG coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>II</td>
<td>$\phi(2, 2, 1), \tilde{\Delta}_R(1, 2, 4), \Sigma(1, 1, 15)$</td>
<td>$(a_L, a_R, a_4)^{\text{II}} = \left( -3, \frac{-7}{3}, \frac{-29}{3} \right)$</td>
</tr>
<tr>
<td>I</td>
<td>$\phi_2(2, 1, 1), S(1, 0, 1), \tilde{\Delta}_R^{-2/3}(1, -\frac{4}{3}, 3)$</td>
<td>$(a_1, a_2, a_3)^{\text{I}} = \left( \frac{131}{18}, \frac{-19}{6}, \frac{-41}{6} \right)$</td>
</tr>
</tbody>
</table>

Table 4.4: The Higgs content and the RG coefficients in the energy intervals for model B.

<table>
<thead>
<tr>
<th>Interval</th>
<th>Higgs content</th>
<th>RG coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>II</td>
<td>$\phi(2, 2, 1), H(1, 1, 6), \Delta_R(1, 3, 10), \tilde{\Sigma}(2, 2, 15)$</td>
<td>$(a_L, a_R, a_4)^{\text{II}} = \left( 2, \frac{26}{3}, -2 \right)$</td>
</tr>
<tr>
<td>I</td>
<td>$\phi_2(2, 1, 1), S(1, 0, 1), \Delta_R^{-2/3}(1, -\frac{4}{3}, 3)$</td>
<td>$(a_1, a_2, a_3)^{\text{I}} = \left( \frac{131}{18}, \frac{-19}{6}, \frac{-41}{6} \right)$</td>
</tr>
</tbody>
</table>

Table 4.5: The Higgs content and the RG coefficients in the energy intervals for model C.

<table>
<thead>
<tr>
<th>Interval</th>
<th>Higgs content</th>
<th>RG coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>II</td>
<td>$\phi(2, 2, 1), H(1, 1, 6) \times 2, \tilde{\Sigma}(2, 2, 15), \Delta_R(1, 3, 10), \Delta_L(3, 1, 10)$</td>
<td>$(a_L, a_R, a_4)^{\text{II}} = \left( \frac{26}{3}, \frac{26}{3}, \frac{4}{3} \right)$</td>
</tr>
<tr>
<td>I</td>
<td>$\phi_2(2, 1, 1), S(1, 0, 1), \Delta_R^{-2/3}(1, -\frac{4}{3}, 3)$</td>
<td>$(a_1, a_2, a_3)^{\text{I}} = \left( \frac{131}{18}, \frac{-19}{6}, \frac{-41}{6} \right)$</td>
</tr>
</tbody>
</table>
Table 4.6: The predictions of Models A, B, and C.

<table>
<thead>
<tr>
<th>Model</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unbroken Symmetry</td>
<td>$G_{224}$</td>
<td>$G_{224}$</td>
<td>$G_{224D}$</td>
</tr>
<tr>
<td>$\log_{10}(M_U/\text{GeV})$</td>
<td>15.7</td>
<td>17.1</td>
<td>15.6</td>
</tr>
<tr>
<td>$\log_{10}(M_C/\text{GeV})$</td>
<td>13.3</td>
<td>10.5</td>
<td>13.4</td>
</tr>
<tr>
<td>$\alpha_U^{-1}$</td>
<td>45.4</td>
<td>34.7</td>
<td>36.2</td>
</tr>
</tbody>
</table>

Figure 4.2: Running of the gauge couplings for models A, B, and C. The vertical dotted lines from left to right correspond to the symmetry breaking scales $M_Z$ and $M_C$, which also indicate the beginning of the energy intervals I and II, respectively. For $\alpha_1^{-1}$, we plot the redefined quantity $\tilde{\alpha}_1^{-1} = \frac{3}{5} \alpha_1^{-1}$. Note that, in interval II of panel (a), $\alpha_L^{-1}$ and $\alpha_R^{-1}$ evolve very closely but not identically.
4.4 Discussion

In this chapter, we have discussed a possible interpretation of the 750 GeV diphoton resonance in the framework of unified $G_{224}$ models derived in the context of a left-right symmetric extension of non-commutative geometry (NCG) of the Standard Model (SM). Our framework is a grand unified version of $G_{224}$ models, within which the corresponding Higgs content is restrictively determined (or uniquely determined for each model) from the underlying non-commutative geometry. This should be contrasted to the regular $G_{224}$ models, discussed in the literature, in which the corresponding Higgs context is arbitrarily selected.

We have argued that the observed cross sections involving the 750 GeV diphoton resonance could be realized through a SM singlet scalar field and colored scalars in the NCG of unified $G_{224}$ models. However, the color scalars are light and thus fine tuned from the usual effective field theory point of view. This indicates a certain rigidity of the NCG approach to the Standard Model and its natural completion in the context of the unified $G_{224}$ models. As already emphasized, this conclusion is based on the effective field theory reasoning, which might fail in the NCG framework due to the possible mixing between the short- and long-distance physics as we have discussed in Chapter 3 and Ref. [160], as well as Refs. [159, 163].

In this chapter, we have discussed three different scenarios and their implications for the physics beyond the Standard Model. We have concentrated on the purely phenomenological aspects of the NCG unified $G_{224}$ models without relying on their deep mathematical structure or various novel physics aspects that go beyond the effective field theory framework.

We believe that the discussion presented in this chapter gives extra evidence to the underlying phenomenological rigidity of the NCG approach towards understanding of the origins of the Standard Model and the physics beyond the Standard Model. However, this phenomenological rigidity might be the price one has to pay for the non-commutative nature of the approach, and it might be indicative of a possibly exciting relation to the non-particle sector of high energy physics that is to be found in the context of the underlying quantum structure of space and time.
Part II

Constraining New Physics with Neutrino Experiments
Chapter 5

Constraints on New Physics at Low Energy

5.1 Bounds of Different Sectors

In Part I, we discussed the alternative viewpoint of how new physics fundamentally incompatible with EFT determines the EFT, and studied the possibility of finding clues of new physics at LHC. Since EFT works very well below $\Lambda_{NP}$ as we show in Section 1.1, in this part, we take a step back and focus purely on the phenomenological aspect of the EFT at an energy scale much lower than $\Lambda_{NP}$. Let us first examine the room for new physics in this regime.

After years of experimentation, we have set stringent bounds on various processes. In Section 1.1, we have seen the precision electroweak measurements matches the QED predictions extremely well. Let us examine the bounds derived from other sectors. For the flavor sector, the bounds for unitarity of the CKM matrix are also very tight. If we denote the CKM matrix as

$$V = \begin{bmatrix} V_{ud} & V_{us} & V_{ub} \\ V_{cd} & V_{cs} & V_{cb} \\ V_{td} & V_{ts} & V_{tb} \end{bmatrix},$$

(5.1)

then checking unitarity of first two rows and first two columns of matrix $V$ gives the following relations [1]:

$$VV^\dagger = \begin{bmatrix} 0.9996 \pm 0.0005 & - & - \\ - & 1.002 \pm 0.027 & - \\ - & - & - \end{bmatrix},$$
and

\[
V^\dagger V = \begin{bmatrix}
0.9975 \pm 0.0022 & - & - \\
- & 1.042 \pm 0.032 & - \\
- & - & -
\end{bmatrix}.
\tag{5.2}
\]

which mean the CKM matrix is extremely close to unitary. Therefore, a simple fourth-generation quark that mixes with the first three generations is largely constrained. Taking the Wolfenstein parametrization of the CKM matrix as \[356\]

\[
V_{CKM} = \begin{bmatrix}
1 - \lambda^2/2 & \lambda & A\lambda^3(\rho - i\eta) \\
-\lambda & 1 - \lambda^2/2 & A\lambda^2 \\
A\lambda^3(1 - \rho - i\eta) & -A\lambda^2 & 1
\end{bmatrix} + \mathcal{O}(\lambda^4),
\tag{5.3}
\]

gometrically we can parametrize each unitarity constraint with a triangle in a complex plain. Using the first and third columns of \(V_{CKM}\), this is shown in Fig. 5.1. Therefore,

![Figure 5.1: The ‘unitarity triangle’. Plot is used with permission of PDG [1].](image)

independent measurements of the CKM matrix by various experiments can be characterized by their consistency with this triangle. In Fig. 5.2, the results from different experiments are combined and the global bounds are given in the \((\rho, \eta)\) plane.

Next, let us look at the constraints of the charged lepton sector. In many models \[76, 318, 357–367\], lepton flavor violation (LFV) emerges as a result of new physics beyond the SM.
Figure 5.2: The global fit results (shaded region) v.s. the constraints of the unitarity triangle. Plot is used with permission of PDG. For more details of the plot see Refs. [3] and [1].

Bounds on some of these processes are summarized in the following list:

\[
\frac{\Gamma_i}{\Gamma} (\tau^- \rightarrow e^- \gamma) < 3.3 \times 10^{-8} \quad [293], \\
\frac{\Gamma_i}{\Gamma} (\tau^- \rightarrow \mu^- \gamma) < 4.4 \times 10^{-8} \quad [293], \\
\frac{\Gamma_i}{\Gamma} (\tau^- \rightarrow e^- \mu^+ \mu^-) < 2.7 \times 10^{-8} \quad [368], \\
\frac{\Gamma_i}{\Gamma} (\tau^- \rightarrow \mu^- e^+ e^-) < 1.8 \times 10^{-8} \quad [368], \\
\frac{\Gamma_i}{\Gamma} (\mu^- \rightarrow e \gamma) < 2.4 \times 10^{-12} \quad [369], \\
\frac{\Gamma_i}{\Gamma} (\mu^- \rightarrow e \gamma \gamma) < 7.2 \times 10^{-11} \quad [370–372], \\
\frac{\Gamma_i}{\Gamma} (\mu^- \rightarrow e^- e^- e^-) < 1 \times 10^{-12} \quad [286], \\
...
\]

(5.4)

which give stringent constraints on any extra particle that directly couples to charged leptons and causes LFV, such as the ones shown in Ref. [373].

Besides these bounds, since some models allow amplitudes that potentially cause proton decay, the bound of proton decay is carefully studied over the past a few decades. The
current bounds are [1, 374] \[ \begin{align*}
\tau_p/\text{Br}(p \rightarrow e^+\pi^0) &> 1.6 \times 10^{34} \text{ yrs}, \\
\tau_p/\text{Br}(p \rightarrow \mu^+\pi^0) &> 7.7 \times 10^{33} \text{ yrs}, \\
\tau_p/\text{Br}(p \rightarrow K^+\nu) &> 6.6 \times 10^{33} \text{ yrs}. 
\end{align*} \] (5.5)

which makes the suppression of proton decay a non-trivial practice that requires extra care in many model building, such as demonstrated in Refs. [76, 318, 357–367]. Contrary to the tight bounds shown above, constraints on the neutrino sector are not comparably strong yet. For example, the allowed region of some of the standard-neutrino oscillation parameters are shown in Fig. 5.3. The parameters relevant to the oscillation are listed in Table 5.1. With new data from various current neutrino experiments and from others being planned for the near future, these bounds are likely to improve. As a result, there is a significant possibility to reveal new physics beyond the SM in the neutrino sector, which will be addressed in the next section.

5.2 What Is of Interest in the Neutrino Sector

It is known that the existing uncertainties of the measurements provide room for higher-dimensional operators. These operators potentially arise as a result of new physics at higher
Table 5.1: Second column shows the best-fit values and 1σ uncertainties on the oscillation parameters taken from Ref. [9]. We use the values listed in the third column as benchmark values for which we calculate our oscillation probabilities in this work.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Best-fit Value &amp; 1σ Range</th>
<th>Benchmark Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta m_{21}^2$</td>
<td>$(7.50 \pm 0.185) \times 10^{-5}$ eV$^2$</td>
<td>$7.50 \times 10^{-5}$ eV$^2$</td>
</tr>
<tr>
<td>$\delta m_{31}^2$</td>
<td>$(2.47^{+0.169}_{-0.069}) \times 10^{-3}$ eV$^2$</td>
<td>$2.47 \times 10^{-3}$ eV$^2$</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23}$</td>
<td>$0.41^{+0.027}<em>{-0.025} \oplus 0.59^{+0.021}</em>{-0.022}$</td>
<td>0.41</td>
</tr>
<tr>
<td>$\theta_{23} /^\circ$</td>
<td>$40.0^{+2.1}<em>{-1.5} \oplus 50.4^{+1.2}</em>{-1.3}$</td>
<td></td>
</tr>
<tr>
<td>$\theta_{23} /\text{rad}$</td>
<td>$0.698^{+0.037}<em>{-0.026} \oplus 0.880^{+0.021}</em>{-0.023}$</td>
<td></td>
</tr>
<tr>
<td>$\sin^2 \theta_{12}$</td>
<td>$0.30 \pm 0.013$</td>
<td>0.30</td>
</tr>
<tr>
<td>$\theta_{12} /^\circ$</td>
<td>$33.3 \pm 0.8$</td>
<td></td>
</tr>
<tr>
<td>$\theta_{12} /\text{rad}$</td>
<td>$0.580 \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td>$\sin^2 \theta_{13}$</td>
<td>$0.023 \pm 0.0023$</td>
<td>0.023</td>
</tr>
<tr>
<td>$\theta_{13} /^\circ$</td>
<td>$8.6^{+0.44}_{-0.46}$</td>
<td></td>
</tr>
<tr>
<td>$\theta_{13} /\text{rad}$</td>
<td>$0.15 \pm 0.01$</td>
<td></td>
</tr>
<tr>
<td>$\delta /^\circ$</td>
<td>$300^{+138}_{-138}$</td>
<td>0</td>
</tr>
<tr>
<td>$\delta /\pi$</td>
<td>$1.67^{+0.37}_{-0.77}$</td>
<td></td>
</tr>
</tbody>
</table>

scale and can be parameterized by the non-standard interaction parameters (NSI). As a direct analog of the Fermi-interaction development, any discovery of the NSI would be definite evidence of new physics deviating from the SM expectations. Therefore, searching for nsi in the neutrino sector is of theoretical interest. For a recent analysis on the bounds of NSI, see Ref. [375].

Besides, measuring the SM parameters precisely is important in pointing to the direction of new physics in a broader context. For example, the neutrinos are the only fermions of which only one chirality is observed. On the other hand, neutrino oscillation experiments show that the mass of neutrinos is non-zero albeit tiny. Therefore, it is natural to ask about the origin of this smallness [204, 283, 376–378]. Models such as the see-saw mechanism provide solutions to address the smallness of the SM neutrino using new physics. In order to form a mass term, a right handed partner is needed. If this right handed neutrino is not charged under any gauge group, it is allowed to have a Majorana mass without directly breaking any gauge symmetry, which makes the see-saw mechanism possible. As a result, a sub-eV SM neutrino mass requires the right handed partner to be $\sim$ TeV to $10^{16}$ GeV, depending on the Dirac coupling chosen. On the other hand, as an alternative to regular see-saw models, if the right handed particle is not Majorana, it is a hint for some new symmetry beyond the SM that forbids it, such as the left-right symmetry models we studied in Part I and the inverse see-saw in Refs. [379–384].

Experimentally, a light sterile neutrino that has large mixing with the active neutrinos are subject to the constraints from unitarity [385–387]. Possible observables related to the
unitarity violation due to the extra particle content is also studied in Refs. [388, 389]. As a result, models in this class will be affected by the measurement of the oscillation angles and the mass parameters. It is known that the phenomenological effect of NSI and different values of the standard parameters are degenerate in many processes [375, 390–397]. In this context, understanding the effect of NSI’s is important in determining the standard parameters of the neutrino sector. A careful study of the effects of NSI gives us insight on what the degeneracy is and under what circumstances it gets lifted, as shown in Fig. 5.4. In short, a good understanding of the effect of NSI helps us interpret the experimental outcome correctly.

![Figure 5.4](image)

Figure 5.4: The degeneracy between $\epsilon_{\mu\mu}$ and $\theta_{23}$ gets partially lifted after combining the DUNE and T2HK data. This figure is from Ref. [4], courtesy of Pilar Coloma.

With this in mind, we study a specific proposed neutrino detector in Chapter 6, which is specifically sensitive to $e-\nu_e$ NSI. We point out the advantage of such a detector and also the issues of potential backgrounds, which should be considered with care. In order to better understand the effect of NSI in neutrino-oscillation experiments, we develop a theoretical tool in Chapter 7 to analytically parametrize the matter effect with the presence of NSI by modifying the vacuum oscillation parameters to run. In this formalism, the physics of NSI is more transparent with little loss of accuracy – at a level that is negligible for experiments such as DUNE. This part is based on our work [398–400] to appear as future publications.
Chapter 6

Constraining Neutrino Non-standard Interaction with OscSNS

In this chapter, we work out the capability of constraining NSI with the proposed OscSNS neutrino detector. We point out the advantage of this detector and possible backgrounds. A goodness-of-fit analysis is performed with projections of one and two years of data.

6.1 Introduction

The proposed OscSNS experiment [401–405] aims to use the Spallation Neutron Source (SNS) [406] at the Oak Ridge National Laboratory (ORNL) in Oak Ridge, Tennessee, USA, as a neutrino source to search for oscillations of the active neutrinos to sterile ones [386, 407–409]. Though the main stated objective of OscSNS is the search for sterile neutrinos, the setup can be utilized to measure the neutrino cross sections on electrons and carbon as well. In this chapter, we analyze the potential of the OscSNS experiment to constrain the coupling of the neutrino via the measurement of the neutrino-electron elastic cross section. If one assumes the SM, a precise measurement of the $\nu e^-$ cross section would allow one to determine the effective value of $\sin^2 \theta_W$ at low momentum transfer. If one fixes the value of $\sin^2 \theta_W$ to that determined from other experiments, then the measurement will constrain the sizes of possible non-standard interactions (NSI’s) of the neutrino. One should note that the analysis is only valid if all backgrounds are known and under control. In particular, there is a potential background from the non-detection of the excited nitrogen final state in the process

$$\nu_e + ^{12}C \rightarrow e + ^{12}N^*.$$  \hspace{1cm} (6.1)

This can be suppressed through an angular cut of the electron events, as the ones from $\nu_e$ scattering are strongly forward peaked. Therefore, in this work we assume this background is under control. More details about this are shown in Section 6.4.3.
We will not consider the neutrino magnetic dipole moment (MDM) since its presence can only be detected via a steep increase in the $\nu_e^-$ cross section at low energies, and OscSNS cannot compete with other detectors that have a much lower detection threshold.

### 6.2 Neutrinos at the SNS

The SNS at ORNL consists of an $H^-$ ion source, a linear accelerator system for accelerating the $H^-$ ions to 1 GeV, a stripper that removes the two electrons, and a proton accumulator ring which stores the resulting 1 GeV protons and releases them in short 695 ns-long pulses at a rate of 60 Hz onto a liquid Hg target.\(^1\)

In addition to 20 to 30 neutrons being spalled from the Hg nuclei per proton on target (POT), the collisions produce charged pions. The $\pi^{-}$ are attracted to nuclei and quickly absorbed, while the $\pi^+$ come to rest inside the target and decay predominantly via

$$\pi^+ \rightarrow \mu^+ + \nu_\mu$$

with a lifetime of $\tau_\pi = (2.6033 \pm 0.0005) \times 10^{-8}$ sec. Being a two-body decay at rest, the $\mu^+$ and $\nu_\mu$ from this decay are mono-energetic, with energies

$$E_\mu = \frac{m_\pi^2 + m_\mu^2}{2m_\pi} = 109.778 \text{ MeV} \quad \rightarrow \quad T_\mu = E_\mu - m_\mu = 4.120 \text{ MeV} ,$$

$$E_{\nu_\mu} = \frac{m_\pi^2 - m_\mu^2}{2m_\pi} = 29.792 \text{ MeV} .$$

The positive muons from this $\pi^+$ decay-at-rest then come to rest inside the Hg target\(^2\) and decay themselves via,

$$\mu^+ \rightarrow e^+ + \nu_e + \overline{\nu}_\mu ,$$

\(^1\)About 20 tons of liquid Hg is continuously circulated inside a stainless steel target vessel.

\(^2\)Ref. [401] claims that the $\mu^+$ stop within 0.2 g/cm$^2$ from the point of $\pi^+$ decay. Refs. [410, 411] give tables.
with a lifetime of \( \tau_\mu = (2.1969811 \pm 0.0000022) \times 10^{-6} \) sec. The \( \nu_e \) and \( \bar{\nu}_\mu \) from this \( \mu^+ \) decay-at-rest are distributed isotropically with energy spectra given by

\[
\lambda_{\nu_e}(E_{\nu_e}) \, dE_{\nu_e} = \frac{192}{f(\eta)} \frac{x^2(x_{\text{max}} - x)^2}{(\frac{1}{2} - x)} \theta(x_{\text{max}} - x) \, dx ,
\]

\[
\lambda_{\bar{\nu}_\mu}(E_{\bar{\nu}_\mu}) \, dE_{\bar{\nu}_\mu} = \frac{64}{f(\eta)} \frac{y^2(y_{\text{max}} - y)^2}{(\frac{1}{2} - y)^3} \left( y^2 - \frac{5+\eta}{4} y + \frac{3(1+\eta)}{8} \right) \theta(y_{\text{max}} - y) \, dy ,
\]

where \( x = E_{\nu_e}/m_\mu, \ y = E_{\bar{\nu}_\mu}/m_\mu, \ \eta = m_e^2/m_\mu^2 = 2.339 \times 10^{-5}, \) and

\[
f(\eta) = (1 - 8\eta + 8\eta^3 - \eta^4 - 12\eta^2 \ln \eta) \approx 1 .
\]

The maximum of the neutrino energies is

\[
E_{\nu_e,\text{max}} = E_{\bar{\nu}_\mu,\text{max}} = \frac{m_\mu^2 - m_e^2}{2m_\mu} = 52.828 \text{ MeV} ,
\]

and thus \( x_{\text{max}} = y_{\text{max}} = (1 - \eta)/2 \approx 0.5 \). These distributions are shown in Fig. 6.1.

At its design power of 1.44 MW,\(^3\) the SNS delivers

\[
\frac{1.44 \text{ MW}}{1 \text{ GeV}} = 9.0 \times 10^{15} \text{ POT/second} = 1.5 \times 10^{14} \text{ POT/pulse} .
\]

A Geant4 [412, 413] simulation places the number of each of the neutrino flavors \( \nu_\mu, \nu_e, \) and \( \bar{\nu}_\mu \) produced per 1 GeV POT at 0.09 [401]\(^4\). Thus, in addition to being a neutron source, the SNS produces an equal number of the three neutrino flavors \( \nu_\mu, \nu_e, \) and \( \bar{\nu}_\mu \) emitted isotropically from the target at the rate of

\[
(9.0 \times 10^{15} \text{ POT/second}) \times (0.09/\text{POT}) = 8 \times 10^{14} / \text{second} .
\]

Due to the large difference between \( \tau_\pi \) and \( \tau_\mu \), the \( \nu_\mu \) flux from \( \pi^+ \) decay and the \( \nu_e \) and \( \bar{\nu}_\mu \) fluxes from the subsequent \( \mu^+ \) decay are temporally separated. Assuming a uniform pion production rate while the proton beam is on, the time-dependence of the \( \nu_\mu, \nu_e, \) and \( \bar{\nu}_\mu \) fluxes from the instant that the proton beam is turned on is shown in Fig. 6.2. Of the total \( \nu_\mu \) flux, 96.3\% is emitted during the 695 ns while the proton beam is on, and the remaining 3.7\% is emitted after the proton beam is turned off. For the \( \nu_e \) and \( \bar{\nu}_\mu \) fluxes, the corresponding

---

\(^3\)The SNS has not reached its design power yet; in April 2013, it was operating at a power of about 0.85 MW [406].

\(^4\)Ref. [401] quotes two different numbers for this production rate: 0.12 on page 10, and 0.09 on page 23. We use the latter value here since it seems to be the one used in the flux calculations in Chapter 8 of Ref. [401].
Figure 6.2: The time-dependence of the neutrino fluxes. The proton beam is on during the initial 695 ns. The blue line indicates the time-dependence of the $\nu_\mu$ flux, while the purple line indicates that of the $\nu_e$ and $\bar{\nu}_\mu$ fluxes. The total integrated fluxes are normalized to one. Note that the $\nu_e$ and $\bar{\nu}_\mu$ fluxes share the exact same time dependence indicated by the purple line, which is NOT the sum of the two fluxes.

percentages are, respectively, 13.3% and 86.7%. Consequently, when the proton beam is on, the $\nu_\mu$’s make up 78% of the total neutrino flux while $\nu_e$’s and $\bar{\nu}_\mu$’s contribute 11% each.\footnote{Ref. [401] on page 10 states that the $\nu_\mu$ flux has 14\% contamination of $\nu_e$ and $\bar{\nu}_\mu$ each while the proton beam is on. This should be understood as 14\% each relative to the $\nu_\mu$ flux, that is, the ratio of the fluxes of the three flavors $\nu_\mu$, $\nu_e$, and $\bar{\nu}_\mu$ is 100 : 14 : 14, or 78 : 11 : 11.} When the beam is off, the $\nu_\mu$’s constitute 2\% while $\nu_e$ and $\bar{\nu}_\mu$ contribute 49\% each. If we wait a few times $\tau_\pi$ after the proton beam is turned off, the pions will all have decayed and the $\nu_\mu$ component in the flux will be completely eliminated. We take advantage of this temporal separation later.

### 6.3 The OscSNS Detector

The OscSNS detector is envisioned to be a liquid scintillation detector, one similar to Mini-BooNE, filled with mineral oil and surrounded by photomultiplier tubes (PMT’s). The size and shape of the detector are yet to be finalized, but its location will be 60 meters away from the Hg target, at an angle of 160 degrees from the direction of the proton beam. Since the three neutrino flavors are emitted isotropically, the flux of each flavor at a distance of
60 meters would be
\[ \Phi_\nu(60 \text{ m}) = \frac{8 \times 10^{14}/\text{second}}{4\pi(6 \times 10^3 \text{ cm})^2} = 1.8 \times 10^6/\text{second/cm}^2 = 1.8 \times 10^{13}/10^7 \text{ seconds/cm}^2 . \] (6.10)

Assuming that the liquid scintillator in the detector is pseudocumene\(^6\), \(C_9H_{12}\), with mass density 0.8761 g/cm\(^3\), molar weight 120.19 g/mol, and 66 electrons per molecule, the number of pseudocumene molecules in 100 tons of the material is
\[ N_{C_9H_{12}} = \left( \frac{100 \text{ tons}}{120.19 \text{ g/mol}} \right) \times N_A = (8.32 \times 10^5 \text{ mols}) \times (6.022 \times 10^{23}/\text{mol}) = 5.0 \times 10^{29}, \] (6.11)
and the number densities of electrons, free protons (those not in the carbon), and carbon nuclei are
\[ \rho_e = \frac{N_e}{100 \text{ tons}} = 66 \times \frac{N_{C_9H_{12}}}{100 \text{ tons}} = 3.3 \times 10^{31}/100 \text{ tons}, \]
\[ \rho_p = \frac{N_p}{100 \text{ tons}} = 12 \times \frac{N_{C_9H_{12}}}{100 \text{ tons}} = 6.0 \times 10^{30}/100 \text{ tons}, \]
\[ \rho_C = \frac{N_C}{100 \text{ tons}} = 9 \times \frac{N_{C_9H_{12}}}{100 \text{ tons}} = 4.5 \times 10^{30}/100 \text{ tons}. \] (6.12)

Multiplying by the flux from Eq. (6.10), we find
\[ \rho_e \Phi_\nu(60 \text{ m}) = 5.9 \times 10^{14}/100 \text{ tons}/10^7 \text{ seconds/cm}^2, \]
\[ \rho_p \Phi_\nu(60 \text{ m}) = 1.1 \times 10^{14}/100 \text{ tons}/10^7 \text{ seconds/cm}^2, \]
\[ \rho_C \Phi_\nu(60 \text{ m}) = 8.1 \times 10^{13}/100 \text{ tons}/10^7 \text{ seconds/cm}^2 . \] (6.13)

Given that neutrino cross sections with single electrons (nuclei) are on the order of \(10^{-44}\) cm\(^2\) \((10^{-42}\) cm\(^2\)), we need the (detector mass) \(\times\) (exposure time) to be at least one order of magnitude beyond \(10^8\) ton \(\cdot\) seconds to obtain useful events yields.

In the original OscSNS White Paper [401], the detector is assumed to be spherical, with the central part of radius 5 meters constituting the fiducial volume. The mass of pseudocumene in the fiducial volume is
\[ M_{\text{fid}} = \frac{4\pi(5.0 \times 10^2 \text{ cm})^3}{3} \times (0.8761 \text{ g/cm}^3) = 4.6 \times 10^8 \text{ g} = 4.6 \times 10^2 \text{ ton} . \] (6.14)

The number of estimated events in Ref. [401] is given for a flux-exposure of one full calendar year, which is
\[ T_{\text{exp}} = (60 \text{ seconds/minute}) \times (60 \text{ minutes/hour}) \times (24 \text{ hours/day}) \times (365 \text{ days}) = 3.2 \times 10^7 \text{ seconds} . \] (6.15)

So the reference value of (detector mass) \(\times\) (exposure time) for OscSNS is
\[ (M_{\text{fid}}T_{\text{exp}})_{\text{ref}} = (4.6 \times 10^2 \text{ ton}) \times (3.2 \times 10^7 \text{ seconds}) = 1.5 \times 10^{10} \text{ ton} \cdot \text{seconds} . \] (6.16)

We use this value to calculate the benchmark constraints that we place on \(\sin^2 \theta_W\) and the neutrino NSI’s using OscSNS.

\(^{6}\)Aka 1,2,4-Trimethylbenzene.
Figure 6.3: The ES differential cross sections as functions of the electron recoil energy $T$ for $\nu_\mu$ (yellow), $\nu_e$ (blue) and $\bar{\nu}_\mu$ (purple).

6.4 The Interactions

The neutrinos will interact with the electrons, free protons, and carbon nuclei in the scintillator via both charged current (CC) and neutral current (NC) interactions. In the following, we will look at the interactions of the neutrino with the three types of target particles, one by one.

6.4.1 Interactions with Electrons

Elastic Scattering

In the SM, the interaction between neutrino flavor $\alpha$ ($\alpha = e, \mu, \tau$) and the electron is described at low energies by the effective four fermion interaction

$$\mathcal{L}_{\text{SM}} = -2\sqrt{2} G_F \bar{\nu}_\alpha \gamma^\mu P_L \nu_\alpha \left[ g_{\alpha L}(\bar{e} \gamma_\mu P_L e) + g_{\alpha R}(\bar{e} \gamma_\mu P_R e) \right].$$

The coupling constants at tree level are given by $g_{\alpha R} = \sin^2 \theta_W$ and $g_{\alpha L} = \sin^2 \theta_W \pm \frac{1}{2}$, where the lower sign applies for $\alpha = \mu$ and $\tau$ (from $Z$ exchange only) and the upper sign applies for $\alpha = e$ (from both $Z$ and $W$ exchange). For anti-neutrinos, the values of $g_{\alpha L}$ and $g_{\alpha R}$ will be reversed.

The differential cross section for neutrino-electron elastic scattering (ES) due to this interaction is given by

$$\frac{d\sigma_{\nu_\alpha}(E_{\nu_\alpha}, T)}{dT} = \frac{2G_F^2 m_e}{\pi} \left[ g_{\alpha L}^2 + g_{\alpha R}^2 \left(1 - \frac{T}{E_{\nu_\alpha}}\right)^2 \right] - g_{\alpha L} g_{\alpha R} \frac{m_e T}{E_{\nu_\alpha}^2}. \quad (6.18)$$
Here, $m_e$ is the electron mass, $E_{\nu\alpha}$ is the initial energy of neutrino flavor $\alpha$, and $T$ is the kinetic energy of the recoil electron, which has the range

$$0 \leq T \leq T_{\text{max}}(E_{\nu\alpha}) = \frac{E_{\nu\alpha}}{1 + m_e/2E_{\nu\alpha}}.$$  \hfill (6.19)

Since the $\nu_\mu$ from $\pi^+$ decay at rest is mono-energetic, the scattering cross section is given simply by the above expression. For the $\nu_e$ and $\bar{\nu}_\mu$ from $\mu^+$ decay at rest, however, we must convolute the above expression with the energy spectra given in Eq. (6.5):

$$\frac{d\sigma_{\nu_e}(T)}{dT} = \int_0^{E_{\nu_e,\text{max}}} dE_{\nu_e} \lambda_{\nu_e}(E_{\nu_e}) \frac{d\sigma_{\nu_e}(E_{\nu_e}, T)}{dT} \theta(T_{\text{max}}(E_{\nu_e}) - T),$$

$$\frac{d\sigma_{\nu_\mu}(T)}{dT} = \int_0^{E_{\nu_\mu,\text{max}}} dE_{\nu_\mu} \lambda_{\nu_\mu}(E_{\nu_\mu}) \frac{d\sigma_{\nu_\mu}(E_{\nu_\mu}, T)}{dT} \theta(T_{\text{max}}(E_{\nu_\mu}) - T).$$  \hfill (6.20)

The shapes of these differential cross sections are shown in Fig. 6.3.

The total cross sections for $\nu_\mu$ is given by

$$\sigma_{\nu_\mu}(\text{ES}) = \int_0^{T_{\text{max}}(E_{\nu_\mu})} \frac{d\sigma_{\nu_\mu}(E_{\nu_\mu}, T)}{dT} dT$$

$$= \frac{2G_F^2 m_e T_{\text{max}}}{\pi} \left[ g_{\mu L}^2 + g_{\mu R}^2 \left( 1 - \frac{T_{\text{max}}}{E_{\nu_\mu}} + \frac{T_{\text{max}}^2}{3E_{\nu_\mu}^2} \right) - g_{\mu L} g_{\mu R} \frac{m_e T_{\text{max}}}{2E_{\nu_\mu}^2} \right]$$

$$= 4.48 \times 10^{-44} \text{ cm}^2,$$  \hfill (6.21)

where we have used the value $\sin^2 \theta_W = 0.2386$ for the coupling constants. Similarly,

$$\sigma_{\nu_e}(\text{ES}) = \int_0^{T_{\text{max}}(E_{\nu_e,\text{max}})} \frac{d\sigma_{\nu_e}(T)}{dT} dT = 3.05 \times 10^{-43} \text{ cm}^2,$$

$$\sigma_{\bar{\nu}_\mu}(\text{ES}) = \int_0^{T_{\text{max}}(E_{\bar{\nu}_\mu,\text{max}})} \frac{d\sigma_{\bar{\nu}_\mu}(T)}{dT} dT = 5.08 \times 10^{-44} \text{ cm}^2.$$  \hfill (6.22)

**Inverse Muon Decay**

For an initial $\nu_\mu$, the CC process,

$$\nu_\mu + e^- \rightarrow \mu^- + \nu_e,$$  \hfill (6.23)

is also possible if the $\nu_\mu$ is energetic enough. However, the threshold energy is

$$E_{\nu_\mu,\text{thres}} = \frac{m_\mu^2 - m_e^2}{2m_e} = 10.923 \text{ GeV},$$  \hfill (6.24)

so this reaction cannot occur in the present context.
6.4.2 Interactions with Protons

Elastic Scattering

Neutrinos can scatter elastically against the protons via $Z$ exchange, but the recoil protons are not energetic enough to be dissociated from the pseudocumene molecules and cause scintillation light. So the ES events against protons, and similarly those against carbon, are invisible.

Inverse Beta Decay

Anti-neutrinos can undergo the reactions

$$\overline{\nu}_e + p \rightarrow e^+ + n ,$$
$$\overline{\nu}_\mu + p \rightarrow \mu^+ + n ,$$

with the resulting neutron detected via $n + p \rightarrow D + \gamma (2.2\,\text{MeV})$. These reactions have thresholds of

$$E_{\overline{\nu}_e,\text{thres}} = \frac{(m_n + m_e)^2 - m_p^2}{2m_p} = 1.806\,\text{MeV},$$
$$E_{\overline{\nu}_\mu,\text{thres}} = \frac{(m_n + m_\mu)^2 - m_p^2}{2m_p} = 113.05\,\text{MeV},$$

so the second reaction cannot occur. The first will be used by OscSNS to detect $\overline{\nu}_e$ appearance. For our purpose, we will simply assume that the $\overline{\nu}_e$ contamination in the flux (from $\mu^-$ decay) is negligible and ignore this reaction.

6.4.3 Interactions with Carbon

Elastic Scattering

The elastic scattering of the neutrinos against the carbon nuclei from $Z$ exchange cannot be detected, as discussed above.

CC Inelastic Scattering

The $\nu_e$ can undergo the CC process

$$\nu_e + ^{12}C \rightarrow e^- + ^{12}N$$

(6.27)
where the $^{12}N$ in the final state can either be in the ground state $^{12}N_{gs}$, or one of the short-lived, broad excited states $^{12}N^*$. The cross section to the ground state $^{12}N_{gs}$ can be calculated fairly reliably, since the form factors necessary can be determined from other experiments [414, 415]. The reaction to the ground state $\nu_e + ^{12}C \rightarrow e^- + ^{12}N_{gs}$ has a $Q$ value 17.33 MeV, so the $\nu_e$ energy threshold is

$$E_{\nu_e, \text{thres}} = \frac{(m_N + m_e)^2 - m_C^2}{2m_C} = \frac{Q(2m_C)}{2m_C} = 17.35 \text{ MeV}. \quad (6.28)$$

The ground state $^{12}N_{gs}$ decays with a lifetime of $\tau(^{12}N_{gs}) = 15.9 \text{ ms}$ into $^7$

$$^{12}N_{gs} \rightarrow \begin{cases} ^{12}C + e^+ + \nu_e & (96.5\%) \\ ^{12}C^* + e^+ + \nu_e \rightarrow ^8\text{Be} + \alpha + e^+ + \nu_e \rightarrow 3\alpha + e^+ + \nu_e & (3.5\%) \end{cases} \quad (6.29)$$

The positrons from these decays have a maximum kinetic energy of $Q - 2m_e = 16.33$ MeV. The process is identified via the detection of the initial prompt electron, and the delayed coincident detection of the positron. The three $\alpha$'s in the second decay cannot be detected. The excited states $^{12}N^*$ are short-lived and decay mostly via proton emission (Table 12.22 of Ref. [416])

$$^{12}N^* \rightarrow ^{11}C + p. \quad (6.30)$$

This is a potential background unless a) the proton is detected to identify this reaction, or b) the cross section of this process is well understood theoretically through calculation. Otherwise, this process will be a background to $\nu e$ elastic scattering process. According to Ref. [417], this proton is detectable, c.f. Fig. 21-22 therein. In the case of OscSNS, without the direct detection of the proton, there are several ways to control the background from this process. First, it is observed by LSND that the electrons from Eq. (6.27) with a $^{12}N^*$ final state are backward peaked. On the other hand, the differential cross section of $\nu_e + e$ in Eq. (6.31) is forward peaked as plotted in and Fig. 6.4 and measured in Fig. 9 of Ref. [418],

$$\frac{d\sigma}{d\cos \theta} = \frac{G_F^2 m_e}{2\pi} \left\{ (c_V + c_A)^2 + (c_V - c_A)^2 m_e^2 \left( 1 - \frac{2m_e E_{\nu} \cos^2 \theta}{\sin^2 \theta E_{\nu}^2 + 2m_e E_{\nu} + m_e^2} \right)^2 \right\} \times -\left( c_V^2 - c_A^2 \right) \frac{2m_e \cos^2 \theta}{\sin^2 \theta E_{\nu}^2 + 2m_e E_{\nu} + m_e^2} \times \frac{4m_e E_{\nu}^2 (E_{\nu} + m_e)^2 \cos \theta}{(E_{\nu} + m_e)^2 - E_{\nu}^2 \cos^2 \theta}, \quad (6.31)$$

where $c_V$ and $c_A$ are the vector and axial charge of the electron. Therefore, it is possible to perform an angular cut to suppress this background if $\frac{d\sigma}{d\cos \theta}(\nu_e + ^{12}C \rightarrow e + ^{12}N^*)$ is known. Alternatively, we can subtract altogether the events from Eq. (6.27) if the cross section is known to sufficient accuracy. In either case, it is necessary to have a cross section profile of the process in Fig. (6.27) through theoretical estimate or measurement. The differential cross section is not included in Ref. [417]. At the moment, we have contacted one of the authors.

---

$^7$See Table 12.21 of Ref. [416]. The decay to the ground state $^{12}N_{gs}$ is 94.6% and to the first excited state $^{12}C^*(4.44)$ is 1.9%, which add up to 96.5%. Decays to higher excited states of $^{12}C$ result in $3\alpha$ break-up.
of Ref. [419] for further study of this background. In the rest of the chapter, we perform the analysis assuming this background is well-controlled.

The total cross section of the process \( \nu_e + ^{12}C \rightarrow e^- + ^{12}N_{gs} \), convoluted with the initial neutrino energy spectrum, is given as

\[
\sigma(^{12}C(\nu_e,e^-)^{12}N_{gs}) = 9.2 \times 10^{-42} \text{ cm}^2 \quad \text{Ref. [414]}
= 9.1 \times 10^{-42} \text{ cm}^2 \quad \text{Ref. [415]} \tag{6.32}
\]

These agree very well, though the methods used are different. The experimental values are

\[
\sigma(^{12}C(\nu_e,e^-)^{12}N_{gs}) = (9.1 \pm 0.5 \pm 0.8) \times 10^{-42} \text{ cm}^2 \quad \text{KARMEN [420, 421]}
= (8.9 \pm 0.3 \pm 0.9) \times 10^{-42} \text{ cm}^2 \quad \text{LSND [422]}
= (10.5 \pm 1.0 \pm 1.0) \times 10^{-42} \text{ cm}^2 \quad \text{E225 [423]} \tag{6.33}
\]

so the agreement is good. We can conclude that the cross section is around

\[
\sigma(^{12}C(\nu_e,e^-)^{12}N_{gs}) \approx 9 \times 10^{-42} \text{ cm}^2 . \tag{6.34}
\]

Using this value, we estimate the number of events for the reference value of the detector mass and flux exposure, Eq. (6.16), to be:

\[
\rho_C \Phi_\nu(60 \text{ m}) \times (M_{\text{ref}} T_{\text{exp}})_{\text{ref}} \sigma(^{12}C(\nu_e,e^-)^{12}N_{gs}) \approx 11,000 . \tag{6.35}
\]

Given the large number of expected events, it is tempting to to use this channel to constrain the neutrino flux. However, Ref. [414] warns that the uncertainty in its result could be as large as 12% so it is far from clear whether the theoretical errors are completely under control. Rather, it would better to use \( \nu e \) ES to constrain the flux, and use it to determine \( \sigma(^{12}C(\nu_e,e^-)^{12}N_{gs}) \). The corresponding reaction for \( \bar{\nu}_e \) would be

\[
\bar{\nu}_e + ^{12}C \rightarrow e^+ + ^{12}B . \tag{6.36}
\]
The $\nu_e$ energy threshold of this reaction to the ground state of $^{12}B$ is

$$E_{\nu_e,\text{thres}} = \frac{(m_B + m_e)^2 - m_C^2}{2m_C} = 14.40 \text{ MeV}. \quad (6.37)$$

The ground state of $^{12}B$ decays with a lifetime of $\tau(^{12}B_{gs}) = 29.1 \text{ ms}$ into

$$^{12}B_{gs} \rightarrow \begin{cases} \text{12C} + e^- + \bar{\nu}_e \\ \text{12C}^* + e^- + \bar{\nu}_e \rightarrow \text{8Be} + \alpha + e^- + \bar{\nu}_e \rightarrow 3\alpha + e^- + \bar{\nu}_e \end{cases} \quad \text{(98.4\%)} \quad \text{(6.38)}$$

Together with inverse beta decay, this process can be used to detect $\bar{\nu}_e$ appearance. The CC reactions that can be obtained by changing the lepton flavor from electron to muon in the above interactions, i.e.

$$\nu_{\mu} + ^{12}C \rightarrow \mu^- + ^{12}N \quad \text{and} \quad \bar{\nu}_{\mu} + ^{12}C \rightarrow \mu^+ + ^{12}B \quad \text{(6.39)}$$

have thresholds given by

$$E_{\nu_{\mu},\text{thres}} = \frac{(m_N + m_{\mu})^2 - m_C^2}{2m_C} = 123.15 \text{ MeV},$$
$$E_{\bar{\nu}_{\mu},\text{thres}} = \frac{(m_B + m_{\mu})^2 - m_C^2}{2m_C} = 120.18 \text{ MeV}, \quad (6.40)$$

so these reactions cannot occur.

### NC Inelastic Scattering

All neutrino and anti-neutrino flavors can undergo the following NC processes:

$$\nu + ^{12}C \rightarrow \nu + ^{12}C^*. \quad (6.41)$$

The cross section to the first $(J^P, I) = (1^+, 1)$ excited state of Carbon-12 is well understood. In the process

$$\nu + ^{12}C \rightarrow \nu + ^{12}C^*(15.11),$$
$$^{12}C^*(15.11) \rightarrow ^{12}C + \gamma, \quad (6.42)$$

So the signature of this process is the mono-energetic 15.11 MeV gamma ray. Theoretical calculations of the cross section are

$$\sigma = 4.47 \times 10^{-42} \text{ cm}^2 \quad \text{for } \nu_e, \text{ Ref. } [414]$$
$$= 5.40 \times 10^{-42} \text{ cm}^2 \quad \text{for } \bar{\nu}_\mu, \text{ Ref. } [414]$$

---

8See Table 12.14 of Ref. [416]. The decay to the ground state $^{12}C_{gs}$ is 97.2% and to the first excited state $^{12}C^*(4.44)$ is 1.2%, which add up to 98.4%. Decays to higher excited states of $^{12}C$ result in $3\alpha$ break-up.
while the experimental values are
\[
\sigma = (3.2 \pm 0.5 \pm 0.4) \times 10^{-42} \text{cm}^2 \quad \nu_\mu, \text{KARMEN} [424]
\]
\[
\sigma = (11 \pm 1.0 \pm 0.9) \times 10^{-42} \text{cm}^2 \quad \nu_e + \bar{\nu}_\mu, \text{KARMEN} [425, 426].
\] (6.44)
These are consistent with the theoretical calculations, but not that accurate yet.

6.5 Neutrino-Electron Elastic Scattering

To constrain neutrino NSI’s, we use neutrino-electron elastic scattering:
\[
\nu_\alpha + e^- \rightarrow \nu_\alpha + e^- .
\] (6.45)

The signal will be scintillation light from the recoil electrons. The energy of the electrons can be reconstructed from the collected energy of the scintillation photons as in Borexino and MiniBooNE. Since the kinetic energy of the recoil electrons will be in the 10’s of MeV range, backgrounds due to the $\beta$-decay of radioactive nuclei do not have to be considered since their energies are all around an MeV or below.

6.5.1 The Interaction

In the SM, the interaction between neutrino flavor $\alpha$ ($\alpha = e, \mu, \tau$) and the electron is described at low energies by the effective four-fermion interaction
\[
\mathcal{L}_{\text{SM}} = -2\sqrt{2} G_F \bar{\nu}_\alpha \gamma^\mu P_L \nu_\alpha \left[ g_{\alpha L} (\bar{e} \gamma_\mu P L e) + g_{\alpha R} (\bar{e} \gamma_\mu P R e) \right].
\] (6.46)
The coupling constants at tree level are given by $g_{\alpha R} = \sin^2 \theta_W$ and $g_{\alpha L} = \sin^2 \theta_W \pm \frac{1}{2}$, where the lower sign applies for $\alpha = \mu$ and $\tau$ (from Z exchange only) and the upper sign applies for $\alpha = e$ (from both Z and W exchange). For anti-neutrinos, the values of $g_{\alpha L}$ and $g_{\alpha R}$ are reversed.

6.5.2 Differential Cross Section

The differential cross section for elastic neutrino-electron scattering due to this interaction is given by
\[
\frac{d\sigma_{\nu_\alpha}(E_{\nu_\alpha}, T)}{dT} = \frac{2G_F^2 m_e}{\pi} \left[ g_{\alpha L}^2 + g_{\alpha R}^2 \left( 1 - \frac{T}{E_{\nu_\alpha}} \right)^2 - g_{\alpha L} g_{\alpha R} \frac{m_e T}{E_{\nu_\alpha}^2} \right].
\] (6.47)
Here, $m_e$ is the electron mass, $E_{\nu_\alpha}$ is the initial neutrino energy, and $T$ is the kinetic energy of the recoil electron which has the range

$$0 \leq T \leq T_{\text{max}}(E_{\nu_\alpha}) = \frac{E_{\nu_\alpha}}{1 + m_e/2E_{\nu_\alpha}}.$$  \hfill (6.48)

Since the $\nu_\mu$ from $\pi^+$ decay is mono-energetic, the scattering cross section is given simply by the above expression. For the $\nu_e$ and $\bar{\nu}_\mu$ from $\mu^+$ decay, however, we must convolute the above expression with the energy spectra:

$$\frac{d\sigma_{\nu_e}(T)}{dT} = \int_0^{E_{\nu_e,\text{max}}} dE_{\nu_e} \lambda_{\nu_e}(E_{\nu_e}) \frac{d\sigma_{\nu_e}(E_{\nu_e},T)}{dT} \theta(T_{\text{max}}(E_{\nu_e}) - T),$$

$$\frac{d\sigma_{\bar{\nu}_\mu}(T)}{dT} = \int_0^{E_{\bar{\nu}_\mu,\text{max}}} dE_{\bar{\nu}_\mu} \lambda_{\bar{\nu}_\mu}(E_{\bar{\nu}_\mu}) \frac{d\sigma_{\bar{\nu}_\mu}(E_{\bar{\nu}_\mu},T)}{dT} \theta(T_{\text{max}}(E_{\bar{\nu}_\mu}) - T).$$  \hfill (6.49)

The shapes of these differential cross sections are shown in Fig. 6.3.

### 6.5.3 Total Cross Section

The total cross sections for $\nu_\mu$ is given by

$$\sigma_{\nu_\mu} = \int_0^{T_{\text{max}}(E_{\nu_\mu})} \frac{d\sigma_{\nu_\mu}}{dT} dT = \frac{2G_F^2 m_e T_{\text{max}}}{\pi} \left[ g_L^2 + g_R^2 \left( 1 - \frac{T_{\text{max}}}{E_{\nu_\mu}} + \frac{T_{\text{max}}^2}{3E_{\nu_\mu}^2} \right) - g_L g_R \frac{m_e T_{\text{max}}}{2E_{\nu_\mu}^2} \right] = 4.48 \times 10^{-44} \text{ cm}^2,$$

where we have used the value $\sin^2 \theta_W = 0.2386$ for the coupling constants. Similarly,

$$\sigma_{\nu_e} = \int_0^{T_{\text{max}}(E_{\nu_e,\text{max}})} \frac{d\sigma_{\nu_e}}{dT} dT = 3.05 \times 10^{-43} \text{ cm}^2,$$

$$\sigma_{\bar{\nu}_\mu} = \int_0^{T_{\text{max}}(E_{\bar{\nu}_\mu,\text{max}})} \frac{d\sigma_{\bar{\nu}_\mu}}{dT} dT = 5.08 \times 10^{-44} \text{ cm}^2.$$  \hfill (6.51)

### 6.5.4 Expected Number of Events

According to Eq. (8.3) of Ref. [401], the expected neutrino fluxes at the OscSNS detector are

$$\Phi(\nu_\mu) = (5.48 \pm 0.05) \times 10^{13} / \text{year/cm}^2,$$

$$\Phi(\nu_e) = (5.45 \pm 0.05) \times 10^{13} / \text{year/cm}^2,$$

$$\Phi(\bar{\nu}_\mu) = (5.51 \pm 0.05) \times 10^{13} / \text{year/cm}^2.$$  \hfill (6.52)
The number of electrons inside a 6 meter radius (12 meter diameter) detector is estimated to be \( N_e = 2.68 \times 10^{32} \). To calculate this number, we need the total mass of the mineral oil inside the detector. Ref. [401] says that this is 800 tons. The “mineral oil” used in Borexino experiment is \( \text{C}_6\text{H}_3(\text{CH}_3)_3 \), or \( \text{C}_9\text{H}_{12} \), with a density of 0.8761 g/cm\(^3\) and a molar weight of 120.19 g/mol. Suppose the OscSNS detector uses the same type of material. With this data, and considering that each molecule has 66 electrons, 800 tons would contain a total number of electrons of:

\[
66 \times N_A \left( \text{mol}^{-1} \right) \times \frac{1}{120.19 \,(\text{g} / \text{mol})} \times (800 \times 10^6 \,(\text{g})) = 2.6455 \times 10^{32},
\]

where \( N_A \) is Avogadro’s number. In Borexino, they also add some \((1.5 \,\text{g}/\ell)\) scintillator, \( \text{C}_{15}\text{H}_{11}\text{NO} \). Using the size of the detector, we get a total of \( 1.37 \times 10^6 \,(\text{g}) \) of scintillator in the detector. One can easily compute that the total number of extra electrons introduced by the scintillator is \( 4.33 \times 10^{29} \). The correction is small, so we use the number for pure mineral oil, \( N_e = 2.65 \times 10^{32} \), for the rest of the calculation. The expected total number of events per year is, therefore,

\[
N(\nu_\mu) = N_e \Phi(\nu_\mu) \sigma_{\nu_\mu} = 658 / \text{year}, \\
N(\nu_e) = N_e \Phi(\nu_e) \sigma_{\nu_e} = 4458 / \text{year}, \\
N(\bar{\nu}_\mu) = N_e \Phi(\bar{\nu}_\mu) \sigma_{\bar{\nu}_\mu} = 750 / \text{year}. 
\]

Ref. [401] claims 4491/year for \( \nu_e \) events, so we are close. The difference could be due to our choice of the value of \( \sin^2 \theta_W \), and rounding off errors. Assuming a 50% detector efficiency, \( \varepsilon_{\text{det}} = 0.5 \), the observed yields are reduced to

\[
N(\nu_\mu) = N_e \Phi(\nu_\mu) \sigma_{\nu_\mu} \varepsilon_{\text{det}} = 329 / \text{year}, \\
N(\nu_e) = N_e \Phi(\nu_e) \sigma_{\nu_e} \varepsilon_{\text{det}} = 2228 / \text{year}, \\
N(\bar{\nu}_\mu) = N_e \Phi(\bar{\nu}_\mu) \sigma_{\bar{\nu}_\mu} \varepsilon_{\text{det}} = 375 / \text{year}. 
\]

Ref. [401] also claims a reduction by a factor of \( \varepsilon_{\text{fid}} = (5/6)^3 \approx 0.5787 \) due to fiducial volume cuts.

\[
N(\nu_\mu) = N_e \Phi(\nu_\mu) \sigma_{\nu_\mu} \varepsilon_{\text{det}} \varepsilon_{\text{fid}} = 190 / \text{year}, \\
N(\nu_e) = N_e \Phi(\nu_e) \sigma_{\nu_e} \varepsilon_{\text{det}} \varepsilon_{\text{fid}} = 1290 / \text{year}, \\
N(\bar{\nu}_\mu) = N_e \Phi(\bar{\nu}_\mu) \sigma_{\bar{\nu}_\mu} \varepsilon_{\text{det}} \varepsilon_{\text{fid}} = 217 / \text{year}. 
\]

These numbers are for a full Julian year, so for a Snowmass year of \( 10^7 \) seconds we will only get one-third of these numbers.

### 6.5.5 Detector Response

An actual detector cannot measure the recoil electron energy to arbitrary precision, and one must take its finite energy resolution into account. If we denote the probability of detecting
energy \( T_A \) for an electron with kinetic energy \( T \) by \( R(T_A, T) \), the differential cross section as a function of the actual detection energy \( T_A \) is given by

\[
\frac{d\bar{\sigma}_{\nu_\alpha}(T_A)}{dT_A} = \int_0^{T_{\text{max}}} R(T_A, T) \frac{d\bar{\sigma}_{\nu_\alpha}(T)}{dT} \, dT. \tag{6.56}
\]

For Borexino, we take the energy resolution function \( R(T_A, T) \) to be a Gaussian with a \( T \)-dependent standard deviation

\[
R(T_A, T) = \frac{1}{\sqrt{2\pi} \sigma(T)} \exp \left[ -\frac{(T_A - T)^2}{2 [\sigma(T)]^2} \right]. \tag{6.57}
\]

For Borexino analyses, the following form is used [427]:

\[
\sigma(T) = \sigma_0 \left( \frac{T}{\text{MeV}} \right)^{1/2}, \quad \sigma_0 = 50 \text{ keV}. \tag{6.58}
\]

This gives a 5% error at \( T = 1 \text{ MeV} \). We use a uniform 5% error, which corresponds to

\[
\sigma(T) = 0.05 \, T. \tag{6.59}
\]

Performing the integral of Eq. (6.56), we obtain the differential cross sections as functions of \( T_A \) shown in Fig. 6.5.

### 6.5.6 Energy Bins

The calibrated range of OscSNS is expected to be \( 1 \sim 50 \text{ MeV} \). With a 5% error on the energy, a 50 MeV electron will have an energy uncertainty of 2.5 MeV, so we should make
the widths of the energy bins larger than this. We just use 5 MeV and divide the range
0 ∼ 50 MeV into 10 bins. We ignore the 1 MeV cutoff for now. Integrating the cross sections
in these energy bins, we obtain the graph shown in Fig. 6.6. Multiplying these cross sections
per bin with
\[ N_e \Phi \varepsilon_{\text{det}} \varepsilon_{\text{fid}} = (2.68 \times 10^{32}) \times (5.5 \times 10^{13}/\text{year/cm}^2) \times (0.5) \times (5/6)^3 \]
we find the event yields per bin per Julian year. The result is plotted in Fig. 6.7. The error
bars indicate the statistical error, assuming a Poisson distribution.

6.6 NSIs

6.6.1 Effect of NSIs on the $\nu_e$-electron Scattering Spectrum

With Non-Standard Interactions (NSIs), the couplings of neutrinos of flavor $\alpha$ are shifted:
\[ g_{\alpha L} \rightarrow \tilde{g}_{\alpha L} = g_{\alpha L} + \varepsilon_{\alpha L}, \quad g_{\alpha R} \rightarrow \tilde{g}_{\alpha R} = g_{\alpha R} + \varepsilon_{\alpha R}. \]
The shifts in the couplings of the muon neutrino and its anti-particle are already constrained
fairly strongly by CHARM II data, so we will only consider shifts in the electron neutrino
couplings.

As we can see from Eq. (6.47), the neutrino-electron scattering cross section consists of three
terms which are, respectively, proportional to $\tilde{g}_{eL}^2, \tilde{g}_{eR}^2$, and the product $\tilde{g}_{eL}\tilde{g}_{eR}$. The $\tilde{g}_{eL}\tilde{g}_{eR}$
term is proportional to the electron mass so it is suppressed compared to the other terms.
We just neglect it for now. We can calculate the parts of the cross section proportional to $\tilde{g}_{eL}^2$ and $\tilde{g}_{eR}^2$ separately:

$$\sigma_{\nu_e} = \tilde{g}_{eL}^2 \sigma_L + \tilde{g}_{eR}^2 \sigma_R .$$  \hspace{0.5cm} (6.62)

Calculating $\sigma_L$ and $\sigma_R$ separately, including convolution with the neutrino energy spectrum, energy smearing due to detector resolution, and energy binning, we obtain the graphs shown in Fig. 6.8.

Using $\sigma_L$ and $\sigma_R$, we can calculate the cross section for arbitrary values of $\tilde{g}_L = g_L + \varepsilon_L$ and $\tilde{g}_L = g_R + \varepsilon_R$. In Fig. 6.9, we show how the cross section changes when the left and right handed couplings are respectively shifted by $\pm 0.1$. If we convert these cross sections into the numbers of events expected after one full Julian year of data taking, the result is shown in Fig. 6.10. The blue and red cases can be clearly distinguished provided that the neutrino flux uncertainty can be well constrained. To distinguish between the blue and green cases clearly needs more data.

The graph only shows the total number of $\nu_e$-electron scattering events, but does not show what is actually measured. We need to take the timing information into account and ask whether the neutrino flux can be well constrained by the $\nu_\mu$ events even though the number of events is quite limited, and there is contamination from $\nu_e$ which has a much larger cross section with electrons.

### 6.6.2 Expected Events with Protons On and Off

We calculated earlier that 96.3\% of the $\nu_\mu$’s will be emitted while the proton beam is on, while 3.7\% will be emitted after the proton beam is turned off. For $\nu_e$ and $\bar{\nu}_\mu$, the percentages are 13.3\% while the proton beam is on, and 86.7\% after it is turned off.

The cross section is calculated for the energy spectra of events collected while the proton beam is on and while it is off, as shown in Fig. 6.11. There is a significant $\nu_e$ contribution while the proton beam is on due to the much larger cross section that $\nu_e$ has compared to $\nu_\mu$. On the other hand, the contribution of $\nu_\mu$ while the proton beam is off is negligible.

To see how these cross sections are changed in the presence of NSI’s, $g_L$ and $g_R$ are shifted again by $\pm 0.1$ and the resulting cross sections are plotted in Fig. 6.12. The corresponding event yields are shown in Fig. 6.13. Due to $\nu_e$ contamination when the proton beam is on, a goodness-of-fit analysis is needed to see how well we can constrain the neutrino flux using the $\nu_\mu$ contribution. This is performed in the next section.
6.7 Computation of the $\chi^2$

First, let’s compute the total number of events due to standard interactions only. We do it assuming that the beam has already been turned off, including the different weights mentioned in the previous section for the neutrino flavors:

$$N_i^{SM} = 0.867 \times (N_{\nu_e,i}^{SM} + N_{\bar{\nu}_e,i}^{SM}) + 0.037 \times N_{\nu_\mu,i}^{SM},$$

where $i$ denotes each 5 MeV bin.

Then, we do the same for the events in presence of NSI, for each pair of values $(\epsilon_L, \epsilon_R)$:

$$N_i^{NSI}(\epsilon_L, \epsilon_R) = 0.867 \times \left( N_{\nu_e,i}^{SM+NSI}(\epsilon_L, \epsilon_R) + N_{\bar{\nu}_e,i}^{SM} \right) + 0.037 \times N_{\nu_\mu,i}^{SM},$$

where the exact cross section is used to compute $N_{\nu_e}^{SM+NSI}$, i.e., the third term in Eq. 6.47 is not neglected.

Then we build a Poissonian $\chi^2$:

$$\chi^2(\epsilon_L, \epsilon_R) = \sum_i \chi^2_i(\epsilon_L, \epsilon_R) = \sum_i 2 \left( N_i^{SM} - N_i^{NSI}(\epsilon_L, \epsilon_R) + N_i^{NSI}(\epsilon_L, \epsilon_R) \ln \left( \frac{N_i^{NSI}(\epsilon_L, \epsilon_R)}{N_i^{SM}} \right) \right). \quad (6.64)$$

The physical interpretation of the above $\chi^2$ is understood as follows. First, we assume that the prediction is based on the cross section given purely by the SM. In the end, a different number of events is observed due to the presence of NSI. The significance is then depicted by the above $\chi^2$ expression. The plot of $\chi^2$ in the $(\epsilon_L, \epsilon_R)$ plane will tell us at which point the NSI are so large that the observed number of events are incompatible with the prediction by the SM. The shape of this $\chi^2$ is shown in Figs. 6.14 and 6.15. As can be seen from Fig. 6.14 the $\chi^2$ is asymmetric. This is due to the interference terms between the standard and non-standard couplings in Eq. 6.47. Since both $g_{L,e}$ and $g_{R,e}$ are defined positive, negative values of $\epsilon_L$ or $\epsilon_R$ can, in principle, be better accommodated by the data. Fig. 6.15 shows the contours at 1, 2 and 3$\sigma$ (for 2 d.o.f.) drawn in the $(\epsilon_L, \epsilon_R)$ plane. Systematic errors are to be included in the next subsection.

6.7.1 Inclusion of a Systematic Error over the Flux

The flux uncertainty is included as an overall normalization error over the predicted number of events from the SM, so we have to replace:

$$N_i^{SM} \rightarrow (1 + \xi) N_i^{SM}.$$
Now the NSI contribution can be better accommodated by simply varying this nuisance parameter, $\xi$, which is unknown. As a result, the $\chi^2$ profile is degraded. The $\chi^2_i$ (per bin) is obtained as in Eq. 6.64, but now depends on $(\epsilon_L, \epsilon_R, \xi)$. A penalty term needs to be added to the total $\chi^2$ in Eq. 6.64, too:

$$\chi^2(\epsilon_L, \epsilon_R, \xi) = \sum_i \chi^2_i(\epsilon_L, \epsilon_R, \xi) + \left(\frac{\xi}{\sigma_\xi}\right)^2,$$

(6.65)

where $\xi$ is the nuisance parameter (unknown) while $\sigma_\xi$ is the prior knowledge for the flux uncertainty (an estimate). We assume 10%, for instance. However, we can use this $\chi^2$ to estimate the constraint that the experiment itself would be able to put on the neutrino flux. In order to do so, we use the first 690 ns of the pulse. The beam composition in this time window is mainly $\nu_\mu$ (96.3%), which can be used to normalize the flux. In this case ($t < 690$ ns), the $\chi_2$ profile is built following Eq. 6.65 with:

$$N_i^{SM} = (1 + \xi) \left[0.133 \times \left(N_{\nu_e,i}^{SM} + N_{\bar{\nu}_e,i}^{SM}\right) + 0.963 \times N_{\nu_\mu,i}^{SM}\right],$$

$$N_i^{NSI}(\epsilon_L, \epsilon_R) = 0.133 \times \left(N_{\nu_e,i}^{NSI}(\epsilon_L, \epsilon_R) + N_{\bar{\nu}_e,i}^{SM}\right) + 0.963 \times N_{\nu_\mu,i}^{SM}.$$

(6.66)

Ideally, we have to marginalize over $\epsilon_L$ and $\epsilon_R$, and then plot the result as a function of $\xi$ in order to get an accurate value. However, we do not expect a great difference in the $\chi^2$ due to the NSI\(^9\), since they are now just a small portion of the total number of events (only 13.3% come from $\nu_e$ events in this time window). Therefore, we choose a pair of values and plot the $\chi^2$ along the $\xi$ axis. Several values of $(\epsilon_L, \epsilon_R)$ are checked and they result in more or less the same result, as shown in Fig. 6.16. As can be seen from this plot, if we cut at 1 $\sigma$ (for 1 d.o.f.), we obtain $\sigma_\xi \sim 0.05$. In the following, this value is used for $\sigma_\xi$ as the prior knowledge of the flux.

In order to have a $\chi^2$ in the $(\epsilon_L, \epsilon_R)$ plane, we need to marginalize over the nuisance parameter:

$$\chi^2_{\text{min}}(\epsilon_L, \epsilon_R) = \min_\xi \left\{ \sum_i \chi^2_i(\epsilon_L, \epsilon_R, \xi) + \left(\frac{\xi}{\sigma_\xi}\right)^2 \right\}.$$

(6.67)

The resulting profile is shown in Figs. 6.17 and 6.18, as we did in the previous section. The $\chi^2$ plot with 30% systematic error is also included for comparison. In this case, the results are worsened, as expected, but we still have some sensitivity to the non-standard couplings. On the other hand, this shows that the systematic error strongly affects the sensitivity. Therefore, a good control of the flux uncertainty is critical.

\(^9\)This is valid only under the assumption that NSI only enter in the $\nu_e$ couplings.
6.8 Conclusion and Outlook

In this chapter, we estimate the capability of a then-proposed detector, OscSNS at Oak Ridge National Laboratory, to constrain $\nu_e$-electron NSI. The time structure of the pulsed proton beam allows us to constrain the neutrino flux uncertainty more accurately. Because of the different life-time of $\pi^+$ and $\mu^+$, the neutrino content is quite different when the beam is on and off. When the proton beam is turned on, a produced $\pi^+$ goes through a two body decay at rest and produces mono-energetic $\nu_\mu$ and $\mu^+$. Because the $\pi^+$ decays roughly 100 times faster than the $\mu^+$, the $\nu_e$ content is negligible when the beam is on. Similarly, during the beam-off period, because most of $\pi$ decay quickly, the neutrino flux is dominated by the $\mu^+$ decay, which produces $\nu_e$ and $\bar{\nu}_\mu$.

Because of this feature, it is possible to constrain the neutrino flux with data from beam-on period since $\nu_\mu$-electron NSI is well constrained already. As a result, this type of design has great potential to constrain $\nu_e$-electron scattering. In our note, we show the $\chi^2$ analysis on the $(\epsilon_L, \epsilon_R)$ plane with one and two years data taking. The result is comparable to other experiments even though the number of events is limited. On the other hand, we also observe a degradation of sensitivity when the systematic error is included. We point out that both the control and the estimate of systematics strongly affect the result of the analysis, hence the capability of constraining NSI.

During the study of this topic, we noticed a technical issue which should be addressed in the future. The material of the OscSNS detector is mineral oil, which is similar to Borexino and MiniBooNE. Therefore, the $\nu - ^{12}\text{C}$ scattering should be well understood; otherwise, it is a background. Due to the difficulty in calculating $\nu$-nuclei scattering at very low energy [419, 428], this needs to be treated carefully to suppress the background.
Figure 6.7: Expected number of events per 5 MeV energy bin per year. The three plots are for $\nu_\mu$ (yellow), $\nu_e$ (blue) and $\overline{\nu}_\mu$ (purple).

Figure 6.8: The left (red) and right handed (green) cross sections per 5 MeV energy bin.
Figure 6.9: The $\nu_e$-electron cross section per 5 MeV energy bin when $g_L$ is shifted by $\pm 0.1$ (red graphs) and when $g_R$ is shifted by $\pm 0.1$ (green graphs). The blue graph is when the NSIs are all zero.

Figure 6.10: Number of expected $\nu_e$-electron scattering events per 5 MeV energy bin after one full Julian year of data taking when $g_L$ is shifted by $\pm 0.1$ (red graphs) and when $g_R$ is shifted by $\pm 0.1$ (green graphs). The blue graph is when the NSIs are all zero.
Figure 6.11: Total cross section of $\nu_\mu + \nu_e + \bar{\nu}_\mu$ scattering against electrons per 5 MeV energy bin with proton beam on (left) and off (right). The black graph is the total cross sections, while the blue, purple, and yellow graphs indicate the contributions of $\nu_e$, $\bar{\nu}_\mu$, and $\nu_\mu$, respectively. Note that there is a significant $\nu_e$ contribution when the proton beam is on.

Figure 6.12: Total cross section of $\nu_\mu + \nu_e + \bar{\nu}_\mu$ scattering against electrons per 5 MeV energy bin with proton beam on (left) and off (right). The red graphs indicate the cases in which $g_L$ is shifted by $\pm 0.1$ while the green graphs indicate the cases in which $g_R$ is shifted by $\pm 0.1$. The blue graphs are when the NSIs are all zero.

Figure 6.13: Expected total number of $(\nu_\mu + \nu_e + \bar{\nu}_\mu) e^-$ scattering events per 5 MeV energy bin with proton beam on (left) and off (right) after one full Julian year of data taking. The red graphs indicate the cases in which $g_L$ is shifted by $\pm 0.1$ while the green graphs indicate the cases in which $g_R$ is shifted by $\pm 0.1$. The blue graphs are when the NSIs are all zero.
Figure 6.14: Cut of the two-dimensional $\chi^2$ in the $\epsilon_L$ (left) and $\epsilon_R$ (right) directions, assuming the other parameter to be zero. No systematics have been included.

Figure 6.15: $\Delta \chi^2$ contours at 1,2 and $3\sigma$ (2 d.o.f.) in the ($\epsilon_L, \epsilon_R$) plane after one year of exposure. No systematics have been included.
Figure 6.16: $\Delta \chi^2$ profile in the $\xi$ direction for $\epsilon_L = \epsilon_R=0$.

Figure 6.17: Cut of the two-dimensional $\chi^2$ in the $\epsilon_L$ (left) and $\epsilon_R$ (right) directions with one year data, assuming the other parameter to be zero and for a 5% flux uncertainty.
Figure 6.18: $\Delta \chi^2$ contours at 1, 2 and 3σ (2 d.o.f.) in the $(\epsilon_L, \epsilon_R)$ plane, after one year of exposure (upper panel) and two year exposure (lower panel). The systematic uncertainty is assumed to be 0.5%, 30% over the flux from left column to right column respectively.
Chapter 7

Constraining Neutrino Non-standard Interaction with Long Baseline Oscillation Experiments

In this chapter, we study the neutrino matter effect in the presence of non-zero $\varepsilon_{\mu\tau}$ NSI. In particular, we parametrize the Hamiltonian with a matter potential in the same form as the vacuum Hamiltonian, by changing of the vacuum parameters into running parameters that are functions of the matter parameter $a$. In this approach, we get a better understanding of the effect of the NSI, and the degeneracy with the standard oscillation parameters.

7.1 Introduction

In this chapter, we perform an analytical investigation of matter effect on neutrino oscillation in the presence of non-standard interactions (NSI’s) of the form

$$\mathcal{L}_{\text{NC-NSI}} = -\sum_{\alpha\beta f} 2\sqrt{2} G_F \varepsilon^{fC}_{\alpha\beta} (\bar{\nu}_\alpha \gamma^\mu P_L \nu_\beta) (\bar{f} \gamma_\mu P_C f), \quad (7.1)$$

where the subscripts $\alpha, \beta = e, \mu, \tau$ label the neutrino flavor, $f = e, u, d$ indicates the matter fermions, $C = L, R$ denotes the chirality of the $ff$ current, and $\varepsilon^{fC}_{\alpha\beta}$ are dimensionless quantities which parametrize the strengths of the interactions relative to the Fermi constant $G_F$. Hermiticity of the interaction demands

$$\varepsilon^{fC}_{\beta\alpha} = (\varepsilon^{fC}_{\alpha\beta})^*, \quad (7.2)$$

For neutrino propagation through matter, the relevant combinations are

$$\varepsilon_{\alpha\beta} \equiv \sum_{f=e,u,d} \frac{N_f}{N_e} \varepsilon^{fL}_{\alpha\beta} \equiv \sum_{f=e,u,d} \left( \varepsilon^{fL}_{\alpha\beta} + \varepsilon^{fR}_{\alpha\beta} \right) \frac{N_f}{N_e}, \quad (7.3)$$
where $N_f$ denotes the density of fermion $f$. These combinations enter into the effective Hamiltonian governing the propagation of neutrinos through matter as

$$ H = \frac{1}{2E} \left( U \begin{bmatrix} m_1^2 & 0 & 0 \\ 0 & m_2^2 & 0 \\ 0 & 0 & m_3^2 \end{bmatrix} U^\dagger + a \begin{bmatrix} 1 + \varepsilon_{ee} & \varepsilon_{e\mu} & \varepsilon_{e\tau} \\ \varepsilon_{e\mu}^* & \varepsilon_{\mu\mu} & \varepsilon_{\mu\tau} \\ \varepsilon_{e\tau}^* & \varepsilon_{\mu\tau}^* & \varepsilon_{\tau\tau} \end{bmatrix} \right), $$

(7.4)

where $U$ is the vacuum Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [429–431], $a = 2\sqrt{2}G_FN_eE$ is the matter-effect parameter, $N_e$ is the electron density, and $E$ is the neutrino energy. In the Earth, we assume $N_n \approx N_p = N_e$, in which case $N_u \approx N_d \approx 3N_e$. Therefore,

$$ \varepsilon_{\alpha\beta} = \varepsilon_{\alpha\beta}^{\oplus} \approx \varepsilon_{ee}^{\oplus} + 3\varepsilon_{\mu\mu}^{\oplus} + 3\varepsilon_{\tau\tau}^{\oplus}, $$

(7.5)

and

$$ a = 2\sqrt{2}G_FN_eE = 7.63 \times 10^{-5}(eV^2) \left( \frac{\rho}{g/cm^3} \right) \left( \frac{E}{GeV} \right). $$

(7.6)

In Ref. [432], the off-diagonal terms of the above matter-effect matrix are set to zero, and the effect of lepton-flavor diagonal NSI’s is studied, i.e. all matrix elements of Eq. (7.4) are set to zero except for $\varepsilon_{ee}$, $\varepsilon_{\mu\mu}$, and $\varepsilon_{\tau\tau}$. In this chapter, we look at the effect of flavor off-diagonal NSI’s, in particular, the case in which only $\varepsilon_{e\mu}$ is allowed to deviate from zero. The cases of non-zero $\varepsilon_{e\mu}$ and $\varepsilon_{e\tau}$ will be discussed in a separate paper [399]. We adopt the approach in which the matter effect is absorbed into the “running” of the effective oscillation parameters (mass-squared differences, mixing angles, and CP violating phase) with the parameter $a = 2\sqrt{2}G_FN_eE$ [432–438]. The approximate analytical expressions for the $a$-dependent effective oscillation parameters are derived using the Jacobi method [439], as demonstrated in Refs. [432, 437, 438]. The oscillation probabilities in matter can then be obtained by simply replacing the vacuum-oscillation parameters in the expressions for the corresponding probabilities with their respective in-matter counterparts. The resulting expressions simplify considerably in certain ranges of $a$ as the result of the “running” of the oscillation parameters, facilitating the analysis of NSI effects.

This chapter is organized as follows. In section 7.2, we review the current experimental bounds on $\varepsilon_{e\mu}$ and point out that the phase of $\varepsilon_{e\mu}$ has heretofore not been the focus of much attention. The theoretical expectation on the possible size of $\varepsilon_{e\mu}$ is also discussed. In section 7.3, we present the derivation of our approximate expressions using the Jacobi method and then compare the resulting approximation to the oscillation probabilities for constant density matter with numerical calculations, and the approximation of Asano and Minakata [5]. The approximation for the anti-neutrino case is presented in section 7.4. We verify our approximation formula in section 7.5. We conclude in section 7.6 with a summary and outlook for future study.

---

\[1\] This formula for $a$ here assumes $N_e = \rho/2m_N$ where $m_N$ is the average nucleon mass.
7.2 Current Experimental Bound and Theoretical Expectation

7.2.1 Experimental Bound

Bounds on the parameters $\varepsilon^{fC}_{\mu\tau}$ ($f = e, u, d$, $C = L, R$) have been placed by a variety of experiments as analyzed and reviewed in Refs. [440–444]. The data used include those on $\nu_\mu e$ scattering from CHARM II [445, 446], $\nu_\mu q$ scattering from NuTeV [447–449], $e^+e^- \rightarrow \nu\bar{\nu}\gamma$ from the LEP experiments ALEPH [450–452], L3 [453–455] OPAL [456–459], and DELPHI [460], and neutrino oscillation data from Super-Kamiokande [461], MACRO [462], KamLAND [463], SNO [464], MINOS [465], and IceCube DeepCore [466, 467].

Ref. [442] combines the bounds on $\varepsilon^{fC}_{\mu\tau}$ from various analyses to derive the 90% C.L. bound of

$$|\varepsilon_{\mu\tau}| < 0.33.$$  \hspace{1cm} (7.7)

Refs. [468–470], in turn, place bounds on $\varepsilon_{\mu\tau}$ directly by looking at the matter effect on neutrino oscillation. In Ref. [468], a 3$\sigma$ bound of

$$-0.03 \leq \varepsilon^d_{\mu\tau} \leq 0.02,$$  \hspace{1cm} (7.8)

is obtained from the atmospheric neutrino data assuming that only the NSI with the $d$-quarks in Earth matter exist. This result can be reinterpreted as the 90% C.L. bound of

$$-0.05 \leq \varepsilon_{\mu\tau} \leq 0.03.$$  \hspace{1cm} (7.9)

In that analysis, $\varepsilon_{\mu\tau}$ was assumed to be real and no phase seems to have been considered. The analysis of Ref. [469] allows $\varepsilon_{\mu\tau}$ to be complex but marginalizes over its phase to obtain the 90% C.L. bound of

$$|\varepsilon_{\mu\tau}| \leq 0.035.$$  \hspace{1cm} (7.10)

Ref. [470] uses the high energy neutrino data ($E > 20$ GeV) from IceCube DeepCore to place the 90% C.L.

$$|\varepsilon_{\mu\tau}| \leq 0.006.$$  \hspace{1cm} (7.11)

Bounds direct from experimental collaborations include that from Super-Kamiokande [461] which reports

$$|\varepsilon_{\mu\tau}| \leq 0.011,$$  \hspace{1cm} (7.12)

and MINOS [465] which reports

$$-0.20 < \varepsilon_{\mu\tau} < 0.07.$$  \hspace{1cm} (7.13)

While these results suggest a 90% C.L. upper bound on $|\varepsilon_{\mu\tau}|$ of $O(0.01)$, we will show later that this bound could be highly sensitive to the phase of $\varepsilon_{\mu\tau}$. Since all the above analyses have either assumed $\varepsilon_{\mu\tau}$ to be real or marginalized the bound over its phase, the actual bound on $|\varepsilon_{\mu\tau}|$ for particular choices of phase could be much larger. With this caveat in mind, we allow $|\varepsilon_{\mu\tau}|$ to be as large as $O(0.1)$ in the following.
7.2.2 Theoretical Considerations

Another caveat one should keep in mind is that, if one attempts to generate the $\varepsilon_{\mu\tau}$ NSI from an $SU(2)_L \times U(1)_Y$ gauge invariant interaction, stringent bounds will be introduced from existing data involving the charged-leptons. For instance, if the interaction

$$L = -2\sqrt{2}G_F\varepsilon_{eL}^{\mu\tau} (\bar{\nu}_e \gamma^\mu P_L \nu_\tau) \left( \bar{e} \gamma \mu P_L e \right)$$

(7.14)

arose as part of the interaction

$$L = -2\sqrt{2}G_F\varepsilon_{eL}^{\mu\tau} \left( \bar{\nu}_{\mu L} \gamma^\mu \nu_{\tau L} + \left( \bar{\nu}_{\mu L} \gamma^\mu \nu_{\tau L} \right) \left( \bar{e} \gamma \mu P_L e \right) + \left( \bar{\mu}_L \gamma^\mu \nu_{\tau L} \right) \left( \bar{\mu}_L \gamma^\mu \nu_{\tau L} \right) \left( \bar{e} \gamma \mu P_L e \right) \right),$$

(7.15)

where

$$L_\alpha = \begin{bmatrix} \nu_{\alpha L} \\ \ell_{\alpha L} \end{bmatrix}, \quad \ell_e = e, \quad \ell_\mu = \mu, \quad \ell_\tau = \tau,$$

(7.16)

then the strength of this interaction would be constrained by the bounds on the four-charged-lepton processes $\tau \to \mu ee$. According to Ref. [444], the current 90% C.L. bound is $|\varepsilon_{eL}^{\mu\tau}| < 9.9 \times 10^{-5}$.

Alternatively, the same interaction could also arise from an interaction of the form [75, 471]

$$L = \frac{1}{2} \left( \bar{\nu}_e \gamma^\mu P_L \nu_\tau \right) \left( \bar{e} \gamma \mu P_L e \right) + \frac{1}{2} \left( \bar{\nu}_e \gamma^\mu P_L \nu_\tau \right) \left( \bar{e} \gamma \mu P_L e \right) + \frac{1}{2} \left( \bar{\mu}_L \gamma^\mu \nu_{\tau L} \right) \left( \bar{\mu}_L \gamma^\mu \nu_{\tau L} \right) \left( \bar{e} \gamma \mu P_L e \right).$$

(7.17)

The three extra terms lead, respectively, to the processes $\mu \to e\nu_e\nu_\tau$, $\tau \to e\nu_e\nu_\mu$, and $\tau \to \mu\nu_e\nu_\tau$, which add incoherently to the SM lepton-flavor conserving processes $\mu \to e\nu_e\nu_\mu$, $\tau \to e\nu_e\nu_\tau$, and $\tau \to \mu\nu_e\nu_\tau$. The current 90% C.L. bound from $\mu$ and $\tau$ decay is $|\varepsilon_{eL}^{\mu\tau}| < 1.9 \times 10^{-3}$ [471]. Note also that the extra interactions in Eq. (7.17) will give rise to NSI’s at the source and detector.

Thus, while the actual bound on $|\varepsilon_{eL}^{\mu\tau}|$ will depend strongly on the underlying interaction, the NSI is generically more stringently bound by orders of magnitude compared to current direct experimental bounds. So we should be mindful of the possibility that $|\varepsilon_{eL}^{\mu\tau}|$, and consequently $|\varepsilon_{\mu\tau}|$, is actually of order $10^{-3}$ or smaller.

7.3 Effective Mixing Angles and Effective Mass-Squared Differences – Neutrino Case

We now derive our approximate expressions for the “running” effective oscillation parameters in the presence of $\varepsilon_{\mu\tau}$ utilizing the Jacobi method [439]. The process follows closely
Table 7.1: Second column shows the best-fit values and $1\sigma$ uncertainties on the oscillation parameters, taken from Ref. [9]. We use the values listed in the third column as benchmark values for which we calculate our oscillation probabilities in this work.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Best-fit Value &amp; $1\sigma$ Range</th>
<th>Benchmark Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta m_{21}^2$</td>
<td>$(7.50 \pm 0.185) \times 10^{-5}$ $\text{eV}^2$</td>
<td>$7.50 \times 10^{-5}$ $\text{eV}^2$</td>
</tr>
<tr>
<td>$\delta m_{31}^2$</td>
<td>$(2.47^{+0.199}_{-0.067}) \times 10^{-3}$ $\text{eV}^2$</td>
<td>$2.47 \times 10^{-3}$ $\text{eV}^2$</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23}$</td>
<td>$0.41^{+0.025}<em>{-0.023} \pm 0.59^{+0.021}</em>{-0.022}$</td>
<td>0.41</td>
</tr>
<tr>
<td>$\theta_{23}/^\circ$</td>
<td>$40.0^{+2.1}<em>{-1.5} \pm 50.4^{+1.2}</em>{-1.3}$</td>
<td></td>
</tr>
<tr>
<td>$\theta_{23}/\text{rad}$</td>
<td>$0.698^{+0.037}<em>{-0.026} \pm 0.880^{+0.021}</em>{-0.023}$</td>
<td></td>
</tr>
<tr>
<td>$\sin^2 \theta_{12}$</td>
<td>$0.30 \pm 0.013$</td>
<td>0.30</td>
</tr>
<tr>
<td>$\theta_{12}/^\circ$</td>
<td>$33.3 \pm 0.8$</td>
<td></td>
</tr>
<tr>
<td>$\theta_{12}/\text{rad}$</td>
<td>$0.580 \pm 0.014$</td>
<td></td>
</tr>
<tr>
<td>$\sin^2 \theta_{13}$</td>
<td>$0.023 \pm 0.0023$</td>
<td>0.023</td>
</tr>
<tr>
<td>$\theta_{13}/^\circ$</td>
<td>$8.6^{+0.44}_{-0.46}$</td>
<td></td>
</tr>
<tr>
<td>$\theta_{13}/\text{rad}$</td>
<td>$0.15 \pm 0.01$</td>
<td></td>
</tr>
<tr>
<td>$\delta/^\circ$</td>
<td>$300^{+0.06}_{-0.138}$</td>
<td>0</td>
</tr>
<tr>
<td>$\delta/\pi$</td>
<td>$1.67^{+0.37}_{-0.77}$</td>
<td></td>
</tr>
</tbody>
</table>

Note that we are using a different $\epsilon$ here to distinguish from the NSI’s. $\beta = -2$ corresponds to $a = \delta m_{21}^2$, while $\beta = 0$ corresponds to $a = |\delta m_{31}^2|$. Instead of plotting the dependence on $a$, we will plot the dependence on $\beta$. We also use $\epsilon$ as an order parameter for the Jacobi method. When all the rotation angles necessary to diagonalize a matrix further is $O(\epsilon^3)$ or smaller, we consider the matrix approximately diagonal. For the vacuum values of the oscillation parameters that are necessary as input, we use the numbers listed in the third column of Table 7.1 as benchmark values. Note that at these benchmark values $\theta_{13} = O(\epsilon)$, and $\cos(2\theta_{23}) = O(\epsilon)$. We will also assume $|\epsilon_{\mu\tau}| = O(\epsilon^2) = O(0.03)$ in the derivation of our formulae, but allow it to be as large as 0.1 in our plots with the caveat mentioned in section 2 in mind, and also to magnify its effects to make them visible. We allow the phase of $\epsilon_{\mu\tau}$ to be arbitrary.
7.3.1 Setup of the Problem

Let us write
\[ \varepsilon_{\mu\tau} = |\varepsilon_{\mu\tau}| e^{i\omega} \equiv \varepsilon e^{i\omega}. \]

In the presence of \( \varepsilon_{\mu\tau} \), the effective Hamiltonian (times \( 2E \)) for neutrino propagation in Earth matter in the flavor-eigenbasis is given by
\[
H_{\mu\tau} = \tilde{U} \begin{bmatrix} \lambda_1 & 0 & 0 \\ 0 & \lambda_2 & 0 \\ 0 & 0 & \lambda_3 \end{bmatrix} \tilde{U}^\dagger = U \begin{bmatrix} 0 & 0 & 0 \\ 0 & \delta m_{21}^2 & 0 \\ 0 & 0 & \delta m_{31}^2 \end{bmatrix} U^\dagger + a \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & e^{i\omega} \end{bmatrix} + a\varepsilon \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & e^{-i\omega} \\ 0 & e^{-i\omega} & 0 \end{bmatrix}.
\]

The problem is to find the diagonalization matrix \( \tilde{U} \), and the eigenvalues \( \lambda_i \) (\( i = 1, 2, 3 \)).

In the previous paper dealing with flavor-diagonal NSI’s \([432]\), the Standard Model part \( H_a \) is diagonalized with two Jacobi rotations first, and then the NSI part is tacked on, which is diagonalized by a third Jacobi rotation. While it is possible to take a similar approach here, we elect to perform a slightly more sophisticated procedure in which \( M_{\mu\tau} \) is separated into two parts, one of which is diagonalized together with \( H_a \), and the other which is tacked on later to be diagonalized by further rotations. This separation of \( M_{\mu\tau} \) into two parts is as follows:
\[
M_{\mu\tau} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} + s_\omega \begin{bmatrix} 0 & 0 & i \\ 0 & 0 & -i \\ 0 & 0 & 0 \end{bmatrix} = c_\omega \sin(2\theta_{23}) \begin{bmatrix} 0 & 0 & 0 \\ 0 & -\cos(2\theta_{23}) & \sin(2\theta_{23}) \\ 0 & \sin(2\theta_{23}) & \cos(2\theta_{23}) \end{bmatrix} + s_\omega \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]

where \( c_\omega = \cos \omega \) and \( s_\omega = \sin \omega \). In the following, we diagonalize \( H_a + a\varepsilon M_{\mu\tau}^c \) first, and then deal with \( M_{\mu\tau}^s \) later. Note that when \( \theta_{23} = \pi/4 \), we have \( \sin(2\theta_{23}) = 1 \) and \( \cos(2\theta_{23}) = 0 \). Therefore, in that limit
\[
M_{\mu\tau}^c = c_\omega \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad M_{\mu\tau}^s = s_\omega \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & i \\ 0 & -i & 0 \end{bmatrix}.
\]
In particular, if \( \omega = 0 \) or \( \pi \), we have

\[
M^c_{\mu\tau} = \pm \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad M^s_{\mu\tau} = 0 .
\] (7.24)

### 7.3.2 Diagonalization of the Effective Hamiltonian

**Review of SM case**

We begin with a brief recap of the \( \varepsilon = 0 \) case discussed in Refs. [437, 438]. Define

\[
V \equiv \begin{bmatrix} c_\varphi & s_\varphi & 0 \\ -s_\varphi & c_\varphi & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad W \equiv \begin{bmatrix} 1 & 0 & 0 \\ 0 & c_\phi & s_\phi \\ 0 & -s_\phi & c_\phi \end{bmatrix}, \quad Q_3 \equiv \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & e^{i\delta} \end{bmatrix},
\] (7.25)

where

\[
c_\varphi = \cos \varphi, \quad s_\varphi = \sin \varphi, \quad \tan 2\varphi \equiv \frac{a c^2_{13} \sin(2\theta_{12})}{\delta m^2_{21} - a c^2_{13} \cos(2\theta_{12})}, \quad 0 \leq \varphi \leq \frac{\pi}{2} - \theta_{12} ,
\]

\[
c_\phi = \cos \phi, \quad s_\phi = \sin \phi, \quad \tan 2\phi \equiv \frac{\delta m^2_{31} - s^2_{12} \delta m^2_{21} - a \cos(2\theta_{13})}{a c^2_{13} + \delta m^2_{21} - a \cos(2\theta_{13})} .
\] (7.26)

As demonstrated in Ref. [437, 438],

\[
H''''_{a} = W^\dagger V^\dagger Q^\dagger_3 U^\dagger H_a U Q_3 V W
\]

\[
= \begin{bmatrix} \lambda'_- & -a c'_{12} c_{13} s_{13} s_\phi & a c'_{12} c_{13} s_{13} c_\phi \\ -a c'_{12} c_{13} s_{13} s_\phi & \lambda'_+ & 0 \\ a c'_{12} c_{13} s_{13} c_\phi & 0 & \lambda''_+ \end{bmatrix} ,
\] (7.27)

where the upper (lower) sign corresponds to normal (inverted) hierarchy, with

\[
\lambda'_\pm \equiv \frac{(a c^2_{13} + \delta m^2_{21}) \pm \sqrt{(a c^2_{13} - \delta m^2_{21})^2 + 4 a c^2_{13} s^2_{12} \delta m^2_{21}}}{2},
\]

\[
\lambda''_\pm \equiv \frac{[\lambda'_+ + (\delta m^2_{31} + a s^2_{13})] \pm \sqrt{[\lambda'_+ - (\delta m^2_{31} + a s^2_{13})]^2 + 4 (a s'_{12} c_{13} s_{13})^2}}{2} ,
\] (7.28)

and \( s'_{12} = \sin \theta'_{12}, \quad c'_{12} = \cos \theta'_{12}, \quad \theta'_{12} = \theta_{12} + \varphi \). The off-diagonal elements of \( H''''_{a} \) in Eq. (7.27) can be shown to be \( |\delta m^2_{31}| \mathcal{O}(\epsilon^3) \), which is negligibly small and \( H''''_{a} \) can be considered approximately diagonal.

The corresponding effective mixing matrix is then \( \tilde{U} = U Q_3 V W \) and can be approximated by absorbing the extra rotations into the “running” parameters \( \theta'_{12} = \theta_{12} + \varphi \) and \( \theta'_{13} = \theta_{13} + \phi \):

\[
\tilde{U} \approx R_{23}(\theta_{23}, 0) Q_3 R_{13}(\theta'_{13}, 0) R_{12}(\theta'_{12}, 0) = R_{23}(\theta_{23}, 0) R_{13}(\theta'_{13}, \delta) R_{12}(\theta'_{12}, 0) Q_3 ,
\] (7.29)
where $\theta'_{12}$ and $\theta'_{13}$ can be calculated directly via
\[
\tan 2\theta'_{12} = \frac{\delta m^2_{21} \sin 2\theta_{12}}{\delta m^2_{21} \cos 2\theta_{12} - a c^2_{13}}, \quad \left(\theta_{12} \leq \theta'_{12} \leq \frac{\pi}{2}\right),
\]
\[
\tan 2\theta'_{13} = \frac{(\delta m^2_{31} - \delta m^2_{21}s^2_{12}) \sin 2\theta_{13}}{(\delta m^2_{31} - \delta m^2_{21}s^2_{12}) \cos 2\theta_{13} - a}.
\]

(7.30)

In Eq. (7.29), the expression $R_{ij}(\theta, \delta)$ denotes an $ij$-rotation matrix such that its $ij$ submatrix is of the form
\[
\begin{bmatrix}
\cos \theta & \sin \theta e^{-i\delta} \\
-\sin \theta e^{i\delta} & \cos \theta
\end{bmatrix}.
\]

(7.31)

Note the signs of the off-diagonal sines and those of the phases in the exponents.

### Change to the Mass Eigenbasis in Vacuum

Let us now look at the $\varepsilon \neq 0$ case. We begin by partially diagonalizing $H_{\mu\tau} = H_0 + a\varepsilon(M_{\mu\tau}^c + M_{\mu\tau}^s)$ by going from the flavor-eigenbasis to the vacuum-mass-eigenbasis:
\[
H'_{\mu\tau} = Q_3^\dagger U_{\mu\tau} U Q_3 + a Q_3^\dagger U_1 \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} U Q_3 + a\varepsilon Q_3^\dagger U_1 \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & e^{i\omega} \\
0 & e^{-i\omega} & 0
\end{bmatrix} U Q_3.
\]

(7.32)

Note that the matrix $Q_3$ introduced in Eq. (7.25) allows us to write
\[
U Q_3 = R_{23}(\theta_{23}, 0) R_{13}(\theta_{13}, \delta) R_{12}(\theta_{12}, 0) Q_3 = R_{23}(\theta_{23}, 0) Q_3 R_{13}(\theta_{13}, 0) R_{12}(\theta_{12}, 0).
\]

(7.33)

Given that the lower-right $2 \times 2$ block of $M_a$ is zero, it is straightforward to see that $M'_a$ only depends on $\theta_{12}$ and $\theta_{13}$, and is given by
\[
M'_a = Q_3^\dagger U_1 M_a U Q_3 = \begin{bmatrix}
   c^2_{12} c^2_{13} & s_{12} c_{12} c^2_{13} & c_{12} s_{13} c_{13} \\
   s_{12} c_{12} c^2_{13} & s^2_{12} c^2_{13} & s_{12} s_{13} c_{13} \\
   c_{12} s_{13} c_{13} & s_{12} s_{13} c_{13} & s^2_{13}
\end{bmatrix}.
\]

(7.34)

Looking at how $M_{\mu\tau}^c$ and $M_{\mu\tau}^s$ transform, after the first $23$-rotation we find
\[
R_{23}^\dagger(\theta_{23}, 0) M_{\mu\tau}^c R_{23}(\theta_{23}, 0) = \begin{bmatrix}
0 & 0 & 0 \\
0 & -c_\omega \sin(2\theta_{23}) & 0 \\
0 & 0 & c_\omega \sin(2\theta_{23})
\end{bmatrix}.
\]
\[ R_{23}^+(\theta_{23},0)M^s_{\mu\tau}R_{23}(\theta_{23},0) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & c_\omega \cos(2\theta_{23}) + i s_\omega \\ 0 & c_\omega \cos(2\theta_{23}) - i s_\omega & 0 \end{bmatrix}. \] (7.35)

We find it convenient to define
\[ c_\omega \sin(2\theta_{23}) = \cos(2\vartheta_\omega), \quad [c_\omega \cos(2\theta_{23}) + i s_\omega] = e^{i\Omega} \sin(2\vartheta_\omega). \] (7.36)

Choosing \(\vartheta_\omega\) and \(\Omega\) in the ranges
\[ 0 \leq \vartheta_\omega \leq \frac{\pi}{2}, \quad -\pi < \Omega \leq \pi, \] (7.37)
we obtain
\[ \tan(2\vartheta_\omega) \equiv \frac{\sqrt{c_\omega^2 \cos^2(2\theta_{23}) + s_\omega^2}}{c_\omega \sin(2\theta_{23})}, \quad \Omega \equiv \arctan \left[ \frac{s_\omega}{\cos(2\theta_{23})c_\omega} \right]. \] (7.38)

The \(\omega\)-dependence of \(\vartheta_\omega\) and \(\Omega\) is shown in Fig. 7.1 for several values of \(\theta_{23}\). Note that due to our restriction \(\Omega \in (-\pi, \pi]\), \(\Omega\) has a discontinuity of \(2\pi\) at \(\omega = 0\) if \(\frac{\pi}{4} < \theta_{23} \leq \frac{\pi}{2}\), and at \(\omega = \pm \pi\) if \(0 \leq \theta_{23} < \frac{\pi}{4}\). For the \(\theta_{23} = \frac{\pi}{4}\) case, \(\Omega = \pm \frac{\pi}{2}\), \(\vartheta_\omega = \pm \frac{\omega}{2}\) in the range \(0 < \omega < \frac{\pi}{2}\), \(\Omega = -\frac{\pi}{2}\), \(\vartheta_\omega = -\frac{\omega}{2}\) in the range \(-\frac{\pi}{2} < \omega < 0\), while at \(\omega = 0, \pm \pi\), \(\Omega\) is indeterminate.

\(^2\)Our notation corresponds to those in Ref. [5] via \(\tilde{\epsilon}_{\tau\tau} = \epsilon \cos(2\vartheta_\omega), \ |\tilde{\epsilon}_{\mu\tau}| = \epsilon \sin(2\vartheta_\omega), \) and \(\tilde{\phi}_{\mu\tau} = \Omega.\)
Note also that if \( \omega = \pm \frac{\pi}{2} \), that is, \( \varepsilon_{\mu \tau} \) is purely imaginary, then \( \cos(2\theta_\omega) = c_\omega \sin(2\theta_{23}) = 0 \). These definitions allow us to write

\[
R^i_{23}(\theta_{23}, 0)M^c_{\mu \tau}R_{23}(\theta_{23}, 0) = \cos(2\theta_\omega) \begin{bmatrix} 0 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \\
R^i_{23}(\theta_{23}, 0)M^s_{\mu \tau}R_{23}(\theta_{23}, 0) = \sin(2\theta_\omega) \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & e^{i\Omega} \\ 0 & e^{-i\Omega} & 0 \end{bmatrix}. \tag{7.39}
\]

Next, we multiply with \( Q_3 \) and its conjugate to find

\[
Q^i_3 R^i_{23}(\theta_{23}, 0)M^c_{\mu \tau}R_{23}(\theta_{23}, 0)Q_3 = \cos(2\theta_\omega) \begin{bmatrix} 0 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \\
Q^i_3 R^i_{23}(\theta_{23}, 0)M^s_{\mu \tau}R_{23}(\theta_{23}, 0)Q_3 = \sin(2\theta_\omega) \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & e^{i(\delta + \Omega)} \\ 0 & e^{-i(\delta + \Omega)} & 0 \end{bmatrix}. \tag{7.40}
\]

From this, we can see that \( M^c_{\mu \tau} = Q^i_3 U^\dagger M^c_{\mu \tau} U Q_3 \) will not have any \( \delta \) dependence, while \( M^s_{\mu \tau} = Q^i_3 U^\dagger M^s_{\mu \tau} U Q_3 \) will only depend on the sum \( \delta + \Omega \). Performing the remaining two rotations, we obtain

\[
M^c_{\mu \tau} = Q^i_3 U^\dagger M^c_{\mu \tau} U Q_3 \\
= \cos(2\theta_\omega) \begin{bmatrix} -s^2_{12} + c^2_{12}s^2_{13} & s_{12}c_{12}(1 + s^2_{13}) & -c_{12}s_{13}c_{13} \\ s_{12}c_{12}(1 + s^2_{13}) & -c^2_{12} + s^2_{12}s^2_{13} & -s_{12}c_{13}s_{13} \\ c^2_{13} & s_{12}s_{13}c_{13} & -s^2_{13}c^2_{13} \end{bmatrix},
\]

\[
M^s_{\mu \tau} = Q^i_3 U^\dagger M^s_{\mu \tau} U Q_3 \\
= \sin(2\theta_\omega) \begin{bmatrix} 2s_{12}c_{12}s_{13}\cos(\delta + \Omega) & s_{13}c_{13}e^{i(\delta + \Omega)} - 2c^2_{12}s_{13}\cos(\delta + \Omega) & -s_{12}c_{13}c_{13}e^{i(\delta + \Omega)} \\ s_{13}e^{-i(\delta + \Omega)} - 2s^2_{12}s_{13}\cos(\delta + \Omega) & -2s_{12}c_{12}s_{13}\cos(\delta + \Omega) & c_{12}c_{13}e^{i(\delta + \Omega)} \\ -s_{12}c_{13}c_{13}e^{-i(\delta + \Omega)} & -2s_{12}c_{12}s_{13}\cos(\delta + \Omega) & -s_{12}c_{13}e^{i(\delta + \Omega)} \end{bmatrix} \\
= \sin(2\theta_\omega) \cos(\delta + \Omega) \begin{bmatrix} s_{13}\sin(2\theta_{12}) & -s_{13}\cos(2\theta_{12}) & -s_{12}c_{13} \\ -s_{13}\cos(2\theta_{12}) & -s_{13}\sin(2\theta_{12}) & c_{12}c_{13} \\ -s_{12}c_{13} & c_{12}c_{13} & 0 \end{bmatrix} \\
+ i\sin(2\theta_\omega) \sin(\delta + \Omega) \begin{bmatrix} 0 & s_{13} & -s_{12}c_{13} \\ -s_{13} & 0 & c_{12}c_{13} \\ s_{12}c_{13} & -c_{12}c_{13} & 0 \end{bmatrix}.
\tag{7.41}
\]

So in this vacuum-mass-eigenbasis, the Hamiltonian is given by

\[
H'_{\mu \tau} = H'_{a} + a\varepsilon M^c_{\mu \tau} + a\varepsilon M^s_{\mu \tau}
\]
where we have set $\varepsilon_c \equiv \varepsilon \cos(2\theta_{\omega})$, $\varepsilon_s \equiv \varepsilon \sin(2\theta_{\omega})$, and

\[
M_{11} = a[c_{12}^2c_{13}^2 - \varepsilon_c(s_{12}^2 - c_{12}^2s_{13}^2)] + a\varepsilon_s c_{\delta + \Omega} s_{13} \sin(2\theta_{12}), \\
M_{22} = \delta m_{22}^2 + a[s_{12}^2c_{13}^2 - \varepsilon_c(c_{12}^2 - s_{12}^2s_{13}^2)] - a\varepsilon_s c_{\delta + \Omega} s_{13} \sin(2\theta_{12}), \\
M_{33} = \delta m_{33}^2 + a(s_{13}^2 + \varepsilon_c c_{13}^2).
\]

(7.43)

We now approximately diagonalize this matrix following the Jacobi diagonalization procedure developed in Refs. [432, 437, 438].

**First Rotation**

We first perform a 12-rotation to diagonalize the 12 submatrix. The rotation matrix necessary is given by

\[
V_{\varepsilon} \equiv \begin{bmatrix}
c_{\varphi_{\varepsilon}} & s_{\varphi_{\varepsilon}} & 0 \\
-s_{\varphi_{\varepsilon}} & c_{\varphi_{\varepsilon}} & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

(7.44)
where \( c_{\varphi} = \cos(\varphi) \), \( s_{\varphi} = \sin(\varphi) \), and
\[
\tan 2\varphi = \frac{a\{c_{13}^2 + \varepsilon_c(1 + s_{13}^2)\} \sin(2\theta_{12})}{\delta m_{21}^2 - a\{c_{13}^2 + \varepsilon_c(1 + s_{13}^2)\} \cos(2\theta_{12})} .
\] (7.45)

Compared to Eq. (7.26), we can see that \( \varphi \) evolves more or less similarly to \( \varphi \) but with a small shift in the resonance position. See Fig. 7.2(a). Using \( V_\varepsilon \) we obtain
\[
H''_a + a\varepsilon M''_{\mu\tau} = V_\varepsilon \left(H'_a + a\varepsilon M''_{\mu\tau}\right) V_\varepsilon
\]
\[
= \begin{bmatrix}
\lambda'_{\varepsilon-} & 0 & ac_{12}'s_{13}'c_{13}(1 - \varepsilon_c) \\
0 & \lambda'_{\varepsilon+} & as_{12}'s_{13}'c_{13}(1 - \varepsilon_c) \\
ac_{12}'s_{13}'c_{13}(1 - \varepsilon_c) & as_{12}'s_{13}'c_{13}(1 - \varepsilon_c) & \delta m_{21}^2 + a(s_{13}^2 + \varepsilon_c^2)
\end{bmatrix},
\] (7.46)
where
\[
\lambda'_{\varepsilon\pm} = \frac{\{(\delta m_{21}^2 - a\varepsilon_c) + a(c_{13}^2 + \varepsilon_c s_{13}^2)\}}{2} \pm \sqrt{\{(\delta m_{21}^2 - a\varepsilon_c) - a(c_{13}^2 + \varepsilon_c s_{13}^2)\}^2 + 4a^2 s_{12}^2 \{c_{13}^2 + \varepsilon_c(1 + s_{13}^2)\} \delta m_{21}^2} .
\] (7.47)

and
\[
s'_{12} = \sin \theta'_{12} , \quad c'_{12} = \cos \theta'_{12} , \quad \theta'_{12} \equiv \theta_{12} + \varphi .
\] (7.48)
The angle \( \theta'_{12} \), which is the approximate running \( \theta_{12} \), can be calculated directly via
\[
\tan 2\theta'_{12} = \frac{\delta m_{21}^2 \sin 2\theta_{12}}{\delta m_{21}^2 \cos 2\theta_{12} - a\{c_{13}^2 + \varepsilon_c(1 + s_{13}^2)\}} .
\] (7.49)

Compared to Ref. (7.30), the small correction due to \( \varepsilon_c \) will lead to a small shift in the solar resonance energy, but the basic \( a \)-dependence will be the same. See Fig. 7.2(b).

At small \( a \), the \( \lambda'_{\varepsilon\pm} \) behave as
\[
\lambda'_{\varepsilon+} = \delta m_{21}^2 + a\{s_{12}^2c_{13}^2 - \varepsilon_c(c_{12}^2 - s_{12}^2s_{13}^2)\} + a\mathcal{O}(a/\delta m_{21}^2) ,
\]
\[
\lambda'_{\varepsilon-} = a\{c_{12}^2c_{13}^2 - \varepsilon_c(s_{12}^2 - c_{12}^2s_{13}^2)\} + a\mathcal{O}(a/\delta m_{21}^2) ,
\] (7.50)
while at large \( a \), we have
\[
\lambda'_{\varepsilon+} = a(c_{13}^2 + \varepsilon_c s_{13}^2) + s_{12}^2\delta m_{21}^2 + \delta m_{21}^2\mathcal{O}(\delta m_{21}^2/a) ,
\]
\[
\lambda'_{\varepsilon-} = -a\varepsilon_c + c_{12}^2\delta m_{21}^2 + \delta m_{21}^2\mathcal{O}(\delta m_{21}^2/a) .
\] (7.51)

Compared to the SM case, \( \lambda'_{\varepsilon} \) does not tend asymptotically to a constant except when \( \omega = \pm \frac{\pi}{2} \), which would render \( \varepsilon_c \) zero even when \( \varepsilon \neq 0 \). This behavior is shown in Fig. 7.3.
Second Rotation

As $a$ is increased, due to the running of $\theta'_{12}$ with $a$, the product $as'_{12}$ will continue to increase while $ac'_{12}$ stops increasing. Therefore, the $(23)$-submatrix of $H''_{\mu} + a\varepsilon M''_{\mu\tau}$ must be diagonalized next. This requires the rotation matrix

$$W_\varepsilon = \begin{bmatrix} 1 & 0 & 0 \\ 0 & c_{\phi_\varepsilon} & s_{\phi_\varepsilon} \\ 0 & -s_{\phi_\varepsilon} & c_{\phi_\varepsilon} \end{bmatrix},$$

where $s_{\phi_\varepsilon} = \sin \phi_\varepsilon$, $c_{\phi_\varepsilon} = \cos \phi_\varepsilon$, and

$$\tan 2\phi_\varepsilon = \frac{as'_{12}(1 - \varepsilon_c) \sin(2\theta_{13})}{\delta m_{31}^2 + a(s_{13}^2 + \varepsilon_c c_{13}^2) - \lambda'_{\varepsilon+}} \approx \frac{a(1 - \varepsilon_c) \sin(2\theta_{13})}{(\delta m_{31}^2 - s_{12}^2 \delta m_{21}^2) - a(1 - \varepsilon_c) \cos(2\theta_{13})}.$$  

Again, compared to Eq. (7.26), we can see that $\phi_\varepsilon$ evolves more or less similarly to $\phi$ but with a small shift in the resonance position. See Fig. 7.4. After the second rotation we have:

$$H''_{\mu} + a\varepsilon M''_{\mu\tau} = W_\varepsilon^\dagger (H''_{\mu} + a\varepsilon M''_{\mu\tau}) W_\varepsilon = \begin{bmatrix} \lambda'_{\varepsilon+} & -ac'_{12}s_{13}c_{13}s_{\phi_\varepsilon}(1 - \varepsilon_c) & ac'_{12}s_{13}c_{13}c_{\phi_\varepsilon}(1 - \varepsilon_c) \\ -ac'_{12}s_{13}c_{13}s_{\phi_\varepsilon}(1 - \varepsilon_c) & \lambda''_{\varepsilon+} & 0 \\ ac'_{12}s_{13}c_{13}c_{\phi_\varepsilon}(1 - \varepsilon_c) & 0 & \lambda''_{\varepsilon+} \end{bmatrix},$$

(7.54)
where

$$
\lambda''_{\mp} = \frac{\lambda'_{\pm} + \left\{ \delta m^2_{31} + \alpha (s^2_{13} + \epsilon_c c^2_{13}) \right\}}{2} \\
\pm \sqrt{\left[ \lambda'_{\mp} - \left\{ \delta m^2_{31} + \alpha (s^2_{13} + \epsilon_c c^2_{13}) \right\} \right]^2 + 4 \left\{ \alpha s^2_{12} s^2_{13} c_{13} (1 - \epsilon_c) \right\}^2},
$$

and the upper/lower signs correspond to the normal/inverted hierarchies.

For both hierarchies, the asymptotic forms are

$$
\lambda''_{\pm} = a + (s^2_{13} \delta m^2_{31} + s^2_{12} c^2_{13} \delta m^2_{21}) + \delta m^2_{31} O(\delta m^2_{31}/a), \\
\lambda''_{\mp} = a \epsilon_c c_{12} c^2_{13} \delta m^2_{31} + \delta m^2_{31} O(\delta m^2_{31}/a),
$$

with $\delta m^2_{31}$ taking on the appropriate sign in each case. Note that since $\lambda''_{\pm} \approx -a \epsilon_c + c^2_{12} \delta m^2_{21}$, for the normal hierarchy $\lambda''_{\mp}$ and $\lambda''_{\pm}$ repel each other with increasing $a$ when $\epsilon_c = \epsilon \cos(2 \theta^\omega) = \epsilon c_{12} \sin(2 \theta^\omega) > 0$, but they will attract each other with increasing $a$ when $\epsilon_c = \epsilon \cos(2 \theta^\omega) = \epsilon c_{12} \sin(2 \theta^\omega) < 0$. For the inverted hierarchy, it is the other way around. This is shown in Fig. 7.5.

**Inclusion of $M^s_{\mu\tau}$ part**

$H''_{\mu\tau} + a \epsilon M''_{\mu\tau}$ is approximately diagonalized since the off-diagonal elements are suppressed by $ac'_{12}$. At this point, we include $M''_{\mu\tau}$. After the first rotation, $M''_{\mu\tau}$ becomes

$$
\epsilon M''_{\mu\tau} = V^\dagger \epsilon \epsilon M''_{\mu\tau} V\epsilon
$$
Figure 7.5: The $\beta$-dependence of $\lambda''_{\pm}$ and $\lambda'_-$ for the (a) normal and (b) inverted hierarchy cases with $\theta_{23} = 40^\circ$ or $50^\circ$ and $\varepsilon = 0.1$. Shown are the $\omega = 0$ (dashed), $\omega = \pm \frac{\pi}{2}$ (solid) and $\omega = \pm \pi$ cases. The $\omega$-dependence of $\lambda''_{e+}$ is weak and the curves for the three cases are mostly overlapping.

$$
\varepsilon_{s} = \varepsilon \sin(2\theta_{12}).
$$

After the second rotation, we have

$$
\varepsilon M'_{\mu\tau} = W_{\mu}^{+} (\varepsilon M''_{\mu\tau}) W_{\varepsilon}^{-1}
$$

where we have set $\varepsilon_{s} = \varepsilon \sin(2\theta_{12}).$
where

$$s'_{13} = \sin \theta'_{13}, \quad c'_{13} = \cos \theta'_{13}, \quad \theta'_{13} = \theta_{13} + \phi_{e}.$$  \hspace{1cm} (7.59)

The angle $\theta'_{13}$, which is the approximate running $\theta_{13}$, can be calculated directly via

$$\tan 2\theta'_{13} = \frac{(\delta m_{31}^2 - s'_{12}^2 \delta m_{21}^2) \sin (2\theta_{13})}{(\delta m_{31}^2 - s_{12}^2 \delta m_{21}^2) \cos (2\theta_{13}) - a(1 - \varepsilon_{c})}.$$  \hspace{1cm} (7.60)

Third Rotation

$H''_{a} + a \varepsilon M''_{\mu \tau}$ is approximately diagonalized since the off-diagonal elements are suppressed by $ac'_{12}$. At this point, we include $M''_{\mu \tau}$. After the first rotation, $M''_{\mu \tau}$ becomes

\[
\varepsilon M''_{\mu \tau} = V_{\varepsilon}^\dagger (\varepsilon M''_{\mu \tau}) V_{\varepsilon} \\
= \varepsilon_s \begin{bmatrix}
2s'_{12}c'_{12}s_{13}\cos(\delta + \Omega) & s'_{13}\varepsilon^{i(\delta + \Omega)} - 2c'_{12}s_{13}\cos(\delta + \Omega) & -s'_{12}c'_{13}\varepsilon^{i(\delta + \Omega)} \\
s'_{13}\varepsilon^{-i(\delta + \Omega)} - 2s'_{12}c'_{13}\cos(\delta + \Omega) & -2s'_{12}c'_{13}s_{13}\cos(\delta + \Omega) & c'_{12}c'_{13}\varepsilon^{i(\delta + \Omega)} \\
-s'_{12}c'_{13}\varepsilon^{-i(\delta + \Omega)} & c'_{12}c'_{13}\varepsilon^{-i(\delta + \Omega)} & 0
\end{bmatrix}
\]

where we have set $\varepsilon_s = \varepsilon \sin(2\theta_{\omega})$. After the second rotation, we have

$$\varepsilon M''_{\mu \tau} = W_{\varepsilon}^\dagger (\varepsilon M''_{\mu \tau}) W_{\varepsilon} \\
\approx \varepsilon_s \begin{bmatrix}
0 & s'_{13}\varepsilon^{i(\delta + \Omega)} & -c'_{13}\varepsilon^{i(\delta + \Omega)} \\
s'_{13}\varepsilon^{-i(\delta + \Omega)} & 0 & 0 \\
-c'_{13}\varepsilon^{-i(\delta + \Omega)} & 0 & 0
\end{bmatrix},$$  \hspace{1cm} (7.62)

where

$$s'_{13} = \sin \theta'_{13}, \quad c'_{13} = \cos \theta'_{13}, \quad \theta'_{13} = \theta_{13} + \phi_{e}.$$  \hspace{1cm} (7.63)

The angle $\theta'_{13}$, which is the approximate running $\theta_{13}$, can be calculated directly via

$$\tan 2\theta'_{13} = \frac{(\delta m_{31}^2 - s'_{12}^2 \delta m_{21}^2) \sin (2\theta_{13})}{(\delta m_{31}^2 - s_{12}^2 \delta m_{21}^2) \cos (2\theta_{13}) - a(1 - \varepsilon_{c})}.$$  \hspace{1cm} (7.64)

The running of $\theta'_{13}$ depends on the mass hierarchy. For normal hierarchy, $\theta'_{13}$ runs to $\frac{\pi}{2}$ as $a$ is increased, so $s'_{13} \rightarrow 1, c'_{13} \rightarrow 0$. For inverted hierarchy, $\theta'_{13}$ runs to $0$ as $a$ is increased, so we have $s'_{13} \rightarrow 0, c'_{13} \rightarrow 1$. Therefore, for the normal hierarchy, we have

$$\varepsilon M''_{\mu \tau} \xrightarrow{a \gg \delta m_{31}^2} \varepsilon_s \begin{bmatrix}
0 & e^{i(\delta + \Omega)} & 0 \\
e^{-i(\delta + \Omega)} & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},$$  \hspace{1cm} (7.65)
\[ w = \pm p \]
\[ w = \pm 3p \]
\[ w = \pm 2p \]
\[ w = \pm 4p \]
\[ w = 0 \]
\[ p = 2 - p^4 - q^23 \]
\[ p = 4 - q^23 \]
\[ p = 40^\circ, 50^\circ, \]
\[ p = 0.1, \]

(a)

\[ \theta_{23} = 40^\circ, 50^\circ, \epsilon = 0.1, \text{Normal Hierarchy} \]

\[ \theta_{23} = 45^\circ, \epsilon = 0.1, \text{Normal Hierarchy} \]

Figure 7.6: The \( \beta \)-dependence of \( \chi_{\epsilon} \) for \( \epsilon = 0.1 \) and a variety of \( \omega \) values for the cases (a) \( \theta_{23} = 40^\circ, 50^\circ \) and (b) \( \theta_{23} = 45^\circ \) with \( \delta m^2_{31} > 0 \).

while for the inverted hierarchy we have

\[
\varepsilon M^{\text{inv}}_{\mu \nu} \xrightarrow{a \gg |\delta m^2_{31}|} \varepsilon_s \begin{bmatrix} 0 & 0 & -e^{i(\delta + \Omega)} \\ 0 & 0 & 0 \\ -e^{-i(\delta + \Omega)} & 0 & 0 \end{bmatrix}.
\] (7.66)

So, for the normal hierarchy case, we need to perform a 12-rotation as the third rotation, and, for the inverted hierarchy case we need to perform a 13-rotation. In either case, \( \lambda'_{\epsilon -} \) and \( \lambda''_{\epsilon -} \) get mixed.

- \( \delta m^2_{31} > 0 \) Case

For the normal hierarchy, the full matrix is

\[
H^{\text{nn}}_{\mu \nu} = H^{\text{nn}}_{a} + \epsilon M^{\text{nn}}_{\mu \nu} + \alpha \epsilon \tilde{M}^{\text{nn}}_{\mu \nu} = \begin{bmatrix} \lambda'_{\epsilon -} & \alpha \epsilon s_{13}e^{i(\delta + \Omega)} & 0 \\ a \epsilon \chi e_{12}e^{-i(\delta + \Omega)} & \lambda''_{\epsilon -} & 0 \\ 0 & 0 & \lambda''_{\epsilon +} \end{bmatrix},
\] (7.67)

where we have dropped terms of order \( a \epsilon c'_{12} \) and \( a \epsilon c'_{13} \). The rotation matrix necessary to diagonalize this is

\[
X_{\epsilon} = \begin{bmatrix} c_{\chi_{\epsilon}} & s_{\chi_{\epsilon}} e^{i(\delta + \Omega)} & 0 \\ -s_{\chi_{\epsilon}} e^{-i(\delta + \Omega)} & c_{\chi_{\epsilon}} & 0 \\ 0 & 0 & 1 \end{bmatrix},
\] (7.68)

where

\[
\tan 2\chi_{\epsilon} = \frac{2a \epsilon \chi e_{13}}{\lambda''_{\epsilon -} - \lambda'_{\epsilon -}}
\]
Figure 7.7: The $\beta$-dependence of $\lambda_{X_{\epsilon}}^{\prime\prime\prime}$ for $\epsilon = 0.1$ and a variety of $\omega$ values for the two cases (a) $\theta_{23} = 40^\circ$, 50$^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m_{31}^2 > 0$.

\begin{equation}
\approx \frac{2a\epsilon \sin(2\vartheta_\omega)}{c_{13}^2 m_{31}^2 - (c_{12}^2 - s_{12}^2) s_{13}^2 s_{32}^2} + 2a\epsilon \cos(2\vartheta_\omega). \tag{7.69}
\end{equation}

Asymptotically, we have
\begin{equation}
\chi_\epsilon \xrightarrow{a\epsilon \gg |\delta m_{31}^2|} \vartheta_\omega, \tag{7.70}
\end{equation}
for each value of $\omega$. This behavior is shown in Fig. 7.6 for the $\theta_{23} = 40^\circ$, 45$^\circ$, and 50$^\circ$ cases.

After the third rotation,
\begin{equation}
H_{\mu\tau}^{''''} = X_{\epsilon}^\dagger H_{\mu\tau}^{''''} X_{\epsilon}
= \begin{bmatrix}
\lambda_{X_{\epsilon}^+}^{''''} & 0 & 0 \\
0 & \lambda_{X_{\epsilon}^+}^{''''} & 0 \\
0 & 0 & \lambda_{X_{\epsilon}^+}^{''''}
\end{bmatrix}, \tag{7.71}
\end{equation}
where
\begin{equation}
\lambda_{X_{\epsilon}^\pm}^{''''} = (\lambda_{X_{\epsilon}^+}^{''''} + \lambda_{X_{\epsilon}^+}^{''''}) \pm \sqrt{(\lambda_{X_{\epsilon}^+}^{''''} - \lambda_{X_{\epsilon}^+}^{''''})^2 + 4a\epsilon^2 s_{13}^2}. \tag{7.72}
\end{equation}

Thus, after three rotations, our matrix is approximately diagonal. Note that if $\theta_{23} = \frac{\pi}{4}$ and $\omega = 0$ or $\pm \pi$, then $\epsilon_s = \epsilon \sin(2\vartheta_\omega) = 0$, and we will have
\begin{align}
\lambda_{X_{\epsilon}^+}^{''''} &= \max(\lambda_{X_{\epsilon}^+}^{''''}, \lambda_{X_{\epsilon}^+}^{''''}), \\
\lambda_{X_{\epsilon}^+}^{''''} &= \min(\lambda_{X_{\epsilon}^+}^{''''}, \lambda_{X_{\epsilon}^+}^{''''}). \tag{7.73}
\end{align}
Asymptotically, we have
$\lambda_{X_{\epsilon}^\pm}$.
\[ = \pm \varepsilon a + \frac{1}{2} \left[ (1 \pm \cos 2\vartheta) (\delta m_{31}^2 c_{13}^2 + \delta m_{21}^2 s_{12}^2 s_{13}^2) + (1 \mp \cos 2\vartheta) \delta m_{21}^2 c_{12}^2 \right] + \cdots \]

\[ = \pm \varepsilon a + \left\{ \begin{array}{l} \cos^2 \vartheta \\ \sin^2 \vartheta \end{array} \right\} (\delta m_{31}^2 c_{13}^2 + \delta m_{21}^2 s_{12}^2 s_{13}^2) + \left\{ \begin{array}{l} \sin^2 \vartheta \\ \cos^2 \vartheta \end{array} \right\} \delta m_{21}^2 c_{12}^2 + \cdots \]

(7.74)

See Fig. 7.7.

\bullet \textbf{\( \delta m_{31}^2 < 0 \) Case}

For the inverted hierarchy, the full matrix is

\[
H'''_{\mu \tau} = H'''_{a} + a \varepsilon M'''_{\mu \tau} + a \varepsilon M'''_{\mu \tau}
\]

\[
= \begin{bmatrix}
\lambda_{\varepsilon^-}' & 0 & -a \varepsilon s_{13}' e^{i(\delta + \Omega)} \\
0 & \lambda_{\varepsilon^+}' & 0 \\
-a \varepsilon s_{13}' e^{-i(\delta + \Omega)} & 0 & \lambda_{\varepsilon^-}'
\end{bmatrix},
\]

(7.75)

where we have dropped terms of order \(ac_{12}'\) and \(a \varepsilon s_{13}'\). The rotation matrix necessary to diagonalize this is

\[
Y_{\varepsilon} = \begin{bmatrix}
c_{\psi_{\varepsilon}} & 0 & -s_{\psi_{\varepsilon}} e^{i(\delta + \Omega)} \\
0 & 1 & 0 \\
s_{\psi_{\varepsilon}} e^{-i(\delta + \Omega)} & 0 & c_{\psi_{\varepsilon}}
\end{bmatrix},
\]

(7.76)

where

\[
\tan 2\psi_{\varepsilon} = \frac{2a \varepsilon s_{13}'}{\lambda_{\varepsilon^-}' - \lambda_{\varepsilon^+}'} \\
\approx - \frac{2a \varepsilon \sin(2\vartheta)}{c_{13}'^2 |\delta m_{31}^2| + (c_{12}'^2 - s_{12}'^2 s_{13}'^2) \delta m_{21}^2 - 2a \varepsilon \cos(2\vartheta) \vartheta}. \quad (7.77)
\]

Comparing the approximate expression of \(\tan 2\psi_{\varepsilon}\) given in the second line of this equation to the second line of Eq. (7.69), we see that they differ in only the sign of \(\delta m_{31}^2\). Therefore, the same approximate expression can be used to define both \(\chi_{\varepsilon}\) for the \(\delta m_{31}^2 > 0\) case and \(\psi_{\varepsilon}\) for the \(\delta m_{31}^2 < 0\) case. Asymptotically, we have

\[
\psi_{\varepsilon} \xrightarrow{a \varepsilon \gg |\delta m_{31}^2|} \vartheta - \frac{\pi}{2}, \quad (7.78)
\]

for each value of \(\vartheta\). This behavior is shown in Fig. 7.8 for the \(\theta_{23} = 40^\circ, 45^\circ, \) and \(50^\circ\) cases.

After the third rotation,

\[
H'''_{\mu \tau} = Y_{\varepsilon}^\dagger H'''_{\mu \tau} Y_{\varepsilon}
\]

\[
= \begin{bmatrix}
\lambda_{\varepsilon^+}'' & 0 & 0 \\
0 & \lambda_{\varepsilon^-}'' & 0 \\
0 & 0 & \lambda_{\varepsilon^+}''
\end{bmatrix}, \quad (7.79)
\]
Figure 7.8: The $\beta$-dependence of $\psi_\varepsilon$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the cases (a) $\theta_{23} = 40^\circ$, $50^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m_{31}^2 < 0$.

where

$$\lambda''_{Y_{\varepsilon}^\pm} = \frac{(\lambda''_{x_+} + \lambda'_{x_-}) \pm \sqrt{(\lambda''_{x_-} - \lambda'_{x_-})^2 + 4\varepsilon^2 a^2 s^2 c^2}}{2}.$$  \hspace{1cm} (7.80)

Thus, after three rotations, our matrix is approximately diagonal. Note that if $\theta_{23} = \frac{\pi}{4}$ and $\omega = 0$ or $\pm \pi$, then $\varepsilon_c = \varepsilon \cos(2\vartheta_\omega) = 0$, and we will have

$$\lambda_{Y_{\varepsilon}^+} = \min(\lambda''_{x_+}, \lambda'_{x_-}),$$
$$\lambda_{Y_{\varepsilon}^-} = \max(\lambda''_{x_-}, \lambda'_{x_-}).$$  \hspace{1cm} (7.81)

Note that the min and max are inverted from the normal hierarchy case. Asymptotically, we have

$$\lambda''_{Y_{\varepsilon}^\pm} = \pm \varepsilon a + \frac{1}{2} \left[(1 \pm \cos 2\vartheta_\omega)(\delta m_{31}^2 c_{13}^2 + \delta m_{21}^2 s_{12}^2 s_{13}^2) + (1 \mp \cos 2\vartheta_\omega)\delta m_{21}^2 c_{12}^2\right] + \cdots$$

$$= \pm \varepsilon a + \left\{\begin{array}{l}
cos^2 \vartheta_\omega \\
sin^2 \vartheta_\omega
\end{array}\right\}\left(\delta m_{31}^2 c_{13}^2 + \delta m_{21}^2 s_{12}^2 s_{13}^2\right) + \left\{\begin{array}{l}
sin^2 \vartheta_\omega \\
cos^2 \vartheta_\omega
\end{array}\right\}\delta m_{21}^2 c_{12}^2 + \cdots.$$  \hspace{1cm} (7.82)

These expressions are the same as Eq. (7.74), except $\delta m_{31}^2$ is negative here. This behavior is shown in Fig. 7.9.

Absorption into Effective Mixing Angles

- $\delta m_{31}^2 > 0$ Case
As we have seen above, the effective mixing matrix is well approximated by the product of matrices given by

\[
\tilde{U} = U Q_3 V_\epsilon W_\epsilon X_\epsilon
\]

\[
= R_{23}(\theta_{23}, 0) Q_3 R_{13}(\theta_{13}, 0) R_{12}(\phi_{12}, 0) R_{12}(\phi_{12}, 0) R_{12}(\chi_{13}, -\delta - \Omega)
\]

\[
\approx R_{23}(\theta_{23}, 0) Q_3 R_{13}(\theta_{13}', 0) R_{12}(\phi_{12}', 0) R_{12}(\chi_{13}, -\delta - \Omega)
\]

\[
\approx R_{23}(\theta_{23}, 0) Q_3 R_{23}(\chi_{13}, -\delta - \Omega) R_{13}(\theta_{13}', 0) R_{12}(\phi_{12}', 0)
\]

where, in going from the second to the third line, we use the argument presented in Refs. [437, 438], and, in going from the third to the fourth, we follow the argument in section 3.3 of Ref. [432].

Let us look at the 23 submatrix of the product \( R_{23}(\theta_{23}, 0) Q_3 R_{23}(\chi_{13}, -\delta - \Omega) \). We have

\[
\begin{bmatrix}
    c_{23} & s_{23} \\
    -s_{23} & c_{23}
\end{bmatrix}
\begin{bmatrix}
    1 & 0 \\
    0 & e^{i\delta}
\end{bmatrix}
\begin{bmatrix}
    c_{\chi_{13}} & s_{\chi_{13}} e^{i(\delta + \Omega)} \\
    -s_{\chi_{13}} & c_{\chi_{13}}
\end{bmatrix}
\begin{bmatrix}
    1 & 0 \\
    0 & e^{i(\delta + \Omega)}
\end{bmatrix}
\]

\( = \begin{bmatrix}
    c_{23} & s_{23} \\
    -s_{23} & c_{23}
\end{bmatrix}
\begin{bmatrix}
    1 & 0 \\
    0 & e^{-i\Omega}
\end{bmatrix}
\begin{bmatrix}
    c_{\chi_{13}} & s_{\chi_{13}} \\
    -s_{\chi_{13}} & c_{\chi_{13}}
\end{bmatrix}
\begin{bmatrix}
    1 & 0 \\
    0 & e^{i(\delta + \Omega)}
\end{bmatrix}
\]  \( (7.84) \)

The product of the three matrices on the left can be rewritten as

\[
\begin{bmatrix}
    c_{23} & s_{23} \\
    -s_{23} & c_{23}
\end{bmatrix}
\begin{bmatrix}
    1 & 0 \\
    0 & e^{i\alpha}
\end{bmatrix}
\begin{bmatrix}
    c_{\chi_{13}} & s_{\chi_{13}} \\
    -s_{\chi_{13}} & c_{\chi_{13}}
\end{bmatrix}
\begin{bmatrix}
    1 & 0 \\
    0 & e^{i\gamma}
\end{bmatrix}
\]

\( = \begin{bmatrix}
    e^{i\alpha_1} & 0 \\
    0 & e^{i\alpha_2}
\end{bmatrix}
\begin{bmatrix}
    c'_{23} & s'_{23} \\
    -s'_{23} & c'_{23}
\end{bmatrix}
\begin{bmatrix}
    1 & 0 \\
    0 & e^{i\gamma}
\end{bmatrix}
\]  \( (7.85) \)

where

\[
c'_{23} = \cos \theta'_{23} = \sqrt{c'_{23}^2 - 2s'_{23}c_{\chi_{13}}s_{\chi_{13}} + s'_{23}^2}
\]
\[ \alpha_1 = \arctan \left[ \frac{s_{23} s_{\chi} \sin \Omega}{c_{23} c_{\chi} - s_{23} s_{\chi} \cos \Omega} \right], \]

\[ \alpha_2 = \arctan \left[ \frac{-s_{23} c_{\chi} + c_{23} s_{\chi} \cos \Omega}{\sin(2\theta_{23}) \sin \Omega} \right], \]

\[ \gamma = \arctan \left[ \frac{-s_{\omega} \tan(2\theta_{23})}{\cos 2(\chi_{\omega} - \vartheta_{\omega})} \right]. \]

The branches of the arctangents must be chosen judiciously for this to work. Using this result, we can write

\[ \left[ \begin{array}{ccc} c_{23} & s_{23} & 1 \\ -s_{23} & c_{23} & 0 \\ 0 & 0 & e^{-i\Omega} \end{array} \right] \left[ \begin{array}{ccc} c_{\chi} & s_{\chi} & 1 \\ -s_{\chi} & c_{\chi} & 0 \\ 0 & 0 & e^{i(\delta + \Omega)} \end{array} \right] = \left[ \begin{array}{ccc} e^{i\alpha_1} & 0 \\ 0 & e^{i\alpha_2} \\ -s'_{23} & c'_{23} & 1 \end{array} \right] \left[ \begin{array}{ccc} 1 & 0 \\ 0 & e^{i\delta'} \end{array} \right], \quad \text{(7.87)} \]

where

\[ \delta' = \delta + \Omega + \gamma. \quad \text{(7.88)} \]

The sum \( \Omega + \gamma \) can also be calculated directly via the relation

\[ \tan(\Omega + \gamma) = \frac{s_{\Omega} c_{\Omega} \left[ \cos 2(\vartheta_{\omega} - \chi_{\omega}) - \cos 2\vartheta_{\omega} \right]}{c_{\Omega}^2 \cos 2(\vartheta_{\omega} - \chi_{\omega}) + s_{\Omega}^2 \cos 2\vartheta_{\omega}}. \quad \text{(7.89)} \]

At \( a\varepsilon \gg \delta m_{31}^2 \), we know that \( \chi_{\omega} \rightarrow \vartheta_{\omega} \), cf. Eq. (7.70), so

\[ \cos 2(\chi_{\omega} - \vartheta_{\omega}) \xrightarrow{a\varepsilon \gg \delta m_{31}^2} 1, \quad \text{(7.90)} \]

and

\[ \delta' \xrightarrow{a\varepsilon \gg \delta m_{31}^2} \delta + \Omega + \arctan \left[ -s_{\omega} \tan(2\theta_{23}) \right] \]

\[ = \delta + \arctan \left[ \frac{s_{\vartheta_{\omega}}^2 \sin 2\Omega}{c_{\vartheta_{\omega}}^2 + s_{\vartheta_{\omega}}^2 \cos 2\Omega} \right]. \quad \text{(7.91)} \]

Let us look at a few specific cases.

A. \( \theta_{23} = \frac{\pi}{4} \): In this case, we have

\[ \begin{cases} \vartheta_{\omega} = +\frac{\omega}{2}, & \Omega = +\frac{\pi}{2} \quad \text{for} \quad 0 < \omega < \frac{\pi}{2}, \\ \vartheta_{\omega} = -\frac{\omega}{2}, & \Omega = -\frac{\pi}{2} \quad \text{for} \quad -\frac{\pi}{2} < \omega < 0. \end{cases} \quad \text{(7.92)} \]
\[ w = 0 \]
\[ w = \pm \frac{\pi}{2} \]
\[ w = \pm \frac{3\pi}{4} \]
\[ w = \pm \frac{7\pi}{8} \]
\[ w = \pm \frac{15\pi}{16} \]
\[ w = \pm \frac{\pi}{2} \]

\[ b \]
\[ q_{23} \]
\[ \theta_{23}' = 40^\circ, \quad \delta' = 0.1, \quad \text{Normal Hierarchy} \]

\[ \theta_{23} = 40^\circ \]
\[ \theta_{23}' = 50^\circ \]

\[ \text{Figure 7.10: The } \beta \text{-dependence of } \theta_{23}' \text{ for } \varepsilon = 0.1 \text{ and a variety of } \omega \text{ values for the two cases (a) } \theta_{23} = 40^\circ \text{ and (b) } \theta_{23} = 50^\circ \text{ with } \delta m_{31}^2 > 0. \]

\[
\begin{bmatrix}
c_{23} & s_{23} \\
-s_{23} & c_{23}
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
0 & e^{-i\Omega}
\end{bmatrix}
\begin{bmatrix}
c_{\chi} & s_{\chi} \\
-s_{\chi} & c_{\chi}
\end{bmatrix}
\]

\[ = \frac{1}{\sqrt{2}}
\begin{bmatrix}
1 & 1 \\
-1 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
0 & \mp i
\end{bmatrix}
\begin{bmatrix}
c_{\chi} & s_{\chi} \\
-s_{\chi} & c_{\chi}
\end{bmatrix}
\]

\[ = \frac{1}{\sqrt{2}}
\begin{bmatrix}
e^{\pm i\chi} & 0 \\
0 & e^{\mp i\chi}
\end{bmatrix}
\begin{bmatrix}
1 & 1 \\
-1 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
0 & \mp i
\end{bmatrix}
\]

\[ = \begin{bmatrix}
e^{\pm i\chi} & 0 \\
0 & e^{\mp i\chi}
\end{bmatrix}
\begin{bmatrix}
c_{23} & s_{23} \\
-s_{23} & c_{23}
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
0 & e^{-i\Omega}
\end{bmatrix}.
\]

\[
(7.93)
\]

Therefore, \( \alpha_1 = \pm \chi \), \( \alpha_2 = \mp \chi \), \( \gamma = -\Omega \), and

\[ \theta_{23}' = \theta_{23}, \quad \delta' = \delta, \]

that is, when \( \theta_{23} = \frac{\pi}{4} \), even though \( \chi \) runs with \( a \), neither \( \theta_{23} \) nor \( \delta \) will run.

B. \( \theta_{23} < \frac{\pi}{4} \): Let us consider a few specific values for \( \omega \):

(a) If \( \omega = 0 \), then \( \Omega = 0 \), \( \vartheta = \frac{\pi}{4} - \theta_{23} \), and

\[ \cos \theta_{23}' = c_{23} c_{\chi} - s_{23} s_{\chi} = \cos(\theta_{23} + \chi), \quad \delta' = \delta. \]

As \( a \) is increased \( \chi \) increased monotonically from \( 0 \) to \( \vartheta = \frac{\pi}{4} - \theta_{23} \). Therefore, \( \theta_{23}' \) runs up from \( \theta_{23} \) to \( \frac{\pi}{4} \). Looking at \( \tan \gamma \), it is zero since \( s_{\omega} = 0 \) at \( \omega = 0 \), and consequently \( \gamma = \Omega = 0 \) and \( \delta' \) does not run.
Figure 7.11: The $\beta$-dependence of $\delta'$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases $\theta_{23} = 40^\circ$ (left) and $\theta_{23} = 50^\circ$ (right). with $\delta m_{31}^2 > 0$. The solid lines indicate positive $\omega$ and the dashed lines indicate negative $\omega$.

(b) If $\omega = \pm \pi/2$, then $\Omega = \pm \pi/2$, $\vartheta_\omega = \frac{\pi}{4}$, and

$$\cos \theta'_{23} = \sqrt{c_{23}^2 c_{\chi_\varepsilon}^2 + s_{23}^2 s_{\chi_\varepsilon}^2},$$

$$\gamma = \arctan \left[ \mp \frac{\tan(2\theta_{23})}{\sin(2\chi_\varepsilon)} \right].$$

(7.96)

Since $\chi_\varepsilon$ runs from 0 to $\vartheta_\omega = \frac{\pi}{4}$ as $\beta$ is increased, $\cos \theta'_{23}$ runs from $c_{23}$ to $1/\sqrt{2}$, so, again, $\theta'_{23}$ runs from $\theta_{23}$ to $\pi/4$.

Looking at $\tan \gamma$, since $\tan(2\theta_{23})$ runs from $0$ to $\pm \infty$ when $\theta_{23} < \pi/4$, $\tan \gamma$ runs from $\mp \infty$ to $\mp \tan(2\theta_{23})$. So $\gamma$ runs from $\mp \pi/2 = -\Omega$ to $\mp 2\theta_{23}$, which in turn means that $\delta' - \delta$ runs from 0 to $\pm 2\left( \frac{\pi}{4} - \theta_{23} \right)$.

(c) If $\omega = \pm \pi$, then $\Omega = \pm \pi$, $\vartheta_\omega = \frac{\pi}{4} + \theta_{23}$, and

$$\cos(\vartheta_{23}) = c_{23} c_{\chi_\varepsilon} + s_{23} s_{\chi_\varepsilon} = \cos(\theta_{23} - \chi_\varepsilon).$$

(7.97)

As $a$ is increased, $\chi_\varepsilon$ increases monotonically from 0 to $\vartheta_\omega = \frac{\pi}{4} + \theta_{23}$. So the difference $\theta_{23} - \chi_\varepsilon$ decreases monotonically from $\theta_{23}$ to $-\frac{\pi}{4}$, going through zero at $\chi_\varepsilon = \theta_{23}$. Since we restrict $\theta'_{23}$ to the range $0 \leq \theta'_{23} \leq \frac{\pi}{4}$, it will run from $\theta_{23}$ down to zero, and then back up to $\frac{\pi}{4}$.

Looking at $\tan \gamma$, since $s_{\omega} = 0$ at $\omega = \pm \pi$, $\tan \gamma$ is always zero. However, for $\omega$ slightly off of $\pm \pi$, yet in the range $-\pi \leq \omega \leq \pi$, we have $s_{\omega} = \pm 0$, and since $\tan(2\theta_{23}) > 0$ for $\theta_{23} < \frac{\pi}{4}$, when $\cos 2(\chi_\varepsilon - \vartheta_\omega) = \cos 2 \left( \chi_\varepsilon - \theta_{23} - \frac{\pi}{4} \right) = \cos \chi_\varepsilon - \theta_{23} - \frac{\pi}{4}$.
\[
\sin 2 (\chi_{\epsilon} - \theta_{23}) \text{ goes through zero as } \chi_{\epsilon} \text{ goes through } \theta_{23}, \tan \gamma \text{ jumps from } \pm \infty \text{ to } \mp \infty \text{ thereby jumps from one branch to another. So in the limit } \\
\omega = \pm \pi, \gamma \text{ at } \chi_{\epsilon} = 0 \text{ and } \chi_{\epsilon} = \theta_{23} + \frac{\pi}{4} \text{ differ by } \pm \pi, \text{ making the jump at } \\
\chi_{\epsilon} = \theta_{23}.
\]

The behavior of \( \theta'_{23} \) and \( \delta' \) for these, and other values of \( \omega \) are shown in Figs. 7.10(a) and 7.11(a).

C. \( \theta_{23} > \frac{\pi}{4} \): As above, let us consider a few specific values for \( \omega \):

(a) If \( \omega = 0 \), then \( \Omega = \pi, \vartheta_{\omega} = \theta_{23} - \frac{\pi}{4} \), and
\[
\cos \theta'_{23} = c_{23} c_{\chi_{\epsilon}} + s_{23} s_{\chi_{\epsilon}} = \cos(\theta_{23} - \chi_{\epsilon}) , \quad \delta' = \delta . \tag{7.98}
\]
As \( a \) is increased \( \chi_{\epsilon} \) increased monotonically from 0 to \( \vartheta_{\omega} = \theta_{23} - \frac{\pi}{4} \). Therefore, \( \theta'_{23} \) runs from \( \theta_{23} \) down to \( \frac{\pi}{4} \). Looking at \( \tan \gamma \), it is zero since \( s_{\omega} = 0 \) at \( \omega = 0 \). We take \( \gamma = -\pi \) so that \( \gamma + \Omega = 0 \) and \( \delta' \) does not run.

(b) If \( \omega = \pm \pi/2 \), then \( \Omega = \pm \pi/2, \vartheta_{\omega} = \frac{\pi}{4} \), and
\[
\cos \theta'_{23} = \sqrt{c_{23}^2 c_{\chi_{\epsilon}}^2 + s_{23}^2 s_{\chi_{\epsilon}}^2} , \\
\gamma = \arctan \left[ \mp \frac{\tan(2\theta_{23})}{\sin(2\chi_{\epsilon})} \right] . \tag{7.99}
\]
Since \( \chi_{\epsilon} \) runs from 0 to \( \vartheta_{\omega} = \pi/4 \) in this case as \( \beta \) is increased, \( \cos \theta'_{23} \) runs from \( c_{23} \) to \( 1/\sqrt{2} \), so, again, \( \theta'_{23} \) runs from \( \theta_{23} \) to \( \pi/4 \). Looking at \( \tan \gamma \), since \( \tan(2\theta_{23}) < 0 \) when \( \theta_{23} > \pi/4 \), \( \tan \gamma \) runs from \( \pm\infty \) to \( \mp \tan(2\theta_{23}) \). We take \( \gamma \) to run from \( \mp \pi/2 = -\Omega \) to \( \mp 2\theta_{23} \), which in turn means that \( \delta' - \delta \) runs from 0 to \( \pm 2 \left( \theta_{23} - \frac{\pi}{4} \right) \).

(c) If \( \omega = \pm \pi \), then \( \Omega = 0, \vartheta_{\omega} = \frac{3\pi}{4} - \theta_{23} \), and
\[
\cos(\theta'_{23}) = |c_{23} c_{\chi_{\epsilon}} - s_{23} s_{\chi_{\epsilon}}| = |\cos(\theta_{23} + \chi_{\epsilon})| . \tag{7.100}
\]
As \( a \) is increased, \( \chi_{\epsilon} \) increases monotonically from 0 to \( \vartheta_{\omega} = \frac{3\pi}{4} - \theta_{23} \). So the sum \( \theta_{23} + \chi_{\epsilon} \) increases monotonically from \( \theta_{23} \) to \( \frac{3\pi}{4} \), going through \( \frac{\pi}{2} \) at \( \chi_{\epsilon} = \frac{\pi}{2} - \theta_{23} \). Since we restrict \( \theta'_{23} \) to the range \( 0 \leq \theta'_{23} \leq \frac{\pi}{4} \), it will run from \( \theta_{23} \) down to zero, and then back up to \( \frac{\pi}{4} \).

Looking at \( \tan \gamma \), since \( s_{\omega} = 0 \) at \( \omega = \pm \pi \), \( \tan \gamma \) is always zero. However, for \( \omega \) slightly off of \( \pm \pi \), but in the range \( -\pi \leq \omega \leq \pi \), we have \( s_{\omega} = \pm 0 \), and since
\[
\tan(2\theta_{23}) < 0 \text{ for } \theta_{23} > \frac{\pi}{4}, \text{ when } \cos 2(\chi_{\varepsilon} - \vartheta) = \cos 2 \left(\chi_{\varepsilon} + \theta_{23} - \frac{3\pi}{4}\right) = \\
-\sin 2(\chi_{\varepsilon} + \theta_{23}) \text{ goes through zero as } \chi_{\varepsilon} \text{ goes through } \frac{\pi}{2} - \theta_{23}, \tan \gamma \text{ jumps from } \mp\infty \text{ to } \pm\infty \text{ thereby jumps from one branch to another. So in the limit } \omega = \pm\pi, \gamma \text{ at } \chi_{\varepsilon} = 0 \text{ and } \chi_{\varepsilon} = \frac{3\pi}{4} - \theta_{23} \text{ differ by } \mp\pi, \text{ making the jump at } \chi_{\varepsilon} = \frac{\pi}{2} - \theta_{23}.
\]

The behavior of \(\theta'_{23}\) and \(\delta'\) for these, and other values of \(\omega\) are shown in Figs. 7.10(b) and 7.11(b).

**\(\delta m_{31}^2 < 0\) Case**

In this case, the effective mixing matrix is well approximated by the product of matrices given by

\[
\hat{U} = UQ_3 V_\varepsilon W_\varepsilon Y_\varepsilon \\
\approx R_{23}(\theta_{23}, 0)Q_{13}(\theta_{13}, 0)R_{12}(\theta_{12}, 0)R_{23}(\phi_{\varepsilon}, 0)R_{13}(-\psi_{\varepsilon}, -\delta - \Omega) \\
\approx R_{23}(\theta_{23}, 0)Q_{3}R_{13}(\theta'_{13}, 0)R_{12}(\theta'_{12}, 0)R_{13}(\theta'_{13}, 0)R_{12}(\theta'_{12}, 0),
\]

where, in going from the second to the third line, we use the argument presented in Refs. [437, 438], and, in going from the third to the fourth, we follow the argument in section 3.3 of Ref. [432].

From this point on, we follow the same procedure as the \(\delta m_{31}^2 > 0\) case discussed above, and we argue that the effective running values of \(\theta_{23}\) and \(\delta\) are obtained from

\[
\theta'_{23} = \arccos \left[ \sqrt{c_{23}^2 - 2c_{23}s_{23}c_{\psi_{\varepsilon}}s_{\psi_{\varepsilon}}\cos \Omega + s_{23}^2 s_{\psi_{\varepsilon}}^2} \right], \\
\delta' = \delta + \Omega + \arctan \left[ \frac{s_{\omega} \tan(2\theta_{23})}{\cos 2(\psi_{\varepsilon} - \vartheta)} \right].
\]

For \(a_{\varepsilon} \gg \delta m_{31}^2\), we know from Eq. (7.78) that \(\psi_{\varepsilon} \to \vartheta - \frac{\pi}{2}\). Therefore,

\[
\delta' \xrightarrow{a_{\varepsilon} \gg \delta m_{31}^2} \delta + \Omega + \arctan \left[ s_{\omega} \tan(2\theta_{23}) \right].
\]

As in the \(\delta m_{31}^2 > 0\) case, we can show that \(\theta'_{23}\) and \(\delta'\) do not run when \(\theta_{23} = \frac{\pi}{4}\), and that \(\theta'_{23}\) will run toward \(\frac{\pi}{4}\) for both the \(\theta_{23} < \frac{\pi}{4}\) and \(\theta_{23} > \frac{\pi}{4}\) cases. Omitting details, we show the behavior of \(\theta'_{23}\) and \(\delta'\) for various values of \(\omega\) in Figs. 7.12 and 7.13 when \(\theta_{23} \neq \frac{\pi}{4}\).
Figure 7.12: The $\beta$-dependence of $\theta'_{23}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases (a) $\theta_{23} = 40^\circ$ and (b) $\theta_{23} = 50^\circ$ with $\delta m^2_{31} < 0$.

7.3.3 Summary of the Neutrino Case

We find that the matter effect due to $\varepsilon_{\mu r} = \varepsilon e^{i\omega}$ can be absorbed into the running of the effective mixing angles $\theta'_1$, $\theta'_3$, $\theta'_2$, the effective CP violating phase $\delta'$, and the effective mass-squared eigenvalues $\lambda_1$, $\lambda_2$, and $\lambda_3$. The definitions of $\omega$ and $\Omega$ that appear in what follows have been given in Eq. (7.38). First, $\theta'_1$ and $\theta'_3$ are given by

$$
\tan 2\theta'_1 = \frac{\delta m^2_{21} \sin 2\theta_{12}}{\delta m^2_{21} \cos 2\theta_{12} - a[c^2_{13} + \varepsilon_c(1 + s^2_{13})]} \left(\delta m^2_{31} - s^2_{12} \delta m^2_{21}\right) \sin(2\theta_{13}),
$$

$$
\tan 2\theta'_3 = \frac{1}{\left(\delta m^2_{31} - s^2_{12} \delta m^2_{21}\right) \cos(2\theta_{13}) - a(1 - \varepsilon_c)},
$$

(7.104)

where $\varepsilon_c = \varepsilon \cos(2\theta_\omega)$. Next, $\theta'_{23} \in [0, \pi/2]$ and $\delta' \in [-\pi, \pi]$ are given by

$$
\theta'_{23} = \arccos \left[\sqrt{c^2_{23}c^2_{\chi e} - 2c_{23}s_{23}c_{\chi e}s_{\chi e} \cos \Omega + s^2_{23}s^2_{\chi e}}\right],
$$

$$
\delta' = \delta + \Omega + \arctan \left[\frac{s_\omega \tan(2\theta_{23})}{\cos(2\chi_{\varepsilon}) - \theta'_{23}}\right],
$$

(7.105)

where

$$
\tan 2\chi_{\varepsilon} = \frac{2a\varepsilon \sin(2\theta_\omega)}{[c^2_{13} \delta m^2_{31} - (c^2_{12} - s^2_{12} s^2_{13}) \delta m^2_{31}] + 2a\varepsilon \cos(2\theta_\omega)}. \tag{7.106}
$$

Note that the same expression can be used for both the $\delta m^2_{31} > 0$ and $\delta m^2_{31} < 0$ cases, cf. Eqs. (7.69) and (7.77). For the normal hierarchy ($\delta m^2_{31} > 0$), the effective mass-squared eigenvalues are

$$
\lambda_1 = \frac{(\lambda''_{\varepsilon} + \lambda'_{\varepsilon}) - \sqrt{(\lambda''_{\varepsilon} - \lambda'_{\varepsilon})^2 + 4a^2 \varepsilon^2 s^2_{13}}}{2},
$$
Figure 7.13: The $\beta$-dependence of $\delta' - \delta$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases $\theta_{23} = 40^\circ$ (left) and $\theta_{23} = 50^\circ$ (right). with $\delta m_{31}^2 < 0$. The solid lines indicate positive $\omega$ while the dashed lines indicate negative $\omega$.

$$
\lambda_2 = \frac{(\lambda''_{\varepsilon-} + \lambda'_{\varepsilon-}) + \sqrt{((\lambda''_{\varepsilon-} - \lambda'_{\varepsilon-})^2 + 4a^2\varepsilon^2s_{13}^2)}}{2},
$$

$$
\lambda_3 = \lambda''_{\varepsilon+},
$$

while, for the inverted hierarchy ($\delta m_{31}^2 < 0$), they are given by

$$
\lambda_1 = \frac{(\lambda''_{\varepsilon-} + \lambda'_{\varepsilon-}) + \sqrt{((\lambda''_{\varepsilon-} - \lambda'_{\varepsilon-})^2 + 4a^2\varepsilon^2c_{13}^2)}}{2},
$$

$$
\lambda_2 = \lambda''_{\varepsilon+},
$$

$$
\lambda_3 = \frac{(\lambda''_{\varepsilon-} + \lambda'_{\varepsilon-}) - \sqrt{((\lambda''_{\varepsilon-} - \lambda'_{\varepsilon-})^2 + 4a^2\varepsilon^2c_{13}^2)}}{2},
$$

where $\varepsilon_s = \varepsilon \sin(2\theta_\omega)$, and

$$
\chi'_{\varepsilon\pm} = \frac{\{((\delta m_{21}^2 - a\varepsilon c) + a(c_{13}^2 + \varepsilon c s_{13}^2))\}}{2} \pm \sqrt{\{((\delta m_{21}^2 - a\varepsilon c) - a(c_{13}^2 + \varepsilon c s_{13}^2))\}^2 + 4a^2s_{12}^2\{c_{13}^2 + \varepsilon(1 + s_{13}^2)\}\delta m_{21}^2},
$$

$$
\chi''_{\varepsilon\pm} = \frac{\lambda''_{\varepsilon+} + \{\delta m_{31}^2 + a(s_{13}^2 + \varepsilon c c_{13}^2)\}}{2} \pm \sqrt{\left[\chi'_{\varepsilon+} - \{\delta m_{31}^2 + a(s_{13}^2 + \varepsilon c c_{13}^2)\}\right]^2 + 4\{as'_{12}s_{13}c_{13}(1 - \varepsilon c)\}^2}.}
$$
7.4 Effective Mixing Angles and Effective Mass-Squared Differences – Anti-Neutrino Case

In this section, we study the matter effect due to the anti-neutrino NSI’s. We again utilize the Jacobi method to estimate how the NSI parameter $\eta$ alters the ‘running’ of the effective mixing angles, effective mass-squared differences, and the effective CP-violating phase $\delta$ in matter for the anti-neutrinos.

7.4.1 Differences from the Neutrino Case

For the anti-neutrinos, the effective Hamiltonian is given by

$$
\tilde{H}_{\mu\tau} = \tilde{U}^* \begin{pmatrix} \lambda_1 & 0 & 0 \\ 0 & \lambda_2 & 0 \\ 0 & 0 & \lambda_3 \end{pmatrix} \tilde{U}^T = U^* \begin{pmatrix} 0 & 0 & 0 \\ 0 & \delta m_{21}^2 & 0 \\ 0 & 0 & \delta m_{31}^2 \end{pmatrix} U^T - a \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & e^{i\omega} & 0 \end{pmatrix} - a\varepsilon \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & e^{-i\omega} \end{pmatrix},
$$

$$
\equiv M_a \equiv M_{\mu\tau}.
$$

The differences from the neutrino case are the reversal of signs of the CP-violating phase $\delta$ (and thus the complex conjugation of the PMNS matrix $U$), the matter interaction parameter $a$, and the NSI phase $\omega$.

The separation of $M_{\mu\tau}$ into two parts is as follows:

$$
M_{\mu\tau} = c_\omega \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} - s_\omega \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & i \\ 0 & -i & 0 \end{pmatrix}
$$

$$
= c_\omega \sin(2\theta_{23}) \begin{pmatrix} 0 & 0 & 0 \\ 0 & -\cos(2\theta_{23}) & \sin(2\theta_{23}) \\ 0 & \sin(2\theta_{23}) & \cos(2\theta_{23}) \end{pmatrix}
$$

$$
\equiv M^c_{\mu\tau}
$$

$$
+ c_\omega \cos(2\theta_{23}) \begin{pmatrix} 0 & 0 & 0 \\ 0 & \sin(2\theta_{23}) & \cos(2\theta_{23}) \\ 0 & \cos(2\theta_{23}) & -\sin(2\theta_{23}) \end{pmatrix} - s_\omega \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & i \\ 0 & -i & 0 \end{pmatrix},
$$

$$
\equiv M^s_{\mu\tau},
$$

where $c_\omega = \cos \omega$ and $s_\omega = \sin \omega$. In the following, we diagonalize $\tilde{H}_a + a\varepsilon M^c_{\mu\tau}$ first, and then deal with $M^s_{\mu\tau}$ later.
### 7.4.2 Diagonalization of the Effective Hamiltonian

#### Change to the Mass Eigenbasis in Vacuum

We begin by partially diagonalizing $H_{\mu\tau}$ by going from the flavor-eigenbasis to the vacuum-mass-eigenbasis:

$$
H_{\mu\tau}' = Q_3 U^T H_{\mu\tau} U^* Q_3^* - a Q_3 U^T U^* C_1 \delta m_{21}^2 - a Q_3 U^T U^* C_2 \delta m_{31}^2
$$

where

$$
H_{\mu\tau}' \equiv H_a' = Q_3 U^T H_{\mu\tau} U^* Q_3^* - a Q_3 U^T U^* C_1 \delta m_{21}^2 - a Q_3 U^T U^* C_2 \delta m_{31}^2
$$

and

$$
M_a' = Q_3 U^T M_a U^* Q_3^*.
$$

Where $M_a'$ only depends on $\theta_{12}$ and $\theta_{13}$ and is given by

$$
M_a' = Q_3 U^T M_a U^* Q_3^* = \begin{bmatrix}
    c_{12}^2 c_{13}^2 & s_{12} c_{12} c_{13} & c_{12} s_{13} c_{13} \\
    s_{12} c_{12} c_{13} & s_{12}^2 c_{13}^2 & s_{12} s_{13} c_{13} \\
    c_{12} s_{13} c_{13} & s_{12} s_{13} c_{13} & c_{13}^2
\end{bmatrix}.
$$

Looking at how $M_{\mu\tau}^c$ and $M_{\mu\tau}^s$ transform, after the first 23-rotation we find

$$
R_{23}^T (\theta_{23}, 0) M_{\mu\tau}^c R_{23} (\theta_{23}, 0) =
\begin{bmatrix}
0 & 0 & 0 \\
0 & c_{\omega} \sin(2 \theta_{23}) & 0 \\
0 & 0 & c_{\omega} \sin(2 \theta_{23})
\end{bmatrix},
$$

and

$$
R_{23}^T (\theta_{23}, 0) M_{\mu\tau}^s R_{23} (\theta_{23}, 0) =
\begin{bmatrix}
0 & 0 & c_{\omega} \cos(2 \theta_{23}) - i s_{\omega} \\
0 & 0 & c_{\omega} \cos(2 \theta_{23}) + i s_{\omega} \\
0 & c_{\omega} \cos(2 \theta_{23}) + i s_{\omega} & 0
\end{bmatrix}.
$$

We find it convenient to define

$$
c_{\omega} \sin(2 \theta_{23}) = \cos(2 \vartheta_{\omega}), \quad [c_{\omega} \cos(2 \theta_{23}) - i s_{\omega}] = e^{-i \Omega} \sin(2 \vartheta_{\omega}).
$$

Choosing $\vartheta_{\omega}$ and $\Omega$ in the ranges

$$
0 \leq \vartheta_{\omega} \leq \frac{\pi}{2}, \quad -\pi < \Omega \leq \pi,
$$

we obtain

$$
\tan(2 \vartheta_{\omega}) \equiv \sqrt{c_{\omega}^2 \cos^2(2 \theta_{23}) + s_{\omega}^2} / c_{\omega} \sin(2 \theta_{23}), \quad \Omega \equiv \arctan \left[ \frac{s_{\omega} \cos(2 \theta_{23}) c_{\omega}}{s_{\omega}} \right].
$$
The $\omega$-dependence of $\vartheta_\omega$ and $\Omega$ is shown in Fig. 7.14 for several values of $\theta_{23}$. Note that due to our restriction $\Omega \in (-\pi, \pi]$, $\Omega$ has a discontinuity of $2\pi$ at $\omega = 0$ if $\frac{\pi}{4} < \theta_{23} \leq \frac{\pi}{2}$, and at $\omega = \pm \pi$ if $0 \leq \theta_{23} < \frac{\pi}{4}$. For the $\theta_{23} = \frac{\pi}{4}$ case, $\Omega = +\frac{\pi}{2}$, $\vartheta_\omega = +\frac{\omega}{2}$ in the range $0 < \omega < \frac{\pi}{2}$, $\Omega = -\frac{\pi}{2}$, $\vartheta_\omega = -\frac{\omega}{2}$ in the range $-\frac{\pi}{2} < \omega < 0$, while at $\omega = 0, \pm \pi$, $\Omega$ is indeterminate.

Note also that if $\omega = \pm \frac{\pi}{2}$, that is, $\varepsilon_{\mu\tau}$ is purely imaginary, then $\cos(2\vartheta_\omega) = c_\omega \sin(2\theta_{23}) = 0$.

These definitions allow us to write

$$R_{23}^T(\theta_{23}, 0)M_{\mu\tau}^c R_{23}^*(\theta_{23}, 0) = \cos(2\vartheta_\omega) \begin{bmatrix} 0 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

$$R_{23}^T(\theta_{23}, 0)M_{\mu\tau}^s R_{23}^*(\theta_{23}, 0) = \sin(2\vartheta_\omega) \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & e^{-i\Omega} \\ 0 & e^{i\Omega} & 0 \end{bmatrix}. \quad (7.118)$$

Next, we multiply with $Q_3$ and its conjugate to find

$$Q_3 R_{23}^T(\theta_{23}, 0)M_{\mu\tau}^c R_{23}^*(\theta_{23}, 0)Q_3^* = \cos(2\vartheta_\omega) \begin{bmatrix} 0 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

$$Q_3 R_{23}^T(\theta_{23}, 0)M_{\mu\tau}^s R_{23}^*(\theta_{23}, 0)Q_3^* = \sin(2\vartheta_\omega) \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & e^{-i(\delta+\Omega)} \\ 0 & e^{i(\delta+\Omega)} & 0 \end{bmatrix}. \quad (7.119)$$
From this, we see that \( \overline{M}''_{\mu\tau} = Q_3 U^T M'_{\mu\tau} U^* Q_3^* \) will not have any \( \delta \) dependence, while \( \overline{M}''_{\mu\tau} = Q_3 U^T M'_{\mu\tau} U^* Q_3^* \) will only depend on the sum \( \delta + \Omega \). Performing the remaining two rotations, we obtain

\[
\overline{M}''_{\mu\tau} = Q_3 U^T M'_{\mu\tau} U^* Q_3^* \\
= \cos(2\theta_\omega) \begin{bmatrix}
-s_{12}^2 + c_{12}^2 s_{13}^2 & s_{12} c_{12} (1 + s_{13}^2) & -c_{12} s_{13} c_{13} \\
 s_{12} c_{12} (1 + s_{13}^2) & -c_{12}^2 + s_{12}^2 s_{13}^2 & -s_{12} s_{13} c_{13} \\
 -c_{12} s_{13} c_{13} & -s_{12} s_{13} c_{13} & c_{13}^2 \\
\end{bmatrix},
\]

\[
\overline{M}''_{\mu\tau} = Q_3 U^T M'_{\mu\tau} U^* Q_3^* \\
= \sin(2\theta_\omega) \begin{bmatrix}
2 s_{12} c_{12} s_{13} \cos(\delta + \Omega) & s_{13} e^{-i(\delta + \Omega)} - 2 c_{12}^2 s_{13} \cos(\delta + \Omega) & -s_{12} c_{13} e^{-i(\delta + \Omega)} \\
s_{13} e^{i(\delta + \Omega)} - 2 c_{12}^2 s_{13} \cos(\delta + \Omega) & -2 s_{12} c_{12} s_{13} \cos(\delta + \Omega) & c_{12} c_{13} e^{i(\delta + \Omega)} \\
-s_{12} c_{13} e^{i(\delta + \Omega)} & c_{12} c_{13} e^{i(\delta + \Omega)} & 0 \\
\end{bmatrix}.
\]

(7.120)

So in this vacuum-mass-eigenbasis, the part of the Hamiltonian we diagonalize first is given by

\[
\overline{H}'_a - a \varepsilon \overline{M}''_{\mu\tau} \\
= \begin{bmatrix}
-a[c_{12}^2 s_{13}^2 + \varepsilon_c s_{12}^2 - c_{12}^2 s_{13}^2] & -a c_{12} s_{12} s_{13} e^{-i(1 + s_{13}^2)} & -a c_{12} c_{12} s_{13} (1 - s_{13}^2) \\
-a c_{12} s_{12} s_{13} e^{-i(1 + s_{13}^2)} & -a s_{12}^2 c_{12}^2 - \varepsilon_c c_{12}^2 s_{13}^2 & -a s_{12} c_{12} s_{13}^2 c_{13} (1 - e_c) \\
-a c_{12} s_{12} s_{13} (1 - \varepsilon_c) & -a s_{12} c_{12} s_{13}^2 (1 + \varepsilon_c) & -a s_{12} c_{12} s_{13}^2 (1 - \varepsilon_c) \\
\end{bmatrix}.
\]

(7.121)

where we have set \( \varepsilon_c \equiv \varepsilon \cos(2\theta_\omega) \). We now approximately diagonalize this matrix following the Jacobi diagonalization procedure.

**First Rotation**

We first perform a 12-rotation to diagonalize the 12 submatrix. The rotation matrix necessary is given by

\[
V_\varepsilon \equiv \begin{bmatrix}
\overline{c}_{\varepsilon c} & \overline{s}_{\varepsilon c} & 0 \\
-\overline{s}_{\varepsilon c} & \overline{c}_{\varepsilon c} & 0 \\
0 & 0 & 1 \\
\end{bmatrix},
\]

(7.122)

where \( \overline{c}_{\varepsilon c} = \cos(\overline{\varphi}_\varepsilon) \), \( \overline{s}_{\varepsilon c} = \sin(\overline{\varphi}_\varepsilon) \), and

\[
\tan 2\overline{\varphi}_\varepsilon = \frac{-a[c_{13}^2 + \varepsilon_c (1 + s_{13}^2)] \sin(2\theta_{12})}{\delta m_{21}^2 + a[c_{13}^2 + \varepsilon_c (1 + s_{13}^2)] \cos(2\theta_{12})}.
\]

(7.123)

See Fig. 7.15(a). Using \( V_\varepsilon \) we obtain

\[
\overline{H}''_a - a \varepsilon \overline{M}''_{\mu\tau}
\]
Figure 7.15: The \( \beta \)-dependence of \( \varphi_\varepsilon \) (left) and \( \theta'_{12} \) (right) for the \( \varepsilon = 0.1 \) case.

\[
\begin{align*}
\lambda'_{\varepsilon \pm} &= \frac{\{ (\delta m^2_{21} + a\varepsilon c) - a(c^2_{13} + \varepsilon c s^2_{13}) \}}{2} \\
\frac{1}{2} \sqrt{\{ (\delta m^2_{21} + a\varepsilon c) + a(c^2_{13} + \varepsilon c s^2_{13}) \}^2 - 4a s^2_{12} \{ c^2_{13} + \varepsilon c (1 + s^2_{13}) \} \delta m^2_{21}}
\end{align*}
\]

(7.125)

and

\[
\begin{align*}
\sin \theta'_{12} &= s^{'12}, \\
c^{'12} &= \cos \theta'_{12}, \\
\theta'_{12} &\equiv \theta_{12} + \varphi_\varepsilon.
\end{align*}
\]

(7.126)

The angle \( \theta'_{12} \), which is the approximate running \( \theta_{12} \), can be calculated directly via

\[
\tan 2\theta'_{12} = \frac{\delta m^2_{21} \sin 2\theta_{12}}{\delta m^2_{21} \cos 2\theta_{12} + a[c^2_{13} + \varepsilon c (1 + s^2_{13})]},
\]

(7.127)

which is shown in Fig. 7.15(b).

At small \( a \), the \( \lambda'_{\varepsilon \pm} \) behave as

\[
\lambda'_{\varepsilon +} = \delta m^2_{21} - a\{ s^2_{12} c^2_{13} - \varepsilon c (c^2_{12} - s^2_{12} s^2_{13}) \} - a \mathcal{O}(a/\delta m^2_{21}),
\]

(7.128)
Figure 7.16: The $\beta$-dependence of $\tilde{\chi}_{\epsilon \pm}$ for $\theta_{23} = 40^\circ$ and $\epsilon = 0.1$ with $\omega = 0$ (dashed), $\omega = \pm \frac{\pi}{2}$ (solid) and $\omega = \pm \pi$ (dotted) shown in (a) log-scale, and (b) normal scale. The $\omega$-dependence of $\tilde{\chi}_{\epsilon \pm}$ is weak and the curves for the three cases overlap.

\[ \tilde{\chi}_{\epsilon -} = -a \left\{ c_{12}^2 c_{13}^2 - \epsilon_c (s_{12}^2 - c_{12} s_{13}^2) \right\} - a \, O(a/\delta m_{21}^2) , \]  
while at large $a$, we have

\[ \tilde{\chi}_{\epsilon -} = -a (c_{13}^2 + \epsilon_c s_{13}^2) + s_{12}^2 \delta m_{21}^2 + \delta m_{21}^2 O(\delta m_{21}^2/a) , \]
\[ \tilde{\chi}_{\epsilon +} = a \epsilon_c + c_{12}^2 \delta m_{21}^2 + \delta m_{21}^2 O(\delta m_{21}^2/a) . \]  

Compared to the SM case, $\tilde{\chi}_{\epsilon -}$ does not asymptote to a constant except when $\omega = \pm \frac{\pi}{2}$ which would render $\epsilon_c$ zero even when $\epsilon \neq 0$. This behavior is shown in Fig. 7.16.

**Second Rotation**

As $a$ is increased, due to the running of $\theta'_{12}$ with $a$, the product $a s'_{12}$ will continue to increase while $a c'_{12}$ stops increasing. Therefore, the $(23)$-submatrix of $H'' - a \epsilon \overline{M''_{\mu \tau}}$ must be diagonalized next. This requires the rotation matrix

\[ W_{\epsilon} = \begin{bmatrix} \overline{\epsilon}_{\phi_{\epsilon}} & 0 & \overline{\epsilon}_{\phi_{\epsilon}} \\ 0 & 1 & 0 \\ -\overline{\epsilon}_{\phi_{\epsilon}} & 0 & \overline{\epsilon}_{\phi_{\epsilon}} \end{bmatrix} , \]  

where $\overline{\epsilon}_{\phi_{\epsilon}} = \sin \phi_{\epsilon}$, $\overline{\epsilon}_{\phi_{\epsilon}} = \cos \phi_{\epsilon}$, and

\[ \tan 2\phi_{\epsilon} = \frac{-a c'_{12} (1 - \epsilon_c) \sin (2\theta_{13})}{\delta m_{31}^2 - a (s_{13}^2 + \epsilon_c c_{13}^2) - \tilde{\chi}_{\epsilon -}} - a (1 - \epsilon_c) \sin (2\theta_{13}) \]
\[ \approx \frac{(\delta m_{31}^2 - s_{12}^2 \delta m_{21}^2) + a (1 - \epsilon_c) \cos (2\theta_{13})}{} . \]  

(7.131)
Figure 7.17: The $\beta$-dependence of $\phi_\varepsilon$ (left) and $\theta'_{13}$ (right) for $\varepsilon = 0.1$ both normal (NH) and inverted (IH) hierarchies. The dependence of $\phi_\varepsilon$ and $\theta'_{13}$ on $\omega$ for the inverted hierarchy case is weak and the three curves overlap.

Again, compared to Eq. (7.26), we can see that $\phi_\varepsilon$ evolves more or less similarly to $\phi$ but with a small shift in the resonance position. See Fig. 7.17. After the second rotation we have:

$$
\overline{H}''_a - a\varepsilon M''_{\mu\tau} = W^{-1}_\varepsilon \left( \overline{H}''_a - a\varepsilon M''_{\mu\tau} \right) W_{\varepsilon}
$$

$$
= \begin{bmatrix}
\lambda''_{\varepsilon \mp} & a\varepsilon_{12} s_{13} c_{13} \phi_{\varepsilon} (1 - \varepsilon_c) & 0 \\
- a\varepsilon_{12} s_{13} c_{13} \phi_{\varepsilon} (1 - \varepsilon_c) & \lambda''_{\varepsilon \pm} & - a\varepsilon_{12} s_{13} c_{13} \phi_{\varepsilon} (1 - \varepsilon_c) \\
0 & - a\varepsilon_{12} s_{13} c_{13} \phi_{\varepsilon} (1 - \varepsilon_c) & \lambda''_{\varepsilon \pm}
\end{bmatrix},
$$

(7.132)

where

$$
\lambda''_{\varepsilon \pm} = \lambda'_{\varepsilon -} + \{ \delta m^2_{31} - a(s^2_{13} + \varepsilon_c c^2_{13}) \} \frac{2}{\pm \sqrt{\left[ \lambda'_{\varepsilon -} - \{ \delta m^2_{31} - a(s^2_{13} + \varepsilon_c c^2_{13}) \} \right]^2 + 4 \left\{ a c^2_{12} s_{13} c_{13} (1 - \varepsilon_c) \right\}^2}}
$$

(7.133)

and the upper/lower signs correspond to the normal/inverted hierarchies.

For both hierarchies, the asymptotic forms are

$$
\lambda''_{\varepsilon -} = - a + (s^2_{13} \delta m^2_{31} + s^2_{12} c^2_{13} \delta m^2_{21}) + \delta m^2_{31} \mathcal{O}(\delta m^2_{31}/a),
$$
Figure 7.18: The $\beta$-dependence of $\lambda'_{\epsilon, \pm}$ and $\lambda'_{\epsilon, -}$ for the (a) normal and (b) inverted hierarchy cases with $\theta_{23} = 40^\circ$ or $50^\circ$ and $\varepsilon = 0.1$. Shown are the $\omega = 0$ (dashed), $\omega = \pm \frac{\pi}{2}$ (solid) and $\omega = \pm \pi$ cases. The $\omega$-dependence of $\lambda'_{\epsilon, +}$ is weak and the curves for the three cases are mostly overlapping.

$$\lambda'_{\epsilon, +} = -a_{\varepsilon c} + (c_{12}^2 \delta m_{31}^2 + s_{12}^2 s_{13}^2 \delta m_{21}^2) + \delta m_{31}^2 \mathcal{O}(\delta m_{31}^2/a),$$

with $\delta m_{31}^2$ taking on the appropriate sign in each case. This is shown in Fig. 7.18.

**Third Rotation**

$\mathcal{H}_a^{\mu \tau} - a_{\varepsilon c} \lambda'_{\mu \tau}$ is approximately diagonalized since the off-diagonal elements are suppressed by $a_{s'_{12}}$. At this point, we include $\lambda'_{\mu \tau}$. After the first rotation, $\lambda'_{\mu \tau}$ becomes

$$\varepsilon \lambda'_{\mu \tau} = V_{\varepsilon}^\dagger \left( \varepsilon \lambda'_{\mu \tau} \right) V_{\varepsilon},$$

$$= \varepsilon_{s} \begin{bmatrix} 2s'_{12}c'_{12}s_{13} \cos(\delta + \Omega) & s'_{13} e^{-i(\delta + \Omega)} - 2c'_{12} s_{13} \cos(\delta + \Omega) & -s'_{12} c'_{13} e^{-i(\delta + \Omega)} \\ s_{13} e^{i(\delta + \Omega)} & 2c_{12}^2 s_{13} \cos(\delta + \Omega) & -2s_{12} c_{12} c_{13} e^{i(\delta + \Omega)} \\ -c_{12} e^{i(\delta + \Omega)} & -c_{13} e^{-i(\delta + \Omega)} & 0 \end{bmatrix},$$

where we have set $\varepsilon_{s} = \varepsilon \sin(2\theta_{\omega})$. After the second rotation, we have

$$\varepsilon \lambda'_{\mu \tau} = W_{\varepsilon}^\dagger \left( \varepsilon \lambda'_{\mu \tau} \right) W_{\varepsilon},$$

$$\approx \varepsilon_{s} \begin{bmatrix} 0 & -s'_{13} e^{-i(\delta + \Omega)} & 0 \\ -s'_{13} e^{-i(\delta + \Omega)} & -c'_{13} e^{-i(\delta + \Omega)} & 0 \\ 0 & 0 & 0 \end{bmatrix}.$$
Figure 7.19: The $\beta$-dependence of $\chi_\epsilon$ for $\epsilon = 0.1$ and a variety of $\omega$ values for the cases (a) $\theta_{23} = 40^\circ$, $50^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m_{31}^2 > 0$.

where

$$s'_{13} = \sin \theta'_{13}, \quad c'_{13} = \cos \theta'_{13}, \quad \theta'_{13} = \theta_{13} + \phi_\epsilon. \quad (7.137)$$

The angle $\theta'_{13}$, which is the approximate running $\theta_{13}$, can be calculated directly via

$$\tan 2\theta'_{13} = \frac{(\delta m_{21}^2 - s_{12}^2 \delta m_{21}^2) \sin(2\theta_{13})}{(\delta m_{31}^2 - s_{12}^2 \delta m_{21}^2) \cos(2\theta_{13}) + a(1 - \epsilon_c)}. \quad (7.138)$$

The running of $\theta'_{13}$ depends on the mass hierarchy. For inverted hierarchy, $\theta'_{13}$ runs to $\pi/2$ as $a$ is increased, so $s'_{13} \to 1$, $c'_{13} \to 0$. For the normal hierarchy, $\theta'_{13}$ runs to 0 as $a$ is increased, so we have $s'_{13} \to 0$, $c'_{13} \to 1$. Therefore, for the inverted hierarchy, we have

$$\varepsilon M_{\mu\tau}^{\mu\tau} \xrightarrow{a \gg |\delta m_{31}^2|} \varepsilon_s \begin{bmatrix} 0 & -e^{-i(\delta + \Omega)} & 0 \\ -e^{-i(\delta + \Omega)} & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad (7.139)$$

while, for the normal hierarchy, we have

$$\varepsilon M_{\mu\tau}^{\mu\tau} \xrightarrow{a \gg |\delta m_{31}^2|} \varepsilon_s \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & e^{-i(\delta + \Omega)} \\ 0 & e^{i(\delta + \Omega)} & 0 \end{bmatrix}. \quad (7.140)$$

So, for the normal hierarchy case, we need to perform a 23-rotation as the third rotation, and, for the inverted hierarchy, case we need to perform a 12-rotation. In either case, $\lambda_{\epsilon +}'$ and $\lambda_{\epsilon +}''$ get mixed.

- $\delta m_{31}^2 > 0$ Case
Figure 7.20: The $\beta$-dependence of $\bar{\lambda}_{X,\pm}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two case (a) $\theta_{23} = 40^\circ$, $50^\circ$ and (b) $\theta_{23} = 45^\circ$ with $\delta m_{31}^2 > 0$.

For the normal hierarchy, the full matrix is

$$H'''_{\mu\tau} = \bar{H}'''_{\mu\tau} = \begin{bmatrix} \lambda_{\varepsilon-} & 0 & 0 \\ 0 & \lambda_{\varepsilon+} & -a\varepsilon s' c \epsilon_{13} e^{-i(\delta + \Omega)} \\ 0 & -a\varepsilon s' c \epsilon_{13} e^{i(\delta + \Omega)} & \lambda_{\varepsilon+} \end{bmatrix},$$

where we have dropped terms of order $a s'_{12}$ and $a\varepsilon s'_{13}$. The rotation matrix necessary to diagonalize this is

$$X_{\varepsilon} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \bar{\tau}_{X_{\varepsilon}} & \bar{\tau}_{X_{\varepsilon}} e^{-i(\delta + \Omega)} \\ 0 & -\bar{\tau}_{X_{\varepsilon}} e^{i(\delta + \Omega)} & \bar{\tau}_{X_{\varepsilon}} \end{bmatrix},$$

where

$$\tan 2\bar{\tau}_{X_{\varepsilon}} = -\frac{2a\varepsilon s'_{13}}{\lambda_{\varepsilon+} - \lambda_{\varepsilon+}} \approx -\frac{2a\varepsilon \sin(2\vartheta_{\omega})}{\epsilon_{13}^2 \delta m_{31}^2 - (\epsilon_{12}^2 - s_{12}^2 s_{13}^2) \delta m_{21}^2 - 2a\varepsilon \cos(2\vartheta_{\omega})}.$$  

Asymptotically, we have

$$\bar{\tau}_{X_{\varepsilon}} \sim \frac{a\varepsilon \delta m_{31}}{\delta m_{31}^2} \quad \vartheta_{\omega} \sim \frac{\pi}{2},$$

for each value of $\omega$. This behavior is shown in Fig. 7.19 for the $\theta_{23} = 40^\circ$, $45^\circ$, and $50^\circ$ cases.

After the third rotation,

$$H'''''_{\mu\tau} = X_{\varepsilon} H'''_{\mu\tau} X_{\varepsilon}^{-1}.$$
\[
\begin{bmatrix}
\lambda'_{\varepsilon+} & 0 & 0 \\
0 & \lambda''_{X_{\varepsilon+}} & 0 \\
0 & 0 & \lambda''_{X_{\varepsilon-}}
\end{bmatrix},
\]
(7.145)

where
\[
\lambda''_{X_{\varepsilon\pm}} = \frac{(\lambda'_{\varepsilon+} + \lambda'_{\varepsilon-}) \pm \sqrt{(\lambda'_{\varepsilon+} - \lambda'_{\varepsilon-})^2 + 4a^2\varepsilon^2c^2_{13}}}{2}.
\]
(7.146)

Thus, after three rotations, our matrix is approximately diagonal. Note that if \(\theta_{23} = \frac{\pi}{4}\) and \(\omega = 0\) or \(\pm\pi\), then \(\varepsilon_s = \varepsilon \sin(2\vartheta_{12}) = 0\), and we will have
\[
\lambda''_{X_{\varepsilon+}} = \max(\lambda'_{\varepsilon+}, \lambda'_{\varepsilon-}) ,
\lambda''_{X_{\varepsilon-}} = \min(\lambda'_{\varepsilon+}, \lambda'_{\varepsilon-}).
\]
(7.147)

Asymptotically, we have
\[
\lambda''_{X_{\varepsilon\mp}} = \mp\varepsilon a + \frac{1}{2} \left[ (1 \pm \cos 2\vartheta_{12}) (\delta m_{31}^2c_{13}^2 + \delta m_{21}^2s_{12}^2s_{13}^2) + (1 \mp \cos 2\vartheta_{12}) \delta m_{21}^2c_{12}^2 \right] + \cdots
\]
(7.148)

See Fig. 7.20.

• \(\delta m_{31}^2 < 0\) Case

For the inverted hierarchy, the full matrix is
\[
\mathcal{H}''_{\mu\tau} = \begin{bmatrix}
\lambda'_{\varepsilon+} & a\varepsilon s_{13}^i e^{i(\delta + \Omega)} & 0 \\
a\varepsilon s_{13}^i e^{-i(\delta + \Omega)} & \lambda_{\varepsilon+} & 0 \\
0 & 0 & \lambda_{\varepsilon-}
\end{bmatrix},
\]
(7.149)

where we have dropped terms of order \(a\varepsilon s_{12}^i\) and \(a\varepsilon c_{13}^i\). The rotation matrix necessary to diagonalize this is
\[
Y_{\varepsilon} = \begin{bmatrix}
\tilde{c}_{\psi_{\varepsilon}} & \tilde{s}_{\psi_{\varepsilon}} e^{i(\delta + \Omega)} & 0 \\
-\tilde{s}_{\psi_{\varepsilon}} e^{-i(\delta + \Omega)} & \tilde{c}_{\psi_{\varepsilon}} & 0 \\
0 & 0 & 1
\end{bmatrix},
\]
(7.150)

where
\[
\tan 2\tilde{\psi}_{\varepsilon} = \frac{2a\varepsilon s_{13}^i}{\lambda_{\varepsilon+} - \lambda_{\varepsilon-}}
\]
Comparing the approximate expression of \( \tan 2\psi_\varepsilon \) given in the second line of this equation to the second line of Eq. (7.143), we see that they differ in only the sign of \( \delta m_{31}^2 \).

Therefore, the same approximate expression can be used to define both \( \chi_\varepsilon \) for the \( \delta m_{31}^2 > 0 \) case and \( \psi_\varepsilon \) for the \( \delta m_{31}^2 < 0 \) case. Asymptotically, we have

\[
\bar{\psi}_\varepsilon \to \frac{2a\varepsilon \sin(2\vartheta_\omega)}{|c_{13}^2|\delta m_{31}^2 + (c_{12}^2 - s_{12}^2 s_{13}^2)\delta m_{21}^2 | + 2a\varepsilon \cos(2\vartheta_\omega)}.
\]

(7.151)

Figure 7.21: The \( \beta \)-dependence of \( \bar{\psi}_\varepsilon \) for \( \varepsilon = 0.1 \) and a variety of \( \omega \) values for the cases (a) \( \theta_{23} = 40^\circ, 50^\circ \) and (b) \( \theta_{23} = 45^\circ \) with \( \delta m_{31}^2 < 0 \).

After the third rotation,

\[
H''''_{\mu\tau} = Y^\dagger_{\varepsilon} H'''_{\mu\tau} Y_{\varepsilon}
\]

\[
= \begin{bmatrix}
\lambda''_{Y_{\varepsilon}^+} & 0 & 0 \\
0 & \lambda''_{Y_{\varepsilon}^-} & 0 \\
0 & 0 & \lambda''_{\varepsilon}
\end{bmatrix},
\]

(7.153)

where

\[
\lambda''_{Y_{\varepsilon}^\pm} = \left(\lambda''_{\varepsilon} + \lambda''_{\varepsilon}\right) \pm \sqrt{\left(\lambda''_{\varepsilon} - \lambda''_{\varepsilon}\right)^2 + 4a^2 \varepsilon^2 \varepsilon_8^2 s_{13}^2}.
\]

(7.154)

Thus, after three rotations, our matrix is approximately diagonal. Note that if \( \theta_{23} = \frac{\pi}{4} \) and \( \omega = 0 \) or \( \pm \pi \), then \( \varepsilon_c = \varepsilon \cos(2\vartheta_\omega) = 0 \), and we will have

\[
\lambda''_{Y_{\varepsilon}^+} = \max(\lambda''_{\varepsilon}, \lambda''_{\varepsilon}).
\]
Note that the min and max are inverted from the normal hierarchy case. Asymptotically, we have
\[
\overline{\lambda}_{Y_{\varepsilon}} = \min(\overline{\lambda}_{\varepsilon+}, \overline{\lambda}_{\varepsilon+}). \tag{7.155}
\]

These expressions are the same as Eq. (7.148), except \(\delta m^2_{31}<0\). This behavior is shown in Fig. 7.22.

### Absorption into Effective Mixing Angles

- \(\delta m^2_{31}>0\) Case

As we have seen above, the effective mixing matrix is well approximated by the product of matrices given by

\[
\tilde{U}^* = \begin{pmatrix}
U^*Q_3^*\nu_w X_{\varepsilon} \\
R_{23}(\theta_{23},0)Q_3^*R_{13}(\theta_{13},0)R_{12}(\theta_{12},0)R_{12}(\overline{\varepsilon},0)R_{13}(\overline{\varepsilon},0)R_{23}(\overline{\varepsilon},\delta + \Omega)
\end{pmatrix}
\]

\[
\approx R_{23}(\theta_{23},0)Q_3^*R_{23}(\overline{\varepsilon},\delta + \Omega)R_{13}(\theta_{13}',0)R_{12}(\theta_{12}',0). \tag{7.157}
\]
Let us look at the 23 submatrix of the product $R_{23}(\theta_{23}, 0)Q_3^*R_{23}(\chi_\varepsilon, \delta + \Omega)$. We have

$$
\begin{bmatrix}
c_{23} & s_{23} \\
-s_{23} & c_{23}
\end{bmatrix}
\begin{bmatrix} 1 & 0 \\ 0 & e^{-i\delta}
\end{bmatrix}
\begin{bmatrix} \overline{\tau}_{\chi_\varepsilon} & \overline{s}_{\chi_\varepsilon} e^{-i(\delta + \Omega)} \\
-\overline{s}_{\chi_\varepsilon} & \overline{\tau}_{\chi_\varepsilon}
\end{bmatrix}
= \begin{bmatrix}
c_{23} & s_{23} \\
-s_{23} & c_{23}
\end{bmatrix}
\begin{bmatrix} 1 & 0 \\ 0 & e^{i\Omega}
\end{bmatrix}
\begin{bmatrix} \overline{\tau}_{\chi_\varepsilon} & \overline{s}_{\chi_\varepsilon} \\
-\overline{s}_{\chi_\varepsilon} & \overline{\tau}_{\chi_\varepsilon}
\end{bmatrix}
\begin{bmatrix} 1 & 0 \\ 0 & e^{-i(\delta + \Omega)}
\end{bmatrix}.
$$

(7.158)

The product of the three matrices on the left can be rewritten as

$$
\begin{bmatrix}
c_{23} & s_{23} \\
-s_{23} & c_{23}
\end{bmatrix}
\begin{bmatrix} 1 & 0 \\ 0 & e^{i\Omega}
\end{bmatrix}
\begin{bmatrix} \overline{c}_{\chi_\varepsilon} & \overline{s}_{\chi_\varepsilon} e^{-i(\delta + \Omega)} \\
-\overline{s}_{\chi_\varepsilon} & \overline{c}_{\chi_\varepsilon}
\end{bmatrix}
= \begin{bmatrix}
c_{23} & s_{23} \\
-s_{23} & c_{23}
\end{bmatrix}
\begin{bmatrix} 1 & 0 \\ 0 & e^{-i\delta_1}
\end{bmatrix}
\begin{bmatrix} \overline{c}_{\chi_\varepsilon} & \overline{s}_{\chi_\varepsilon} \\
-\overline{s}_{\chi_\varepsilon} & \overline{c}_{\chi_\varepsilon}
\end{bmatrix}
\begin{bmatrix} 1 & 0 \\ 0 & e^{i\gamma}
\end{bmatrix},
$$

(7.159)

where

$$
c_{23}' = \cos \theta_{23}' = \sqrt{c_{23}^2 - 2c_{23}s_{23}\overline{\tau}_{\chi_\varepsilon}\overline{s}_{\chi_\varepsilon} \cos \Omega + s_{23}^2 \overline{c}_{\chi_\varepsilon}^2},
$$

$$
\alpha_1 = \arctan \left[ \frac{s_{23}\overline{c}_{\chi_\varepsilon} \sin \Omega}{c_{23}\overline{c}_{\chi_\varepsilon} - s_{23}\overline{s}_{\chi_\varepsilon} \cos \Omega} \right],
$$

$$
\alpha_2 = \arctan \left[ \frac{-s_{23} \overline{c}_{\chi_\varepsilon}}{c_{23}\overline{s}_{\chi_\varepsilon} + s_{23}\overline{c}_{\chi_\varepsilon} \cos \Omega} \right],
$$

$$
\gamma = \arctan \left[ \frac{-\sin(2\theta_{23}) \sin \Omega}{\cos(2\tau_{\varepsilon}) \cos(2\theta_{23}) + \cos(2\tau_{\varepsilon}) \sin(2\theta_{23}) \cos \Omega} \right]
= \arctan \left[ \frac{-s_{\omega} \tan(2\theta_{23})}{\cos(2(\chi_\varepsilon - \theta_{\omega}))} \right].
$$

(7.160)

The branches of the arctangents must be chosen judiciously for this to work. Using this result, we can write

$$
\begin{bmatrix}
c_{23} & s_{23} \\
-s_{23} & c_{23}
\end{bmatrix}
\begin{bmatrix} 1 & 0 \\ 0 & e^{-i\alpha_1}
\end{bmatrix}
\begin{bmatrix} \overline{c}_{\chi_\varepsilon} & \overline{s}_{\chi_\varepsilon} \\
-\overline{s}_{\chi_\varepsilon} & \overline{c}_{\chi_\varepsilon}
\end{bmatrix}
\begin{bmatrix} 1 & 0 \\ 0 & e^{-i\delta'}
\end{bmatrix}
= \begin{bmatrix}
c_{23} & s_{23} \\
-s_{23} & c_{23}
\end{bmatrix}
\begin{bmatrix} 1 & 0 \\ 0 & e^{i\Omega}
\end{bmatrix}
\begin{bmatrix} \overline{c}_{\chi_\varepsilon} & \overline{s}_{\chi_\varepsilon} e^{-i(\delta + \Omega)} \\
-\overline{s}_{\chi_\varepsilon} & \overline{c}_{\chi_\varepsilon}
\end{bmatrix}
\begin{bmatrix} 1 & 0 \\ 0 & e^{-i\delta''}
\end{bmatrix},
$$

(7.161)

where

$$
\delta' = \delta + \Omega + \gamma .
$$

(7.162)

At $a_{\varepsilon} \gg m_{31}^2$ we know that $\chi_\varepsilon \rightarrow \theta_{\omega} - \frac{\pi}{2}$, cf. Eq. (7.144), so

$$
\cos 2(\chi_\varepsilon - \theta_{\omega}) \xrightarrow{a_{\varepsilon} \gg m_{31}^2} -1 ,
$$

(7.163)

and

$$
\delta' \xrightarrow{a_{\varepsilon} \gg m_{31}^2} \delta + \Omega + \arctan[s_{\omega} \tan(2\theta_{23})].
$$

(7.164)
Figure 7.23: The $\beta$-dependence of $\theta'_{23}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases (a) $\theta_{23} = 40^\circ$ and (b) $\theta_{23} = 50^\circ$ with $\delta m_{31}^2 > 0$.

The behavior of $\theta'_{23}$ and $\delta'$ are shown in Figs. 7.23 and 7.24.

- **$\delta m_{31}^2 < 0$ Case**

In this case, the effective mixing matrix is well approximated by the product of matrices given by

$$
\hat{U}^* = U^* Q_3^* V_\varepsilon W_\varepsilon Y_\varepsilon
= R_{23}(\theta_{23}, 0) Q_3 R_{13}(\theta_{13}, 0) R_{12}(\theta_{12}, 0) R_{12}(\tilde{\phi}_\varepsilon, 0) R_{23}(\tilde{\psi}_\varepsilon, 0) R_{13}(\tilde{\psi}_\varepsilon, -\delta - \Omega)
\approx R_{23}(\theta_{23}, 0) Q_3 R_{13}(\theta'_{13}, 0) R_{12}(\theta'_{12}, 0) R_{12}(\tilde{\psi}_\varepsilon, -\delta - \Omega)
\approx R_{23}(\theta_{23}, 0) Q_3 R_{23}(\tilde{\psi}_\varepsilon, \delta + \Omega) R_{13}(\theta'_{13}, 0) R_{12}(\theta'_{12}, 0),
$$

(7.165)

From this point on, we follow the same procedure as the $\delta m_{31}^2 > 0$ case discussed above, and we argue that the effective running values of $\theta_{23}$ and $\delta$ are obtained from

$$
\theta'_{23} = \arccos \left[ \sqrt{c_{23}^2 c_{\psi_\varepsilon}^2 - 2 c_{23} s_{23} c_{\psi_\varepsilon} s_{\psi_\varepsilon} \cos \Omega + s_{23}^2 s_{\psi_\varepsilon}^2} \right],
$$

$$
\delta' = \delta + \Omega + \arctan \left[ \frac{-s_\omega \tan(2\theta_{23})}{\cos(\psi_\varepsilon - \vartheta_\omega)} \right].
$$

(7.166)

For $a \varepsilon \gg \delta m_{31}^2$, we know from Eq. (7.152) that $\psi_\varepsilon \to \vartheta_\omega$. Therefore,

$$
\delta' \xrightarrow{a \varepsilon \gg \delta m_{31}^2} \delta + \Omega - \arctan \left[ s_\omega \tan(2\theta_{23}) \right].
$$

(7.167)

As in the $\delta m_{31}^2 > 0$ case, we can show that $\theta'_{23}$ and $\delta'$ do not run when $\theta_{23} = \frac{\pi}{4}$, and that $\theta'_{23}$ will run toward $\frac{\pi}{4}$ for both the $\theta_{23} < \frac{\pi}{4}$ and $\theta_{23} > \frac{\pi}{4}$ cases. Omitting details,
Figure 7.24: The $\beta$-dependence of $\delta' - \delta$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases $\theta_{23} = 40^\circ$ (left) and $\theta_{23} = 50^\circ$ (right), both with $\delta m^2_{31} > 0$. The solid lines indicate positive $\omega$ and the dashed lines indicate negative $\omega$.

we show the behavior of $\theta'_{23}$ and $\delta'$ for various values of $\omega$ in Figs. 7.25 and 7.26 when $\theta_{23} \neq \frac{\pi}{4}$. 
Figure 7.25: The $\beta$-dependence of $\theta'_{23}$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases (a) $\theta_{23} = 40^\circ$ and (b) $\theta_{23} = 50^\circ$ with $\delta m^2_{31} < 0$.

### 7.4.3 Summary of Anti-neutrino Case

We find that the matter effect due to $\varepsilon_{\mu T} = \varepsilon e^{i\omega}$ can be absorbed into the running of the effective mixing angles $\theta'_{12}^\prime$, $\theta'_{13}^\prime$, $\theta'_{23}^\prime$, the effective CP violating phase $\delta'$, and the effective mass-squared eigenvalues $\lambda_1$, $\lambda_2$, and $\lambda_3$. The definitions of $\vartheta_\omega$ and $\Omega$ that appear in what follows have been given in Eq. (7.117). First, $\theta'_{12}$ and $\theta'_{13}$ are given by

\[
\tan 2\theta'_{12} = \frac{\delta m^2_{21} \sin 2\theta_{12}}{\delta m^2_{21} \cos 2\theta_{12} + a[c^2_{13} + \varepsilon_c (1 + s^2_{13})]},
\]

\[
\tan 2\theta'_{13} = \frac{\delta m^2_{31} - \delta m^2_{21}}{(\delta m^2_{31} - s^2_{12} \delta m^2_{21}) \cos (2\theta_{13}) + a(1 - \varepsilon_c)},
\]

where $\varepsilon_c = \varepsilon \cos (2\vartheta_\omega)$. Next, $\theta'_{23} \in [0, \pi/2]$ and $\delta' \in [-\pi, \pi]$ are given by

\[
\theta'_{23} = \arccos \left[ \sqrt{c^2_{23} \pi^2_{\chi_c} - 2c_{23}s_{23} \pi_{\chi_c} \cos \Omega + s^2_{23} \pi^2_{\chi_c}} \right],
\]

\[
\delta' = \delta + \Omega + \arctan \left[ -\frac{s_\omega \tan (2\theta_{23})}{\cos 2(\pi_c - \vartheta_\omega)} \right],
\]

where

\[
\tan 2\chi_{\varepsilon} = \frac{-2a \varepsilon \sin (2\vartheta_\omega)}{[c^2_{13} \delta m^2_{31} - (c^2_{12} - s^2_{12} s^2_{13}) \delta m^2_{21}] - 2a \varepsilon \cos (2\vartheta_\omega)}.
\]

Note that the same expression can be used for both the $\delta m^2_{31} > 0$ and $\delta m^2_{31} < 0$ cases, cf. Eqs. (7.143) and (7.151). For the normal hierarchy ($\delta m^2_{31} > 0$), the effective mass-squared eigenvalues are

\[
\bar{\lambda}_1 = \bar{\lambda}_{\varepsilon-},
\]

\[
\bar{\lambda}_2 = \frac{(\bar{\lambda}_{\varepsilon+} + \bar{\lambda}_{\varepsilon-}) - \sqrt{(\bar{\lambda}_{\varepsilon+} - \bar{\lambda}_{\varepsilon-})^2 + 4a^2 \varepsilon^2 c^2_{13}}}{2},
\]
Figure 7.26: The $\beta$-dependence of $\delta' - \delta$ for $\varepsilon = 0.1$ and a variety of $\omega$ values for the two cases $\theta_{23} = 40^\circ$ (left) and $\theta_{23} = 50^\circ$ (right), with $\delta m_{31}^2 < 0$. The solid lines indicate positive $\omega$ while the dashed lines indicate negative $\omega$.

$$\lambda_3 = \frac{\left(\overline{\lambda}^\varepsilon_+ + \overline{\lambda}^\varepsilon_+\right) + \sqrt{\left(\overline{\lambda}^\varepsilon_+ - \overline{\lambda}^\varepsilon_+\right)^2 + 4a^2\varepsilon_1^2s_{13}^2}}{2}, \quad (7.171)$$

while, for the inverted hierarchy ($\delta m_{31}^2 < 0$), they are given by

$$\lambda_1 = \frac{\left(\overline{\lambda}''^\varepsilon_+ + \overline{\lambda}^{\varepsilon_+}\right) + \sqrt{\left(\overline{\lambda}''^\varepsilon_+ - \overline{\lambda}^{\varepsilon_+}\right)^2 + 4a^2\varepsilon_2^2s_{13}^2}}{2},$$

$$\lambda_2 = \frac{\left(\overline{\lambda}''^\varepsilon_+ + \overline{\lambda}^{\varepsilon_+}\right) - \sqrt{\left(\overline{\lambda}''^\varepsilon_+ - \overline{\lambda}^{\varepsilon_+}\right)^2 + 4a^2\varepsilon_2^2s_{13}^2}}{2},$$

$$\lambda_3 = \overline{\lambda}^{\varepsilon_-}, \quad (7.172)$$

where $\varepsilon_s = \varepsilon \sin(2\theta_\omega)$, and

$$\overline{\lambda}^{\varepsilon_\pm} = \frac{\left\{(\delta m_{21}^2 + a\varepsilon_c) - a(c_{13}^2 + \varepsilon_c s_{13}^2)\right\}}{2}$$

$$\pm \sqrt{\left\{(\delta m_{21}^2 + a\varepsilon_c) + a(c_{13}^2 + \varepsilon_c s_{13}^2)\right\}^2 - 4a^2s_{13}^2\left(c_{13}^2 + \varepsilon_c(1 + s_{13}^2)\right)\delta m_{21}^2},$$

$$\overline{\lambda}^{\varepsilon_\pm} = \frac{\left\{\delta m_{31}^2 - a(s_{13}^2 + \varepsilon_c c_{13}^2)\right\}}{2}$$

$$\pm \sqrt{\left[\overline{\lambda}^{\varepsilon_-} - \left\{\delta m_{31}^2 - a(s_{13}^2 + \varepsilon_c c_{13}^2)\right\}\right]^2 + 4\left\{a c_{12} s_{13} c_{13}(1 - \varepsilon_c)\right\}^2}, \quad (7.173)$$

where $\varepsilon_c = \varepsilon \cos(2\theta_\omega)$. 
7.5 Comparison with the Numerical Result at the Probability Level

To show this approximation works properly, in this section we show the probability calculated with the running parameters and compare this with the probability calculated using numerical diagonalization of the Hamiltonian. In Fig. 7.29, we show the probability of $\nu_\mu \to \nu_e$ for different $\omega$'s. In the case of $\omega = \pm \pi$, our approximation is better than Ref. [5] while in the case of $\omega = \pm \frac{\pi}{2}$, our approximation is worse. In other cases, they are about the same. The $\nu_\mu$ survival probability and the $\tau$ appearance probability are shown in Figs. 7.30 and 7.31, respectively. In the case of even longer baseline such CERN to Super-Kamiokande, Fig. 7.32 shows that our approximation formula is significantly better than the one in Ref. [5].

For the specific energy and baseline length of the DUNE experiment, we stress that there is a degeneracy between the $\delta_{\text{CP}}$ and the NSI phase $\omega$. Our approximation captures this degeneracy very well, as shown in Figs. 7.27 and 7.28. On the other hand, if $\varepsilon$ is small, the effect will not be observed at the expected precision of DUNE.

Figure 7.27: The degeneracy band of $\omega$ for different $\varepsilon$’s. The upper panel is for $\nu_e$ appearance and the lower for $\nu_\mu$ disappearance.
Figure 7.28: Degeneracy contour from this approximation (left) and numerical result (right) for DUNE at $E = 2.5$ GeV, assuming $\varepsilon = 0.1$ and $\theta_{23} = 40^\circ$.

7.6 Summary and Outlook

In this chapter, we studied the analytical expression of the neutrino matter effect with non-zero $\varepsilon_{\mu\tau}$. The idea is similar to renormalization in quantum field theory: first, we write the ‘bare’ Hamiltonian $H_0$ for neutrino propagation in the vacuum. Then we add terms for the matter effect to the vacuum Hamiltonian as $\delta H$. We then absorb the extra term $\delta H$ of the matter effect into the ‘bare’ parameters of $H_0$. The Jacobi method is used to absorb $\delta H$ with certain rotations to restore the form of $H_0$.

The advantage of this method is to make the effect of the neutrino matter interaction transparent. In this formalism, the ‘matter effect running’ expression shows that $\theta_{12}$ and $\theta_{13}$ run mostly due to the SM effect while $\theta_{23}$ and $\delta_{CP}$ run mainly due to the presence of a nonzero $|\varepsilon_{\mu\tau}|$ and its phase. As a result, it is obvious to see which part of $\varepsilon_{\mu\tau}$—norm or phase, affects which parameter, hence which type of experiments. For example, atmospheric neutrinos are able to constrain $\varepsilon_{\mu\tau}$ as long as we do not go to the regime of $a \gg |\delta m^2_{32}|$, i.e., where the energy of atmospheric neutrino is high, which is consistent with the analysis in Refs. [469, 472].

This formalism allows us to study the neutrino–matter effect at the level of modified vacuum parameters instead of solely the probability level. In this sense, the analysis of neutrino long baseline experiments is no longer a ‘trial-and-error’ type of analysis of probability output for various tweaks of the baseline length, matter density, beam energy, etc. Instead, we can express the oscillation angles as functions of NSI. Once the effect of a type of NSI is understood, deciding which experiment is more sensitive to it is straightforward.

In addition, because the running parameters distinguish between mass hierarchies and also
Figure 7.29: Probability of $\nu_\mu \to \nu_e$ at the first oscillation peak of DUNE, assuming $\delta = 0, \theta = 40^\circ, \varepsilon = 0.1$, and normal hierarchy. The dashed curves correspond to the exact value from numerical calculation. The solid curve is our approximation. They are compared with the approximation formula from Ref. [5], which is shown as dotted curves. Different colors correspond to different values of the NSI phase, $\omega$. 
Figure 7.30: Probability of $\nu_\mu \rightarrow \nu_\mu$ at DUNE energy, assuming $\delta = 0$, $\theta = 40^\circ$, $\epsilon = 0.1$, normal hierarchy. The dashed curves correspond to the exact value from numerical calculation. The solid curve is our approximation. Different colors corresponds to different NSI phase, $\omega$. 

$L = 1300$ km, $\rho = 2.87$ g/cm$^3$, $\delta = 0^\circ$, $\theta_{23} = 40^\circ$, $\epsilon = 0.1$, NH
Figure 7.31: Probability of $\nu_\mu \rightarrow \nu_\tau$ at DUNE energy, assuming $\delta = 0, \theta = 40^\circ, \varepsilon = 0.1$, normal hierarchy. The dashed curves correspond to the exact value from numerical calculation. The solid curve is our approximation. Different colors correspond to different values of the NSI phase, $\omega$. 
Figure 7.32: Probability of $\nu_\mu \to \nu_e$ at the first oscillation peak of 8770 km baseline, assuming $\delta = 0, \theta = 40^\circ, \varepsilon = 0.1$, and normal hierarchy. The dashed curves correspond to the exact value from numerical calculation. The solid curve is our approximation. They are compared with the approximation formula from Ref. [5], which is shown as dotted curves. Different colors correspond to different values of the NSI phase, $\omega$. 
depends on the ‘bare’ vacuum oscillation angles, it is easier to analyze the degeneracy between uncertainties of the standard oscillation parameters and the effect of NSI. For example, it is observed that the phase of $\varepsilon_{\mu\tau}$ plays an important role in modifying $\theta_{23}$ and $\delta_{CP}$. An easy understanding of the large degeneracy of uncertainties between $\theta_{23}$, $\delta_{CP}$, and $\varepsilon$ is achieved.

The price we pay for this clean picture is a slight loss of precision due to the approximation where we use the Jacobi method to transform $H_0 + \delta H$ into the form of $H_0$. The approximation is expected to be improved in future studies. On the other hand, since $\varepsilon_{\mu\tau}$ is already tightly bounded, any error introduced by the approximation is negligible at the current or near-future level of accuracy. Thus, it is more important to focus on understanding of the physics of NSI and its consequences to various experiments using our formalism, which we expect to expand further in a future publication.
Part III

Confronting Neutrino Models with Collider Data
Chapter 8

Constrainting Models of Sizable NSI with Particle Data

In the previous chapters, we have shown the imprints of new physics in collider experiments as TeV-scale signals, and in neutrino oscillation experiments as NSI. In this section, we examine the question of how to combine the treatments of collider and neutrino experiments in order to constrain new physics with more power than ever before. In particular, at one loop level, quantum correction is likely to bring back small or even couplings forbidden at tree level if not protected by any symmetry, which in turn is subject to stringent bounds. On the other hand, if there is no SM process that could generate the quantum correction, the smallness can be stable up to the one-loop correction.

8.1 Introduction

As we showed in previous chapters, the NSI formalism is an efficient way of parametrizing our ignorance of new physics in the effective field theory framework. With the help of the NSI parametrization, we can put bounds on a large class of models in which the deviation from the SM at low energies is described by the size of NSI of the neutrino sector, even though we do not yet know the full theory. On the other hand, with the bounds on NSI improving over the years, we are at a point that the results from neutrino experiments put real constraints on certain particle models. Therefore, it is of importance to look into models that can actually generate such NSI’s, thus being testable in neutrino experiments. By this, we gain knowledge of what types of models can be actually constrained by current and future neutrino experiments.

It is shown that gauge invariance, together with low energy particle data, puts severe constraints on the size of NSI’s: see, for example, Refs. [75, 440, 444, 473–481]. In particular, models with gauged lepton and baryon number are carefully examined such as in Refs. [482–
Among the proposed models, very light $Z'$s that couple to neutrinos are discussed in Refs. [497–503]. As a result of the loop effects, the light $Z'$s often mix with either the SM photon, the $Z$ boson, or both, through kinetic mixing. This results in effects that are forbidden at tree level. In this chapter, we focus on the model in Ref. [504]. It is noticed that, although NSI parametrizes the forward scattering with zero momentum transfer, the free parameters of the theory are constrained due to the kinetic mixing present in the model, which is strongly scale dependent as opposed to the usual simplification in some analyses. Since collider experiments are sensitive to the squared momentum transfer $q^2$, we point out that the scale dependence of the kinetic mixing is important when we apply the collider data to constrain NSI. In the end, we briefly mention the constraints from nuclear binding energy, neutron star properties, and accelerator synchrotron radiation. This chapter is based on Ref. [505]. We continue with the same notation of NSI used in previous chapters.

8.2 Model and Notation

In Ref. [504], a model is built to generate sizable non-standard interactions for neutrino scattering. The idea is to gauge the second and third lepton number, $L_{\mu-\tau}$, while all quarks couple to the extra $U(1)'$ diagonally. It is designed this way to avoid stringent bounds from electron scattering measurements. The details of the model, including symmetry breaking and anomaly cancellation, are shown in appendix G. Here we briefly show the field content of the model. The gauge group of the Farzan-Shoemaker model is $SU(3)_C \times SU(2)_L \times U(1)_Y \times U(1)'$. We denote the gauge boson and the gauge coupling of the extra $U(1)'$ respectively as $Z'$ and $g'$. The $U(1)_Y$ gauge coupling is denoted $g_1$ to distinguish it from the $U(1)'$ coupling. The charge assignment of the quarks are

$$Q_i = \left[ \begin{array}{c} u_{Li} \\ d_{Li} \end{array} \right] \sim \left( 3, 2, +\frac{1}{6}, \eta \right), \quad u_{Ri} \sim \left( 3, 1, +\frac{2}{3}, \eta \right), \quad d_{Ri} \sim \left( 3, 1, -\frac{1}{3}, \eta \right), \quad (8.1)$$

for the three generations $i = 1, 2, 3$. For the leptons, we assign

$$L_i = \left[ \begin{array}{c} \nu_{Li} \\ \ell_{Li} \end{array} \right] \sim \left( 1, 2, -\frac{1}{2}, i\zeta \right), \quad \ell_{Ri} \sim \left( 1, 1, -1, i\zeta \right), \quad (8.2)$$

with $i = 0, +, -$. No right-handed neutrino is introduced. The hypercharge $Y$ is normalized so that the electromagnetic charge is given by

$$Q_{em} = I_3 + Y. \quad (8.3)$$

We need three Higgs fields with charge assignment

$$H \sim \left( 1, 2, +\frac{1}{2}, 0 \right), \quad H_{++} \sim \left( 1, 2, +\frac{1}{2}, +2\zeta \right), \quad H_{--} \sim \left( 1, 2, +\frac{1}{2}, -2\zeta \right). \quad (8.4)$$
$H$ is the SM Higgs doublet. Farzan and Shoemaker also introduce two more Higgs doublets which we denote

$$H_{-+} \sim \left( 1, 2, +\frac{1}{2}, 0 \right), \quad H_{+-} \sim \left( 1, 2, +\frac{1}{2}, 0 \right),$$

(8.5)

but these have the same quantum numbers as the SM Higgs doublet $H$ and are redundant and unnecessary. The coupling of the quarks to $Z'$ is vectorial and is given by

$$g' \eta Z'_{\mu} \sum_{i=1}^{3} \left( \bar{u}_i \gamma^\mu u_i + \bar{d}_i \gamma^\mu d_i \right),$$

(8.6)

while the coupling of the leptons to $Z'$ is chiral and is given by

$$g' \zeta Z'_{\mu} \left( \bar{L}_+ \gamma^\mu L_+ - \bar{L}_- \gamma^\mu L_- \right) + g' \zeta Z'_{\mu} \left( \bar{\ell}_{R+} \gamma^\mu \ell_{R+} - \bar{\ell}_{R-} \gamma^\mu \ell_{R-} \right).$$

(8.7)

Since all the quarks fields have the same $U(1)'$ charge $\eta$, the usual Yukawa interaction terms of the quarks with the Higgs doublet $H$ are $U(1)'$ invariant:

$$\sum_{i,j} \left( \lambda_{ij} \bar{d}_{Ri} H^\dagger L_j + \tilde{\lambda}_{ij} \bar{u}_{Ri} \tilde{H}^\dagger Q_j \right) + h.c.$$

(8.8)

where $\lambda_{ij}$ and $\tilde{\lambda}_{ij}$ are the Yukawa coupling constants, and

$$H = \begin{bmatrix} H^+ \\ H^0 \end{bmatrix}, \quad H^\dagger = \begin{bmatrix} H^- & H^{0*} \end{bmatrix}, \quad \tilde{H} = \begin{bmatrix} H_0^+ \\ -H_- \end{bmatrix}, \quad \tilde{H}^\dagger = \begin{bmatrix} H_0^- & -H^+ \end{bmatrix}.$$  

(8.9)

The Yukawa interactions of the leptons to $H$, on the other hand, are restricted to

$$\sum_{i=0,+,,-} \left( f_i \bar{\ell}_{Ri} H^\dagger L_i \right) + h.c.$$

(8.10)

where $f_0$, $f_+$, and $f_-$ are the Yukawa coupling contants. With this interaction alone, we can only generate charged-lepton-mass eigenstates that are also $U(1)'$ charge eigenstates.

In order to generate mixings among the leptons with opposite $U(1)'$ charges, we use the doubly-$U(1)'$-charged Higgs fields $H_{++}$ and $H_{--}$

$$\left( c_- \bar{\ell}_{R+} H^\dagger_{-} L_- + c_+ \bar{\ell}_{R-} H^\dagger_{++} L_+ \right) + h.c.$$ 

(8.11)

Farzan and Shoemaker also introduce $U(1)'$-invariant Yukawa interactions of the forms

$$\bar{\ell}_{R+} H^\dagger_{++} L_+ , \quad \bar{\ell}_{R-} H^\dagger_{--} L_-,$$

(8.12)

but these are unnecessary.
After the neutral (under $U(1)_{em}$) components of the Higgs doublets obtain VEV's, the mass matrix of the $++$ charged lepton sector is given by

\[
[\ell_{R+}, \ell_{R-}] M [\ell_{L+}, \ell_{L-}] + h.c. \quad \text{(8.13)}
\]

where

\[
M = \begin{bmatrix} f_+ \langle H^0 \rangle & c_- \langle H^0 \rangle \\ c_+ \langle H^0 \rangle & f_- \langle H^0 \rangle \end{bmatrix} = \frac{1}{2} \begin{bmatrix} \sqrt{2} f_+ v & c_- w \\ c_+ w & \sqrt{2} f_- v \end{bmatrix}, \quad \text{(8.14)}
\]

where we have used the notation introduced in the previous section: $v/\sqrt{2} = \langle H^0 \rangle$ and $w/\sqrt{2} = \langle H^0 \rangle = \langle H^0 \rangle$. (Note that our definition of $v$ differs from that of Farzan and Shoemaker by a factor of $\sqrt{2}$.)

To find the mass eigenstates, we need to find the unitary matrices $U_L$ and $U_R$ such that

\[
U_R M U_L^\dagger = \begin{bmatrix} m_\alpha & 0 \\ 0 & m_\beta \end{bmatrix}, \quad \text{(8.15)}
\]

so that if we define

\[
[\ell_{Ro}, \ell_{R\beta}] = U_R [\ell_{R+}, \ell_{R-}], \quad [\ell_{Lo}, \ell_{L\beta}] = U_L [\ell_{L+}, \ell_{L-}], \quad \text{(8.16)}
\]

we have

\[
[\ell_{R+}, \ell_{R-}] M [\ell_{L+}, \ell_{L-}] = [\ell_{Ro}, \ell_{R\beta}] \begin{bmatrix} m_\alpha & 0 \\ 0 & m_\beta \end{bmatrix} [\ell_{Lo}, \ell_{L\beta}], \quad \text{(8.17)}
\]

Note that

\[
U_L M^\dagger M U_R^\dagger = U_R M M^\dagger U_L^\dagger = \begin{bmatrix} m_\alpha^2 & 0 \\ 0 & m_\beta^2 \end{bmatrix}, \quad \text{(8.18)}
\]

$M^\dagger M$ and $MM^\dagger$ are given by

\[
M^\dagger M = \begin{bmatrix} f_+^2 \langle H^0 \rangle^2 + c_+^2 \langle H^0 \rangle^2 & \langle H^0 \rangle (f_+ c_- \langle H^0 \rangle + f_- c_+ \langle H^0 \rangle) \\ \langle H^0 \rangle (f_+ c_- \langle H^0 \rangle + f_- c_+ \langle H^0 \rangle) & f_-^2 \langle H^0 \rangle^2 + c_-^2 \langle H^0 \rangle^2 \end{bmatrix},
\]

\[
MM^\dagger = \begin{bmatrix} f_+^2 \langle H^0 \rangle^2 + c_+^2 \langle H^0 \rangle^2 & \langle H^0 \rangle (f_+ c_+ \langle H^0 \rangle + f_- c_- \langle H^0 \rangle) \\ \langle H^0 \rangle (f_+ c_+ \langle H^0 \rangle + f_- c_- \langle H^0 \rangle) & f_-^2 \langle H^0 \rangle^2 + c_-^2 \langle H^0 \rangle^2 \end{bmatrix}, \quad \text{(8.19)}
\]

Assuming that the elements are all real (for the sake of simplicity), we can set

\[
U_L = \begin{bmatrix} \cos \delta_L & -\sin \delta_L \\ \sin \delta_L & \cos \delta_L \end{bmatrix}, \quad U_R = \begin{bmatrix} \cos \delta_R & -\sin \delta_R \\ \sin \delta_R & \cos \delta_R \end{bmatrix}, \quad \text{(8.20)}
\]

where

\[
\tan(2\delta_L) = \frac{\langle H^0 \rangle (f_+ c_- \langle H^0 \rangle + f_- c_+ \langle H^0 \rangle)}{(f_+^2 - f_+^2) v^2 + c_+^2 \langle H^0 \rangle^2 - c_-^2 \langle H^0 \rangle^2} \approx \frac{\langle H^0 \rangle (f_+ c_- \langle H^0 \rangle + f_- c_+ \langle H^0 \rangle)}{m_\beta^2},
\]
\[ \tan(2\delta_R) = \frac{\langle H^0 \rangle (f_+c_+\langle H^0_{++}\rangle + f_-c_-\langle H^0_{--}\rangle)}{(f_+^2 - f_+^2)v^2 - c_+^2\langle H^-\rangle^2 + c_-^2\langle H^+\rangle^2} \approx \frac{\langle H^0 \rangle (f_+c_+\langle H^0_{++}\rangle + f_-c_-\langle H^0_{--}\rangle)}{m_\beta^2}. \] (8.21)

We have assumed that \( m_\beta \gg m_\alpha \) to simplify the denominators. Define
\[
\begin{bmatrix}
L_\alpha \\
L_\beta 
\end{bmatrix} = U_L \begin{bmatrix}
L_+ \\
L_-
\end{bmatrix}, \quad \begin{bmatrix}
\ell_{R\alpha} \\
\ell_{R\beta}
\end{bmatrix} = U_R \begin{bmatrix}
\ell_{R+} \\
\ell_{R-}
\end{bmatrix}, \quad L_\gamma = L_0, \quad \ell_{R\gamma} = \ell_{R0}. \tag{8.22}
\]
The subscripts \( \alpha, \beta, \) and \( \gamma \) label charged-lepton mass eigenstates so they correspond to \( e, \mu, \) and \( \tau \) (in some order). The coupling of the \( Z' \) to the leptons are
\[
g'\zeta Z'_\mu \begin{bmatrix}
L_+ \\
L_-
\end{bmatrix} \gamma^\mu \sigma_3 \begin{bmatrix}
L_+ \\
L_-
\end{bmatrix} + g'\zeta Z'_\mu \begin{bmatrix}
\ell_{R+} \\
\ell_{R-}
\end{bmatrix} \gamma^\mu \sigma_3 \begin{bmatrix}
\ell_{R+} \\
\ell_{R-}
\end{bmatrix}
= g'\zeta Z'_\mu \begin{bmatrix}
L_+ \\
L_-
\end{bmatrix} \gamma^\mu U_L \sigma_3 U_L^\dagger \begin{bmatrix}
L_\alpha \\
L_\beta
\end{bmatrix} + g'\zeta Z'_\mu \begin{bmatrix}
\ell_{R+} \\
\ell_{R-}
\end{bmatrix} \gamma^\mu U_R \sigma_3 U_R^\dagger \begin{bmatrix}
\ell_{R\alpha} \\
\ell_{R\beta}
\end{bmatrix}
= g'\zeta Z'_\mu \begin{bmatrix}
L_+ \\
L_-
\end{bmatrix} \gamma^\mu \left[ \cos(2\delta_L) \sin(2\delta_L) - \cos(2\delta_L) \right] \begin{bmatrix}
L_\alpha \\
L_\beta
\end{bmatrix}
+ g'\zeta Z'_\mu \begin{bmatrix}
\ell_{R+} \\
\ell_{R-}
\end{bmatrix} \gamma^\mu \left[ \cos(2\delta_R) \sin(2\delta_R) - \cos(2\delta_R) \right] \begin{bmatrix}
\ell_{R\alpha} \\
\ell_{R\beta}
\end{bmatrix}.
\tag{8.23}
\]
and we can see that flavor-changing couplings to the \( Z' \) have been generated. In particular, this interaction includes the neutrino-flavor-changing term
\[
g'\zeta Z'_\mu \sin(2\delta_L) \left( \overline{\nu_{L\alpha}} \gamma^\mu \nu_{L\beta} + \overline{\nu_{L\beta}} \gamma^\mu \nu_{L\alpha} \right), \tag{8.24}
\]
as well as diagonal couplings to the charged leptons
\[
g'\zeta Z'_\mu \left[ \cos(2\delta_L) \left( \overline{\nu_{L\alpha}} \gamma^\mu \nu_{L\alpha} - \overline{\nu_{L\beta}} \gamma^\mu \nu_{L\beta} \right) + \cos(2\delta_R) \left( \overline{\nu_{R\alpha}} \gamma^\mu \nu_{R\alpha} - \overline{\nu_{R\beta}} \gamma^\mu \nu_{R\beta} \right) \right]. \tag{8.25}
\]
So if \( \alpha = \tau, \) for instance, \( Z'\)-exchange will lead to a NSI of the form
\[
\frac{g'^2\zeta^2}{q^2 - M_{Z'}^2} \sin(2\delta_L) \left( \overline{\nu_{\tau\alpha}} \gamma^\mu \nu_{\tau\beta} + \overline{\nu_{\tau\beta}} \gamma^\mu \nu_{\tau\alpha} \right) \left[ \cos(2\delta_L) \overline{\tau_L} \gamma_{\mu}\tau_L + \cos(2\delta_R) \overline{\tau_R} \gamma_{\mu}\tau_R \right]. \tag{8.26}
\]
The NSI matter effect is the result of the following interaction term:
\[
\frac{g'^2\zeta\eta}{q^2 - M_{Z'}^2} \sin(2\delta_L) \left( \overline{\nu_\tau} \gamma^\mu \nu_{\mu} + \overline{\nu_\mu} \gamma^\mu \nu_{\tau} \right) \left[ \overline{\nu_\gamma} \nu_{\mu} + \overline{\nu_\mu} \nu_{\gamma} \right]. \tag{8.27}
\]
Because \( g' \) always comes with either \( \zeta \) or \( \eta, \) without loss of generality we can rescale them and retain only two variables. As in Ref. [504], we let \( \eta = 1. \) The NSI matter effect is the process with squared momentum transfer \( q^2 = 0. \) We express the usual NSI parameter as
\[
2\sqrt{2} G_F \varepsilon_{\mu \tau}^q = \frac{g'^2\zeta}{M_{Z'}^2} \sin(2\delta_P) \leq \frac{g'^2\zeta}{M_{Z'}^2}. \tag{8.28}
\]
Next, we focus on the constraints on \( g', \zeta, \) and \( M_{Z'}. \) Besides the bounds discussed by Farzan and Shoemaker, which is summarized in appendix G.4, we mainly consider the constraints from the following sectors: \( \tau \to Z'\mu, \tau \to \mu e e, \) and \( \tau \to \mu \nu \nu \) processes.
8.3 Constraints from $\tau$ Decay

As shown in Ref. [504], the measurement involving the electron final state is very constraining. Therefore, only the $\alpha = \mu, \beta = \tau$ case is viable in this model. Because of the extra coupling with $\tau$, the model is expected to affect the $\tau$ decay spectrum, in principle. In this section, we study several $\tau$ decay channels to put constraints on the free parameters $g', \zeta$, and $M_{Z'}$. We first look at the $\tau \to \mu Z'$ two-body decay bound from ARGUS and Belle in Section 8.3.1, which applies for the long-lived $Z'$. Next, in Section 8.3.2, we study bounds on the $\tau \to \mu e e$ mode, which applies to the short-lived $Z'$. Finally, in Section 8.3.3, we study the $\tau \to \mu \nu \nu$ decay mode, which interferes with the $W$-exchange SM process, and the corresponding constraints.

8.3.1 $\tau \to \mu Z'$ Two Body Decay

If the $Z'$ is fairly stable, then we can have 2-body $\tau$ decays $\tau \to \ell_\alpha + Z'$, where $Z'$ is invisible. These processes can be constrained by looking at the energy spectrum of the $\ell_\alpha$ in the decay product since the more dominant $\tau \to \ell_\alpha \nu \nu$ process is a 3-body decay leading to a different $\ell_\alpha$ energy spectrum. These were extracted from the $\tau^+ \tau^-$ pair creation data in $e^+ e^-$ collisions. One of the $\tau$'s of the pair is tagged, and the energy of the $e$ or the $\mu$ coming from the decay of the other $\tau$ in its rest frame is measured.

According to the Review of Particle Properties [1], we have the bounds

\begin{align}
B(\tau \to e + Z') &< 2.7 \times 10^{-3} , \\
B(\tau \to \mu + Z') &< 5 \times 10^{-3} ,
\end{align}

(8.29)

at 95% C.L., which are based on ARGUS data [506]. This gives

\begin{align}
\frac{\Gamma(\tau \to e + Z')}{\Gamma(\tau \to e \nu \nu)} &< 0.015 , \\
\frac{\Gamma(\tau \to \mu + Z')}{\Gamma(\tau \to \mu \nu \nu)} &< 0.029 ,
\end{align}

(8.30)

at 95% C.L. for $m_{Z'} = 0$. Looking at Fig. 4 of Ref. [506], we conclude that these bounds are valid for $m_{Z'}$ up to a few 100 MeV. The SM decay widths (without radiative corrections) are

\begin{align}
\Gamma(\tau \to e \nu \nu) &= \frac{G_F^2 m_\tau^5}{192 \pi^3} , \\
\Gamma(\tau \to \mu \nu \nu) &= \frac{G_F^2 m_\tau^5}{192 \pi^3} f(m_\mu^2/m_\tau^2) ,
\end{align}

(8.31)

where

\begin{align}
f(\eta) &\equiv 1 - 8\eta + 8\eta^3 - \eta^4 - 12\eta^2 \ln \eta .
\end{align}

(8.32)
Substituting the values we find
\[ \Gamma(\tau \to e\nu\nu) = \frac{G_F^2 m_\tau^5}{192\pi^3} = 4.05 \times 10^{-13} \text{GeV}, \]
\[ \Gamma(\tau \to \mu\nu\nu) = \frac{G_F^2 m_\tau^5}{192\pi^3} f\left(\frac{m_\mu^2}{m_\tau^2}\right) = 3.94 \times 10^{-13} \text{GeV}, \]  
which translates to
\[ \Gamma(\tau \to e + Z') < 6.1 \times 10^{-15} \text{GeV}, \]
\[ \Gamma(\tau \to \mu + Z') < 1.1 \times 10^{-14} \text{GeV}. \]  

The coupling that would cause the \( \tau \to \ell_\alpha + Z' \) decay is
\[ g'\zeta Z'_\mu \left[ \sin(2\delta_L) \left( \overline{\ell_L} \gamma^\mu \tau_L + \overline{\tau_L} \gamma^\mu \ell_L \right) + \sin(2\delta_R) \left( \overline{\ell_R} \gamma^\mu \tau_R + \overline{\tau_R} \gamma^\mu \ell_R \right) \right]. \]  

For the sake of simplicity, let us set \( \delta_L = \delta_R = \frac{\pi}{4} \) so that we have
\[ g'\zeta Z'_\mu \left( \overline{\ell_\alpha} \gamma^\mu \tau + \overline{\tau} \gamma^\mu \ell_\alpha \right). \]

The decay width will be given by
\[ \Gamma(\tau \to \ell_\alpha + Z') = \frac{(g'\zeta)^2}{16\pi} \frac{m_\tau}{m_\tau^2} \frac{\lambda^{1/2}(m_\tau^2, m_\alpha^2, m_{Z'}^2)}{m_\tau^2} \frac{(m_\tau + m_\alpha)^2 + 2m_\tau^2}{m_{Z'}^2} \frac{(m_\tau - m_\alpha)^2 - m_{Z'}^2}{m_\tau^2}, \]  
where
\[ \lambda(a, b, c) = a^2 + b^2 + c^2 - 2ab - 2bc - 2ca. \]

If we set \( m_\alpha = 0 \), we have
\[ \Gamma(\tau \to \ell_\alpha + Z') = \frac{(g'\zeta)^2}{16\pi} \frac{m_\tau}{m_{Z'}} \left( 2 + \frac{m_\tau^2}{m_{Z'}^2} \right) \left( 1 - \frac{m_{Z'}^2}{m_\tau^2} \right)^2. \]

It is argued in Ref. [504] that this places a very strong constraint on \( \zeta \) due to the \( m_\tau^2/m_{Z'}^2 \) term enhancing this width. Indeed, for both the \( \alpha = e \) and \( \alpha = \mu \) cases, we can approximate
\[ \Gamma(\tau \to \ell_\alpha + Z') \approx \left( \frac{g'\zeta}{m_{Z'}} \right)^2 \frac{m_\tau^3}{16\pi}, \]  
and also
\[ \frac{\Gamma(\tau \to \ell_\alpha + Z')}{\Gamma(\tau \to \ell_\alpha\nu\nu)} \approx \left( \frac{g'\zeta}{m_{Z'}} \right)^2 \frac{12\pi^2}{G_F^2 m_\tau^2} = (2.76 \times 10^{11} \text{GeV}^2) \times \left( \frac{g'\zeta}{m_{Z'}} \right)^2, \]  
(8.41)
so we find

\[ g' \zeta < 2.3 \times 10^{-7} m_{Z'}/\text{GeV} \quad \text{from } \Gamma(\tau \to e + Z), \]
\[ g' \zeta < 3.2 \times 10^{-7} m_{Z'}/\text{GeV} \quad \text{from } \Gamma(\tau \to \mu + Z). \] (8.42)

Please note that

\[ m_{Z'} = 2g' \zeta w, \] (8.43)

where \( w \) is the VEV of the extra Higgs. See appendix G for more details of the spontaneous symmetry breaking in this model. The above constraints lead to

\[ w = \frac{m_{Z'}}{2g' \zeta > 2.1 \times 10^6 \text{ GeV} \quad \text{from } \Gamma(\tau \to e + Z), \]
\[ w = \frac{m_{Z'}}{2g' \zeta > 1.5 \times 10^6 \text{ GeV} \quad \text{from } \Gamma(\tau \to \mu + Z), \] (8.44)

which is far too large since we need \( \sqrt{v^2 + w^2} = 246 \text{ GeV} \) to get the correct \( W \) and \( Z \) masses. Putting that constraint aside, we draw the following constraints for NSI based on Eq. (8.42). For \( \zeta = 10^{-6} \), we have

\[ \varepsilon_{\mu \tau}^{qP} \leq \frac{(\zeta g')^2}{M_{Z'}^2} \left( \zeta^{-1} \frac{1}{2\sqrt{2} G_F} \right) < 1.6 \times 10^{-3}, \quad \text{from } \Gamma(\tau \to e + Z), \]
\[ < 3.1 \times 10^{-3}, \quad \text{from } \Gamma(\tau \to \mu + Z). \] (8.45)

For \( \zeta = 10^{-3} \), we have

\[ \varepsilon_{\mu \tau}^{qP} \leq \frac{(\zeta g')^2}{M_{Z'}^2} \left( \zeta^{-1} \frac{1}{2\sqrt{2} G_F} \right) < 1.6 \times 10^{-6}, \quad \text{from } \Gamma(\tau \to e + Z), \]
\[ < 3.1 \times 10^{-6}, \quad \text{from } \Gamma(\tau \to \mu + Z). \] (8.46)

This is close to the bounds shown in Ref. [504]. On the other hand, Belle has 2000 times more statistics, which puts a more stringent bound on NSI models with light mediators. In particular, Ref. [507] shows a preliminary result of \( B(\Gamma \to \mu + Z') < 1 \times 10^{-4} \). With this result, we repeat the above analysis for ARGUS, which gives the following bounds on \( \varepsilon \). For \( \zeta = 10^{-6} \),

\[ \varepsilon_{\mu \tau}^{qP} \leq 6.1 \times 10^{-5}, \] (8.47)

and for \( \zeta = 10^{-3} \),

\[ \varepsilon_{\mu \tau}^{qP} \leq 6.1 \times 10^{-8}, \] (8.48)

which is much stricter and renders the NSI beyond the reach of long-baseline oscillation experiments such as DUNE.
8.3.2 \( \tau \rightarrow \mu ee \) Three Body Decay

As mentioned above, \( eeZ' \) coupling at tree level is forbidden to avoid serious bounds on process with electron final states. Even with this, we observe that \( Z' \) mixes with \( \gamma \) through hadron loops and couples to electrons anyway, as shown in Fig. 8.1. This process violates lepton flavor and is not allowed in the SM. As a result, we can calculate the partial decay width \( \Gamma(\tau \rightarrow \mu ee) \) due to the presence of \( Z' \) and place bounds on \( g', M_{Z'}, \) and \( \zeta, \) hence the NSI \( \epsilon. \) Please note there is an caveat for using such bounds. That is, \( Z' \) must be short lived so that decays within the detector. In this sense, the analysis of this section is complementary to the two body decay bound in section 8.3.1.

Charge Renormalization up to One-Loop

Let us denote \( Q_0' \) as the bare \( U(1)' \) charge of electron. At the tree level, it is chosen to be zero. The running due to the hadron loop correction can be parametrized as follows:

\[
g_0 Q_0' \rightarrow g_0'(Q_0' + e^2(q^2)\frac{\Pi_{QQ'}(q^2)}{q^2} \zeta)
= g_0'(Q_0' + e^2(q^2)\Pi_{QQ'}(q^2)\zeta), \tag{8.49}
\]

where \( Q_0' \) is the running \( U(1)' \) charge of electron, and \( \Pi_{QQ'} \) is the vacuum polarization amplitude that mixes \( Z' \) with \( \gamma. \) Thus, the problem of solving \( Q_0' \) is equivalent to getting the vacuum polarization amplitude \( \Pi_{QQ'} \), which can be calculated from the photon self-energy \( \Pi_{QQ} \) by a simple shift of charge from \( Q' \) to \( Q \). Let us examine the current structure of \( \Pi_{QQ} \) and \( \Pi_{QQ'} \):

\[
i g^{\mu\nu} \Pi_{IJ} = (-i)^2(-1) \int \frac{d^4k}{(2\pi)^4} \text{Tr} \left[ \gamma^\mu \frac{i}{k - m} \gamma^\nu \frac{i}{k - q - m} \right]
= \langle J_I^\mu J_J^\nu \rangle, \tag{8.50}
\]
with $I, J$ being $Q$ or $Q'$. With $0 < q < m_\tau \approx 1.78$ GeV, the lightest charmed meson being $m_D \approx 1.86$ GeV, only $u, d$, and $c$ run in the hadron loop. However, based on the calculation in appendix E.1, $\Gamma(Z' \mu\mu)$ receives most of the contribution from process $\tau \rightarrow Z'\mu$, followed by $Z' \rightarrow ee$ with $Z'$ being on-shell. In this case, the transferred energy is $q \sim m_{Z'} < 200$ MeV, with $m_{Z'}$ chosen in Ref. [504] in order to avoid bounds from processes such as $Z' \rightarrow \pi\pi$. With the mass of lightest meson with strangeness being $m_K \approx 0.49$ GeV, we only need to consider the light unflavored mesons running in the loop. The vacuum polarization amplitude of photon propagator is

$$\Pi_{QQ} = \left\langle \left( \frac{2}{3} \bar{u} \gamma^\mu u - \frac{1}{3} \bar{d} \gamma^\mu d \right) \left( \frac{2}{3} \bar{u} \gamma^\nu u - \frac{1}{3} \bar{d} \gamma^\nu d \right) \right\rangle,$$

which only receives contribution from the isoscalar current. Due to the universal structure of current current correlation function in field theory, $\Pi_{QQ'}$ can be written as a shift of charge of $\Pi_{QQ}^S$:

$$\Pi_{QQ'} = 6\Pi_{QQ}^S,$$

where the isospin symmetry is assumed in the limit of $m_u \approx m_d \approx 0$. We see that the vacuum polarization of the photon self-energy receives contribution from both the isoscalar and isovector currents. Next, let us study the current structure of the vacuum polarization for the $\gamma Z'$ mixing:

$$\Pi_{QQ'}(q^2) - \Pi_{QQ}(0) = -\frac{1}{12\pi^2} \int_{4m_e^2}^\infty \frac{q^2}{x(x-q^2)} R^{(h)}(\sqrt{x}) dx,$$

which only receives contribution from the isoscalar current. Due to the universal structure of current current correlation function in field theory, $\Pi_{QQ'}$ can be written as a shift of charge of $\Pi_{QQ}^S$:

$$\Pi_{QQ'} = 6\Pi_{QQ}^S.$$
the derivation of which is shown in appendix D. Then we can shift the charge of $\Pi_{QQ}$ accordingly to get $\Pi_{QQ}'$. Because we need $\Pi_{QQ}'$, the isoscalar part of photon self-energy, the right hand side of Eq. (8.54) should also be replace with the R ratio due to the isoscalar contribution. We use data taken from Ref. [6] to model the continuous isoscalar contribution to the R ratio, in the energy range $0.81 - 1.39$ GeV, as shown in Table 8.1. This result is compared with the latest R ratio measurement from PDG [1], in Fig. 8.2. Similar to Ref. [508], we add $\omega$ and $\phi$ resonance using the Breit-Wigner approximation to account for the bound-states contribution from $\phi$, and $\omega$. This is shown in Fig. 8.3.

Putting this result for the R ratio into Eqs. (8.53) and (8.54), we get the running of the $Q'_s$, which is shown in Fig. 8.4. We stress that even though the coupling of $eeZ'$ is chosen to be zero in the Lagrangian, it runs up to $10^{-3}$ due to the $\gamma - Z'$ mixing.

**Bounds from $\tau \to \mu ee$**

Now that we have the running of $U(1)'$ of the electron, we use it to calculate the partial decay width of $\tau \to \mu ee$. The effective Lagrangian contains the following terms:

$$\mathcal{L}_{\text{eff}} \supset (g'Q'_s)(\bar{\tau}\gamma^\mu e)Z'_\mu + (g'\zeta)(\bar{\tau}\gamma^\mu\mu)Z'_\mu(\sin(2\delta_L) + \sin(2\delta_R)) + h.c.$$  

(8.55)

Setting $\delta_L = \delta_R = \frac{\pi}{4}$ for simplicity, the amplitude is written as

$$\mathcal{M}_{Z'} = [\bar{\nu}_{\tau}(p_{\tau})\gamma^nP_Lu_\mu(p_\mu)][\bar{\nu}_e(k_1)\gamma_\mu P_Lu_e(k_2)] \left( \frac{g^2Q'_s\zeta}{q^2 - M_{Z'}^2 + iM_{Z'}\Gamma_{Z'}} \right).$$  

(8.56)
Table 8.1: The total R ratio and the R ratio from the isoscalar-current contribution. Data is taken from Ref. [6].

<table>
<thead>
<tr>
<th>$\sqrt{q^2}/\text{GeV}$</th>
<th>R</th>
<th>R Isoscalar</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.81</td>
<td>5.545</td>
<td>0.385</td>
</tr>
<tr>
<td>0.83</td>
<td>4.204</td>
<td>0.196</td>
</tr>
<tr>
<td>0.85</td>
<td>3.219</td>
<td>0.117</td>
</tr>
<tr>
<td>0.87</td>
<td>2.516</td>
<td>0.081</td>
</tr>
<tr>
<td>0.89</td>
<td>1.958</td>
<td>0.085</td>
</tr>
<tr>
<td>0.91</td>
<td>1.617</td>
<td>0.071</td>
</tr>
<tr>
<td>0.93</td>
<td>1.355</td>
<td>0.131</td>
</tr>
<tr>
<td>0.95</td>
<td>1.134</td>
<td>0.075</td>
</tr>
<tr>
<td>0.97</td>
<td>1.018</td>
<td>0.098</td>
</tr>
<tr>
<td>0.99</td>
<td>0.93</td>
<td>0.118</td>
</tr>
<tr>
<td>1.05</td>
<td>1.492</td>
<td>0.526</td>
</tr>
<tr>
<td>1.07</td>
<td>1.245</td>
<td>0.358</td>
</tr>
<tr>
<td>1.09</td>
<td>1.118</td>
<td>0.228</td>
</tr>
<tr>
<td>1.11</td>
<td>1.056</td>
<td>0.079</td>
</tr>
<tr>
<td>1.13</td>
<td>0.998</td>
<td>0.096</td>
</tr>
<tr>
<td>1.15</td>
<td>0.995</td>
<td>0.097</td>
</tr>
<tr>
<td>1.17</td>
<td>1.09</td>
<td>0.103</td>
</tr>
<tr>
<td>1.19</td>
<td>1.14</td>
<td>0.123</td>
</tr>
<tr>
<td>1.21</td>
<td>1.021</td>
<td>0.082</td>
</tr>
<tr>
<td>1.23</td>
<td>1.264</td>
<td>0.109</td>
</tr>
<tr>
<td>1.25</td>
<td>1.32</td>
<td>0.084</td>
</tr>
<tr>
<td>1.27</td>
<td>1.257</td>
<td>0.204</td>
</tr>
<tr>
<td>1.29</td>
<td>1.424</td>
<td>0.141</td>
</tr>
<tr>
<td>1.31</td>
<td>1.486</td>
<td>0.129</td>
</tr>
<tr>
<td>1.33</td>
<td>1.622</td>
<td>0.149</td>
</tr>
<tr>
<td>1.35</td>
<td>1.774</td>
<td>0.255</td>
</tr>
<tr>
<td>1.37</td>
<td>1.789</td>
<td>0.243</td>
</tr>
<tr>
<td>1.39</td>
<td>1.877</td>
<td>0.219</td>
</tr>
</tbody>
</table>
Figure 8.3: The isoscalar contribution to the R ratio (blue), modeled with continuous part from Ref. [6] and bound states using Breit-Wigner resonance formula, compared to the R ratio data from PDG (orange).

Figure 8.4: Running of $Q'_*$ due to $\gamma Z'$ mixing.

Integrating over momentum, the differential partial width is expressed as follows:

$$\frac{d\Gamma}{dE_\mu} = \frac{(g'Q'_*\zeta)^2}{128\pi^3} \frac{1}{q^2 + M_{Z'}^2 \Gamma_{Z'}^2} \left( -\frac{4}{3} m_\tau E_\mu^2 + m_\tau^2 E_\mu - \frac{2}{3} m_\mu^2 m_\tau + m_\mu^2 E_\mu \right) \sqrt{E_\mu^2 - m_\mu^2},$$

where $q^2 = m_\tau + m_\mu^2 - M_{Z'}^2 - 2m_\tau E_\mu$. Obviously, when $\Gamma_{Z'}$ is small, the total partial width is dominated by the region around $q = 0$, which corresponds to $Z'$ being on-shell. From Ref. [368], we find the bound on the rare decay process $\tau \to \mu ee$ is $\Gamma_i/\Gamma \leq 1.8 \times 10^{-8}$ at the 90% confidence level, where $\Gamma_i$ is the partial width and $\Gamma$ is the total width. The total width
can be obtained from the $\tau$ lifetime:
\[
\Gamma = \frac{\hbar}{\tau} = 1.05 \times 10^{-34} (\text{J} \cdot \text{s}) / (2.90 \times 10^{-13} \text{s}) \times (1.60 \times 10^{-19} \text{J/eV})^{-1} \\
\approx 2.3 \times 10^{-3} \text{ eV}. \tag{8.58}
\]

Therefore, the bound for the decay width $\Gamma_i$ is
\[
\Gamma_i \leq 1.8 \times 10^{-8} \Gamma = 4.1 \times 10^{-11} \text{ eV}. \tag{8.59}
\]

Based on this bound, we get the bounds on $g', M_{Z'}$, and $\zeta$, shown in the upper panel of Fig. 8.5. The bound on $\varepsilon_{\mu\tau}$ is shown in the lower panel of Fig. 8.5.

As we pointed out, the bounds from Sections 8.3.1 and 8.3.2 apply to long-lived and short-lived $Z'$, respectively. To be specific, the bound from Section 8.3.2 is from Belle [509]. The tracking chamber of Belle covers the polar angular range of $17^\circ$ to $150^\circ$, with an outer radius of 0.88 m. The longest reach is about 1.7 m (at the $17^\circ$ direction). Next, let us look at the lifetime of $Z'$.

According to the calculation of Appendix E.1, the total decay width of $Z'$ can be estimated as $\Gamma_{Z'} \approx 1.4 \times 10^{-6} \text{ eV}$. This translates to $\tau \approx 4.7 \times 10^{-10} \text{ s}$. We convert this to a decay length. Since most of $Z'$ is produced on shell due to the mass resonance, the energy is about $E_{Z'} = \frac{m_{Z'}}{2} = 0.89 \text{ GeV}$. This gives us the relativistic factor of $\gamma = 4.5 \sim 180$ for $5 \text{ MeV} \leq M_{Z'} \leq 200 \text{ MeV}$. This translates to a decay length of
\[
0.6 \text{ m} \leq (\beta c)(\gamma \tau) \leq 20 \text{ m}. \tag{8.60}
\]

This verifies our previous concern of the applicability of the Belle constraint on the LFV three-body decay process. On the other hand, since the bound from either $\tau \to \mu Z'$ or $\tau \to \mu \mu e$ is strong, we conclude that $\varepsilon_{\mu\tau}$ in this model is strongly bounded.

### 8.3.3 $\tau \to \mu\nu\nu$ Three Body Decay

In this section, we consider the bounds from $\tau \to \mu \overline{\nu}_\mu \nu_\tau$. In the SM, this process happens through a $W$ boson exchange as shown in Fig. 8.6. In this model, the $Z'$ exchange also contributes to the same process, which interferes with the SM process. To be specific, the Lagrangian for the SM $\tau \to \mu \overline{\nu}_\mu \nu_\tau$ process is expressed as follows:
\[
\mathcal{L} \supset -2\sqrt{2} G_F (\overline{\nu}_\tau \gamma^\mu P_L \tau) (\overline{\ell_\alpha} \gamma_\mu P_L \nu_\alpha), \tag{8.61}
\]

which results in the transition amplitude:
\[
\mathcal{M}_{\text{SM}} = -2\sqrt{2} G_F \left[ \overline{\nu}_{\nu_\tau}(k_{\nu_\tau}) \gamma^\kappa P_L \nu_\tau(p_\tau) \right] \left[ \overline{\nu}_\alpha(p_\alpha) \gamma_\kappa P_L \nu_\alpha(k_{\nu_\alpha}) \right]. \tag{8.62}
\]
Adding $Z'$ to the SM will create an extra contribution:

$$M_{Z'} = 2\sqrt{2}G_F \frac{\epsilon M_{Z'}^2}{q^2 - M_{Z'}^2} \left[ \bar{u}_\alpha(p_\alpha) \gamma^\alpha P_L u_\tau(p_\tau) \right] \left[ \bar{u}_\nu(k_\nu) \gamma^\nu P_L v_\alpha(k_\alpha) \right]$$

$$= -2\sqrt{2}G_F \frac{\epsilon M_{Z'}^2}{q^2 - M_{Z'}^2} \left[ \bar{u}_\nu(k_\nu) \gamma^\nu P_L u_\tau(p_\tau) \right] \left[ \bar{u}_\alpha(p_\alpha) \gamma^\alpha P_L v_\alpha(k_\alpha) \right], \quad (8.63)$$

where we parametrize the strength of this interaction with the dimensionless parameter $\epsilon$,

$$2\sqrt{2}G_F \frac{\epsilon M_{Z'}^2}{q^2 - M_{Z'}^2} = \frac{(\zeta g')^2}{q^2 - M_{Z'}^2}, \quad (8.64)$$

which implies

$$\epsilon = -2 \frac{M_W^2}{M_{Z'}^2} \frac{(\zeta g')^2}{g_W^2}. \quad (8.65)$$

Please note that, in this notation, even though $\zeta g'$ is tiny compared to the weak coupling $g_W$, $\epsilon$ can still be fairly large due to the enhancement from small $\frac{M_W}{M_{Z'}}$. The squared momentum transfer is

$$q^2 = (p_\tau - p_\alpha)^2 = (k_\nu + k_\alpha)^2$$

$$= (m_\tau - E_\alpha)^2 - p_\alpha^2 = 2|\mathbf{k}_\nu||\mathbf{k}_\alpha|(1 - \cos \theta), \quad (8.66)$$

where the second line is in the rest frame of the decaying $\tau$, and the angle $\theta$ is the angle between the momenta of the two outgoing neutrinos in that frame\(^1\). So with the $Z'$ exchange contribution, the amplitude and its square become

$$M_{SM} + M_{Z'} = M_{SM} \left( 1 + \frac{\epsilon M_{Z'}^2}{q^2 - M_{Z'}^2} \right)$$

$$|M_{SM} + M_{Z'}|^2 = |M_{SM}|^2 \left[ 1 + \frac{2\epsilon M_{Z'}^2}{q^2 - M_{Z'}^2} + \mathcal{O}(\epsilon^2) \right], \quad (8.67)$$

Note that, due to the interference, the $Z'$ exchange contributes an $\mathcal{O}(\epsilon)$ correction, not an $\mathcal{O}(\epsilon^2)$ correction. Also, the correction term blows up at $q^2 = M_{Z'}^2$ (which could happen if $M_{Z'} < m_\tau$) so we may need to include the width of the $Z'$ in the $Z'$ propagator:

$$\frac{1}{q^2 - M_{Z'}^2} \rightarrow \frac{1}{q^2 - M_{Z'}^2 + i M_{Z'} \Gamma_{Z'}}. \quad (8.68)$$

in which case the correction term becomes

$$\frac{2\epsilon M_{Z'}^2}{q^2 - M_{Z'}^2} \rightarrow \frac{2\epsilon M_{Z'}^2 (q^2 - M_{Z'}^2)}{(q^2 - M_{Z'}^2)^2 + M_{Z'}^2 \Gamma_{Z'}^2}. \quad (8.69)$$

---

\(^1\)We treat the neutrinos as massless.
After integrating over $k_\nu$, $k_\alpha$, and the angle of $p_\alpha$, we have the differential decay rate

$$\frac{d\Gamma}{dE_\alpha} = \frac{G_F^2}{\pi^3} \left( 1 + \frac{2\epsilon M_{Z'}^2 (m_\tau^2 + m_\alpha^2 - M_{Z'}^2 - 2m_\tau E_\alpha)}{(m_\tau^2 + m_\alpha^2 - M_{Z'}^2 - 2m_\tau E_\alpha)^2 + M_{Z'}^2 \Gamma_{Z'}^2} \right) \times \left( \frac{1}{4} (m_\tau^2 - m_\alpha^2) (m_\tau - E_\alpha) \sqrt{E_\alpha^2 - m_\alpha^2} - \frac{1}{4} m_\tau \left( (m_\tau - E_\alpha)^2 + \frac{1}{3} (E_\alpha^2 - m_\alpha^2) \right) \sqrt{E_\alpha^2 - m_\alpha^2} \right) \sqrt{E_\alpha^2 - m_\alpha^2}. \tag{8.70}$$

According to Ref. [504], the $Z'$ mass is chosen to be lighter than $2m_\mu$ to avoid bounds from $Z' \to \mu\mu$. Therefore, for the $Z'$ decay width, we consider $Z' \to \nu\bar{\nu}$, and $Z' \to e^+e^-$ only. The details of the calculation are shown in Appendix E.1.

According to the Particle Data Group, the branching ratio of $\tau^- \to \mu^-\bar{\nu}_\mu\nu_\tau$ is $(17.39\pm0.04)\%$. Defining $r$ to be the ratio of $\Gamma$ within this model and taking $\Gamma$ from the SM prediction, the bounds on $\Gamma(\tau^- \to \mu^-\bar{\nu}_\mu\nu_\tau)$ corresponds to $r = 1 \pm 0.0023$. From this, we infer the bounds on $g', M_{Z'}$, and $\zeta$ in Fig. 8.7(a) and on $\epsilon^P_{\mu\tau}$ in Fig. 8.7(b)(c). It is observed that $\tau \to \mu\nu\nu$ does not impose a strong bound on the NSI in this model. The reason is that $\zeta$ stays small and does not run due to the lack of a quantum correction. On the other hand, the dependence of the bound on $\zeta$ is the same.

### 8.4 Constraints from Other Sectors

#### 8.4.1 Nuclear Binding Energy

In order to generate sizable NSI while avoiding constraints from the lepton sector, the coupling between $Z'$ and quarks is set to be large and $M_{Z'}$ to be small. In this case, the $Z'$ exchange between nucleons generates an extra Yukawa potential for the nuclear binding energy. Because $u, d$ quarks share the same $U(1)'$ charge, the mass number dependence of the Yukawa potential is different from the Coulomb potential, both of which are calculable. As a result, the nuclear binding energy profile constrains the coupling $g'$. In this section, we briefly study the binding energy of the nuclear system using the semi-empirical formula, and draw bounds on $g'$ and $M_{Z'}$. 
Semi-empirical Mass Formula

The semi-empirical mass formula is given by

\[ E = c_V A - c_S A^{\frac{2}{3}} - c_C \frac{Z(Z-1)}{A^{\frac{1}{3}}} - c_A \frac{(A-2Z)^2}{A} + \delta(A, Z), \]  

(8.71)

where \( Z \) is the atomic number, and \( A \) is the mass number. The fitting coefficients \( c_V, c_S, c_C, c_A \) are the volume, surface, Coulomb, asymmetry terms, respectively. The pairing term \( \delta(A, Z) \) is a correction arising from the phenomenon that the nuclear binding energy is lower when neutrons (protons) form pairs. It is expressed in Table 8.2, where \( k_p \) is fixed to 1/2 or 3/4 for fitting purpose, such as in the least-squares fit in Ref. [510]. If we assume the error of the energy binding for each element is the same, we can perform a least square fit of the semi-empirical formula to the measured binding energy of nuclei. According to Wikipedia [511], the best fit is given in Table 8.3. Using Mathematica isotope data (excluding the first four light nuclei, \( i.e. \) requiring \( A > 4 \)), one of the authors of Ref. [505] finds the fit shown in Table 8.4, which agrees with the result of Table 8.3 within the uncertainties. Since the reference of Table 8.3 is not included nor is the error estimated, we refrain from discussing the small disagreement between that and our fit.
Modified Semi-Empirical Mass Formula with $Z'$ Term

The potential of $Z'$ can be modeled with a Yukawa potential, for which

$$\Delta E \propto A^\frac{5}{3} f(\mu r_0 A^\frac{1}{3})$$

(8.72)

where $r_0$ is the charge radius of the nucleus, $\mu$ is the mass of $Z'$, and

$$f(x) \equiv 1 - \frac{5x}{6} + \frac{3x^2}{7} - \frac{x^3}{6} + ...$$

(8.73)

For the derivation of this potential, see Appendix F.2. With the presence of $Z'$, the semi-empirical mass formula is modified by an extra term, as follows

$$E' = c_V A - c_S A^\frac{4}{3} - c_C \frac{Z(Z-1)}{A^\frac{4}{3}} - c_A \frac{(A-2Z)^2}{A} + \delta(A, Z) + c' A^\frac{5}{3} f(\mu r_0 A^\frac{1}{3}) \Delta E$$

(8.74)

Because the Coulomb-term coefficient is calculable, we add a penalty term during the fitting to restrict it from floating far away from the calculated value. The constraints on $g'$ are shown in Fig. 8.8.

8.4.2 Neutrino Scattering at IceCube

The IceCube experiment [512] is sensitive to ultra high energy (UHE) neutrinos from sources at cosmological distances. With the presence of $Z'$, it is possible to generate a new contribution to cascade events through deep inelastic scattering (DIS), shown in Fig. 8.9. The current track-to-cascade ratio is already in tension with the null hypothesis of neutrinos at the source being $\nu_e : \nu_\mu : \nu_\tau = 1 : 1 : 1$\footnote{The current best fit is $\nu_e : \nu_\mu : \nu_\tau = 1 : 2 : 0$.}. The DIS-induced cascade events aggravate this tension.

On the other hand, while the UHE neutrinos propagate to the Earth, the scattering with relic neutrinos may be enhanced by a $Z'$ resonance, as discussed in Ref. [513]. Assuming the relic neutrino has mass $m_{\text{atm}} = 0.1$ eV, the resonance requires

$$M_{Z'} = \sqrt{2m_\nu E_\nu} = \sqrt{2 \cdot 0.1 \cdot 6.3 \times 10^{15}} \text{ eV} \approx 35 \text{ MeV},$$

(8.75)

which is within the proposed energy range $5 \text{ MeV} \sim 200 \text{ MeV}$. The non-observation of the Glashow resonance at IceCube might be explained by UHE neutrinos being converted to hadrons by this resonance. Given the current IceCube statistics not being sensitive enough to determine the neutrino source, we leave the detailed analysis for future work.
8.4.3 Neutron-Star Cooling

For neutron-star cooling process [514], the presence of a light long-lived $Z'$ might affect the cooling rate. The radius of a neutron star is of the order of 10 km. Based on our calculations, the lifetime of $Z'$ is around $1.4 \times 10^{-6}$ s. Depending on the energy of the neutron star, it might be possible for the $Z'$ to travel far enough before it decays into neutrino pair. If $Z'$ decays after it escapes the neutron star, it prevents the produced neutrinos being trapped in the star and hence opens a new channel for neutron-star cooling. We leave the details of the estimation to Ref. [505].

8.4.4 Synchrotron Radiation

When charged particles are moving in a circular orbit, i.e., accelerating, they lose energy through radiation of gauge particles. With the presence of a $Z'$ particle, in principle it is possible to put constraints on the gauge coupling through synchrotron radiation. The energy of photon is calculated through the following formula:

$$E_{\gamma} = \frac{3\gamma^3\hbar c}{2R},$$

(8.76)

where $R$ is the radius of the synchrotron and $\gamma$ is the relativistic factor. For LHC, $R \approx 4.3$ km, $\gamma = 7000/0.938 \approx 7500$, so $E_{\gamma} \approx 30$ eV. Therefore, it does not apply to this particular model. On the other hand, models that contain ultra-light gauge mediators might be subject to this bound.

8.5 Conclusion

With data from recent long baseline neutrino experiments [515–521] and plans for future experiments [522], models are proposed to produce non-standard interactions (NSI) that can be tested in these experiments. In past studies such as in Refs. [4, 75, 440, 444, 473–475, 480, 481, 523], it is assumed that the NSI is led by dimension-six or -eight operators. Most of the effort was put on directly constraining the effective coupling of such interactions, usually denoted as $\varepsilon G_F$. However, it turns out to be non-trivial to achieve such high-order operators with light mediators in the EFT framework while surviving all existing bounds from particle data. In this chapter, we focused on the model from Ref. [504] as an example and study constraints of the model beyond the ones discussed in the original paper.

Based on our analysis, $\tau$ decay puts severe constraints on such models utilizing light particles as mediators. In particular, $\tau \rightarrow \ell Z'$ two-body decay puts stringent constraints when $Z'$ is long-lived, where $\ell$ is $\mu$ or $e$, and $\tau \rightarrow \mu e e$ puts constraints in the case $Z'$ is short-lived. We point out that in some cases such as the model we analyzed, even if we set certain tree
level couplings to zero, the effective couplings can still be significant due to the quantum loop effect, such as in $eeZ'$ coupling. On the other hand, if there is no such mixing allowed through the loop effect, the coupling can be protected up to one loop even though it is small, such as in $\mu\tau Z'$ coupling.

To close, we discussed other constraints on this model in passing, including the constraints from nuclear binding energy and neutron star dynamics. In addition, synchrotron radiation also puts constraints on super-light mediator fairly model independently, which might be useful for constraining ultra-light mediators.
Figure 8.5: Contour (blue shaded region) corresponds to the upper bound of partial decay $\Gamma(\tau \rightarrow \mu ee)$. Upper panel: contour on $M_{Z'}$, $g'$ plane. Lower panel: contour on $M_{Z'}$, $\varepsilon_{\mu \tau}^{u,d}$ plane.
Figure 8.6: The SM process of $\tau^− \rightarrow \mu^− \nu_\tau \bar{\nu}_\mu$.

Figure 8.7: Blue shaded region corresponds to the upper bound of partial decay width $\Gamma(\tau \rightarrow \mu \nu \nu)$. Upper panel: contour on $M_{Z'}, g'$ plane. Lower panel: contour on $M_{Z'}, \varepsilon^{u,d}_{\mu\tau}$ plane.

Figure 8.8: Constraints of $g', M_{Z'}$ from nuclear binding energy at 90% confidence level. The blue (orange) shaded region is for $r_0 = 1.22$ fm (1.30 fm).
Figure 8.9: DIS process at IceCube.
Conclusions

In this work, we started with discussions on the possibility of new physics not being compatible with a local EFT framework. After summarizing the problems encountered in the SM in the EFT picture, we drew a list of requirements based on what was already known and what was needed to achieve understanding of the new physics. As a first attempt, we found a class of noncommutative theories (NCG) that exhibited the behavior of these requirements quite well. To study the new physics, we investigated the low energy EFT allowed by the NCG, which contained the SM plus a minimal extension. We describe this picture as a quasi-desert due to the lack of proliferation of particles in the extension.

Due to the presence of the NCG, the EFT at low energy is fixed by the boundary condition dictated by the NCG. In Part I, we studied the EFT dictated by NCG type of theories and the collider signatures of the EFT at the TeV scale. To our surprise, it was noticed that this boundary condition of gauge couplings turned out to be very restrictive in accommodating low energy collider signals, if any such signals arise. Therefore, it is possible to use collider signals to test this class of models derived from NCG, and hence improve the way we understand the new physics through NCG. As an example, we used the ephemeral collider anomalies in the diphoton and diboson channels to show how the collider signals favor or rule out such models. In addition, we pointed out in passing that the embedding of the SM in the NCG framework hinted at extensions of the SM through anomaly cancellation. A thorough understanding of the anomaly cancellation condition within the NCG framework and a classification of the NCG framework itself remain open for future study.

Because new field operators at high energy can be parametrized as effective operators of a high mass dimension in the Wilsonian picture, a careful study of low energy EFT is of importance to find clues of new physics. Besides the constraints obtained from the collider experiments, at low energy the neutrino sector has large uncertainty due to the nature of weak interaction. In order to carefully examine the EFT at low energy, in Part II we looked into the neutrino sector and studied the possibilities of finding new physics parametrized as NSI. To be specific, we studied the sensitivity of putting constraints on $\varepsilon_{\mu,L,R}^{\nu_e}$ using the neutron spallation source for the neutrinos and a mineral oil neutrino detector. Because of the pulsed time structure of the proton beam, we separated the $\nu_\mu$ flux from the $\nu_e, \bar{\nu}_\mu$ flux, which in turn constrained the neutrino flux and NSI separately. We observed that the sensitivity to NSI was strongly affected by the control of the uncertainty in the neutrino flux.
flux. We also mentioned in passing that, at very low energy range \((E_\nu < 50 \text{ MeV})\), one of the largest backgrounds is still from the theoretical estimate of \(\nu - ^{12}C\) cross section. In Chapter 7, we worked out an analytic approximation of the NSI matter effect for \(\varepsilon_{\mu\tau}\). With this expression, the term of the matter effect in the Lagrangian is absorbed into the vacuum oscillation parameters by analogy with the idea of renormalization group flow. In this approach, it is clear to observe the physical effect of NSI. Therefore, it is easy to analyze the degeneracy of parameters such as the proper octant of \(\theta_{23}\), the mass hierarchy, and NSI.

In Part III, we studied the models that generate sizable NSI with a light gauge boson. We showed that even though certain interaction terms are turned off at tree level to avoid stringent bounds, it is inevitably pulled back through quantum loop effect. This puts strong bounds on the model, which otherwise is not applicable at tree level. In addition, we briefly discussed bounds from other sectors, such as the change of nuclear binding energy, neutron star cooling, and the high energy neutrino scattering and synchrotron radiation. Although the bounds are model dependent, we observed that, in general, the bounds listed above put strong constraints on models that utilize light mediator particles to generate large NSI. Further investigation on other models are left for future studies.
Part IV

Appendices
Appendix A

Formula for the Superconnection Formalism

A.1 The Ne’eman-Sternberg Rule for Supermatrix Multiplication

As stated in Footnote 11 on Page 29, some papers in the literature treat the superconnection $\mathcal{J}$ as a super-endomorphism of a superspace and calculate the supercurvature $\mathcal{F}$ differently. In this appendix, we derive the multiplication rule for super-endomorphisms with differential forms as elements (or super-endomorphism valued differential forms). We will follow the notation of Sternberg [171] in which the $\mathbb{Z}_2$ gradings with be denoted with $\pm$ superscripts instead of 0, 1 subscripts.

A superspace $E$ is simply a vector space with a $\mathbb{Z}_2$ grading:

$$E = E^+ \oplus E^- .$$  \hspace{1cm} (A.1)

We denote the set of all endomorphisms, \textit{i.e.}, linear transformations, on $E$ with $\text{End}(E)$, which is already an associative algebra. In the matrix representation, the product of $\text{End}(E)$ is just standard matrix multiplication.

When $E$ is provided with a $\mathbb{Z}_2$ grading as above, a $\mathbb{Z}_2$ grading can also be introduced into $\text{End}(E)$ by simply letting $\text{End}(E)^+$ consist of all endomorphisms that map $E^\pm$ to $E^\pm$, and $\text{End}(E)^-$ consist of all endomorphisms that map $E^\pm$ to $E^\mp$. That is:

$$\text{End}(E)^+ : E^+ \to E^+, \ E^- \to E^-, \ \text{End}(E)^- : E^+ \to E^-, \ E^- \to E^+ .$$  \hspace{1cm} (A.2)

In matrix representation, the elements of $\text{End}(E)^+$ consist of matrices of the form

$$\begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix}, \ A : E^+ \to E^+, \ B : E^- \to E^- ,$$  \hspace{1cm} (A.3)
while elements of \( \text{End}(E)^- \) consist of those of the form

\[
\begin{bmatrix}
0 & C \\
D & 0
\end{bmatrix}, \quad C : E^- \to E^+, \quad D : E^+ \to E^-.
\] (A.4)

Then, clearly

\[
\text{End}(E) = \text{End}(E)^+ \oplus \text{End}(E)^-,
\] (A.5)

and \( \text{End}(E) \) can be viewed as a superalgebra, its product satisfying Eq. (2.7). Note that the product of the superalgebra here is just the product of the associative algebra from which it was derived, \textit{i.e.}, standard matrix multiplication. So far, nothing has changed by viewing \( \text{End}(E) \) as a superalgebra.

The multiplication rule changes when the superalgebra \( \text{End}(E) = \text{End}(E)^+ \oplus \text{End}(E)^- \) is tensored with the commutative superalgebra of differential forms \( \Omega(M) = \Omega^+(M) \oplus \Omega^-(M) \), yielding a superalgebra of super-endomorphism valued differential forms, or super-endomorphisms with differential forms as elements. The rule depends slightly on whether we view super-endomorphism valued differential forms as elements of the tensor product \( \text{End}(E) \otimes \Omega(M) \), or the tensor product \( \Omega(M) \otimes \text{End}(E) \), since this affects the sign in the definition of the product for tensored superalgebras, Eq. (2.28).

For elements of \( \text{End}(E) \otimes \Omega(M) \), we have the Ne’eman-Sternberg multiplication rule given in Refs. [120, 129, 171, 173] as:

\[
\begin{bmatrix}
A & C \\
D & B
\end{bmatrix} \odot \begin{bmatrix}
A' & C' \\
D' & B'
\end{bmatrix} := \begin{bmatrix}
A \wedge A' + (-1)^{|C|} C \wedge D' & C \wedge B' + (-1)^{|A|} A \wedge C'
\end{bmatrix},
\] (A.6)

where \( A, B, C, D, A', B', C', \) and \( D' \) are all matrices themselves whose elements are differential forms of a definite grading. For the elements of \( \Omega(M) \otimes \text{End}(E) \), we have

\[
\begin{bmatrix}
A & C \\
D & B
\end{bmatrix} \odot \begin{bmatrix}
A' & C' \\
D' & B'
\end{bmatrix} := \begin{bmatrix}
(-1)^{|A|} D \wedge A' + B \wedge D' & (-1)^{|C|} D \wedge C' + B \wedge B'
\end{bmatrix}.
\] (A.7)

These relations are simple consequences of Eq. (2.28). First, rewrite each matrix in tensor product form, schematically, as

\[
\begin{bmatrix}
A & C \\
D & B
\end{bmatrix} = A \otimes \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} + B \otimes \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} + C \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} + D \otimes \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix},
\]

\[
\begin{bmatrix}
A' & C' \\
D' & B'
\end{bmatrix} = A' \otimes \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} + B' \otimes \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} + C' \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} + D' \otimes \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}.
\] (A.8)
Note that we are using tensor products in $\Omega(M) \otimes \text{End}(E)$ with the differential form on the left and the supermatrix on the right. Then, we multiply the tensor products together, term by term. For instance,

\[
\left( A \otimes \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \right) \odot \left( A' \otimes \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \right) = (-1)^{0 \times |A'|} \left( A \wedge A' \right) \otimes \left( \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \right) = \left( A \wedge A' \right) \otimes \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} A \wedge A' \\ 0 \\ 0 \end{bmatrix}, \quad (A.9)
\]

and

\[
\left( C \otimes \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \right) \odot \left( D' \otimes \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \right) = (-1)^{1 \times |D'|} \left( C \wedge D' \right) \otimes \left( \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \right) = (-1)^{|D'|} \left( C \wedge D' \right) \otimes \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} (-1)^{|D'|} C \wedge D' \\ 0 \\ 0 \end{bmatrix}. \quad (A.10)
\]

Summing, we obtain the 1-1 element of Eq. (A.7). All other elements can be derived in a similar fashion.
Appendix B

Formula for LRSM RGE running

B.1 Useful Identities for Higgs Bidoublets

To compare Eq. (2.9) of Ref. [207] and Eq. (A2) of Ref. [208], we need the following identities:

\[ \text{Tr} \left[ (\Phi^\dagger \Phi)^2 \right] = \left( \text{Tr} \left[ \Phi^\dagger \Phi \right] \right)^2 - \frac{1}{2} \text{Tr} \left[ \Phi^\dagger \tilde{\Phi} \right] \text{Tr} \left[ \tilde{\Phi}^\dagger \Phi \right], \]

\[ \frac{1}{2} \left( \text{Tr} \left[ \Phi^\dagger \tilde{\Phi} \right] + \text{Tr} \left[ \tilde{\Phi}^\dagger \Phi \right] \right)^2 = \frac{1}{2} \left\{ \left( \text{Tr} \left[ \Phi^\dagger \tilde{\Phi} \right] \right)^2 + \left( \text{Tr} \left[ \tilde{\Phi}^\dagger \Phi \right] \right)^2 \right\} + \text{Tr} \left[ \Phi^\dagger \tilde{\Phi} \right] \text{Tr} \left[ \tilde{\Phi}^\dagger \Phi \right], \]

\[ \frac{1}{2} \left( \text{Tr} \left[ \Phi^\dagger \tilde{\Phi} \right] - \text{Tr} \left[ \tilde{\Phi}^\dagger \Phi \right] \right)^2 = \frac{1}{2} \left\{ \left( \text{Tr} \left[ \Phi^\dagger \tilde{\Phi} \right] \right)^2 + \left( \text{Tr} \left[ \tilde{\Phi}^\dagger \Phi \right] \right)^2 \right\} - \text{Tr} \left[ \Phi^\dagger \tilde{\Phi} \right] \text{Tr} \left[ \tilde{\Phi}^\dagger \Phi \right], \]

\[ \text{Tr} \left[ \Phi^\dagger \tilde{\Phi} \Phi^\dagger \tilde{\Phi} \right] = \frac{1}{2} \text{Tr} \left[ \Phi^\dagger \tilde{\Phi} \right] \text{Tr} \left[ \tilde{\Phi}^\dagger \Phi \right], \]

\[ \text{Tr} \left[ \tilde{\Phi}^\dagger \Phi \Phi^\dagger \tilde{\Phi} \right] = \text{Tr} \left[ \Phi^\dagger \Phi \right] \text{Tr} \left[ \tilde{\Phi}^\dagger \Phi \tilde{\Phi} \dagger \Phi \right] - \text{Tr} \left[ \Phi^\dagger \Phi \tilde{\Phi} \dagger \Phi \right] \text{Tr} \left[ \Phi^\dagger \Phi \right], \]

\[ \text{Tr} \left[ \Phi^\dagger \Phi \Delta_L \Delta_L^\dagger \right] = \text{Tr} \left[ \Phi^\dagger \Phi \right] \text{Tr} \left[ \Delta_L \Delta_L^\dagger \right] - \text{Tr} \left[ \Phi^\dagger \Phi \Delta_L^\dagger \Delta_L \right], \]

\[ \text{Tr} \left[ \tilde{\Phi}^\dagger \Phi \Delta_R \Delta_R^\dagger \right] = \text{Tr} \left[ \Phi^\dagger \tilde{\Phi} \right] \text{Tr} \left[ \Delta_R \Delta_R^\dagger \right] - \text{Tr} \left[ \Phi^\dagger \Phi \Delta_R^\dagger \Delta_R \right]. \]

(B.1)

B.2 Derivation of Relations Between Symmetry Breaking Scales

\[ \frac{1}{g_2^2(M_Z)} = \frac{1}{g_1^2(M_R)} + \frac{a_1^2}{8\pi^2} \ln \frac{M_R}{M_Z}, \]

235
\[
\begin{align*}
&= \frac{1}{g_{R}^{2}(M_{R})} + \frac{1}{g_{R}^{2}(M_{C})} + \frac{a_{1}}{8\pi^{2}} \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{g_{R}^{2}(M_{L})} + \frac{1}{g_{R}^{2}(M_{C})} + \frac{1}{8\pi^{2}} (a_{R} + \frac{2}{3} a_{4}) \ln \frac{M_{C}}{M_{R}} + \frac{a_{1}}{8\pi^{2}} \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{g_{R}^{2}(M_{D})} + \frac{2}{3} \frac{1}{g_{R}^{2}(M_{D})} + \frac{1}{8\pi^{2}} \left( a_{R} + \frac{2}{3} a_{4} \right) \ln \frac{M_{C}}{M_{R}} + \frac{a_{1}}{8\pi^{2}} \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{g_{R}^{2}(M_{U})} + \frac{2}{3} \frac{1}{g_{R}^{2}(M_{U})} + \frac{1}{8\pi^{2}} \left( a_{R} + \frac{2}{3} a_{4} \right) \ln \frac{M_{D}}{M_{C}} + \frac{a_{1}}{8\pi^{2}} \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{g_{L}^{2}(M_{L})} + \frac{1}{8\pi^{2}} \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{g_{L}^{2}(M_{C})} + \frac{1}{8\pi^{2}} \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{g_{L}^{2}(M_{D})} + \frac{1}{8\pi^{2}} \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{g_{L}^{2}(M_{U})} + \frac{1}{8\pi^{2}} \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{e^{2}(M_{Z})} \\
&= \frac{1}{g_{L}^{2}(M_{L})} + \frac{1}{g_{L}^{2}(M_{C})} + \frac{1}{8\pi^{2}} (a_{1} + a_{2}) \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{g_{L}^{2}(M_{R})} + \frac{1}{g_{R}^{2}(M_{R})} + \frac{1}{8\pi^{2}} (a_{1} + a_{2}) \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{g_{L}^{2}(M_{C})} + \frac{1}{g_{R}^{2}(M_{C})} + \frac{1}{8\pi^{2}} (a_{1} + a_{2}) \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{g_{L}^{2}(M_{D})} + \frac{1}{g_{R}^{2}(M_{D})} + \frac{1}{8\pi^{2}} (a_{1} + a_{2}) \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{g_{L}^{2}(M_{U})} + \frac{1}{g_{R}^{2}(M_{U})} + \frac{1}{8\pi^{2}} (a_{1} + a_{2}) \ln \frac{M_{R}}{M_{Z}} \\
&= \frac{1}{e^{2}(M_{Z})}
\end{align*}
\]
If we impose the condition

\[ g_L(M_U) = g_R(M_U) = g_4(M_U) \equiv g_U, \tag{B.3} \]

then it is straightforward to show that

\[
\begin{align*}
2\pi \left[ \frac{3 - 8\sin^2 \theta_W(M_Z)}{\alpha(M_Z)} \right] &= \frac{8\pi^2}{\alpha_s(M_Z) - \frac{8}{g_2^2(M_Z)}} \\
&= \left( -5a_L + 3a_R + 2a_4 \right)^{\text{IV}} \ln \frac{M_U}{M_D} + \left( -5a_L + 3a_R + 2a_4 \right)^{\text{III}} \ln \frac{M_D}{M_C} \\
&\quad + \left( -5a_L + 3a_R + 3a_{BL} \right)^{\text{IV}} \ln \frac{M_C}{M_R} + (3a_1 - 5a_2)^{\text{I}} \ln \frac{M_R}{M_Z},
\end{align*}
\]

\[
\begin{align*}
2\pi \left[ \frac{3}{\alpha(M_Z)} - \frac{8}{\alpha_s(M_Z)} \right] &= 8\pi^2 \left[ \frac{3}{e^2(M_Z) - \frac{8}{g_3^2(M_Z)}} \right]
\end{align*}
\]
where parity is not broken in energy interval IV.

If instead, we impose the conditions

$$g_{L}(M_{D}) = g_{R}(M_{D}) \equiv g_{LR}, \quad g_{4}(M_{D}) \equiv g_{4D}, \quad (B.5)$$

where $g_{LR}$ and $g_{4D}$ are not necessarily equal, then the relations will be

$$2\pi \left[ \frac{3 - 6\sin^{2}{\theta_{W}(M_{Z})}}{\alpha(M_{Z})} - \frac{2}{\alpha_{s}(M_{Z})} \right]$$

$$= 8\pi^{2} \left[ \frac{3}{e^{2}(M_{Z})} - \frac{6}{g_{2}^{2}(M_{Z})} - \frac{2}{g_{3}^{2}(M_{Z})} \right]$$

$$= \left[ (-3a_{L} + 3a_{R})^{\text{I}} \ln \frac{M_{D}}{M_{C}} + (-3a_{L} + 3a_{R} + 3a_{BL} - 2a_{3})^{\text{II}} \ln \frac{M_{C}}{M_{R}} \right.$$\n
$$\left. + (3a_{1} - 3a_{2} - 2a_{3})^{\text{I}} \ln \frac{M_{R}}{M_{Z}} \right],$$

$$2\pi \left[ \frac{4\pi}{g_{2}^{2}(M_{R})} - \frac{\sin^{2}{\theta_{W}(M_{Z})}}{\alpha(M_{Z})} \right]$$

$$= 8\pi^{2} \left[ \frac{1}{g_{2}^{2}(M_{R})} - \frac{1}{g_{2}^{2}(M_{Z})} \right]$$

$$= \left[ \frac{1}{g_{2}^{2}(M_{R})} - \frac{1}{g_{2}^{2}(M_{Z})} \right] + \left[ \frac{1}{g_{2}^{2}(M_{R})} - \frac{1}{g_{2}^{2}(M_{Z})} \right]$$

Note that $a_{L}^{\text{IV}} = a_{R}^{\text{IV}}$ since parity is not broken in energy interval IV.
\[
\begin{align*}
\frac{8\pi^2}{g_{LR}^2} &= \frac{\pi}{\alpha(M_Z)} - \frac{1}{3} \frac{2\pi}{\alpha_s(M_Z)} - \frac{1}{6} \left[ 3 (a_L + a_R) \right]_{\text{III}} \ln \frac{M_D}{M_C} \\
&\quad + \left\{ 3 (a_L + a_R + a_{BL}) - 2a_3 \right\}_{\text{II}} \ln \frac{M_C}{M_R} + \left\{ 3 (a_1 + a_2) - 2a_3 \right\}_{\text{I}} \ln \frac{M_R}{M_Z}, \\
\frac{8\pi^2}{g_{4D}^2} &= \frac{2\pi}{\alpha_s(M_Z)} - \left( a_{\text{III}} \ln \frac{M_D}{M_C} + a_{\text{II}} \ln \frac{M_C}{M_R} + a_{\text{I}} \ln \frac{M_R}{M_Z} \right). 
\end{align*}
\]
Appendix C

Formula for OscSNS Phenomenology

C.1 Pion and Muon Decay Energy Spectra

At the SNS at the Oak Ridge National Laboratory, a proton beam is shot into a liquid mercury target creating both positively and negatively charged pions. The negatively charged pions are attracted to nuclei and quickly absorbed, while the positively charged pions come to rest in the target and decay:

\[ \pi^+ \rightarrow \mu^+ + \nu_\mu . \]  

The mean lifetime of the charged pions is \( \tau_\pi = (2.6033 \pm 0.0005) \times 10^{-8} \text{ sec} \approx 26 \text{ ns} \). The \( \mu^+ \) and \( \nu_\mu \) from this decay are mono-energetic and have the energies

\[ E_\mu = \frac{m_\pi^2 + m_\mu^2}{2m_\pi} = 109.778 \text{ MeV} , \]
\[ E_{\nu_\mu} = \frac{m_\pi^2 - m_\mu^2}{2m_\pi} = 29.792 \text{ MeV} . \]  

The momentum of the positive muon is

\[ p_\mu = \frac{E_{\nu_\mu}}{c} = 29.792 \text{ MeV/c} , \]  

and its velocity is

\[ \beta_\mu = \frac{v_\mu}{c} = \frac{p_\mu c}{E_\mu} = 0.2714 . \]  

These positive muons also come to rest inside the Hg target and decay via

\[ \mu^+ \rightarrow e^+ + \nu_e + \nu_\mu . \]  

The mean lifetime of the muon is \( \tau_\mu = (2.1969811 \pm 0.0000022) \times 10^{-6} \text{ sec} \approx 2200 \text{ ns} \). Thus, it lives two orders of magnitude longer than the charged pion. The differential decay widths
are
\[ \frac{d\Gamma}{dx} = \frac{G_F^2 m^5_\mu}{\pi^3} \frac{x^2 (x_{\text{max}} - x)^2}{(\frac{1}{2} - x)} \theta(x_{\text{max}} - x), \]
\[ \frac{d\Gamma}{dy} = \frac{G_F^2 m^5_\mu}{\pi^3} \frac{y^2 (y_{\text{max}} - y)^2}{3 \left( \frac{5}{2} - y \right)^3} \theta(y_{\text{max}} - y). \]  \hspace{1cm} (C.6)

where \( x = \frac{E_\nu}{m_\mu}, \ y = \frac{E_\pi}{m_\mu}, \ \eta = \frac{m^2_e}{m^2_\mu} = 2.339 \times 10^{-5}, \) and
\[ x_{\text{max}} = y_{\text{max}} = \frac{1 - \eta}{2} \approx 0.5. \]  \hspace{1cm} (C.7)

The total width is
\[ \Gamma = \int_0^{x_{\text{max}}} \frac{d\Gamma}{dx} \, dx = \int_0^{y_{\text{max}}} \frac{d\Gamma}{dy} \, dy = \frac{G_F^2 m^5_\mu}{192\pi^3} f(\eta), \]  \hspace{1cm} (C.8)

where
\[ f(\eta) = (1 - 8\eta + 8\eta^3 - \eta^4 - 12\eta^2 \ln \eta) \approx 1. \]  \hspace{1cm} (C.9)

Thus, the energy spectra of the \( \nu_e \) and \( \tilde{\nu}_\mu \) in \( \mu^+ \) decay are given by
\[ \lambda_{\nu_e}(E_{\nu_e}) = \frac{1}{m_\mu \Gamma} \frac{d\Gamma}{dx}, \quad \lambda_{\tilde{\nu}_\mu}(E_{\tilde{\nu}_\mu}) = \frac{1}{m_\mu \Gamma} \frac{d\Gamma}{dy}. \]  \hspace{1cm} (C.10)

These functions are shown in Fig. 6.1.

C.2 SNS Source Timing

The proton beam at the SNS is provided at a pulse length of \( T_p = 695 \) ns and a repetition rate of 60 Hz (Ref. [401]: Page 11 and Table 3.1 on page 13). According to page 10 of Ref. [401], there is a yield of 0.12 neutrinos per proton on target (POT). However, according to page 23 of Ref. [401], the number of \( \pi^+ \)'s created per POT is 0.116 \( \approx \) 0.12, but the resulting yields of \( \nu_e, \nu_\mu, \) and \( \tilde{\nu}_\mu \) are quoted as 0.09. The reason that the pion and neutrino yields on page 23 do not agree remains unclear. As we discussed with Dr. Pilar Coloma in several email exchanges that were shared with the proponents, it was conjectured that 0.09 was the number they used.

On page 37, the proton beam intensity at the SNS with 1.4 MW of power is quoted as \( 8.7 \times 10^{15} \) POT/second or \( 2.74 \times 10^{23} \) POT/year. Page 10 mentions a planned upgrade to 3 MW, which means that this intensity can be more than doubled in the near future. We will use the value of 1.4 MW in the following.
From the above numbers, we can see that "1 year" for the SNS is defined as
\[
\frac{2.74 \times 10^{23} \text{ POT/year}}{8.7 \times 10^{15} \text{ POT/second}} = \frac{3.1 \times 10^{7} \text{ seconds}}{\text{year}} ,
\]
which is basically one full Julian year:
\[
\frac{365.25 \text{ days}}{\text{year}} \times \frac{24 \text{ hours}}{\text{day}} \times \frac{60 \text{ minutes}}{\text{hour}} \times \frac{60 \text{ seconds}}{\text{minute}} = \frac{3.15576 \times 10^{7} \text{ seconds}}{\text{year}} .
\]
We need to keep this in mind since in many accelerator based experiments "1 year" is defined as \(1 \times 10^7\) seconds (Europe) or \(2 \times 10^7\) seconds (USA), not \(3 \times 10^7\) seconds. The POT per \(10^7\) seconds (1 European year) is:
\[
(8.7 \times 10^{15} \text{ POT/second}) \times \left(\frac{10^7 \text{ seconds}}{10^7 \text{ seconds}}\right) = 8.7 \times 10^{22} \text{ POT/10^7 seconds} .
\]
Since the pulse rate is 60 Hz, the number of POT per pulse is
\[
\frac{8.7 \times 10^{15} \text{ POT/second}}{60 \text{ pulses/second}} = 1.5 \times 10^{14} \text{ POT/pulse} ,
\]
which agrees with the number of protons per pulse (ppp) listed in Table 3.1 on page 13. Using a \(\pi^+\) production rate of 0.12/POT, this leads to the production of \((1.5 \times 10^{14} \text{ ppp}) \times (0.12/\text{POT}) = (1.8 \times 10^{13} \pi \text{pp})\). But since we are only interested in the decays of these pions that lead to neutrinos detected at the detector, we should be using the production rate of 0.09/POT which would give us \((8.7 \times 10^{15} \text{ POT/second})/(60 \text{ pulse/second}) \times (0.09/\text{POT}) = (1.3 \times 10^{13} \pi \text{pp})\). Assuming that the production of \(\pi^+\) is uniform during the proton pulse duration, the production rate is
\[
A_\pi = \frac{1.3 \times 10^{13}}{695 \text{ ns}} = 1.9 \times 10^{10} \text{ /ns} .
\]
If we write the numbers of \(\pi^+\) and \(\mu^+\) in the Hg target at time \(t\) as \(N_\pi(t)\) and \(N_\mu(t)\), their time derivatives are given by
\[
\frac{N_\pi(t)}{dt} = \begin{cases} 
A_\pi - \frac{N_\pi(t)}{\tau_\pi} & \text{if } 0 < t < T_p , \\
\frac{N_\pi(t)}{\tau_\pi} & \text{if } T_p < t ,
\end{cases}
\]
\[
\frac{N_\mu(t)}{dt} = \frac{N_\pi(t)}{\tau_\pi} - \frac{N_\mu(t)}{\tau_\mu} ,
\]
where \(\tau_\pi = 26 \text{ ns}\) and \(\tau_\mu = 2200 \text{ ns}\). Imposing the initial condition \(N_\pi(0) = N_\mu(0) = 0\), the solution to the above pair of differential equations is
\[
\frac{N_\pi(t)}{\tau_\pi} = A_\pi \left(1 - e^{-t/\tau_\pi}\right) ,
\]
\[
\frac{N_\mu(t)}{\tau_\mu} \quad = \quad A_\pi \left[ 1 - \left( \frac{\tau_\mu}{\tau_\mu - \tau_\pi} \right) e^{-t/\tau_\mu} + \left( \frac{\tau_\pi}{\tau_\mu - \tau_\pi} \right) e^{-t/\tau_\pi} \right], \quad (C.17)
\]

in the range \(0 < t < T_p\), and

\[
\frac{N_\pi(t)}{\tau_\pi} \quad = \quad \frac{N_\pi(T_p)}{\tau_\pi} e^{-(t-T_p)/\tau_\pi}
\]

\[
\frac{N_\mu(t)}{\tau_\mu} \quad = \quad \frac{N_\pi(T_p)}{\tau_\mu - \tau_\pi} + \frac{N_\mu(T_p)}{\tau_\mu} \quad = \quad \frac{N_\pi(T_p)}{\tau_\mu} e^{-(t-T_p)/\tau_\pi}
\]

\[
\frac{N_\mu(t)}{\tau_\mu} \quad = \quad \frac{N_\pi(T_p)}{\tau_\mu - \tau_\pi} + \frac{N_\mu(T_p)}{\tau_\mu} \quad = \quad \frac{N_\pi(T_p)}{\tau_\mu} e^{-(t-T_p)/\tau_\pi}
\]

\[
\phi_\nu_\mu(t) \quad = \quad \frac{N_\pi(t)}{\tau_\pi}, \quad \phi_\nu_e(t) \quad = \quad \phi_\nu_\mu(t) = \frac{N_\mu(t)}{\tau_\mu}. \quad (C.19)
\]

The time-dependence of these fluxes are shown in Fig. 6.2 (cf. Figure 3.1 on page 11 of Ref. [401]). As can be seen, there is a clear temporal separation of \(\nu_\mu\)'s from \(\pi^+\) decay, and \(\nu_e\) and \(\nu_\mu\)'s from \(\mu^+\) decay.

The total numbers of neutrinos of each flavor from \(t = 0\) to \(t = T_p\) are

\[
\int_0^{T_p} dt \phi_\nu_\mu(t) \quad = \quad A_\pi \left[ T_p + (e^{-T_p/\tau_\pi} - 1) \tau_\pi \right],
\]

\[
\int_0^{T_p} dt \phi_\nu_e(t) \quad = \quad \int_0^{T_p} dt \phi_\nu_\mu(t)
\]

\[
\int_0^{T_p} dt \phi_\nu_e(t) \quad = \quad \int_0^{T_p} dt \phi_\nu_\mu(t)
\]

\[
\phi_\nu_e(t) \quad = \quad \frac{N_\mu(t)}{\tau_\mu} \quad = \quad \frac{N_\pi(t)}{\tau_\pi}.
\]

So the ratio of the numbers of \(\nu_e\) or \(\nu_\mu\) to \(\nu_\mu\) is

\[
\frac{92.3}{669} = 0.138 = 14\%.
\]

This is the number quoted on page 10, but we now understand that 14% is not the fraction of \(\nu_e\)'s and \(\nu_\mu\)'s in the total flux but rather the ratio to the \(\nu_\mu\) count alone. The fraction of the total yield is

\[
\frac{0.14}{1 + 0.14 + 0.14} = 0.11 = 11\%.
\]
So during the time that the proton beam is on, $\nu_\mu$’s make up 78% of the flux while $\nu_e$’s and $\bar{\nu}_\mu$’s make 11% each.

On the other hand, the total numbers of neutrinos of each flavor from $t = T_p$ to $t = \infty$ are

$$\int_{T_p}^{\infty} dt \phi_{\nu_\mu}(t) = A_\pi (1 - e^{-T_p/\tau_\pi}) \tau_\pi,$$

$$\int_{T_p}^{\infty} dt \phi_{\nu_e}(t) = \int_{T_p}^{\infty} dt \phi_{\bar{\nu}_\mu}(t)$$

$$= A_\pi \left[ \left(1 - e^{-T_p/\tau_\mu}\frac{\tau_\mu^2}{\tau_\mu - \tau_e}ight) + \left(1 - e^{-T_p/\tau_e}\frac{\tau_e^2}{\tau_\mu - \tau_e}ight) \right]$$

$$= A_\pi \times (603 \text{ ns}) = 1.1 \times 10^{13} .$$

(C.23)

Thus, the ratio of the numbers of $\nu_\mu$ to $\nu_e$ or $\bar{\nu}_\mu$ during the interval from $t = T_p$ to $t = \infty$ is

$$\frac{26.0}{603} = 0.043 = 4% ,$$

(C.24)

and the fraction of $\nu_\mu$’s in the total flux is

$$\frac{0.04}{1 + 1 + 0.04} = 0.02 = 2% ,$$

(C.25)

while $\nu_e$ and $\bar{\nu}_\mu$ contribute 49% each. The fraction of $\nu_\mu$’s can be made negligibly small by moving the initial time of the interval away from $T_p$. For instance, the fraction can be reduced from 2% to 0.04% by moving the start of the interval to 800 ns.

The total number of neutrinos of each flavor from $t = 0$ to $t = \infty$ is, of course,

$$\int_{0}^{\infty} dt \phi_{\nu_\mu}(t) = \int_{0}^{\infty} dt \phi_{\nu_e}(t) = \int_{0}^{\infty} dt \phi_{\bar{\nu}_\mu}(t) = A_\pi \tau_p = A_\pi \times (695 \text{ ns}) = 1.3 \times 10^{13} .$$

(C.26)

For $\nu_\mu$, 96.3% of the total flux is emitted during the duration of the proton pulse, while 3.7% is emitted after the pulse is turned off:

$$\frac{669.0 \text{ ns}}{695 \text{ ns}} = 0.963 , \quad \frac{26.0 \text{ ns}}{695 \text{ ns}} = 0.037 .$$

(C.27)

For $\nu_e$ and $\bar{\nu}_\mu$, the percentages are 13.3% and 86.7%:

$$\frac{92.3 \text{ ns}}{695 \text{ ns}} = 0.133 , \quad \frac{602.7 \text{ ns}}{695 \text{ ns}} = 0.867 .$$

(C.28)
C.3 SNS Neutrino Fluxes

The total number of neutrinos of each flavor created per pulse is

\[ 1.3 \times 10^{13} / \text{pulse} \] \hspace{1cm} (C.29)

With a pulse rate of 60 Hz, the number of neutrinos created per second would be

\[ (1.3 \times 10^{13} / \text{pulse}) \times (60 \text{ pulses/second}) = 7.8 \times 10^{14} / \text{second} \] \hspace{1cm} (C.30)

This is, of course, what one gets from \( 8.7 \times 10^{15} \text{ POT/second} \) with a neutrino production rate of \( 0.09 / \text{POT} \). The number of neutrinos created per \( 10^7 \) seconds would be \( 7.8 \times 10^{21} / 10^7 \) seconds. In one Julian year, the number will be

\[ (7.8 \times 10^{14} / \text{second}) \times (3.16 \times 10^7 \text{ seconds/year}) = 2.5 \times 10^{22} / \text{year} \] \hspace{1cm} (C.31)

These neutrinos are spread out over a sphere of radius 60 meters, so the flux at the detector will be

\[ \Phi = \frac{(2.5 \times 10^{22} / \text{year})}{4\pi(6000 \text{ cm})^2} = 5.5 \times 10^{13} / \text{year/cm}^2, \] \hspace{1cm} (C.32)

which agrees with the numbers cites on page 37 of Ref. [401]. For \( 10^7 \) seconds, the flux would be:

\[ \Phi = \frac{(7.8 \times 10^{21} / 10^7 \text{ seconds})}{4\pi(6000 \text{ cm})^2} = 1.7 \times 10^{13} / 10^7 \text{ seconds/cm}^2. \] \hspace{1cm} (C.33)
Appendix D

**R Ratio, Self-Energy, Running of Coupling, and All That**

In this section we summarize the relation between the $R$ ratio, the self-energy $\Pi^{(h)}(q^2)$, the running of the coupling $\delta \alpha$. The picture can be described by the following relation:

\[
\Delta \alpha (q^2) \xrightarrow{\text{reparametrizing}} \Pi'(q^2) - \Pi'(0) \xrightarrow{\text{dispersion relation}} \int \left( \text{Im} \Pi'(q^2) - \text{Im} \Pi'(0) \right) \xrightarrow{\text{optical theorem}} \int \sigma^{(h)} \xrightarrow{\text{write out } \sigma^{\mu\nu}} \int R. \tag{D.1}
\]

Next, we show each one of the double arrows.

**D.1** $\Delta \alpha (q^2) \leftrightarrow \Pi'(q^2) - \Pi'(0)$

Just as in the usual one loop calculation, the QED coupling constant is shifted by vacuum polarization by

\[
\hat{\alpha}(q^2) = \frac{e^2}{4\pi} \left[ 1 + \frac{\Pi_{\gamma\gamma}(q^2)}{q^2} \right], \tag{D.2}
\]
where the blue part is dependent on the vacuum polarization and not necessarily calculable. To write it in the way it is usually formulated,

\[
\hat{\alpha}(0) = \frac{e^2}{4\pi} \left( 1 + \Pi'_{\gamma\gamma}(0) \right)
\]

\[
= \frac{e^2}{4\pi} \left( 1 + \frac{\Pi_{\gamma\gamma}(q^2)}{q^2} + \Pi'_{\gamma\gamma}(0) - \frac{\Pi_{\gamma\gamma}(q^2)}{q^2} \right) - \Delta\alpha(q^2)
\]

\[
= \frac{e^2}{4\pi} \left( 1 + \frac{\Pi_{\gamma\gamma}(q^2)}{q^2} \right) - \frac{e^2}{4\pi} \Delta\alpha(q^2)
\]

\[
= \hat{\alpha}(q^2)(1 - \Delta\alpha(q^2)) + O(\alpha^2), \quad (D.3)
\]

which gives us the familiar \( \hat{\alpha}(q^2) = \hat{\alpha}(0) \frac{1}{1 - \Delta\alpha(q^2)} \), where \( \Delta\alpha(q^2) = \Pi'_{\gamma\gamma}(q^2) - \Pi'_{\gamma\gamma}(0) \).

**D.2** \( \Pi'(q^2) - \Pi'(0) \leftrightarrow \int (\text{Im}\Pi'(q^2) - \text{Im}\Pi'(0)) \)

Essentially, this is just a Cauchy integral. It is also referred to as dispersion relation for some reason. The Cauchy integral is the following contour integral:

\[
f(a) = \frac{1}{2\pi i} \oint \frac{f(z)}{z - a} \, dz. \quad (D.4)
\]

Replacing \( f(a) \) with \( \Pi(x) \), we have

\[
\Pi^{(h)}_{\gamma\gamma}(q^2) = \frac{1}{2\pi i} \oint \frac{\Pi^{(h)}(x)}{x - q^2} \, dx. \quad (D.5)
\]

Due to the cut structure of \( \Pi(q^2) \), the contour cannot be closed for the whole \( q^2 \) complex plane. The cut on the real axis starting at \( 4m^2_\pi \) has to be excluded. Due to Jordan’s lemma, the contour around infinity vanishes. Therefore, the right side of the above equation becomes a ‘C’ shaped integral along the ray \([4m^2_\pi, +\infty)\). The nature of the branch cut dictates the discontinuity of \( \Pi \) to be twice the imaginary part of \( \Pi \), i.e.

\[
\text{Disc. } \Pi(q^2) = \Pi(q^2 + i\epsilon) - \Pi(q^2 - i\epsilon) = 2i\text{Im}\Pi(q^2 + i\epsilon), \quad (D.6)
\]

when \( \text{Im}(q^2) \geq 4m^2_\pi \) and \( \epsilon \to 0 \). Therefore, we have the following expression for \( \Pi^{(h)}_{\gamma\gamma}(q^2) \).

\[
\Pi^{(h)}_{\gamma\gamma}(q^2) = -\frac{1}{2\pi i} \int_{4m^2_\pi}^{\infty} \frac{1}{q^2 - x} (2i)\text{Im}\Pi^{(h)}_{\gamma\gamma}(x + i\epsilon) \, dx
\]

\[
= -\frac{1}{\pi} \int_{4m^2_\pi}^{\infty} \frac{1}{q^2 - x} \text{Im}\Pi^{(h)}_{\gamma\gamma}(x + i\epsilon) \, dx. \quad (D.7)
\]
D.3 \[ \int (\text{Im} \, \Pi'(q^2) - \text{Im} \, \Pi'(0)) \leftrightarrow \int \sigma^{(h)} \]

The optical theorem is just unitarity rephrased in field theory language. With the definition of the \(T\) matrix, \(S = 1 + iT\), the following statements are equivalent:

\[ S\dagger S = 1, \]
\[ (1 - iT\dagger)(1 + iT) = 1 + i(T - T\dagger) + T\dagger T = 1, \]
\[ T\dagger T = -i(T - T\dagger). \quad (D.8) \]

The last equation corresponds to two types of processes. As in Ref. [524], the matrix element corresponding to \(T\dagger T\) can be decomposed by summing over intermediate states,

\[ \langle p_1 p_2 | T\dagger T | k_1 k_2 \rangle = \sum_n \left( \prod_{i=1}^n \int \frac{d^3q_i}{(2\pi)^3} \frac{1}{2E_i} \right) \langle p_1 p_2 | T\dagger | \{q_i\} \rangle \langle \{q_i\} | T | k_1 k_2 \rangle, \quad (D.9) \]

which physically corresponds to the matrix element of two particles with momentum \(k_1, k_2\) going to any arbitrary final states, multiplied by the conjugate of the matrix element of two particles with momentum \(p_1, p_2\) going to the same arbitrary final states. Letting \(|p_1, p_2\rangle = |k_1, k_2\rangle\), \(i.e.\), elastic forward scattering process, the two matrix elements under the curly brackets are conjugate to each other and lead to the differential cross section

\[ \frac{d^n\sigma}{dq_1...dq_n} = |\mathcal{M}(p_1 p_2 \rightarrow \{q_i\})|^2. \quad (D.10) \]

Therefore the right side of Eq.(D.9) is the sum over the final states of total cross section \(|p_1 p_2\rangle \rightarrow |\{q_i\}\rangle\), \(i.e.\), an inclusive cross section with initial state \(|p_1 p_2\rangle\). On the other hand, when sandwiched by initial and final states the right side of Eq.(D.8) leads to

\[ -i \left( \langle p_1 p_2 | T | k_1 k_2 \rangle - \langle p_1 p_2 | T\dagger | k_1 k_2 \rangle \right) \]
\[ = -i \left( \mathcal{M}(k_1 k_2 \rightarrow p_1 p_2) - \mathcal{M}^\ast(p_1 p_2 \rightarrow k_1 k_2) \right). \quad (D.11) \]

Again, letting \(|p_1, p_2\rangle = |k_1, k_2\rangle\), we end up with the difference of two matrix elements

\[ -i \left( \mathcal{M}(p_1 p_2 \rightarrow p_1 p_2) - \mathcal{M}^\ast(p_1 p_2 \rightarrow p_1 p_2) \right) \]
\[ = 2\text{Im} \mathcal{M}(p_1 p_2 \rightarrow p_1 p_2). \quad (D.12) \]

Putting them together, we have

\[ 2\text{Im} \mathcal{M}(p_1 p_2 \rightarrow p_1 p_2) = \sum_n \left( \prod_{i=1}^n \int \frac{d^3q_i}{(2\pi)^3} \frac{1}{2E_i} \right) |\mathcal{M}(p_1 p_2 \rightarrow \{q_i\})|^2 \]
\[ = \sum_X \sigma(p_1 p_2 \rightarrow X), \quad (D.13) \]
which indicates the imaginary part of an amplitude can be related to the total cross section of ‘half’ of the same process. Next, let us work out an explicit example relevant to our study of the \( e^+e^- \rightarrow \text{hadrons} \) process.

For the above process, we cut it in half and apply the optical theorem. In four-vectors, it is expressed in the following way.

\[
\sigma_{\text{tot}}(e^+e^- \rightarrow \text{had}) = \frac{1}{2E_1 2E_2|v_1 - v_2|} \left( \prod_{i=1}^{n} \int \frac{d^3q_i}{(2\pi)^3 2E_i} \right) \times \frac{1}{4} \sum_{\text{spins}} |\mathcal{M}|^2 (2\pi)^4 \delta^4(k_1 + k_2 - \sum q_i) \\
= \frac{1}{2E_1 2E_2|v_1 - v_2|} \left( \frac{1}{4} \sum_{\text{spins}} \right) \left( \prod_{i=1}^{n} \int \frac{d^3q_i}{(2\pi)^3 2E_i} \right) |\mathcal{M}|^2 (2\pi)^4 \delta^4(k_1 + k_2 - \sum q_i) \\
= \frac{1}{2E_1 2E_2|v_1 - v_2|} \left( \frac{1}{4} \sum_{\text{spins}} \right) (-i) (\mathcal{M} - \mathcal{M}^*) \\
= \frac{1}{2E_1 2E_2|v_1 - v_2|} \left( \frac{1}{4} \sum_{\text{spins}} \right) 2\text{Im}\mathcal{M}(e^+e^- \rightarrow e^+e^-). \\
\text{(D.14)}
\]

It is useful to extract the vacuum polarization function out of the hadron process. To express \( \mathcal{M} \), we follow the Feynman rules.

\[
\sum_{\text{spins}} i\mathcal{M} = \sum_{\text{spins}} \bar{\psi}(p_2) \gamma^\mu \psi(p_1) (-ie) \frac{-ig_{\mu\nu}}{q^2} (i\Pi^{\nu\rho}(q^2)) \frac{-ig_{\rho\sigma}}{q^2} (-ie) \bar{\psi}(k_2) \gamma^\sigma \psi(k_1) \\
= \sum_{\text{spins}} \bar{\psi}(p_2) \gamma^\mu \psi(p_1) (e^2) \frac{1}{q^4} (i\Pi_{\mu\sigma}(q^2)) \bar{\psi}(k_2) \gamma^\sigma \psi(k_1) \\
= \sum_{\text{spins}} \bar{\psi}(p_2) \gamma^\mu \psi(p_1) \bar{\psi}(k_2) \gamma^\sigma \psi(k_1) (e^2) \frac{1}{q^2} i\Pi'_{\gamma\gamma}(q^2) \\
= -q^2 \frac{e^2}{q^4} i\Pi'_{\gamma\gamma}(q^2) \\
= -ie^2 \Pi'_{\gamma\gamma}(q^2). \\
\text{(D.15)}
\]
We list in the following the trick for handling the prefactor in Eq.(D.14). In the CM frame,

\[ E_1 E_2 |v_1 - v_2| = |E_2 p_1 - E_1 p_2| \]
\[ = (E_2 + E_1)|p_1| \]
\[ = E_{cm}|p_{cm}|. \quad \text{(D.16)} \]

Neglecting the mass of electron, \( m_e \approx 0 \), we have

\[ E_{cm} = 2|p_1| = \sqrt{q^2}, \]
\[ |p_{cm}| = \frac{1}{2}|p_1 - p_2| = |p_1| = \frac{1}{2}\sqrt{q^2}. \quad \text{(D.17)} \]

Substituting Eq.(D.15)-(D.17) into Eq.(D.14), we get

\[ \sigma_{tot}(e^+e^- \rightarrow had)(q^2) = \frac{1}{q^2} \sum_{\text{spins}} \text{Im}\mathcal{M}(e^+e^- \rightarrow e^+e^-) \]
\[ = -\frac{4\pi\alpha}{q^2} \text{Im}\Pi'_\gamma\gamma(q^2). \quad \text{(D.18)} \]

Please note that there is a little cheat we have done (and everybody does) in the previous proof. In order to decompose as in Eq.(D.9), the intermediate states \( \{q_i\} \) must form a complete basis. However, when we talk about the ‘hadronic intermediate states,’ it is not obvious how they form a complete basis. Since there is a mathematical complication in defining quantum field theory with interactions in the first place, we ignored such subtlety even when the perturbation fails for QCD at low energy.

D.4 \( \int \sigma^{(h)} \leftrightarrow \int R \)

This is the easy part. Write out the \( e^+e^- \rightarrow \mu^+\mu^- \) total cross section and convert \( \sigma^{(h)} \) into \( R \) ratio. Up to leading order, we have

\[ \sigma(e^+e^- \rightarrow \mu^+\mu^-) = \frac{4\pi\alpha^2}{3q^2} \sqrt{1 - \frac{4m_\mu^2}{q^2}} \left( 1 + \frac{2m_\mu^2}{q^2} \right). \quad \text{(D.19)} \]

Taking \( m_\mu \rightarrow 0 \),

\[ R = \frac{\sigma^{(h)}}{\sigma^{\mu\mu}} \]
\[ = \frac{3q^2\sigma^{(h)}}{4\pi\alpha^2}. \quad \text{(D.20)} \]
D.5 Combinations

Playing with the I - IV relations, we can write out various combinations relating different quantities, some of which are quite powerful. For example, combining III and IV, we have

\[ \text{Im}\Pi'_{\gamma\gamma}(x) = -\frac{\alpha}{3} R^{(h)}(x). \]  
(D.21)

Combining II to IV, we have

\[ \Pi'_{\gamma\gamma}(q^2) - \Pi'_{\gamma\gamma}(0) = -\frac{1}{\pi} \int_{4m^2}^{\infty} \left( \frac{1}{q^2 - x} + \frac{1}{x} \right) \text{Im}\Pi'_{\gamma\gamma}(x) dx 
= -\frac{1}{\pi} \int_{4m^2}^{\infty} \frac{q^2}{x(q^2 - x)} \left( -\frac{x}{4\pi\alpha} \right) \sigma^{(h)}(x) dx 
= -\frac{1}{\pi} \int_{4m^2}^{\infty} \frac{q^2}{x(q^2 - x)} \left( -\frac{x}{4\pi\alpha} \right) \left( 4\pi\alpha^2 \right) \frac{R^{(h)}(x)}{3x} dx 
= \frac{\alpha}{3\pi} \int_{4m^2}^{\infty} \frac{q^2}{x(q^2 - x)} R^{(h)}(x) dx 
= -\frac{e^2}{12\pi^2} \int_{4m^2}^{\infty} \frac{q^2}{x(x^2 - q^2)} R^{(h)}(\sqrt{x}) dx, \]  
(D.22)

which is how we extract the vacuum polarization function out of the \( R \) ratio. Also, we can combine relations I - IV, which gives the following expression.

\[ \Delta\alpha(q^2) = -\frac{e^2}{12\pi^2} \int_{4m^2}^{\infty} \frac{q^2}{x(x^2 - q^2)} R^{(h)}(\sqrt{x}) dx, \]  
(D.23)

which enables us to calculate the QED coupling constant running due to hadronic loop effects.

D.6 Remarks

Please note there is a loophole in deriving the above relations. In Eq. (D.7) \( \Pi \) is related to \( \text{Im}\Pi \), while in Eq. (D.22) the Cauchy integral is applied on \( \Pi' \). Let us now show it is valid without going through the pole/ cut structure of \( \Pi' \). In order to do this, we take the
derivative after $\Pi_{\gamma\gamma}(q^2)$ is expressed in the integral form.

$$
\Pi'_{\gamma\gamma}(q^2) = \frac{1}{\pi} \int_{4m^2_e}^{\infty} \frac{1}{(q^2 - x)^2} \text{Im} \Pi_{\gamma\gamma}(x) dx
$$

$$
\approx \frac{1}{\pi} \int_{4m^2_e}^{\infty} \frac{1}{(q^2 - x)^2} x \text{Im} \Pi'_{\gamma\gamma}(x) dx
$$

$$
\approx \frac{1}{\pi} \int_{4m^2_e}^{\infty} \frac{1}{(q^2 - x)(-x)} x \text{Im} \Pi'_{\gamma\gamma}(x) dx
$$

$$
= -\frac{1}{\pi} \int_{4m^2_e}^{\infty} \frac{1}{(q^2 - x)} \text{Im} \Pi'_{\gamma\gamma}(x) dx. \tag{D.24}
$$

Please note the second and the third line only work for small $q^2$; thus, only the region of small $x$ matters. On the other hand, for small $q^2$ we often write $\Pi'$ as $\Pi(q^2)/q^2$. Let us show that is also compatible.

$$
\frac{\Pi_{\gamma\gamma}}{q^2} = -\frac{1}{\pi} \int_{4m^2_e}^{\infty} \frac{1}{q^2(q^2 - x)} \text{Im} \Pi_{\gamma\gamma}(x) dx
$$

$$
= -\frac{1}{\pi} \int_{4m^2_e}^{\infty} \left( \frac{1}{q^2 - x} - \frac{1}{q^2} \right) \frac{1}{x} \text{Im} \Pi_{\gamma\gamma}(x) dx
$$

$$
\approx -\frac{1}{\pi} \int_{4m^2_e}^{\infty} \text{Im} \Pi'_{\gamma\gamma}(x) dx + \frac{1}{\pi} \int_{4m^2_e}^{\infty} \frac{1}{q^2} \text{Im} \Pi'_{\gamma\gamma}(x) dx. \tag{D.25}
$$

The second term of last line vanishes because of the following.

$$
\frac{1}{\pi} \int_{4m^2_e}^{\infty} \frac{1}{q^2} \text{Im} \Pi'_{\gamma\gamma}(x) dx = \frac{1}{q^2} \frac{1}{\pi} \int_{4m^2_e}^{\infty} \frac{\text{Im} \Pi_{\gamma\gamma}(x)}{x - 0} dx
$$

$$
= \frac{1}{q^2} \Pi_{\gamma\gamma}(0)
$$

$$
= 0. \tag{D.26}
$$
Appendix E

Formulas for Decay Width and Approximation

In this appendix we show the decay width expression of $Z'$, and use the two-body decay formula to approximate three-body decay process in the case where the mediator particle is very long-lived.

E.1 $Z'$ Decay Width

Assuming $Z' \to \nu \bar{\nu}$ mode only for simplification, we can write out the matrix element as

$$\mathcal{M} = (Q'g')^2 \left[ \bar{\nu}_{\alpha}(k_{\nu_{\alpha}}) \gamma^{\mu} \left( \frac{1 - \gamma^5}{2} \right) \nu_{\beta}(k_{\nu_{\beta}}) \right].$$  \hspace{1cm} (E.1)
The decay width of $Z'$ reads

$$\sum_{f.s.} |\mathcal{M}|^2 = \sum_{f.s.} (Q'g')^2 \left[ \bar{\nu}_\alpha(k_{\nu_\alpha}) \gamma^\mu \left( \frac{1 - \gamma^5}{2} \right) \nu_\beta(k_{\nu_\beta}) \right] \left[ \bar{\nu}_\alpha(k_{\nu_\alpha}) \gamma^\mu \left( \frac{1 - \gamma^5}{2} \right) \nu_\beta(k_{\nu_\beta}) \right]^* = \sum_{f.s.} (Q'g')^2 \bar{\nu}_\alpha(k_{\nu_\alpha}) \gamma^\mu \left( \frac{1 - \gamma^5}{2} \right) \nu_\beta(k_{\nu_\beta}) \nu_\beta^\dagger(k_{\nu_\beta}) \left( \frac{1 - \gamma^5}{2} \right) \gamma^\mu \gamma^\nu \nu_\alpha(k_{\nu_\alpha}) g_{\mu\nu}$$

$$= (Q'g')^2 \text{Tr} \left( \gamma_\mu \gamma^\nu \nu_\alpha \gamma^\mu \gamma^\nu \nu_\alpha \right) = (Q'g')^2 \text{Tr} \left( \gamma_\mu \gamma^\nu \gamma^\mu \gamma^\nu \gamma^\mu \gamma^\nu \right) \left( k_{\nu_\alpha} \right)_{\rho} \left( k_{\nu_\beta} \right)_{\sigma} = (Q'g')^2 g_{\mu\nu} \text{Tr} \left( \gamma^\mu \gamma^\nu \gamma^\mu \gamma^\nu \gamma^\mu \gamma^\nu \right) \left( k_{\nu_\alpha} \right)_{\rho} \left( k_{\nu_\beta} \right)_{\sigma}$$

$$= (Q'g')^2 g_{\mu\nu} 4 \left( g^{\mu_\rho} g^{\nu_\sigma} - g^{\mu_\sigma} g^{\nu_\rho} \right) \left( k_{\nu_\alpha} \right)_{\rho} \left( k_{\nu_\beta} \right)_{\sigma} = (Q'g')^2 4 (k_{\nu_\alpha} \cdot k_{\nu_\beta} - 4 k_{\nu_\alpha} \cdot k_{\nu_\beta} + k_{\nu_\alpha} \cdot k_{\nu_\beta}) = -8(Q'g')^2 \left( k_{\nu_\alpha} \cdot k_{\nu_\beta} \right). \quad (E.2)$$

The decay width of $Z'$ reads

$$\Gamma_{Z'} = \int \frac{1}{2|k_{\nu_\alpha}|} \frac{1}{2|k_{\nu_\beta}|} \frac{d^3k_{\nu_\alpha}}{(2\pi)^3} \frac{d^3k_{\nu_\beta}}{(2\pi)^3} S \frac{1}{2M_{Z'}} (2\pi)^3 \delta^{(3)}(k_{\nu_\beta} + k_{\nu_\alpha}) (2\pi) \delta(M_{Z'} - |k_{\nu_\alpha}| - |k_{\nu_\beta}|) \langle |\mathcal{M}|^2 \rangle \rangle$$

$$= \int \frac{d^3k_{\nu_\alpha}}{(2\pi)^3} \frac{1}{2M_{Z'}} (2\pi) \delta(M_{Z'} - 2|k_{\nu_\alpha}|)(Q'g')^2 (|k_{\nu_\alpha}|^2 + |k_{\nu_\alpha}|^2) \langle |\mathcal{M}|^2 \rangle \rangle \rangle$$

$$= \int \frac{d^3k_{\nu_\alpha}}{(2\pi)^3} \frac{1}{2M_{Z'}} \frac{1}{2} (Q'g')^2 \langle |\mathcal{M}|^2 \rangle \rangle \rangle$$

$$= \int \frac{1}{2M_{Z'}} (2\pi) \delta(M_{Z'} - 2|k_{\nu_\alpha}|) \frac{1}{2} (Q'g')^2 |k_{\nu_\alpha}|^2 \langle |\mathcal{M}|^2 \rangle \rangle \rangle$$

$$= \frac{1}{4\pi} (Q'g')^2 M_{Z'} \langle |\mathcal{M}|^2 \rangle \rangle \rangle \rangle \rangle \rangle. \quad (E.3)$$

Next, let us calculate $\Gamma_{Z'}$ taking into account both $Z' \rightarrow \nu \bar{\nu}$ and $Z' \rightarrow e^+ e^-$ processes. Neglecting the electron mass, since $m_e \ll m_{Z'}$ in most cases, we get almost exactly the same result for $Z' \rightarrow e_R^+ e_L^-$:

$$\Gamma(Z' \rightarrow e_R^+ e_L^-) = \frac{1}{4\pi} (Q'g')^2 M_{Z'} \langle |\mathcal{M}|^2 \rangle \rangle \rangle \rangle \rangle \rangle \rangle \rangle,$$  

where $Q'$ is the $U(1)'$ effective charge of electrons. It is the same as in $Z' \rightarrow e_L^+ e_R^-$, modulo a change of the coupling. For example, in the model of Ref. [504], the decay width of $Z'$ is

$$\Gamma_{Z'} = \Gamma(Z' \rightarrow \nu \bar{\nu}) + \Gamma(Z' \rightarrow e^+_L e^-_R) + \Gamma(Z' \rightarrow e^+_R e^-_L)$$

$$= \frac{1}{4\pi} (Q'g')^2 M_{Z'} X_{\mu\tau}^L + \frac{1}{4\pi} (Q'_s(M_{Z'}, 0)g')^2 M_{Z'} X_{\mu\tau}^L + \frac{1}{4\pi} (Q'_s(M_{Z'}, 0)g')^2 M_{Z'} X_{\mu\tau}^R. \quad (E.5)$$
As we can see, the decay width of $Z'$ is very small compared to its mass. Therefore, the $\tau \to \mu ee$ process with $Z'$ as intermediate particles can be seen as $\tau \to Z'\mu$ with $Z'$ produced on-shell most of the time, followed by $Z' \to ee$. In next section, we show how to do the approximation.

### E.2 Approximating $\tau \to \mu ee$ with Two Body Decays

In this section, we show the decay width of $\tau$ in the presence of $Z'$. Since the $Z'$ decay width is very small, as is shown in section E.1, we model $\tau \to \ell\alpha\beta$ by two sequential 2-body decays. First of all, we count the degrees of freedom of different objects to make sure they match. For the $1 \to n$ decay process, we have

$$d\Gamma = \frac{1}{2m_a} \left( \prod_f \frac{d^3p_f}{(2\pi)^3} \frac{1}{2E_f} \right) |M(1 \to n)|^2 (2\pi)^4 \delta^4(\sum p_f - p_a), \quad (E.6)$$

from which we get

$$[M(p_a \to p_1 p_2)] = 1,$$
$$[M(p_a \to p_1 p_2 p_3)] = 0,$$
$$... \quad (E.7)$$

For the $2 \to n$ scattering process, the cross section reads

$$d\sigma = \frac{1}{2E_a E_b |v_a - v_b|} \left( \prod_f \frac{d^3p_f}{(2\pi)^3} \frac{1}{2E_f} \right) |M(2 \to n)|^2 (2\pi)^4 \delta^4(p_a + p_b - \sum p_f). \quad (E.8)$$

Therefore, the dimension of $M$ is

$$[M(p_a, p_b \to p_1, p_2)] = 0,$$
$$[M(p_a, p_b \to p_1, p_2, p_3)] = -1,$$
$$... \quad (E.9)$$

$$[M(p_a, p_b \to p_1, p_2)] = [M(p_a \to p_1, p_2, p_3)]$$

as it should. Next, we show how to decompose the three-body decay into two-body decays.

$$\Gamma_{\tau \to \mu\alpha\beta} = \frac{1}{2m_\tau} \int \frac{d^4k_\mu}{(2\pi)^4} \frac{d^4k_\alpha}{(2\pi)^4} \frac{d^4k_\beta}{(2\pi)^4} (2\pi)^4 \delta(k_\mu^2 - m_\mu^2)(2\pi)^4 \delta(k_\alpha^2 - m_\alpha^2)(2\pi)^4 \delta(k_\beta^2 - m_\beta^2)
\times (2\pi)^4 \delta^4(k_\mu + k_\alpha + k_\beta - p_\tau) \langle |\mathcal{M}(\tau \to \mu\alpha\beta)|^2 \rangle. \quad (E.10)$$
In order to decompose $\Gamma_{\tau \to \mu \alpha \beta}$ in terms of $\Gamma_{\tau \to \mu Z'}$ and $\Gamma_{Z' \to \alpha \beta}$, we need to decompose the matrix element $\mathcal{M}$. Suppose the states form a complete basis of the interacting particle space (which is a big ‘if’ by itself), we have

$$
\langle \mu \alpha \beta | \tau \rangle = \int \frac{d^4 q_\mu}{(2\pi)^4} \frac{d^4 q_{Z'}}{(2\pi)^4} \langle \mu \alpha \beta | q_\mu q_{Z'} \rangle \langle q_\mu q_{Z'} | \tau \rangle
$$

$$
= \int \frac{d^4 q_{Z'}}{(2\pi)^4} \langle \alpha \beta | q_{Z'} \rangle \langle \mu q_{Z'} | \tau \rangle
$$

$$
= \int \frac{d^4 q_{Z'}}{(2\pi)^4} i\mathcal{M}(q_{Z'} \to \alpha \beta)(2\pi)^4 \delta(4)(k_\alpha + k_\beta - q_{Z'})
$$

$$
\times i\mathcal{M}(\tau \to q_{Z'})(2\pi)^4 \delta(4)(k_\mu + q_{Z'} - p_\tau)
$$

$$
= i\mathcal{M}(\tau \to q_{Z'}) i\mathcal{M}(q_{Z'} \to \alpha \beta)(2\pi)^4 \delta(4)(k_\mu + k_\alpha + k_\beta - p_\tau)
$$

$$
= i\mathcal{M}(\tau \to \mu \alpha \beta)(2\pi)^4 \delta(4)(k_\mu + k_\alpha + k_\beta - p_\tau),
$$

(E.11)

from which we derive $i\mathcal{M}(\tau \to \mu \alpha \beta) = i\mathcal{M}(\tau \to q_{Z'}) i\mathcal{M}(q_{Z'} \to \alpha \beta)$, where $q_{Z'} = k_\alpha + k_\beta$ and may not be on-shell. However, the mass dimension does not add up. By dimensional analysis, the intermediate integral should be replaced with on-shell variables. We change it to

$$
\langle \mu \alpha \beta | \tau \rangle = \int \frac{d^3 q_\mu}{(2\pi)^3} \frac{d^3 q_{Z'}}{(2\pi)^3} \langle \mu \alpha \beta | q_\mu q_{Z'} \rangle \langle q_\mu q_{Z'} | \tau \rangle
$$

$$
= \int \frac{d^3 q_{Z'}}{(2\pi)^3} \langle \alpha \beta | q_{Z'} \rangle \langle \mu q_{Z'} | \tau \rangle
$$

$$
= \int \frac{d^4 q_{Z'}}{(2\pi)^4} i\mathcal{M}(Z' \to \alpha \beta)(2\pi)^3 \delta(4)(k_\alpha + k_\beta - q_{Z'})
$$

$$
\times i\mathcal{M}(\tau \to Z')(2\pi)^4 \delta(4)(k_\mu + q_{Z'} - p_\tau)(2\pi)\delta(q_{Z'}^2 - M_{Z'}^2)
$$

$$
= i\mathcal{M}(\tau \to Z')(2\pi)\delta(q_{Z'}^2 - M_{Z'}^2) i\mathcal{M}(Z' \to \alpha \beta)(2\pi)^4 \delta(4)(k_\mu + k_\alpha + k_\beta - p_\tau)
$$

$$
= i\mathcal{M}(\tau \to \mu \alpha \beta)(2\pi)^4 \delta(4)(k_\mu + k_\alpha + k_\beta - p_\tau),
$$

(E.12)

which gives us $i\mathcal{M}(\tau \to \mu \alpha \beta) = i\mathcal{M}(\tau \to Z')(2\pi)\delta(q_{Z'}^2 - M_{Z'}^2) i\mathcal{M}(Z' \to \alpha \beta)$, which implies, loosely speaking,

$$
|\mathcal{M}(\tau \to \mu \alpha \beta)|^2 = |\mathcal{M}(\tau \to Z')|^2 |\mathcal{M}(Z' \to \alpha \beta)|^2 (2\pi)^2 (\delta(q_{Z'}^2 - M_{Z'}^2))^2.
$$

(E.13)

We cannot just plug it into Eq. (E.10) yet because $\mathcal{M}$ is squared there, while a square of the delta function (distribution) is impossible to define mathematically. That is the reason that generally prevents the factorization of a 3-body decay into 2-body decays. However, because of the small mass and small decay width, the intermediate $Z'$ are mostly produced
on-shell. Because of this, we can factorize out a \( \delta \) function from \(|\mathcal{M}(\tau \to \mu \alpha \beta)|^2\) as follows.

\[
\mathcal{M}(\tau \to \mu \alpha \beta) = \mathcal{M}_0 \left( \frac{\epsilon M^2_{Z'}}{q^2_{Z'} - M^2_{Z'} + i\Gamma_{Z'} M_{Z'}} \right),
\]

\[
|M(\tau \to \mu \alpha \beta)|^2 = |\mathcal{M}_0|^2 \left( \frac{\epsilon^2 M^4_{Z'}}{(q^2_{Z'} - M^2_{Z'})^2 + M^2_{Z'} \Gamma^2_{Z'}} \right)
= |\mathcal{M}_0|^2 \frac{\pi \epsilon^2 M^4_{Z'}}{M_{Z'} \Gamma_{Z'}} \left( \frac{1}{\pi} \frac{M_{Z'} \Gamma_{Z'}}{q^2_{Z'} - M^2_{Z'}} \right),
\]

(E.14)

where \( \mathcal{M}_0 \) is the part that has no poles nor zeroes. One of the definitions of the \( \delta \) function is expressed as follows:

\[
\delta(x) = \frac{1}{\pi} \lim_{\epsilon \to 0} \frac{\epsilon}{x^2 + \epsilon^2}.
\]

(E.15)

When \( M_{Z'} \) and \( \Gamma_{Z'} \) are small, Eq. (E.14) is approximated by

\[
|M(\tau \to \mu \alpha \beta)|^2 = |\mathcal{M}_0|^2 \frac{\pi \epsilon^2 M^4_{Z'}}{M_{Z'} \Gamma_{Z'}} \delta(q^2_{Z'} - M^2_{Z'}).
\]

(E.16)

Combining with Eq. (E.13) gives

\[
|M(\tau \to \mu \alpha \beta)|^2 = |\mathcal{M}_0|^2 \frac{\pi \epsilon^2 M^4_{Z'}}{M_{Z'} \Gamma_{Z'}} \delta(q^2_{Z'} - M^2_{Z'})
= |\mathcal{M}(\tau \to \mu Z')|^2 |\mathcal{M}(Z' \to \alpha \beta)|^2 (2\pi)^2 \delta(q^2_{Z'} - M^2_{Z'})^2,
\]

(E.17)

which leads to

\[
|\mathcal{M}_0|^2 = \frac{2 M_{Z'} \Gamma_{Z'}}{\epsilon^2 M^4_{Z'}} |\mathcal{M}(\tau \to \mu Z')|^2 |\mathcal{M}(Z' \to \alpha \beta)|^2 (2\pi) \delta(q^2_{Z'} - M^2_{Z'}),
\]

(E.18)
which satisfies a dimensional-analysis check. Substitute into Eq. (E.10):

\[
\Gamma_{\tau \to \mu \alpha \beta} = \frac{1}{2m_{\tau}} \int \frac{d^4k_\mu}{(2\pi)^4} \frac{d^4k_\alpha}{(2\pi)^4} \frac{d^4k_\beta}{(2\pi)^4} (2\pi)\delta(k_\mu^2 - m_\mu^2)(2\pi)\delta(k_\alpha^2 - m_\alpha^2)(2\pi)\delta(k_\beta^2 - m_\beta^2)
\times (2\pi)^4 \delta^{(4)}(k_\mu + k_\alpha + k_\beta - p_\tau) \langle |M_0|^2 \rangle \left( \frac{e^2 M_{Z'}^4}{(q_{Z'}^2 - M_{Z'}^2)^2 + M_{Z'}^2 \Gamma_{Z'}^2} \right)
\]

\[
\approx \frac{1}{2m_{\tau}} \int \frac{d^4k_\mu}{(2\pi)^4} \frac{d^4k_\alpha}{(2\pi)^4} \frac{d^4k_\beta}{(2\pi)^4} \frac{d^4q_{Z'}}{(2\pi)^4}
\times (2\pi)^4 \delta^{(4)}(k_\mu + q_{Z'} - p_\tau)(2\pi)^4 \delta^{(4)}(k_\alpha + k_\beta - p_{Z'}) \langle |\mathcal{M}(\tau \to \mu Z')|^2 \rangle \langle |\mathcal{M}(Z' \to \alpha \beta)|^2 \rangle
\times \left( \frac{2M_{Z'}\Gamma_{Z'}}{(q_{Z'}^2 - M_{Z'}^2)^2 + M_{Z'}^2 \Gamma_{Z'}^2} \right)
\]

\[
= \left( \frac{4}{\Gamma_{Z'}} \right) \frac{1}{2M_{Z'}} \frac{1}{2m_{\tau}} \int \frac{d^4k_\mu}{(2\pi)^4} \frac{d^4k_\alpha}{(2\pi)^4} \frac{d^4k_\beta}{(2\pi)^4} \frac{d^4q_{Z'}}{(2\pi)^4}
\times (2\pi)^4 \delta^{(4)}(k_\mu + q_{Z'} - p_\tau)(2\pi)^4 \delta^{(4)}(k_\alpha + k_\beta - p_{Z'}) \langle |\mathcal{M}(\tau \to \mu Z')|^2 \rangle \langle |\mathcal{M}(Z' \to \alpha \beta)|^2 \rangle
\]

\[
= \frac{4\Gamma(\tau \to \mu Z')\Gamma(Z' \to \alpha \beta)}{\Gamma_{Z'}}. 
\]

(E.19)

Please note that the above formula only works well when \( \Gamma_{Z'} \) is very small due to the definition of the \( \delta \) function in Eq. (E.15).
Appendix F

Coulomb Potential and Yukawa Potential in the Semi-empirical Mass Formula

F.1 Coulomb Potential

The Coulomb electrostatic term is due to the electrostatic potential energy which, for a uniformly charged sphere of radius $R$ and total charge $Q$, is given by

$$ E = \frac{3}{5} \left( \frac{1}{4\pi\epsilon_0} \right) \frac{Q^2}{R}. \quad \text{(F.1)} $$

With the replacements $R = r_0 A^{1/3}$ and $Q^2 = e^2 Z (Z - 1)$, we obtain:

$$ E = \frac{3e^2}{20\pi\epsilon_0 r_0} \frac{Z(Z - 1)}{A^{1/3}} = acZ(Z - 1) \frac{A^{1/3}}{A^{1/3}}. \quad \text{(F.2)} $$

The above expression for the potential energy is obtained via the following integration:

$$ E = \frac{1}{2} \int d^3 r_1 \int d^3 r_2 \frac{\rho(r_1)\rho(r_2)}{|r_1 - r_2|} $$

$$ = 4\pi^2 \rho^2 \int_0^R dr_1 r_1^2 \int_0^R dr_2 r_2^2 \int_{-1}^1 d\cos \theta \frac{1}{\sqrt{r_1^2 - 2r_1 r_2 \cos \theta + r_2^2}} $$

$$ = 4\pi^2 \rho^2 \int_0^R dr_1 r_1^2 \int_0^R dr_2 r_2^2 \left[ -\frac{1}{r_1 r_2} \sqrt{r_1^2 - 2r_1 r_2 \cos \theta + r_2^2} \right]_{-1}^1 $$

$$ = 4\pi^2 \rho^2 \int_0^R dr_1 r_1 \int_0^R dr_2 r_2 \left[ \sqrt{(r_1 + r_2)^2} - \sqrt{(r_1 - r_2)^2} \right] $$
\[
E = 3 \frac{Q^2}{5} \frac{4\pi R^3}{\rho} \frac{1}{R} = \frac{3Q^2}{5R}.
\]

To use it for a real fit, we need to relate the above parameters to dimensionless couplings \(e\) and \(g'\), and the mass \(m_{Z'}\). First, we wrote the Coulomb electrostatic energy using MKSA units as

\[
E = 3\left(\frac{1}{4\pi\epsilon_0}\right) \frac{Q^2}{R} = \frac{3\varepsilon_0^2}{20\pi\epsilon_0 r_0} \frac{Z(Z-1)}{A^{1/3}},
\]

where I use the symbol \(\varepsilon = 1.602 \times 10^{-19} \text{C}\) for the proton charge to distinguish it from the dimensionless version which is

\[
e = \frac{\varepsilon}{\sqrt{\epsilon_0 \hbar c}} = 0.303, \quad \alpha = \frac{e^2}{4\pi} = \frac{1}{137}.
\]

The constant \(r_0 = 1.25 \text{ fm}\) can be converted to MeV\(^{-1}\) via

\[
\rho_0 \equiv \frac{r_0}{\hbar c} = \frac{(1.25 \text{ fm})}{(197.327 \text{ MeV} \cdot \text{fm})} = 0.00633 \text{ MeV}^{-1}.
\]

So the prefactor in Eq. (F.4) can be written as

\[
\frac{3\varepsilon_0^2}{20\pi\epsilon_0 r_0} = \frac{3(\varepsilon^2/\epsilon_0 hc)}{20\pi (r_0/\hbar c)} = \frac{3\varepsilon_0^2}{20\pi \rho_0} = \frac{3\alpha}{5\rho_0} = 0.691 \text{ MeV}.
\]

This agrees with the result in Ref. [511].
For a Yukawa potential, the above calculation is modified to

$$E = \frac{1}{2} \int d^3r_1 \int d^3r_2 \frac{\rho(r_1)\rho(r_2)}{|r_1 - r_2|} e^{-\mu|r_1 - r_2|}$$

$$= 4\pi^2 \rho^2 \int_0^R dr_1^2 \int_0^R dr_2^2 \int_1^\infty d\cos\theta \frac{e^{-\mu\sqrt{r_1^2 - 2r_1r_2 \cos \theta + r_2^2}}}{\sqrt{r_1^2 - 2r_1r_2 \cos \theta + r_2^2}}$$

$$= 4\pi^2 \rho^2 \int_0^R dr_1^2 \int_0^R dr_2^2 \left[ \frac{1}{\mu r_1 r_2} e^{-\mu\sqrt{r_1^2 - 2r_1r_2 \cos \theta + r_2^2}} \right]_{1}^{R}$$

$$= \frac{4\pi^2 \rho^2}{\mu} \int_0^R dr_1 \int_0^R dr_2 \left[ e^{-\mu|r_1 - r_2|} - e^{-\mu(r_1 + r_2)} \right]$$

$$= \frac{4\pi^2 \rho^2}{\mu} \left[ \int_0^R dr_1 \left( e^{-\mu r_2} - \int_0^R dr_2 e^{-\mu(r_1 + r_2)} \right) \right] - \left[ \int_0^R dr_1 e^{-\mu r_1} \int_0^R dr_2 e^{-\mu r_2} \right]$$

$$= \frac{4\pi^2 \rho^2}{\mu} \left[ \int_0^R dr_1 \left\{ e^{-\mu r_1} \left[ -\frac{1}{\mu^2}(1 - \mu r_2) e^{\mu r_2} \right]_{0}^{R} + e^{\mu r_1} \left[ -\frac{1}{\mu^2}(1 + \mu r_2) e^{-\mu r_2} \right]_{0}^{R} \right\} \right]$$

$$= \frac{4\pi^2 \rho^2}{\mu} \left[ \int_0^R dr_1 \left\{ e^{-\mu r_1} + 2\mu r_1 - (1 + \mu R) e^{-\mu R} e^{\mu r_1} \right\} \right]$$

$$= \frac{4\pi^2 \rho^2}{\mu} \left[ \int_0^R dr_1 \left\{ e^{-\mu r_1} + 2\mu \int_0^R dr_1 r_1^2 - (1 + \mu R) e^{-\mu R} \int_0^R dr_1 e^{\mu r_1} \right\} \right]$$

$$= \frac{4\pi^2 \rho^2}{\mu} \left[ \left\{ -\frac{1}{\mu^2}(1 + \mu r_1) e^{-\mu r_1} \right\}_{0}^{R} + \frac{2\mu R^3}{3} - (1 + \mu R) e^{-\mu R} \left[ -\frac{1}{\mu^2}(1 - \mu r_1) e^{\mu r_1} \right]_{0}^{R} \right]$$

$$= \frac{4\pi^2 \rho^2}{\mu} \left[ \left\{ -\frac{1}{\mu^2}(1 + \mu r_1) e^{-\mu r_1} \right\}_{0}^{R} + \frac{2\mu R^3}{3} - (1 + \mu R) e^{-\mu R} \left[ -\frac{1}{\mu^2}(1 - \mu r_1) e^{\mu r_1} \right]_{0}^{R} \right]$$

$$= \frac{4\pi^2 \rho^2}{\mu} \left[ \left\{ -\frac{1}{\mu^2}(1 + \mu r_1) e^{-\mu r_1} \right\}_{0}^{R} + \frac{2\mu R^3}{3} - (1 + \mu R) e^{-\mu R} \left[ -\frac{1}{\mu^2}(1 - \mu r_1) e^{\mu r_1} \right]_{0}^{R} \right]$$
\[ f(x) \equiv \frac{15}{4x^5} \left[ 1 - x^2 + \frac{2x^3}{3} - (1 + x)^2 e^{-2x} \right] \]
\[ = 1 - \frac{5x}{6} + \frac{3x^2}{7} - \frac{x^3}{6} + \cdots \]  

(F.9)

The plot of \( f(x) \) is shown in Figure F.1.

Since both protons and neutrons have the same \( U(1)' \) charge, we have
\[ Q \propto A , \quad R = r_0 A^{1/3} . \]  

(F.10)

Therefore, the binding energy due to the extra \( U(1)' \) interaction would scale as
\[ E' \propto A^{5/3} f(\mu r_0 A^{1/3}) . \]  

(F.11)
Appendix G

Farzan-Shoemaker Model

G.1 Notation of Farzan and Shoemaker

Farzan and Shoemaker express the left-handed leptons with the fields

\[
\tilde{L} \equiv \begin{bmatrix} \tilde{L}_\alpha \\ \tilde{L}_\beta \end{bmatrix} \equiv V \begin{bmatrix} L_+ \\ L_- \end{bmatrix}, \quad V = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix}. \quad (G.1)
\]

Note that \( \tilde{L}_\alpha \) and \( \tilde{L}_\beta \) do not have definite \( U(1)' \) charges. This demands that \( \tilde{L} \) transform in the way shown in Eq. (2.2) of Ref. [504]. (I am using the equation numbers from the published JHEP version, not the arXiv eprint.) That is, since

\[
\begin{bmatrix} L_+ \\ L_- \end{bmatrix} \rightarrow e^{ig'\zeta \sigma_3 \alpha} \begin{bmatrix} L_+ \\ L_- \end{bmatrix} \quad (G.2)
\]

under a \( U(1)' \) phase transformation, we find

\[
\tilde{L} \rightarrow \left( V e^{ig'\zeta \sigma_3 \alpha} V^\dagger \right) \tilde{L} = e^{ig'\zeta \sigma_1 \alpha} \tilde{L} \equiv U_1(\alpha)\tilde{L}. \quad (G.3)
\]

The matrix which relates \( \tilde{L} \) to the flavor eigenstates is given in Eq. (2.4) as

\[
\begin{bmatrix} L_\alpha \\ L_\beta \end{bmatrix} = \begin{bmatrix} \cos \theta_L & -\sin \theta_L \\ \sin \theta_L & \cos \theta_L \end{bmatrix} \begin{bmatrix} \tilde{L}_\alpha \\ \tilde{L}_\beta \end{bmatrix}. \quad (G.4)
\]

Therefore,

\[
\begin{bmatrix} L_\alpha \\ L_\beta \end{bmatrix} = \begin{bmatrix} \cos \theta_L & -\sin \theta_L \\ \sin \theta_L & \cos \theta_L \end{bmatrix} \begin{bmatrix} \tilde{L}_\alpha \\ \tilde{L}_\beta \end{bmatrix} = \begin{bmatrix} \cos \theta_L & -\sin \theta_L \\ \sin \theta_L & \cos \theta_L \end{bmatrix} V \begin{bmatrix} L_+ \\ L_- \end{bmatrix}
\]

\[
= \begin{bmatrix} \cos \theta_L & -\sin \theta_L \\ \sin \theta_L & \cos \theta_L \end{bmatrix} V \begin{bmatrix} L_+ \\ L_- \end{bmatrix}
\]

263
\[
\begin{align*}
&= \begin{bmatrix}
\cos\left(\theta_L + \frac{\pi}{4}\right) & -\sin\left(\theta_L + \frac{\pi}{4}\right) \\
\sin\left(\theta_L + \frac{\pi}{4}\right) & \cos\left(\theta_L + \frac{\pi}{4}\right)
\end{bmatrix}
\begin{bmatrix}
L_+ \\
L_-
\end{bmatrix}, \\
&= U_L \begin{bmatrix}
L_+ \\
L_-
\end{bmatrix},
\end{align*}
\](G.5)

and we find that Farzan and Shoemaker’s \(\theta_L\) is related to our \(\delta_L\) via
\[
\delta_L = \theta_L + \frac{\pi}{4}.
\]\(G.6\)

For the right-handed charged leptons Farzan and Shoemaker use two different notations which are actually equivalent. \(\tilde{R}\) defined in Eq. (2.6) of Ref. \[504\] is given by
\[
\tilde{R} \equiv \begin{bmatrix}
\tilde{\ell}_{R\alpha} \\
\tilde{\ell}_{R\beta}
\end{bmatrix} \equiv V \begin{bmatrix}
\ell_{R+} \\
\ell_{R-}
\end{bmatrix}.
\]\(G.7\)

This transforms as
\[
\tilde{R} \rightarrow = U_1(\alpha)\tilde{R},
\]\(G.8\)
just like \(\tilde{L}\). Noting that
\[
U_1^\dagger(\alpha)U_1(\alpha) = 1, \quad U_1^\dagger(\alpha)\sigma_1U_1(\alpha) = \sigma_1,
\]\(G.9\)
we can write the \(U(1)’\) invariant Yukawa interactions shown in Eq. (2.7) of Ref. \[504\]:
\[
\begin{align*}
&b_0\tilde{R}^\dagger H^\dagger \tilde{L} + b_1\tilde{R}^\dagger \sigma_1 H^\dagger \tilde{L} \\
&= b_0 \left[ \ell_{R+}^\dagger \ell_{R-}^\dagger \right] V^\dagger V H^\dagger \begin{bmatrix}
L_+ \\
L_-
\end{bmatrix} + b_1 \left[ \ell_{R+}^\dagger \ell_{R-}^\dagger \right] V^\dagger \sigma_1 VH^\dagger \begin{bmatrix}
L_+ \\
L_-
\end{bmatrix} \\
&= b_0 \left[ \ell_{R+}^\dagger \ell_{R-}^\dagger \right] H^\dagger \begin{bmatrix}
L_+ \\
L_-
\end{bmatrix} + b_1 \left[ \ell_{R+}^\dagger \ell_{R-}^\dagger \right] \sigma_3 H^\dagger \begin{bmatrix}
L_+ \\
L_-
\end{bmatrix} \\
&= (b_0 + b_1) \ell_{R+}^\dagger H^\dagger L_+ + (b_0 - b_1) \ell_{R-}^\dagger H^\dagger L_-.
\end{align*}
\]\(G.10\)

The \(\Phi\) field introduced in the un-numbered equation after Eq. (2.8) is related to our extra Higgs fields via
\[
\Phi \equiv \begin{bmatrix}
\Phi_{11} & \Phi_{12} \\
\Phi_{21} & \Phi_{22}
\end{bmatrix} \\
= V \begin{bmatrix}
H^\dagger_{++} & H^\dagger_{+-} \\
H^\dagger_{-+} & H^\dagger_{--}
\end{bmatrix} V^\dagger \\
= \frac{1}{2} \begin{bmatrix}
H^\dagger_{++} + H^\dagger_{+-} - H^\dagger_{-+} - H^\dagger_{--} & H^\dagger_{++} - H^\dagger_{+-} + H^\dagger_{-+} - H^\dagger_{--} \\
H^\dagger_{++} - H^\dagger_{+-} - H^\dagger_{-+} + H^\dagger_{--} & H^\dagger_{++} + H^\dagger_{+-} + H^\dagger_{-+} + H^\dagger_{--}
\end{bmatrix}.
\]\(G.11\)
This relation can be inverted to give
\[
\begin{bmatrix}
H_{++}^1 & H_{+-}^1 \\
H_{+}^{1+} & H_{+}^{1-}
\end{bmatrix}
\equiv
V^\dagger
\begin{bmatrix}
\Phi_{11} & \Phi_{12} \\
\Phi_{21} & \Phi_{22}
\end{bmatrix}
V
\]
\[
= \frac{1}{2}
\begin{bmatrix}
\Phi_{11} + \Phi_{12} + \Phi_{21} + \Phi_{22} & -\Phi_{11} + \Phi_{12} - \Phi_{21} + \Phi_{22} \\
-\Phi_{11} - \Phi_{12} + \Phi_{21} + \Phi_{22} & \Phi_{11} - \Phi_{12} - \Phi_{21} + \Phi_{22}
\end{bmatrix}
\].
\tag{G.12}

The transformation property of $\Phi$ can be shown to be
\[
\Phi \rightarrow U_1(\alpha) \Phi U_1^\dagger(\alpha).
\tag{G.13}
\]

Four $U(1)'$ invariant Yukawa couplings can be constructed from $\Phi, \bar{L},$ and $\bar{R}$:
\[
\begin{align*}
\bar{R}^i \Phi \bar{L} &= \ell_{R+} H_{++}^1 L_+ + \ell_{R-} H_{+-}^1 L_+ + \ell_{R+} H_{+}^{1+} L_- + \ell_{R-} H_{+}^{1-} L_+ , \\
\bar{R}^i \Phi \sigma_1 \bar{L} &= \ell_{R+} H_{+}^{1+} L_+ - \ell_{R-} H_{+-}^1 L_- - \ell_{R+} H_{+}^{1-} L_- - \ell_{R-} H_{+}^{1+} L_+ , \\
\bar{R}^i \sigma_1 \Phi \bar{L} &= \ell_{R+} H_{+}^{1+} L_+ - \ell_{R-} H_{+-}^1 L_- + \ell_{R+} H_{+}^{1-} L_- - \ell_{R-} H_{+}^{1+} L_+ , \\
\bar{R}^i \sigma_1 \Phi \sigma_1 \bar{L} &= \ell_{R+} H_{++}^1 L_+ + \ell_{R-} H_{+-}^1 L_- - \ell_{R+} H_{+}^{1-} L_- - \ell_{R-} H_{+}^{1+} L_+ .
\end{align*}
\tag{G.14}
\]

Of these, Farzan and Shoemaker only mention the first one:
\[
c_0 \bar{R}^i \Phi \bar{L} = c_0 \left( \ell_{R+} \ell_{R-} \right) V^\dagger V \left[ \begin{array}{c}
H_{++}^1 \\
H_{+}^{1+}
\end{array} \right] \bar{L}
\]
\[
= c_0 \left( \ell_{R+} H_{++}^1 L_+ + \ell_{R-} H_{+-}^1 L_- + \ell_{R+} H_{+}^{1+} L_- + \ell_{R-} H_{+}^{1+} L_+ \right),
\tag{G.15}
\]

which includes the redundant couplings with $H_{-+}$ and $H_{+-}$. The above relations can be inverted to yield
\[
\begin{align*}
\ell_{R+} H_{++}^1 L_+ &= \frac{1}{4} \left( \bar{R}^i \Phi \bar{L} + \bar{R}^i \Phi \sigma_1 \bar{L} + \bar{R}^i \sigma_1 \Phi \bar{L} + \bar{R}^i \sigma_1 \Phi \sigma_1 \bar{L} \right), \\
\ell_{R-} H_{+-}^1 L_- &= \frac{1}{4} \left( \bar{R}^i \Phi \bar{L} - \bar{R}^i \Phi \sigma_1 \bar{L} - \bar{R}^i \sigma_1 \Phi \bar{L} + \bar{R}^i \sigma_1 \Phi \sigma_1 \bar{L} \right), \\
\ell_{R+} H_{+}^{1+} L_- &= \frac{1}{4} \left( \bar{R}^i \Phi \bar{L} - \bar{R}^i \Phi \sigma_1 \bar{L} + \bar{R}^i \sigma_1 \Phi \bar{L} - \bar{R}^i \sigma_1 \Phi \sigma_1 \bar{L} \right), \\
\ell_{R-} H_{+}^{1+} L_+ &= \frac{1}{4} \left( \bar{R}^i \Phi \bar{L} + \bar{R}^i \Phi \sigma_1 \bar{L} - \bar{R}^i \sigma_1 \Phi \bar{L} - \bar{R}^i \sigma_1 \Phi \sigma_1 \bar{L} \right).\tag{G.16}
\end{align*}
\]

So it is always possible to choose the Yukawa couplings in such a way that only the bottom two linear combinations survive, e.g.,
\[
c_0 \left( \ell_{R+} H_{--}^1 L_- + \ell_{R-} H_{++}^1 L_+ \right) = \frac{c_0}{2} \left( \bar{R}^i \Phi \bar{L} - \bar{R}^i \sigma_1 \Phi \sigma_1 \bar{L} \right).
\tag{G.17}
\]

Our expression for $\tan(2\delta_L)$ with $c_+ = c_- = c_0$ reads
\[
\tan(2\delta_L) \approx \frac{c_0 \langle H^0 \rangle (f_+ \langle H^{0+} \rangle + f_- \langle H_{++}^0 \rangle)}{m^2_\beta}.
\]
These transform as

\[
\begin{align*}
\Phi_1 &\equiv \begin{bmatrix} \phi_{1\alpha} \\ \phi_{1\beta} \end{bmatrix} \equiv V \begin{bmatrix} H_{++} \\ H_{+-} \end{bmatrix}, & \Phi_2 &\equiv \begin{bmatrix} \phi_{2\alpha} \\ \phi_{2\beta} \end{bmatrix} \equiv V \begin{bmatrix} H_{++} \end{bmatrix}. \\
\end{align*}
\]

These transform as

\[
\Phi_1 \rightarrow e^{-i\zeta^\alpha U_1(\alpha)}\Phi_1, & \quad \Phi_2 \rightarrow e^{i\zeta^\alpha U_1(\alpha)}\Phi_2.
\]

The transformations shown in Eq. (2.13) are actually incorrect if one wants the Yukawa couplings shown in Eq. (2.14) to be \(U(1)'\) invariant:

\[
\begin{align*}
\ell_{R_\alpha}^1 &\Phi_1^1 \tilde{L} = \ell_{R_+}^1 [H_{++}^1 \quad H_{+-}^1] V^\dagger V \begin{bmatrix} L_+ \\ L_- \end{bmatrix} = \ell_{R_+}^1 H_{++}^1 L_+ + \ell_{R_-}^1 H_{+-}^1 L_-, \\
\ell_{R_\alpha}^1 &\Phi_1^1 \sigma_1 \tilde{L} = \ell_{R_+}^1 [H_{++}^1 \quad H_{+-}^1] V^\dagger \sigma_1 V \begin{bmatrix} L_+ \\ L_- \end{bmatrix} = \ell_{R_+}^1 H_{++}^1 L_+ - \ell_{R_-}^1 H_{+-}^1 L_-, \\
\ell_{R_\beta}^1 &\Phi_2^1 \tilde{L} = \ell_{R_-}^1 [H_{++}^1 \quad H_{+-}^1] V^\dagger V \begin{bmatrix} L_+ \\ L_- \end{bmatrix} = \ell_{R_-}^1 H_{++}^1 L_+ + \ell_{R_+}^1 H_{+-}^1 L_-, \\
\ell_{R_\beta}^1 &\Phi_2^1 \sigma_1 \tilde{L} = \ell_{R_-}^1 [H_{++}^1 \quad H_{+-}^1] V^\dagger \sigma_1 V \begin{bmatrix} L_+ \\ L_- \end{bmatrix} = \ell_{R_-}^1 H_{++}^1 L_+ - \ell_{R_+}^1 H_{+-}^1 L_-. 
\end{align*}
\] (G.23)

As we can see, the so called “two solutions” of Ref. [504] are actually exactly the same model which becomes obvious if we write the model in terms of fields with definite \(U(1)'\) charges.

### G.2 Anomaly Cancellation in the Farzan and Shoemaker Model

When gauging baryon and lepton numbers as a \(U(1)\) symmetry with only the SM fermion content, it is known that the anomaly-free combinations are \(B - (aL_e + bL_\mu + cL_\tau)\) with
\( \alpha + b + c = 3 \), or \( L_\alpha - L_\beta \) for some pair of flavors \( \alpha \) and \( \beta \) (see Ref. [491] and references therein).

The new \( U(1)' \) gauge group considered here corresponds to gauging \( 3\eta B + \zeta (L_\alpha - L_\beta) \), which is only anomaly-free when \( \eta = 0 \).

Farzan and Shoemaker propose to cancel the unwanted anomalies by the introduction of new leptons. First, let’s see what anomalies need to be canceled. Following Refs. [494] and [496], we use the notation

\[
\mathcal{A}(G_1 \otimes G_2 \otimes G_3) = \frac{1}{2} \text{Tr} \left[ T_1 \{ T_2, T_3 \} \right],
\]

where \( T_i \) is the generator of the group \( G_i \). The anomalies in the baryon sector are

\[
\begin{align*}
\mathcal{A}_1 \left( SU(3)_C^2 \otimes U(1)' \right) &= 0, \\
\mathcal{A}_2 \left( SU(2)_L^2 \otimes U(1)' \right) &= \frac{9\eta}{2}, \\
\mathcal{A}_3 \left( U(1)_Y^2 \otimes U(1)' \right) &= -\frac{9\eta}{2}, \\
\mathcal{A}_4 \left( U(1)_Y \otimes U(1)^2 \right) &= 0, \\
\mathcal{A}_5 \left( U(1)' \right) &= 0, \\
\mathcal{A}_6 \left( U(1)^3 \right) &= 0,
\end{align*}
\]

while those in the lepton sector are

\[
\begin{align*}
\mathcal{A}_7 \left( SU(3)_C^2 \otimes U(1)' \right) &= 0, \\
\mathcal{A}_8 \left( SU(2)_L^2 \otimes U(1)' \right) &= 0, \\
\mathcal{A}_9 \left( U(1)_Y^2 \otimes U(1)' \right) &= 0, \\
\mathcal{A}_{10} \left( U(1)_Y \otimes U(1)^2 \right) &= 0, \\
\mathcal{A}_{11} \left( U(1)' \right) &= 0, \\
\mathcal{A}_{12} \left( U(1)^3 \right) &= 0.
\end{align*}
\]

So we need to cancel \( \mathcal{A}_2 \) and \( \mathcal{A}_3 \) without introducing new ones. Ref. [504] argues that the introduction of one extra lepton generation with charge

\[
L_4 = \begin{bmatrix} \nu_{L4} \\ \ell_{L4} \end{bmatrix} \sim \begin{pmatrix} 1, 2, -\frac{1}{2}, -9\eta \end{pmatrix}, \quad \ell_{R4} \sim (1, 1, -1, -9\eta),
\]

would do the job, but opts for two generations with charges

\[
\begin{align*}
L_4 &= \begin{bmatrix} \nu_{L4} \\ \ell_{L4} \end{bmatrix} \sim \begin{pmatrix} 1, 2, -\frac{1}{2}, -\frac{9}{2}\eta \end{pmatrix}, \quad \ell_{R4} \sim \begin{pmatrix} 1, 1, -1, -\frac{9}{2}\eta \end{pmatrix}, \\
L_5 &= \begin{bmatrix} \nu_{L5} \\ \ell_{L5} \end{bmatrix} \sim \begin{pmatrix} 1, 2, -\frac{1}{2}, -\frac{9}{2}\eta \end{pmatrix}, \quad \ell_{R5} \sim \begin{pmatrix} 1, 1, -1, -\frac{9}{2}\eta \end{pmatrix},
\end{align*}
\]

so that the Witten anomaly [525] is also taken care of. Unfortunately, the introduction of these lepton generations will reintroduce the following anomalies per generation:

\[
\mathcal{A} \left( SU(2)_L^2 \otimes U(1)_Y \right) = -\frac{1}{4}
\]
\[ \mathcal{A} (U(1)_Y^3) = +\frac{3}{4}. \] (G.29)

Within the SM, these anomalies are canceled by the quarks. So introducing lepton generations without the corresponding quark generations does not work.

In any case, in order to obtain an anomaly-free theory with \( \eta \neq 0 \), we need to introduce new fermions which are required to be very heavy to avoid constraints from direct searches.

### G.3 Symmetry Breaking in the Farzan and Shoemaker Model

The neutral components of the Higgs doublets \( H, H_{++}, \text{ and } H_{--} \) are assumed to develop VEV’s. If we assume the standard Mexican hat potential for each, this will lead to nine Goldstone bosons, of which only four can be absorbed into the \( W^\pm, Z, \text{ and } Z' \). So we need a way to make the unwanted Goldstone bosons heavy.

Let’s first take a look at what the mass spectrum of the gauge bosons will be. The gauge coupling of the Higgses are given by

\[
(D_\mu H)^\dagger (D^\mu H) + (D_\mu H_{++})^\dagger (D^\mu H_{++}) + (D_\mu H_{--})^\dagger (D^\mu H_{--}),
\] (G.30)

where

\[
D_\mu H = \left( \partial_\mu - i \frac{g_2}{2} \vec{W}_\mu \cdot \vec{\sigma} - i \frac{g_1}{2} B_\mu \right) H,
\]

\[
D_\mu H_{++} = \left( \partial_\mu - i \frac{g_2}{2} \vec{W}_\mu \cdot \vec{\sigma} - i \frac{g_1}{2} B_\mu - 2i \zeta g' Z'_\mu \right) H_{++},
\]

\[
D_\mu H_{--} = \left( \partial_\mu - i \frac{g_2}{2} \vec{W}_\mu \cdot \vec{\sigma} - i \frac{g_1}{2} B_\mu + 2i \zeta g' Z'_\mu \right) H_{--}.
\] (G.31)

Write the components of \( H, H_{++}, \text{ and } H_{--} \) as

\[
H = \begin{bmatrix} H^+ \\ H^0 \end{bmatrix}, \quad H_{++} = \begin{bmatrix} H^+_{++} \\ H^0_{++} \end{bmatrix}, \quad H_{--} = \begin{bmatrix} H^+_{--} \\ H^0_{--} \end{bmatrix},
\] (G.32)

and assume \( \langle H^0 \rangle = v/\sqrt{2}, \langle H^0_{++} \rangle = v_+/\sqrt{2}, \text{ and } \langle H^0_{--} \rangle = v_-/\sqrt{2} \) will be non-zero. Then, the following gauge boson mass terms will be generated:

\[
\frac{g_2^2}{4} W^\mu W^{-\mu} \left( v^2 + v_+^2 + v_-^2 \right)
\]

\[
+ \left( \frac{g_2}{2} W_{3\mu} - \frac{g_1}{2} B_\mu \right) \left( \frac{g_2}{2} W^\mu_{3\mu} - \frac{g_1}{2} B^\mu \right) \frac{v^2}{2}
\]

\[
+ \left( \frac{g_2}{2} W_{3\mu} - \frac{g_1}{2} B_\mu - 2\zeta g' Z'_\mu \right) \left( \frac{g_2}{2} W^\mu_{3\mu} - \frac{g_1}{2} B^\mu - 2\zeta g' Z'_\mu \right) \frac{v^2_+}{2}
\]

\[
+ \left( \frac{g_2}{2} W_{3\mu} - \frac{g_1}{2} B_\mu + 2\zeta g' Z'_\mu \right) \left( \frac{g_2}{2} W^\mu_{3\mu} - \frac{g_1}{2} B^\mu + 2\zeta g' Z'_\mu \right) \frac{v^2_-}{2}
\]
\[
+ \left( \frac{g_2}{2} W_{3\mu} - \frac{g_1}{2} B_\mu + 2\zeta g' Z'_\mu \right) \left( \frac{g_2}{2} W^{\mu}_{3} - \frac{g_1}{2} B^\mu + 2\zeta g' Z'^\mu \right) \frac{v^2}{2}, \tag{G.33}
\]

where

\[
W^\pm_\mu = \frac{1}{\sqrt{2}} (W_{1\mu} \mp W_{2\mu}). \tag{G.34}
\]

So the mass of \( W^\pm \) in this model is

\[
M_{W^\pm} = \frac{g_2}{2} \sqrt{v^2 + v_+^2 + v_-^2}. \tag{G.35}
\]

The mass matrix for the neutral gauge bosons is

\[
M = \frac{1}{4} \begin{bmatrix}
g_1^2 (v^2 + v_+^2 + v_-^2) & -g_1 g_2 (v^2 + v_+^2 + v_-^2) & 0 & 4\zeta g_1 g' (v_+^2 - v_-^2) \\
-g_1 g_2 (v^2 + v_+^2 + v_-^2) & g_2^2 (v^2 + v_+^2 + v_-^2) & -4\zeta g_2 g' (v_+^2 - v_-^2) & 16\zeta^2 g'^2 (v_+^2 + v_-^2) \\
4\zeta g_1 g' (v_+^2 - v_-^2) & -4\zeta g_2 g' (v_+^2 - v_-^2) & 16\zeta^2 g'^2 (v_+^2 + v_-^2) & 0
\end{bmatrix}, \tag{G.36}
\]

where the rows and columns correspond to \( B, W_3, \) and \( Z' \) in this order. If \( v_+ = v_- \equiv w/\sqrt{2}, \) this reduces to

\[
M \times = \frac{1}{4} \begin{bmatrix}
g_1^2 (v^2 + w^2) & -g_1 g_2 (v^2 + w^2) & 0 & 0 \\
-g_1 g_2 (v^2 + w^2) & g_2^2 (v^2 + w^2) & 0 & 0 \\
0 & 0 & 16\zeta^2 g'^2 w^2 & 0
\end{bmatrix}. \tag{G.37}
\]

Note that this would prevent the \( Z' \) from mixing with the \( B \) or the \( W_3, \) and not change the value of the Weinberg angle or the linear combinations of \( W_3 \) and \( B \) that constitute the photon and the \( Z. \)

Indeed, to diagonalize this matrix, we define

\[
\tan \theta_W = \frac{g_1}{g_2}, \quad U = \begin{bmatrix}
\cos \theta_W & -\sin \theta_W & 0 \\
\sin \theta_W & \cos \theta_W & 0 \\
0 & 0 & 1
\end{bmatrix}. \tag{G.38}
\]

Then

\[
M' = U^\dagger M U = \frac{1}{4} \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & (g_1^2 + g_2^2) (v^2 + w^2) & 0 & 0 \\
0 & 0 & 16\zeta^2 g'^2 w^2 & 0 \\
0 & 0 & 0 & M^2_{Z'}
\end{bmatrix}.
\]

So the masses of the massive gauge bosons are

\[
M_W = \frac{g_2}{2} \sqrt{v^2 + w^2}, \quad M_Z = \frac{\sqrt{g_1^2 + g_2^2}}{2} \sqrt{v^2 + w^2}, \quad M_{Z'} = 2\zeta g' w. \tag{G.40}
\]
The mass eigenfields are
\[
\begin{bmatrix}
A^\mu \\
Z^\mu \\
Z'^\mu
\end{bmatrix}
= U^\dagger 
\begin{bmatrix}
B^\mu \\
W_3^\mu \\
Z'^\mu
\end{bmatrix}
= 
\begin{bmatrix}
B^\mu \cos \theta_W + W_3^\mu \sin \theta_W \\
- B^\mu \sin \theta_W + W_3^\mu \cos \theta_W
\end{bmatrix}
\]
and the currents that couple to these bosons are
\[
\begin{bmatrix}
e J^\mu_Q \\
g Z J^\mu_Z \\
g' J^\mu_{Z'}
\end{bmatrix}
= U^\dagger 
\begin{bmatrix}
g_1 J^\mu_Y \\
g_2 J^\mu_3 \\
g' J^\mu_{Z'}
\end{bmatrix}
= 
\begin{bmatrix}
g_1 J^\mu_Y \cos \theta_W + g_2 J^\mu_3 \sin \theta_W \\
- g_1 J^\mu_Y \sin \theta_W + g_2 J^\mu_3 \cos \theta_W \\
g_1 g_2 \sqrt{g_1^2 + g_2^2} (J^\mu_Y + J^\mu_3) \\
g_1 g_2 \sqrt{g_1^2 + g_2^2} (J^\mu_3 - \sin^2 \theta_W J^\mu_Y) \\
g' J^\mu_{Z'}
\end{bmatrix}
\]
that is
\[
e = \frac{g_1 g_2}{\sqrt{g_1^2 + g_2^2}}, \quad g_Z = \sqrt{g_1^2 + g_2^2}, \quad J^\mu_Y = J^\mu_3 + J^\mu_Y, \quad J^\mu_Z = J^\mu_3 - \sin^2 \theta_W J^\mu_Y .
\]
The only difference from the SM is that the Higgs VEV \( v \) is replaced by \( \sqrt{v^2 + w^2} \).

This is a nice result since the \( Z' \) does not mix with the photon or the \( Z \) at tree level, and we can make the \( Z' \) light by taking \( \zeta g' w \) to be small. This can be accomplished by either taking the coupling \( \zeta g' \) too be small, or the \( U(1)' \)-charged Higgs VEV \( w \) to be small. However, if \( \zeta \) is tiny, one may need to take \( w \) to be large to obtain the \( M_{Z'} \) that one wants.

### G.4 Bounds of \( Z' \) Studied in the Original Model

In Ref. [504], the experimental bounds considered are in two categories, with \( Z' \) being produced on-shell and with virtual \( Z' \) being a mediator of the process, respectively. We first look at the on-shell \( Z' \) production. Since the coupling constant for the new gauge sector is different for quarks and leptons, being \( g' \) and \( \zeta g' \) respectively, we need to constrain the quark vertex and lepton vertex separately. Diagrams in the upper panel of Fig. G.1 correspond to the \( Z' \) decay processes \( Z' \to \ell^+ \ell^- \), \( Z' \to \nu \bar{\nu} \), and \( Z' \to q \bar{q} \). In the lower panel of Fig. G.1, the diagrams correspond to the \( Z' \) production processes \( \ell_\beta \to \ell_\alpha Z' \) and \( \pi^0 \to Z' \gamma \). Not all processes are kinematically allowed when a specific value of \( m_{Z'} \) is chosen. As a result, not all the experimental bounds apply to constrain \( g' \) and \( \zeta g' \). The \( Z' \) decay modes kinematically allowed with the choice of \( M_{Z'} \) are listed in Table G.1. The corresponding production processes
of $Z'$ are listed in Table G.2. The processes that are considered in Ref. [504] are highlighted in red in Tables G.1 and G.2. Combining these production/decay modes, we get the processes that might be affected by the introduction of $Z'$, with experimental data from Ref. [1].

$\{\alpha, \beta\} = \{e, \mu\},$

\[
m_{Z'} < m_{\mu \mu} \rightarrow Z' e \rightarrow eee, \quad (10^{-12}, CF = 90\%)
\]

$\{\alpha, \beta\} = \{\mu, \tau\},$

\[
m_{Z'} < m_{\pi^0 \pi^0} \rightarrow \gamma \gamma \rightarrow \gamma e e, \quad (1.174 \pm 0.035)\%
\]

$\{\alpha, \beta\} = \{e, \tau\},$

\[
\text{all region } \tau \rightarrow eZ' \rightarrow eee, \quad (2.7 \times 10^{-8})
\]

\[
\tau \rightarrow eZ', \quad (2.7 \times 10^{-3})
\]

\[
m_{Z'} < m_{\pi^0 \pi^0} \rightarrow \gamma Z' \rightarrow \gamma e e, \quad (1.174 \pm 0.035)\%
\]

Next, the authors of Ref. [504] translate the bounds to constraints on $g'$, $\zeta$, and $\varepsilon_{ij}^q$ at the end, at different $m_{Z'}$. Since $\{\alpha, \beta\} = \{e, \tau\}$ and $\{\alpha, \beta\} = \{e, \mu\}$ are heavily constrained by
\[ \alpha = e \quad \beta = \mu \quad \alpha = \mu \quad \beta = \tau \]

- Table G.1: The decay modes of \( Z' \).

<table>
<thead>
<tr>
<th>( m_{Z'} )</th>
<th>( \alpha = e )</th>
<th>( \alpha = \mu )</th>
<th>( \alpha = e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_\mu )</td>
<td>ee, ( e\mu, \mu\nu + \text{had} )</td>
<td>( \mu\mu, \nu\nu + \text{had} )</td>
<td>( e\nu, \nu\nu + \text{had} )</td>
</tr>
<tr>
<td>( m_\mu &lt; m_{Z'} &lt; 2m_\mu )</td>
<td>ee, ( e\mu, \nu\nu + \text{had} )</td>
<td>( \nu\nu + \text{had} )</td>
<td>ee, ( e\nu, \nu\nu + \text{had} )</td>
</tr>
<tr>
<td>( m_{\pi^0} &lt; m_{Z'} &lt; m_\mu )</td>
<td>ee, ( \nu\nu + \text{had} )</td>
<td>( \nu\nu + \text{had} )</td>
<td>ee, ( e\nu, \nu\nu + \text{had} )</td>
</tr>
<tr>
<td>( m_{Z'} &lt; m_{\pi^0} )</td>
<td>ee, ( \nu\nu )</td>
<td>( \nu\nu )</td>
<td>ee, ( \nu\nu )</td>
</tr>
</tbody>
</table>

- Table G.2: The production modes of \( Z' \).

<table>
<thead>
<tr>
<th>( m_{Z'} )</th>
<th>( \alpha = e )</th>
<th>( \alpha = \mu )</th>
<th>( \alpha = e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_\mu )</td>
<td>( \tau \rightarrow \mu Z' )</td>
<td>( \tau \rightarrow e Z' )</td>
<td>( \tau \rightarrow \mu Z' )</td>
</tr>
<tr>
<td>( m_\mu &lt; m_{Z'} &lt; 2m_\mu )</td>
<td>( \tau \rightarrow \mu Z' )</td>
<td>( \tau \rightarrow e Z' )</td>
<td>( \tau \rightarrow e Z' )</td>
</tr>
<tr>
<td>( m_{\pi^0} &lt; m_{Z'} &lt; m_\mu )</td>
<td>( \mu \rightarrow e Z' )</td>
<td>( \tau \rightarrow \mu Z' )</td>
<td>( \tau \rightarrow e Z' )</td>
</tr>
<tr>
<td>( m_{Z'} &lt; m_{\pi^0} )</td>
<td>( \pi^0 \rightarrow \gamma Z' )</td>
<td>( \pi^0 \rightarrow \gamma Z' )</td>
<td>( \pi^0 \rightarrow \gamma Z' )</td>
</tr>
</tbody>
</table>

- For electron final state, the only option is \( \{\alpha, \beta\} = \{\mu,\tau\} \).

**Bounds on the \( qqZ' \) vertex:**

- When \( m_{Z'} < m_{\pi^0} \), with \( \pi^0 \rightarrow \gamma Z' \rightarrow \gamma \nu \bar{\nu} \), we have

  \[
  \text{Br}(\pi^0 \rightarrow \gamma Z') \leq \text{Br}(\pi^0 \rightarrow \gamma \nu \bar{\nu}) < 6 \times 10^{-4}. \tag{G.44}
  \]

  This translates to

  \[
  g' < 2 \times 10^{-3}, \quad \text{when} \quad m_{Z'} < m_{\pi^0} = 135\text{MeV}. \tag{G.45}
  \]

- For \( m_{\pi^0} < m_{Z'} < 2m_\mu \), all current bounds of \( g' \) are for the leptonic coupling \( \zeta g' \), so it does not apply. The only requirement is \( (g')^2/4\pi < \alpha \), i.e. it is smaller than strong coupling.

- For \( m_{Z'} > 2m_\mu \), the bounds are from \( Z' \rightarrow \mu \mu \), from BaBar and KLOE-2, which is fairly tight.
**Bounds on the ℓℓZ' vertex:**

The lepton vertex is determined by the process $\ell_\beta \rightarrow Z'\ell_\alpha$, which gives

$$\Gamma(\ell_\beta \rightarrow Z'\ell_\alpha) = \frac{(g')^2 \xi^2 m_{\ell_\beta}^3}{32\pi} \frac{m_{Z'}}{m_{Z'}^2} (\sin^2 2\delta_L + \sin^2 2\delta_R).$$  \hspace{1cm} (G.46)

- $m_{Z'} < m_{\pi^0}$, the bound for $g'$ is strong. For example, for $m_{Z'} = 10$ MeV, we can generate $\varepsilon_{\mu\tau}^{qP} \sim 10^{-3}$ and $|\varepsilon_{\tau\tau}^{qP} - \varepsilon_{\mu\mu}^{qP}| \sim 0.01$.

- $m_{\pi^0} < m_{Z'} < 2m_\mu$, the bound on $g'$ is relaxed quite a bit so we have larger NSI. For example, for $m_{Z'} = 140$ MeV, we can generate $\varepsilon_{\mu\tau}^{qP} \sim 5 \times 10^{-3}$ and $|\varepsilon_{\tau\tau}^{qP} - \varepsilon_{\mu\mu}^{qP}| \sim 0.05$.

- $m_{Z'} > 2m_\mu$, the bounds on $Z' \rightarrow \mu\mu$ is too tight.
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