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ABSTRACT

This thesis examines the design and implementation of the navigation solution for an autonomous ground vehicle suited with global position system (GPS) receivers, an inertial measurement unit (IMU), and wheel speed sensors (WSS) using the framework of Kalman filtering (KF). To demonstrate the flexibility of the KF several methods are explored and implemented such as constraints, multi-rate data, and cascading filters to augment the measurement matrix of a main filter. GPS and IMU navigation are discussed, along with common errors and disadvantages of each type of navigation system. It is shown that the coupling of sensors, constraints, and self-alignment techniques provide an accurate solution to the navigation problem for an autonomous vehicle. Filter divergence is discussed during times when the states are unobservable. Post processed data is analyzed to demonstrate performance under several test cases, such as GPS outage, and the effect that the initial calibration and alignment has on the accuracy of the solution.
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## Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Dynamic plant model</td>
</tr>
<tr>
<td>{B}</td>
<td>Body frame</td>
</tr>
<tr>
<td>β</td>
<td>Pitch</td>
</tr>
<tr>
<td>C</td>
<td>Measurement matrix</td>
</tr>
<tr>
<td>{ECEF}</td>
<td>Earth centered earth fixed frame</td>
</tr>
<tr>
<td>ε</td>
<td>Innovation Error</td>
</tr>
<tr>
<td>F_k</td>
<td>Linearized State Dynamics Matrix</td>
</tr>
<tr>
<td>f_b</td>
<td>Body accelerations</td>
</tr>
<tr>
<td>g_l^n</td>
<td>Plumb bob acceleration</td>
</tr>
<tr>
<td>γ</td>
<td>Heading</td>
</tr>
<tr>
<td>h</td>
<td>Altitude</td>
</tr>
<tr>
<td>{I}</td>
<td>Inertial frame</td>
</tr>
<tr>
<td>K_k</td>
<td>Kalman Gain</td>
</tr>
<tr>
<td>λ</td>
<td>Longitude angle</td>
</tr>
<tr>
<td>M_k</td>
<td>A priori estimation covariance matrix</td>
</tr>
<tr>
<td>{N}</td>
<td>Navigation frame</td>
</tr>
<tr>
<td>v</td>
<td>Measurement Noise</td>
</tr>
<tr>
<td>ω_k</td>
<td>Body angular rates</td>
</tr>
<tr>
<td>ω_y</td>
<td></td>
</tr>
<tr>
<td>ω_z</td>
<td></td>
</tr>
<tr>
<td>Ω_e</td>
<td>Earth rotation rate amplitude (rad/s)</td>
</tr>
<tr>
<td>ω_b</td>
<td>Body Angular Rates</td>
</tr>
<tr>
<td>ω_en</td>
<td>Transport Rate</td>
</tr>
<tr>
<td>ω_ie</td>
<td>Earth rate in navigation frame</td>
</tr>
<tr>
<td>ω_imu</td>
<td>IMU noise</td>
</tr>
<tr>
<td>ω_nb</td>
<td>Body angular rates</td>
</tr>
<tr>
<td>P_k</td>
<td>Estimation Error Covariance</td>
</tr>
<tr>
<td>φ</td>
<td>Latitude angle</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>State Transition Matrix</td>
</tr>
<tr>
<td>$Q_k$</td>
<td>Process Noise Covariance Matrix</td>
</tr>
<tr>
<td>$r$</td>
<td>Position vector from inertial frame</td>
</tr>
<tr>
<td>$\hat{\mathbf{R}}'$</td>
<td>Angular rates in nav. frame (compact)</td>
</tr>
<tr>
<td>$\mathbf{R}_N^B$</td>
<td>Rotation matrix from Body to Navigation</td>
</tr>
<tr>
<td>$\mathbf{R}_E^N$</td>
<td>Rotation matrix from Earth to Navigation</td>
</tr>
<tr>
<td>$R_k$</td>
<td>Measurement Noise Covariance Matrix</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>Body attitude vector</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Roll</td>
</tr>
<tr>
<td>$\mathbf{v}_e^n$</td>
<td>Ground acceleration of vehicle</td>
</tr>
<tr>
<td>$\mathbf{x}_k$</td>
<td>State estimate</td>
</tr>
<tr>
<td>$\tilde{\mathbf{x}}_k$</td>
<td>Estimation error</td>
</tr>
<tr>
<td>$\mathbf{x}_k^-$</td>
<td>A priori state estimate</td>
</tr>
<tr>
<td>$\mathbf{x}_k^+$</td>
<td>Posteriori state estimate</td>
</tr>
<tr>
<td>$\mathbf{x}$</td>
<td>State vector</td>
</tr>
<tr>
<td>$\mathbf{y}$</td>
<td>Measurement Vector</td>
</tr>
<tr>
<td>$\mathbf{y}_k$</td>
<td>Estimated measurement vector</td>
</tr>
<tr>
<td>$\mathbf{y}_{\text{GPS}}$</td>
<td>GPS measurement vector</td>
</tr>
<tr>
<td>$\mathbf{y}_{\text{WSS}}$</td>
<td>WSS measurement vector</td>
</tr>
</tbody>
</table>
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Chapter 1: Introduction

The combination of mechanical systems coupled with electronics and software defines a type of technology that is now convention. Automobiles are a perfect example of fusion of sleek, functional, and ergonomic mechanical design, with the capability to preemptively brake, correct for lane departure, and parallel-park with modern technology. The cost of sensing and combining sensor data through microcontrollers has dramatically decreased, catalyzing the growth of technology to reach an age where cars drive themselves and humanoid robots can balance on their own. A common thread between automobiles, autonomous cars, and robots is the need to interpret the data received from the sensors installed on each platform. The art of state estimation specifically addresses the interpretation of sensor data to define the dynamic state of a system, e.g. the velocity, position, or orientation of a robot. This information can provide the necessary feedback to tell the controller what to do next, e.g. to start braking if an object is too close.

The Kalman filter is one such method of state estimation, which has been applied and adapted for the last 60 years in applications ranging from space missions to robotics. It is one of the most used tools in state estimation and control due to its robust nature and applicability to many mechatronics systems including robotics, aircraft, automation, and much more. The Kalman filter is implemented via a computer program and has the framework to easily combine data from multiple sensors, and utilize the physical and mathematical description of the system so that the best estimate of the dynamic state may be achieved. In the context of autonomous vehicles, which by nature utilizes many sensors to define the state of the system, they are a perfect platform to exercise Kalman filtering because every task depends on some interpretation of sensor data. More specifically, for an autonomous vehicle to drive from one place to another, navigation may be performed with the available sensors on board.

Navigation in and of itself is a well-studied topic [1], [2], [3], and has developed a sophisticated infrastructure which allows one to know their position to within several meters anywhere on the planet. Satellite radio navigation such as Global Positioning System (GPS), Galileo, and Global Navigation Satellite System (GLONASS) is commonly installed standard on cell phones and
vehicles. Many modern systems such as autonomous vehicles or missiles require precise kinematic awareness above and beyond the jogger tracking distance traveled for calories burned. In fact, satellite navigation is only one method of navigation used; other hardware and techniques such as, inertial navigation systems, and odometers, celestial navigation, and landmark association are commonly utilized to supplement the GPS navigation solution and generate a better knowledge of one’s position. Fusion of the data coming in from many such sources is a delicate process but may provide a more accurate solution to navigation be facilitated by the application of Kalman filters.

This thesis focuses on sensor fusion in the context of autonomous ground vehicle navigation using Kalman filtering (KF) methods to achieve the fusion of the global positioning system (GPS), inertial navigation, and other auxiliary forms of sensing. The framework of the KF allows for fundamental navigation equations to be incorporated into a structure that can handle many sources of sensed data, and provide a minimum variance estimate of the perceived world. The theory behind navigation is discussed, as well as an introduction to the theory and practical uses of the KF. The work in this thesis is largely instructive and of a reviewing nature, but applied and demonstrated using autonomous vehicle data. The implementation uses a multi-rate, self-aligning and tuning cascaded extended KF which is robust to GPS faults and outages and returns an estimate of position, velocity, and body attitude (state variables) of the host vehicle.

1.1 Autonomous Ground Vehicles

An autonomous vehicle is usually described as one that has the ability to sense the surrounding world, make decisions based on the sensed information, and apply controls and actuate itself to get from one place to another. Typically, this requires several subsystems that can be integrated together, Figure 1-1 shows a generalized example of a hypothetical framework of subsystems for an autonomous ground vehicle. In this example, there are four main subsystems which are all connected via system interface. Drive-by-wire (DBW) is a subsystem which physically controls the vehicle through actuation, such as steering, throttle, and brake actuators. Perception observes the environment for obstacles or hazards, localization determines the position and orientation of
the vehicle, and the autonomy subsystem handles the logistics given information provided by the 
other subsystems, such as an obstacle avoidance trajectory.

![Autonomous Vehicle Subsystem Design Framework](image)

Figure 1-1 Autonomous Vehicle Subsystem Design Framework

The inspiration for this work comes from the growth in development of autonomous vehicles, 
and their need for a precise, and smooth, navigation solution which includes the position, 
velocity and orientation, or attitude [4]. The navigation solution/estimate is used as the closed 
loop control feedback for an autonomous vehicle, so the accuracy of the estimate limits the 
performance of the controller. Accordingly, precise state estimates will mean the control 
decisions are operating with high fidelity. Conversely, a noisy, biased, scaled or other erred state 
estimate will cause the controller to have unpredictable and likely undesirable behaviors.

In terms of autonomous vehicles operating with GPS, IMU, and WSS, it is inevitable that the 
sensors will be subject to error to each of these systems. For instance, GPS is known to have 
geometric (GDOP), multipath, delays caused by the atmosphere, and clock offsets [2], [5]. 
Similarly, the IMU provides accelerations and angular rotation rates which must be integrated, a 
common problem is that this leads to drift due to noise and other error in the sensors [6], [7]. 
Finally, WSSs are susceptible to wheel slip, causing an inaccurate representation of how far the 
vehicle has traveled when dead reckoning [8].
1.1.1 Drive by Wire and Localization

There are many subsystems which must be implemented and connected in order to control the vehicle. The main axes which must be controlled, such as steering, throttle, and brake is often called the drive-by-wire (DBW) system [9]. This is the control required to physically move the vehicle from one position to another. The vehicle will also be equipped with a number of sensors in several forms, such as wheel speed sensors, steering angle potentiometers, throttle positioning sensors, GPS and IMUs to measure the state of the vehicle.

1.1.2 Perception and Mapping

There are many other factors which must be considered when implementing an autonomous vehicle, as one of the biggest concerns is safety. While sensor such as GPS, speedometers, IMUs etc. provide information about the vehicle dynamic and kinematic state, there is still much to know about the outside environment. Perception is paramount, as it will find obstacles relative to itself and its path, and pass the information to a computer to ensure the obstacle is avoided. Perception is the monitoring of the surroundings through a range of sensors such as light detection and ranging (LIDAR), ultrasonic sensors, and visible and infrared cameras [10]. Perception can also aid in the navigation solution and simultaneous localization and mapping (SLAM) which develops a map at the same time navigation occurs [11]. For this reason, autonomous vehicles are typically equipped with perception hardware which is designed to monitor the outside environment. In addition to research on perception hardware, other areas of significant research in perception for lane and pedestrian detection over the last decade are machine learning and the detection and classification of objects. References [12], [13], and [14] are but a few examples of research studies in these areas.

The subsequent chapters will discuss the design process of the localization system, with regards to an adequately instrumented, non-holonomic ground vehicle as the platform. While this is a largely studied topic, both in terms of cost, speed, and performance optimization [15] [16] [17] [2], the purpose of the work here is to demonstrate flexibility and utility of the Kalman filter with empirical results.
1.2 State Estimation

State estimation is the determination of the dynamic state of a system, such as position, velocity, and attitude, and is vital in the successful control of any dynamical system. For example, the control of an autonomous vehicle requires that its position and velocity be known so that it may drive from one point to another. Other applications such as autonomous farming [18], robotic vision [19], and industrial robotics [20] are all examples of relatively new technologies which have stemmed from the fundamental science of sensing and control.

Autonomous vehicles are an interesting platform to study in terms of state estimation because of the variety of sources of information from sensors which may be applicable, such as GPS and inertial measurement unit (IMU) data. GPS and IMUs are different sensors by nature, GPS receives radio signals from an antenna and IMUs measure the movement of a tiny mass on a spring. However, GPS offers absolute readings of global position and velocity at low sampling rates (1-50 Hz) [21] whereas IMUs provide higher frequency acceleration and rotation data (∼100 Hz) where the rigid body modes of a ground vehicle are in the 1-4 Hz range [22]. In a significant, and exploitable way, the differences in these sensors complement each other and can work in harmony to generate an accurate and precise state estimate resistant to the flaws of either one individually [23].

The motivation for this work is to develop design criteria for navigation in the context of an autonomous vehicle through the examination of state estimation of position and location. The principal focus is on fusing GPS, IMU and WSS readings for autonomous ground vehicle application and to discuss different methods of handling faults such as GPS outage or wheel slip. This type of fusion problem for navigations is typical in applications for navigation for ground, aerial, and even missiles [15] [16] [23] [24] [25] [26] [27] [28] [29].

1.3 Fusing Navigation Sensors

This thesis discusses the techniques of data fusion from many sensors that measure different parameters associated with navigation and to gain insight into the limitations of the sensors and numerical algorithms as applied to autonomous ground vehicles. The works of Cooper [30],
Sukkarieh [31], and Wendel [16] delve in to certain aspects of the navigation solution, regarding different filtering algorithms such as information filtering versus extended Kalman filtering, linearization, numerical integration and coordinate transformations, calibration and alignment, and the method of coupling the GPS and inertial measurement unit. This thesis will also evaluate Kalman filtering methods, sensor failures, and the construction of the filter model to quantify how well the navigation solution can be achieved under different scenarios, e.g. GPS, WSS, IMU failure.

One of the underlying problems when attempting to obtain an accurate navigation solution for computer navigation is the fusion of several types of data that are captured at different rates. The Kalman filter is a widely accepted method used to handle this problem. This thesis will look at the use of extended and linear Kalman filters for propagating state estimates forward despite the availability of measurements from the existing sensors.

Another challenge in the navigation problem is that in order to combine GPS and inertial measurements, this data must be transformed into the same coordinate system. Discussed in detail in Chapter 2, the basic premise is to transform them both to a locally level coordinate system which has an origin based on the start of a trajectory and has orthogonal components, for example pointing north, east, and down. In order to do this transformation, the vehicles body attitude must be determined as the inertial navigation system remains fixed to the vehicles orientation in a configuration known as a strapdown configuration [32].

Finally, because the nature of a ground vehicle incorporates nonholonomic constraints, methods of constrained Kalman filtering will be presented as a way of improved the accuracy of the filter as discussed in [33] and [34] (and many more) which have aiding the inertial navigation solution and prevent the drifting effect of integrating inertial measurements and wheel velocity measurements.
1.4 Thesis Overview

This thesis will discuss the theory, formulation, and application of Kalman filtering techniques in dealing with the fusion of GPS, IMUs, and auxiliary sensors for a precise and smooth navigation solution. The data presented in this work is post processed, however, the implementation is developed in such a way that online processing is feasible in regards to algorithm speed and data processing. Special attention is considered for GPS outage and dead reckoning performance is evaluated during such an event. The baseline assumptions associated with Kalman filtering are examined and evaluated for the use of the sensor platform used in the filter. A review of other approaches is also presented.

The Kalman filter, or equivalently the optimal linear quadratic estimator, will be presented with a discussion on assumptions, simplifications, and modifications which make practical implementation possible. There are examples provided in the appendix to show concept and design, but the main focus of application is GPS and WSS aided IMU navigation. The performance will be evaluated to determine which sensors and combinations thereof provide the most useful information regarding the navigation solution.

Chapter 2 provides background information to the navigation problem and associated sensor fusion methods from other authors. The error introduced into doing such as a transformation and its effect on integrated acceleration and angular rates is also discussed. Satellite navigation, error, corrections, and effect on the navigation solution is also presented.

Coordinate systems and transformations are discussed to setup the construction of the Kalman filter in chapter 3. Thus, Chapter 3 will focus on the nomenclature and underlying theory required to implement the Kalman filter and its extensions. Process noise and measurement noise are discussed as well as a brief introduction to different types of random variables. Since there have been many adaptations to the Kalman filter, several of them are presented in a general sense with citations and sources for the interested reader.
Chapter 4 looks at the development of the extended Kalman filter given the navigation equations presented in chapter two. The full, non-linear system of equations is used in this implementation. Switching mode measurement vectors are presented in the event that the observability of the system model changes during implementation, such as GPS outage. Selection of process and measurement noise is also examined.

Chapter 5 will detail the hardware specifications for these experiments and discuss estimated statistical properties and how they are implemented into the model. An evaluation of stand-alone sensor platforms is simulation, such as WSS dead reckoning using heading angle and IMU integration for position. The dynamic states will be defined and a corresponding state space model will be derived. Next, the IMU framework, i.e. three axis accelerometer, and three axis gyroscope will be described with a similar discussion on error, bias, and assumptions.

Chapter 6 is the results section which shows how the Kalman filter performs under different hypothetical scenarios, such as rapid IMU alignment when GPS heading information is unavailable, instantaneous spikes in GPS positional changes also known as GPS pop, and GPS outage.

Chapter 7 presents concluding remarks regarding the different performance evaluations of the different filter modes.
Chapter 2: Navigation Background and Theory

This chapter is designed to give the reader background information on past and current navigation techniques and their implementations. The Kalman filter and its relevance and utility as a navigation framework is discussed along with other authors’ implementations.

Coordinate transformations are presented as each sensor, i.e. IMU, GPS, and WSS must be related to a unified coordinate system.

Strapdown inertial navigation theory is described and presented as well as error characteristics, such as noise, bias, scale factor, coning and sculling, and their relative impact on the sensor outputs. An investigation at the relative influence of Coriolis and centripetal acceleration under different driving conditions is presented as well.

Satellite navigation and the infrastructure are discussed along with ephemerides, error sources, corrections, and differential GPS. Discussion on the minimum number of satellites required for receiver clock compensation and the difference between tightly and loosely coupled INS/GPS navigation is described.

2.1 Navigation Background

Navigation is the process or activity of accurately ascertaining one’s position and planning and following a route. Technology has advanced and navigation can now be done with computers and the aid of sensors, such as IMUs and GPS.

2.1.1 Types of Navigation Systems

Today, navigators rely on GPS, which is a class of satellite, radio navigation. GPS has become very accurate with an available 20 Hz update rate and down to sub-meter level accuracy through the use of OmniSTAR differential GPS [35]. However, there are some downsides to satellite navigation in that there are ionospheric delays, geometric dilution of precision, noise, and multipath errors [2] which degrade the accuracy of the position measurement. Occasionally, the
errors may cause abrupt pops, where the position may jump from one location to another. At times, this effect can cause jumps which exceed several meters. In the case of autonomous ground vehicle control, such a drastic jump in position may cause abrupt control inputs to correct the discrepancy in anticipated versus measured trajectory. GPS is also a line-of-sight sensor, meaning the GPS satellites must be visible to the receiver’s antennas. In heavy forestry or urban environments, satellite visibility may be severely diminished and the dependence on GPS alone will degrade the integrity and robust nature of the state estimate. For this reason, it is valuable to supplement the navigation solution with other sensory information that may be used in the navigation computation.

For example, common navigation systems include INS, which consist of accelerometers which measure body accelerations, and gyroscopes that measure angular rate. Inertial navigation can be found in the guidance systems of aircraft, missiles, maritime equipment, ground vehicles, and robots [36], [37], [38]. Typically an INS will have error compensation built directly in it and gravity vector estimation, whereas an inertial measurement unit (IMU) has no such error compensation [37]. The INS is hailed due to its high sampling rates and passive nature [3]; not needing external equipment such as GPS satellites or using laser scanners which emit distinct spectrum to the environment. INS have been used in the aerospace industry and widely accepted as a successful navigation system since the 1930s [37]. However, INS are corrupted by error, such as bias, g sensitive drift, misalignment, and noise which in turn affects the inertial navigation solution [39]. Ultimately, the desired output of an inertial measurement unit will be position, velocity, and attitude (or orientation) which will require an integration of the measured accelerations and angular rate outputs [32].

The IMU, unless equipped with an absolute attitude sensor such as a magnetometer or tilt sensor, has no knowledge of orientation in relation to the other coordinate frames and must rely on a set of initial conditions and integrations to maintain the body attitude knowledge needed to transform measurements into the other coordinate systems. Since there is no absolute information on the orientation, velocity or position, integration of angular rates will lead to a drifting orientation, and twice integrating accelerations with both bias and random error will cause a drift in position and velocity.
Furthermore, the orientation is used in the calculation of position via coordinate transformations, such that any error in the orientation will also propagate through to the velocity and position components in the new coordinate frame.

Although satellite navigation and the IMU are the two main sensor suites that comprise the navigation system in this work, it is not uncommon to use auxiliary sensors to supplement the navigation solution. Sensors such as magnetometers, or tilt sensors [31], [27] provide an absolute body orientation and heading which reduce or eliminate the drift caused by integrating gyroscope data for body attitude. For example, the use of the steering angle for an Ackerman steered vehicle coupled with forward vehicle speed and a kinematic relationship can describe angular rotation rates which can be coupled with the other sensor information [11]. Wheel speed sensors (WSS), or odometers, are used in dead reckoning (DR), which is the process of integrating velocity or acceleration to obtain position. These sensors have the drawback of being sensitive to wheel slip and only provide information for a single degree of freedom in the body coordinate system.

This study will use a dual antenna GPS with differential GPS availability, tactical grade IMU, and WSS to analyze the effectiveness in obtaining a navigation solution under different sensor outages or availability. Accordingly, without an absolute heading reference system (AHRS), an evaluation of the IMU as a heading reference will be performed in the event of loss of GPS signal and thus the vehicle is required to depend on internal sensing. The method of synchronizing these sensors to a unified coordinate system is presented below.

### 2.1.2 Coordinate Systems

To begin the discussion of navigation, it is important to understand the different coordinate systems which orient each navigation system, i.e. Earth frame, inertial frame, geodetic, and navigation, et cetera. Specifically, there are five coordinate systems that will be used in this paper and these are the body frame \{B\}, earth centered earth fixed frame \{ECEF\}, inertial frame \{I\}, and the geodetic frame \{G\} also referred to as world geodetic system (WGS-84).
The body frame \{B\} is assumed to be fixed to the vehicle, it rotates and traverses with the vehicle [36]. The IMU located onboard the host vehicle is typically considered to be aligned with the body frame \{B\} and is used to denote the directions of the accelerations and axes of rotational motion of the body. Figure 2-1 shows typical orientation of the body frame which is also aligned with the sensing axes of the IMU. For strapdown navigation systems, the body frame is used as a reference to transform the linear accelerations and rotational velocities into \{N\} or \{ECEF\}.

![Figure 2-1: Roll, Pitch, and Yaw Rates \(\omega_x, \omega_y, \omega_z\)](image)

Figure 2-1 shows the direction of sensing axes for a typical body frame, which is also aligned with the inertial measurement unit.

The inertial frame \{I\} is fixed in space and aligned with the center of the earth such that once every \(\sim\)24 hours the earth frame \{ECEF\} is aligned with it. The navigation solution may be resolved in this frame, but the ground speed of the vehicle must be transformed into \{I\}.

Another frame of reference is the earth centered earth fixed \{ECEF\} frame, which is fixed with the rotating earth, and provides a Cartesian representation of the position of the vehicle with respect to the center of the earth. Due to the rotation of the earth, this causes a Coriolis acceleration which can be compensated for in the navigation equation but tends to have a relatively small impact over short periods of time. A common implementation of the \{ECEF\} representation is to use the earth frame reference without compensating for Coriolis effect and subsequently transform the earth frame to have an orthogonal component normal to the earth’s surface and the corresponding plane to be tangent to the earth’s surface [32].
A similar, but more comprehensive version of the transformed \{ECEF\} representations is the navigation \{N\} frame, which moves with the vehicle and is locally level on the earth’s surface with an orthogonal axis pointing down towards the center of the earth. This coordinate system accounts for both the Coriolis effect from the earth rotating, the vehicle travelling on the earth’s surface causing a Coriolis term, and centripetal acceleration caused by a moving vehicle on the earth’s surface [32]. In this context, the navigation frame will share a moving common origin with the body frame. A benefit of this frame is that the gravitational vector can be used for a coarse alignment technique in order to align and solve for components of the body frame attitude with respect to the navigation frame while the vehicle is stationary, thus providing initial conditions before integration of the IMU data.

Geodetic \{G\} is an earth-fixed model but is in polar coordinates and accounts for the eccentricity of the earth (latitude (\(\phi\)), longitude(\(\lambda\)), and elevation (\(h\))) [5]. Typically, this is given to users wanting to know their absolute position on the earth, and is not used in any computation in this work.

All of the coordinate frames are derived out of what’s known as the inertial frame, which is fixed relative to the earth’s rotation. This becomes especially important when discussing the strapdown inertial navigation equations as they are written in the inertial frame initially, and transformed into the navigation equation through the Coriolis theorem which is described later. As one can see in Figure 2-2, the ECEF coordinates place an origin at the earth’s center, O, and the location of a vehicle can be described relative to the center of the earth through standard Cartesian coordinates. Geodetic latitude and longitude were formulated to give the user their location relative to the equator and prime meridian in polar coordinates. This method is typically used to give a user location information but is still not necessarily the frame of choice for computation for navigation. GPS will typically give location in terms of latitude, longitude, and height above the ellipsoid (HAE) which assumes an ellipsoidal Earth model opposed to a spherical model. Figure 2-2 represents a \textit{geocentric} earth, but the navigation equations are modified to account for the ellipsoidal earth.
Figure 2-2 shows all of the coordinate systems used in this thesis. The inertial frame is fixed in space, while the ECEF frame shares a common vertical axis but rotates about it. Since the navigation frame is locally flat, the plane is drawn on the surface for reference. The body frame and navigation frame in this work share a common origin, but are not necessarily aligned in attitude.

For the navigation is this work, the typical coordinate frame to apply the fusion of all of the sensor data is the locally level frame \( \{N\} \), which accounts for Coriolis and centripetal effects of the rotating earth and rotating coordinate system of the moving vehicle. However, a simplification due to the relative effects of the Coriolis terms will be examined later, which makes it similar to a transformed earth frame mechanization as presented in [32].

2.1.3 Geodetic Coordinates to Navigation Frame

Firstly, given geodetic coordinates and assuming the earth is an ellipsoid, as in Figure 2-3, the expressions for finding ECEF coordinates are functions of the eccentricity, \( N \), and the geodetic longitude \( \lambda \), latitude \( \phi \), and height \( h \). These Cartesian coordinates are given by the following expressions [5],
\[ x_{ECEF} = (N + h).\cos(\phi).\cos(\lambda). \]

\[ y_{ECEF} = (N + h).\cos(\phi).\sin(\lambda). \]

\[ z_{ECEF} = \left(\frac{b^2}{a^2}.N + h\right).\sin(\phi). \]

where \( a = 6378.137 \text{ km} \) is the semi-major axis, \( b = 6356.75231425 \text{ km} \) is the semi-minor axis, and \( N \) is the radius of curvature of the ellipsoid illustrated in Figure 2-3 and is defined as the perpendicular line from the altitude of the ECEF coordinate that continues until crossing the \( z \) axis and can be given by the following:

\[ N = \frac{a^2}{\sqrt{a^2.\cos^2(\phi) + b^2.\sin^2(\phi)}}. \]

Figure 2-3 shows that in order to account for an ellipsoidal earth, a perpendicular line with the surface is drawn until it intersects the semi minor axis of the Earth.
In order to transform ECEF coordinates into \{N\}, it can be shown that a series of two rotations must be completed to transform them and in this work, the Euler angle rotation method is used. For example, if a coordinate frame is rotated about x, and then y using the Euler method, the first rotation occurs about the x axis of the original frame and the second rotation occurs about the y axis is the now rotated frame. This is opposed the fixed angle notation, which requires all rotations to be about the fixed, non-moving reference frame [40].

By observation of Figure 2-2, it can be shown that, in order to transform the \{ECEF\} coordinates into the \{N\} frame, a rotation about the \(z_{ECEF}\) axis by \(\lambda\), followed by a rotation about the new axis noted as \(y'_{ECEF}\) by \(\phi\). This transformation will point the previous \(x_{ECEF}\) in the local north direction, \(y_{ECEF}\) will point towards the east, and the \(z_{ECEF}\) will point down towards the center of the Earth. The series of rotations is shown to be,

\[
\mathbf{R}^E_N = \begin{bmatrix}
\cos(\lambda) & -\sin(\lambda) & 0 \\
\sin(\lambda) & \cos(\lambda) & 0 \\
0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
\cos(\phi) & 0 & -\sin(\phi) \\
0 & 1 & 0 \\
\sin(\phi) & 0 & \cos(\phi)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
-\cos(\lambda) \cdot \sin(\phi) & -\sin(\lambda) \cdot \sin(\phi) & \cos(\phi) \\
-\sin(\lambda) & \cos(\lambda) & 0 \\
-\cos(\lambda) \cdot \cos(\phi) & -\sin(\lambda) \cdot \cos(\phi) & -\sin(\phi)
\end{bmatrix}
\]

It is also noted that the notation used in this work is drawn from [40] where the subscript and superscript relationship on the rotation matrix means frame \{E\} relative to \{N\}. A convenient property of rotation matrices is that they belong to a special orthogonal group \(SO(3)\) which is an orthonormal set which has the following properties [40],

\[
\mathbf{R}^{-1} = \mathbf{R}^T = \mathbf{R},
\]

where \(\mathbf{R}\) is a generic rotation matrix from one coordinate system to another. This means that one must simply take the transpose of that rotation matrix in order to transform from one coordinate system to another or vice versa.
Since the desired coordinates are relative to a given origin, the \{N\} coordinates can be given by Equation 2-7 using the rotational transformation matrix given in equation 2-5.

\[
\{N\} = \mathbf{N}_E \mathbf{R} \left[ \mathbf{X}_k - \mathbf{X}_0 \right]
\]

where \(\mathbf{X}_k\) is the Cartesian vector \([x_{\text{ECEF}} \ y_{\text{ECEF}} \ z_{\text{ECEF}}]\)T in \{E\} at time \(k\) and \(\mathbf{X}_0\) is the origin of choice in \{E\}. \(N\) is the Cartesian vector representing the position of the host in \{N\}.

2.1.4 Body Frame to Navigation Frame

The body frame also requires a transformation into the \{N\} frame so that accelerations and angular rates may be compatible with the GPS measurements. Again, the vehicle is assumed to have 6 degrees of freedom (DOF): 3 orthogonal linear components in \{B\}, \([x_B \ y_B \ z_B]\)T and three orthogonal rotational components, or attitude, \([\theta \quad \beta \quad \gamma]\)T which are roll, pitch, and yaw, respectively.

It is assumed that the host vehicle undergoes these three rotations relative to the navigation frame \{N\} and it is through these rotations that the linear components of acceleration, velocity, and position from the IMU may be updated in the navigation frame. Specifically, the body is assumed to undergo the rotations in order of roll \(\theta\), pitch \(\beta\), and yaw \(\gamma\) since, matrix multiplication is non-commutative. The rotation matrix is given by the following which can be found in a number of works on the topic [31],

\[
\mathbf{N}_B = \begin{bmatrix}
\cos(\gamma) & \sin(-\gamma) & 0 \\
\sin(\gamma) & \cos(\gamma) & 0 \\
0 & 0 & 1
\end{bmatrix} \cdot 
\begin{bmatrix}
\cos(\beta) & 0 & \sin(\beta) \\
0 & 1 & 0 \\
\sin(\beta) & 0 & \cos(\beta)
\end{bmatrix} \cdot 
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos(\theta) & \sin(-\theta) \\
0 & \sin(\theta) & \cos(\theta)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\cos(\beta) \cdot \cos(\gamma) & -\cos(\gamma) \cdot \sin(\beta) + \sin(\gamma) \cdot \cos(\beta) & \sin(\gamma) \cdot \sin(\beta) \\
\cos(\gamma) \cdot \sin(\beta) + \sin(\gamma) \cdot \cos(\beta) & \sin(\theta) \cdot \sin(\gamma) + \cos(\theta) \cdot \sin(\beta) \cdot \cos(\gamma) & \sin(\gamma) \cdot \sin(\theta) \\
\sin(-\beta) & \sin(-\gamma) \cdot \cos(\theta) + \cos(\gamma) \cdot \sin(\beta) \cdot \sin(\theta) & \cos(\gamma) \cdot \cos(\theta) + \sin(\theta) \cdot \sin(\beta) \cdot \sin(\gamma)
\end{bmatrix}
\]

which maps the body frame into the navigation frame. To find these angles in the preceding equation, Section 2.2.3 will present the vector rate equations to obtain these.
2.2 Inertial Navigation Systems

In order to navigate with an inertial based measurement system, one is required to integrate the output of the IMU, given a set of initial conditions of position, velocity and attitude. Inertial navigation has the advantage that it has a high sampling rate and can passively measure the dynamics, i.e. without external aids such as location beacons or satellites, of the vehicle and provide an estimate of position, velocity, and attitude of the host vehicle. Inertial navigation is typically broken down into two configurations: gimbaled and strapdown inertial navigation systems (SINS) [37]. While SINS is used throughout this work, the operation of both are described below.

2.2.1 Gimbaled Inertial Navigation

In a gimbaled configuration, the orientation of the inertial navigation system is compensated such that it has a constant orientation nominally pointed north, east, and down for each of the orthogonal components. Conversely, a strapdown configuration is such that the IMU is rigidly fixed to the body, or vehicle, and is thus changing orientation with respect to the navigation frame in time. Due to the expensive nature of gimbaled systems, which require multi-axis actuation to maintain its orientation, gimbaled systems are less commonly used for common applications [37]. Strapdown systems are less expensive, but have the disadvantage that in order to obtain attitude information, they must be numerically transformed into the proper coordinate system.

2.2.2 Strapdown Inertial Navigation

The strapdown inertial navigation equations used in this work are derived in Ref. [32], which work off of the principal that a triad of accelerometers measures the specific force (force normalized by mass) of a given point in a fixed, non-moving inertial frame of reference. An expression to map the body frame accelerations into the navigation frame and compensate for Coriolis, centripetal, and gravitational effects is presented in this sections will then be used in subsequent sections regarding the Kalman filter implementation.
For precise, long-term navigation, it is common to compensate for both Coriolis, centripetal, and gravitational acceleration, caused by the rotation of the Earth and the local gravity field, as integration errors will grow significantly over long periods of time. For this reason, the Earth’s rotation rate, which is the cause of Coriolis acceleration, is compensated in the navigation equations. For short-term navigation it is common to just compensate for gravity and not necessarily for Earth’s rotation and, thus, Coriolis force.

The following strapdown navigation equations are fully derived in Titteron [32], which details how to transition from a fixed inertial frame, to a fixed earth frame, and finally, into the navigation frame. Using body frame accelerations and rotation rates as sensed by the IMU, the coordinate frames are aligned and can be used as an expression of motion as a differential equation.

The navigation equation as written in the navigation frame \( \{N\} \) is given by [32]:

\[
\dot{v}_e^N = \frac{b}{b} R_b f_b - (2\omega_{ie}^N + \omega_{en}^N) \times v_e^N + g_l^N.
\]  

where \( \dot{v}_e^N = [\dot{\hat{N}} \ \dot{\hat{E}} \ \dot{\hat{D}}]^T = \begin{bmatrix} \frac{d^2N}{dt^2} & \frac{d^2E}{dt^2} & \frac{d^2D}{dt^2} \end{bmatrix}^T \) is the acceleration in the navigation frame with each component being one of northing position (N), easting position (E), and height in the positive down frame (D) as shown in Figure 2-2. \( \frac{b}{b} R_b f_b \) are the body accelerations transformed into the navigation frame.

\( (2\omega_{ie}^N + \omega_{en}^N) \times v_e^N \) is the Coriolis acceleration as experienced by the vehicle moving on the surface of the earth and is comprised of the earth’s rate of rotation in the navigation frame as a function of latitude \( \phi \) shown below [32].

\[
\omega_{ie}^N = \begin{bmatrix} \Omega_e \cos(\phi) & 0 & \Omega_e \sin(\phi) \end{bmatrix}^T
\]
crossed with the ground speed of the vehicle \( \mathbf{v}_e^n \). The rotation of the earth is given by \( \Omega_e = 7.292115 \times 10^{-5} \text{ rad/s} \). Recall that \( \mathbb{R} \) is the rotation matrix that is used to transform the body frame accelerations into the navigation frame.

The term [32],

\[
\mathbf{\omega}_{en}^n = \begin{bmatrix} \dot{E} \, \frac{\dot{N}}{R_N + h} \, \dot{E} \tan(\phi) \end{bmatrix}^T,
\]

is called the transport rate and is caused by the motion of the navigation frame with respect to the fixed earth frame. \( R_E \) is the transverse radius [32],

\[
R_E = \frac{a(1-e^2)}{(1-e^2 \sin^2 \phi)^{3/2}},
\]

and \( R_N \) is the meridian radius [32],

\[
R_N = \frac{a}{(1-e^2 \sin^2 \phi)^{1/2}},
\]

where \( a \) is the semi-major axis of the earth given by \( a = 6378.137 \text{ km} \), and \( e = \sqrt{1 - \frac{b^2}{a^2}} \) is the eccentricity of the ellipsoidal earth.

Finally [32],

\[
\mathbf{g}_l^n = \mathbf{g} - \mathbf{\omega}_{le}^n \times [\mathbf{\omega}_{le}^n \times \mathbf{r}] = \mathbf{g} - \frac{\Omega_e (R+h)}{2} \begin{bmatrix} \sin(2\phi) & 0 & 1 + \cos(2\phi) \end{bmatrix}^T,
\]

is referred to as the plumb-bob acceleration as it is the experienced force caused by a gravity field along with the centripetal acceleration due to the rotation of the earth. By design of the navigation frame, \( \mathbf{g} = [0 \, 0 \, -9.789 \text{ m/s}^2] \) is the acceleration as caused by the local gravitational field as defined in Hawaii according to Ref. [41].

The geodetic coordinates may also be written as a function of the northing, easting and downing velocity as [32],
\[
\dot{\phi} = \frac{\dot{N}}{R_N + h} \\
\dot{\lambda} = \frac{\dot{E} \sec(\phi)}{R_E + h} \\
\dot{h} = -\dot{D}
\]

Table 2-1 shows the specific force experienced by the accelerometer for different vehicle speeds. Note that the plumb bob acceleration is constant at a given latitude regardless of the vehicle speed.

<table>
<thead>
<tr>
<th>Vehicle Speed (N, E, D)</th>
<th>Total Coriolis Acceleration (\left(\frac{m}{s^2}\right))</th>
<th>Total Plumb Bob Acceleration (\left(\frac{m}{s^2}\right))</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, 0, 0]</td>
<td>0</td>
<td>(g_{nom} - 3.121 \times 10^{-5})</td>
</tr>
<tr>
<td>[1, 2, 0]</td>
<td>0.000292</td>
<td>~</td>
</tr>
<tr>
<td>[2, 2, 0]</td>
<td>0.000482</td>
<td>~</td>
</tr>
<tr>
<td>[4, 4, 0]</td>
<td>0.000965</td>
<td>~</td>
</tr>
</tbody>
</table>

Table 2-1 Coriolis and Centripetal Acceleration at Different Vehicle Speeds at 21 degrees Latitude

It is also noted that a singularity will exist in the navigation equations due to the fact that the transport rate and latitude and longitude are dependent on \(\frac{1}{\cos(\phi)}\), which is singular for \(\phi = \frac{\pi}{2}\). This is overcome with what is known as \(\alpha - wander\) methods, which rotate the navigation frame such that the northing direction is pointed away from the poles of the earth [37]. This is noted, but not used in this work because all of the measurements were taken at lower latitudes ~21° which is far enough away from the poles to be a nonissue.

From the previous equations, namely Equation 2-9, defines the differential equation which governs the model for the Kalman filter used in the overall fusion of data. However, it is still required that the rotation matrix \(B_R\) be calculated in real time to transform the body acceleration rates into the navigation frame. The next section is dedicated to the rate vector equations.
2.2.3 Rate Vector Equations

In general, the strapdown inertial problem of resolving attitude from the gyroscope is dealt with in a number of ways to try to reduce the error and to perform more quickly and efficiently. The problem is typically presented as a non-linear differential equation which is solved through numerical methods such as an Euler or Runge Kutta Methods [42], [43], [44].

Again from Ref. [32], the rate equations for roll, pitch and gamma in the navigation frame are defined as shown in 2-14.

\[
\begin{align*}
\dot{\theta} &= \omega_x + (\omega_y \cdot \sin(\theta) + \omega_z \cdot \cos(\theta)) \cdot \tan(\beta) \\
\dot{\beta} &= \omega_y \cdot \cos(\theta) - \omega_z \cdot \sin(\theta) \\
\dot{\gamma} &= \frac{(\omega_y \cdot \sin(\theta) + \omega_z \cdot \cos(\theta))}{\cos(\beta)}
\end{align*}
\]

Collectively, these three angular rate and corresponding angles will be given as \( \mathbf{\dot{\Theta}} = [\dot{\theta}, \dot{\beta}, \dot{\gamma}]^T \) which are the roll, pitch, and heading rates in the navigation frame.

For convenience, equation 2-14 can be written as:

\[
\mathbf{\dot{R}^*} = \begin{bmatrix}
1 & \sin(\theta) \tan(\beta) & \cos(\theta) \tan(\beta) \\
0 & \cos(\theta) & -\sin(\theta) \\
0 & \frac{\sin(\theta)}{\cos(\beta)} & \frac{\cos(\theta)}{\cos(\beta)}
\end{bmatrix}
\begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{bmatrix}.
\]

The sensors used to measure body frame angular rates \( \mathbf{\omega}_b = [\omega_x \ \omega_y \ \omega_z]^T \) also measure the rotational rate of the earth along with the navigation frame rate with respect to the Earth. Accordingly, from Ref. [32],

\[
\mathbf{\omega}_{nb} = \mathbf{\omega}_{ib} - \mathbf{b}_n^T \mathbf{R}_n^e \mathbf{\omega}_{le}^n + \mathbf{\omega}_{en}^n,
\]
where again, $\omega_{le}^n = 7.2921 \times 10^{-5} \frac{rad}{s}$, which is the rotation rate of the earth. Equation 2-16 states that the body rate with respect to the navigation frame is equal to the total angular velocity as measured by the gyroscopes referenced from a fixed inertial frame minus the earth’s rotation in the navigation frame plus the navigation frame rotation rate with respect to earth all transformed into the body frame. A list of transport rate angular velocities is given in Table 2-2.

<table>
<thead>
<tr>
<th>Vehicle Speed (m/s)</th>
<th>Magnitude of the Transport Rate Induced Angular Velocities (rad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, 0, 0]</td>
<td>0</td>
</tr>
<tr>
<td>[1, 2, 0]</td>
<td>$3.5571 \times 10^{-7}$</td>
</tr>
<tr>
<td>[2, 2, 0]</td>
<td>$4.5950 \times 10^{-7}$</td>
</tr>
<tr>
<td>[4, 4, 0]</td>
<td>$9.1901 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

Table 2-2 Vehicle Speed and Magnitude of the Transport Rate

There are different methods of handling the integration of the rotation rate vector, including the direction cosines and quaternions. This work simply uses the Euler expressions as mentioned above with integration of the rate equations taking place in the framework of the Kalman filter directly as shown in chapter 3. Mathematically, these methods will produce the same result [26] but have different computational load.

Methods for IMU integration to resolve accelerations into positions and velocities, and angular rates into attitude is done thoroughly in [43], [45] which is a two volume series on the subject. References [43] and [45] suggests a two-part approach to integration which utilizes a low order (fast) integration method at high frequencies and a higher order method at a lower frequency. The purpose for this is to maintain high resolution at lower computational cost. The advantage of higher order integration is that for a first order Euler method, the local truncation error is on the order of $\delta t^2$ whereas for higher order integration methods, such as a Runge Kutta method, the local truncation error is of the order $\delta t^4$ [46].
2.2.4 INS Calibration and Alignment of the Host Vehicle

One of the first challenges for inertial navigation is that of initial alignment and calibration, which without the presence of an AHRS, the IMU must align itself based on prepackaged alignment procedures. Initial alignment and calibration is used to find the initial conditions of the attitude before attempting to navigate or integrate the inertial measurements. This is substantial due to the fact that the compensation of gravity in the inertial navigation equations, and the subtraction of such a large acceleration will cause a significant amount of drift during integration if the angles are not correct. The vehicle or IMU will start from an initial pose, whether on an incline or otherwise skewed from a locally flat plane. While the vehicle is stationary is an ideal time to compute the roll or pitch angle before the vehicle begins its trajectory. If the initial conditions are off by even a small amount, beginning a series of integrations under these conditions will inevitably compromise the solution for a reasonable position estimate given the IMU.

There are many works and analysis done on the initial alignment of the host vehicle for inertial navigation systems. In [34] and [47], external tilt sensors is used to estimate the bias terms on the accelerometer when using the gravity vector to estimate roll and pitch angles. Rapid alignment techniques for heading are also studied, e.g. [48] who also shows that Euler angle based integration is slower than the rotation vector counterpart. It is also often desired to estimate sensor biases during alignment as the vehicle is stationary, references [49], [50], [51] are a few examples which exercise different methods of doing this.

The approach used in this study is of aligning the body frame to the navigation frame is using the gravity vector, which by design aligns with the vertical unit vector in \{N\}, and using accelerometer outputs to estimate which direction the z axis on the accelerometer is pointing. This projection will lead to the ability to find the roll and pitch angles derived from equation 2-8. For examples on different methods of achieving initial alignment and calibration, see [7], [49], [52], [50].

With higher grade inertial gyroscopes, it is possible to extend this capability to estimate the heading angle through sensing Earth’s rotation and again assuming a stationary vehicle, [2], [37].
Both techniques for the alignment of roll and pitch require a stationary vehicle to ensure that the measurements are only measuring the motion of Earth and gravity. High speed algorithms are often desired such that the vehicle is not required to be stationary for long periods of time for recalibration [24], [48].

The solution to the initial alignment of an IMU used in this work is to resolve the initial conditions of attitude given a stationary host vehicle using the accelerometers output which is done in many works including references [47], [31]. The accelerations acting on the stationary vehicle are that of gravity and a Coriolis force caused by the rotation of the earth as seen from equation 2-9. During coarse alignment, the effects of the earth’s rotation rate are ignored and it is assumed that only gravity is acting on the accelerometers. Recall that the navigation plane assumes a flat Earth in the vicinity of the positional excursion. Accordingly, this means that gravity will point along just one of the orthogonal directions in {N} along the vertical component. When the vehicle is not moving, one of the only accelerations experienced by the IMU will be that of gravity, \( \mathbf{a}_N = [0 \quad 0 \quad g_{\text{nom}}] \), where is the nominal gravitational constant and this term varies about the earth.

By taking the transpose of \( ^N_B \mathbf{R}^T = \frac{B}{N} \mathbf{R} \), and using \( \mathbf{a}_B = \frac{B}{N} \mathbf{R} \mathbf{a}_N \) one can then write the following,

\[
\begin{bmatrix}
\mathbf{a}_B^x \\
\mathbf{a}_B^y \\
\mathbf{a}_B^z
\end{bmatrix} = \begin{bmatrix}
\cos(\gamma) \\
\cos(\theta) \cos(\gamma) + \sin(\theta) \sin(\gamma) \\
\sin(\theta) \sin(\gamma) + \cos(\theta) \cos(\gamma)
\end{bmatrix}
\begin{bmatrix}
\cos(\beta) \cos(\gamma) & \cos(\beta) \sin(\gamma) & \sin(-\beta) \\
\sin(\gamma) & 0 & 0 \\
-\cos(\gamma) & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\mathbf{a}_N^x \\
\mathbf{a}_N^y \\
\mathbf{a}_N^z
\end{bmatrix} = \begin{bmatrix}
\mathbf{a}_B^x \\
\mathbf{a}_B^y \\
\mathbf{a}_B^z
\end{bmatrix}.
\]

Multiplying through, we can see that for a stationary vehicle with misalignment angles that,

\[
\mathbf{a}_b = \begin{bmatrix}
\sin(-\beta) \\
\cos(\beta) \sin(\theta) \\
\cos(\beta) \cos(\theta)
\end{bmatrix} \cdot g.
\]

Which is an analytical solution for finding the initial angles \( \theta \) and \( \beta \) based on measured acceleration data. However, \( \mathbf{a}_b \) is a measurement vector which contains noise and disturbances from external sources, such as wind or engine vibrations. This work will use an external filter to
estimate the roll and pitch, and augment the measurement matrix with the outputs of that filter. A similar method was proposed in [51], which uses an extended Kalman filter using a gyrocompassing technique to estimate azimuth angle.

Another issue is that $\gamma$, or the heading angle, is unobservable and may not be calculated from this expression. However, if the rotation of the earth is measured by a high precision gyroscope, the heading may also be initially aligned in a process called gyrocompassing with gyroscope errors and resolution to be several orders of magnitude smaller than the rotation rate of the earth [37].

It is shown in Ref. [36] that the rotational velocity in the navigation frame due to a non-moving vehicle can be given by equation 2-19.

\[
\omega_n = [\Omega_e \cos(\phi) \quad 0 \quad \Omega_e \sin(\phi)]^T
\]  

\[
\begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{bmatrix} = B \begin{bmatrix}
\Omega_e \cos(\phi) \\
0 \\
\Omega_e \sin(\phi)
\end{bmatrix}
\]

where $\Omega_e$ is the earth rotation rate nominally about the earth’s z axis. Jiang [53] provides an error analysis regarding scale factors and biases and how they influence the coarse alignment. Jiang shows methods of calculating drift error, skew misalignment angles, and scale factor by means of comparing the IMU output to the expected output given the earth rates.

This work will use coarse alignment techniques to estimate initial attitude, not including heading from gyrocompassing, and will use a cascaded filter with an augmented measurement vector. In this framework, gyroscope bias is estimated and compensated for on the output of the gyroscopes and is developed in Chapter 4.

### 2.2.5 IMU Measurement Error Sources

The preceding navigation equations hold true if there is no error in the measurement. In reality this is not true, so it is worthwhile to look at error commonly found in IMU measurements. Before a complete discussion on IMU error sources can be given, it is important to understand some of the parameters which pose limitations to the measurements. These parameters are
range, scale factor, sample rate, bias, bias drift, and bias instability which, in general apply to both accelerometers and gyroscopes.

Range quantifies the limits of which the sensor can measure, and for gyroscopes is usually given in deg/s or rad/s. Resolution of the measurement will be dependent on the range and data type of the measurement, for example a 1000 deg/sec gyroscopic operating range with 32 bit resolution will have \( \frac{1000}{2^{32}} = 2.33 \times 10^{-7} \) deg/sec resolution.

Scale factor is the aspect which translates the output voltage signal to the actual value for angular velocity along its respective axes. In many cases there is a slight non-linear relationship which may be represented as an error based on the full scale range vs. a linear regression fit.

Sample rate determines how quickly the acquisition system will be able to update its measurement. A lower sample rate will result in a lower quality signal. Higher grade inertial sensors will have upwards of 1000 Hz sampling rate.

Bias is the amount of DC offset present in the measurement. Essentially this is phantom acceleration or angular rate as reported by the IMU.

For gyroscopes, it is common to list the bias instability which is how the gyroscope bias changes over time. The Allan variance technique was developed to determine this value. The Allan variance calculation is done by averaging data in equal sized bins of a given sample set, finding the variance of those averages, and then increasing the size of the bins and repeating the variance calculation. An optimal bin size is then found and the data is averaged to have the minimum variance in bias. The variance of the bias measurements of this minimum point is called the Allan variance [54]. Analyzing the slope of this curve gives the angular random walk as well, which is induced by noise in the sensor.

Typical error characteristics for several types of inertial measurement units are given in Table 2-3 [55],

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rate Grade</th>
<th>Tactical Grade</th>
<th>Inertial Grade</th>
</tr>
</thead>
</table>

2.2.6 Error Propagation

A simplified examination of how the error propagates through the navigation equations, similar to Sukkarieh’s [31] perturbation model, we can observe how the integration error term propagates to the overall navigation solution. This type of integration and transformation error tends to accumulate quickly because integration of both accelerations and angular rates are coupled as shown below.

To find the error in the overall solution, and to quantify how sensitive the solution is to these errors, the error associated with the accelerometers and gyroscopes is given by the following simplified angular rate equations and navigation frame accelerations from 2-15 and 2-9, respectively.

\[ \dot{\Theta} = R(\Theta) \cdot (\omega_B + \epsilon_\omega), \]

where \( \epsilon_\omega \) is a generic error term associated with each gyroscope sensing direction.

Similarly, the acceleration measurements can be given by Equation 2-21,

\[ a_B^* = a_B + \epsilon. \]

Here, \( a_B^* \) is the measured body acceleration vector for the x, y and z directions, \( a_B \) is the actual acceleration as experienced by the host vehicle and \( \epsilon \) is a generic error vector associated with any given measurement and includes terms such as bias, scale factor, misalignment et cetera or noise.
To find the change in attitude over a given time interval, integrating 2-20 shows,

\[ \Theta = R^*(\Theta) \cdot \omega_B \cdot \delta t + R^*(\Theta) \cdot \epsilon \omega \cdot \delta t. \]  

And integrating 2-21 yields,

\[
\begin{align*}
\mathbf{v}_B &= \mathbf{a}_B \cdot t + \epsilon \cdot t, \\
\mathbf{p}_B &= \frac{1}{2} \mathbf{a}_B \cdot t^2 + \mathbf{v}_B \cdot t + \epsilon \cdot t^2,
\end{align*}
\]

Where \( \mathbf{v}_B, \mathbf{p}_B \) are the position and velocity in the \{B\} frame.

However, recall that the velocity and position in \{N\} are functions of not only the acceleration but of the body attitude as well, i.e.

\[
\begin{align*}
\mathbf{v}_N &= \mathbf{N}_B R(\Theta) \cdot \mathbf{v}_B, \\
\mathbf{p}_N &= \frac{1}{2} \mathbf{N}_B R(\Theta) \cdot \mathbf{p}_B,
\end{align*}
\]

From Equation 2-26 it can be seen that the error in position grows with the square of time. Combining equations 2-24 and 2-23 and shows that error growth is related to the integration of the accelerations and those from the transformations into the navigation frame.

### 2.3 GPS Navigation

This section outlines some of the concepts of GPS navigation, including basic principles, error sources, corrections, and modern methods of implementation into a sensor fusion protocol.

As of now there are 31 GPS satellites in orbit, with at least 24 active at all times to ensure a minimum of 6 satellites be visible, or line of sight, at all times [56]. Along with the United States GPS constellations system, there are other similar constellations as developed by Russia, Europe and China. Global Navigation Satellite System (GLONASS) is a Russian version of GPS, Galileo is the European version. Some GPS receivers are capable of tracking satellites from multiple constellations to improve the position estimate.
GPS operates on radio navigation to broadcast information that allows a receiver to parse and use that information to calculate the receiver’s position. The data sent from the satellite is known as the ephemerides, and consist of the space vehicle number, time, orbital position, and correction terms for estimated errors due to, e.g. the procession of the earth [5]. The carrier frequencies are separated as \( L_1 = 1.575 \text{ GHz} \), and \( L_2 = 1.2276 \text{ GHz} \), for civilian and military access, respectively.

Before the year 2000, only a single band was available for civilian access and this was also corrupted by noise, known as selective availability, to limit the accuracy of GPS to a 100m radius. However, because this error was artificially manufactured, the error was the same for all near-by receivers which could then be determined and corrected for, which was one of the driving factors in the development of differential GPS.

Accordingly, differential GPS is the ability to use a well-known position of a stationary receiver, and broadcast the measured error term associated with each satellite. A GPS receiver that has a subscription to differential GPS may experience accuracies down to sub-meter, even centimeter range [35]. The subscription includes access to differential GPS stations, which have very precise information regarding its position and can estimate the pseudorange errors to each satellite. This deterministic error is then broadcast and local receivers in the area are thought to contain the same error. Although the restricted access was lifted in 2000, differential is still used to compensate for other naturally occurring errors in the GPS signals, such as delays caused by the ionosphere.

### 2.3.1 GPS Principles

GPS works on radio communications, high precision timing, and decades of improvements to existing technologies. The first basic principle is radio navigation, which uses triangulation and the time of flight of the radio signal to determine the range of the receiver to each satellite. The user’s position may be found through knowledge of the positions of each satellite and the user’s distance to each satellite. In theory, a minimum of 3 satellites is required for 3 dimensional positioning using the intersection of three spheres.
However, GPS receiver clocks do not have the precision needed to be synchronized with the satellite clocks, so a fourth satellite (all equipped with highly accurate, corrected, atomic clocks) is used to estimate the receiver clock error. This is done as part of the solution in solving for the position [2].

In order for GPS to operate, three primary segments are required: a control station, the space segment, and the receiver or end user as shown in Figure 2-4 [5]. The control segment is concerned with tracking all of the satellites and generating what is known as the almanac. The almanac contains all ephemerides information on all of the GPS satellites. The space segment is a satellite constellation which broadcasts the almanac data as well as their own position or ephemeris information. The receiver segment is the end user, which will use the satellite information to ascertain its own position.

![Figure 2-4: GPS Functional Diagram](image)

Figure 2-4: GPS Functional Diagram shows the different segment associated with GPS operation, the control stations which track each satellite and send the satellite its estimated position, the space segment (satellites), and finally the end user [5].

2.3.2 GPS Corrections and Implementation

Time is one of the most critical aspects of accurate GPS positioning; therefore, each satellite must have very accurate timing capabilities. Even though GPS satellites have high precision atomic clocks, satellite timing errors could still affect accuracy of tens of meters if not compensated for by the control segment. In fact, this is part of a satellite ephemerides message, which is modeled as a second order time dependent polynomial [5]. Just as a satellite can have an
error in its clock source, it is much more prominent in inexpensive GPS receivers which usually operate on quartz crystal oscillators that do not have the type of precision for accurate modeling.

Since the error in the receiver clock is the same compared to all of the satellite clock signals, one can see that this unknown receiver bias can be calculated based on a fourth satellites information in addition to the three required for the position based on the three dimensional calculation. Most receivers will do this automatically, without the need for the user to do this computation. However, depending on the level of hardware being used, one may get very low level and include clock offsets and error into the total navigation model, which includes the IMU navigation, in a tightly coupled navigation configuration [2], [25], [57].

There are two general methods of GPS/IMU integration, tightly coupled and loosely coupled integration, which deals with the way the filter is structured. Generally speaking, a loosely coupled model will have a position and velocity estimate from the GPS receiver and uses this as the vehicle states to model the error dynamics. Tightly coupled systems will augment parameters of the GPS, such as ephemerides, error sources, and integer ambiguities directly into the Kalman filter as vehicle states but increases the order of the system significantly [2] [58] [59]. There are many things to think about when implementing GPS and IMU sensors, such as dimensions, necessity, and simplifications which depends on the required accuracy of the application.

2.3.3 GPS Error Sources

There are also other sources of error which include incorrect ephemeris data, multipath and measurement noise on the receiver. One method of eliminating some of these errors is through the use of differential GPS. Often times, the assumed position of the satellite may not be accurate, and each satellite is required to estimate its own position in between updates from the control segment. This leads to a biased estimate if the satellite is estimating an incorrect position. Sending the wrong pseudorange information will then affect the knowledge of the receiver. Other error includes multipath, which involves receiving reflections of the original satellite signal off of buildings or trees. The ionosphere delays the signal based on the total electron content, which varies throughout the day when the sun is emitting solar radiation, for example.
Clock error is demonstrated in Figure 2-5, as that effects the pseudorange accuracy directly. A tabulated list of error values and characteristics found in Ref. [42] are shown in Table 2-4.

<table>
<thead>
<tr>
<th>Error</th>
<th>Typical Error Value (1σ m)</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receiver Clock</td>
<td>1.5</td>
<td>Random</td>
</tr>
<tr>
<td>Ephemerides</td>
<td>4</td>
<td>Bias</td>
</tr>
<tr>
<td>Ionosphere + Troposphere</td>
<td>2-30+2</td>
<td>Bias</td>
</tr>
<tr>
<td>Multipath</td>
<td>2-5+</td>
<td>Multipath</td>
</tr>
<tr>
<td>Noise</td>
<td>.5</td>
<td>Random</td>
</tr>
<tr>
<td>Resolution</td>
<td>1.5</td>
<td>Random</td>
</tr>
</tbody>
</table>

Table 2-4 Error Sources and Relative Contributions [5]

Another source of error is caused by dilution of precision, which is caused by error in the pseudorange error from each satellite. Figure 2-5 illustrates the bounds of positional error for each satellite with the shaded region as the potential position of the receiver. The optimal configuration for 2D navigation is to maximize the area between all satellites and receivers, and for 3D it is a maximized volume. Geometric dilution of precision and estimated positional error as calculated by the receivers is used in the construction of the Kalman filter model.
Figure 1-1 Shows dilution of precision based on two satellites performing triangulation in a place. Each ring circling the satellite corresponds to the amount of random error for each pseudorange. The end effect is dependent on the position of the user, and how minimal the area of the shaded region is. It turns out that in order to minimize the GDOP error, one should maximize the area between satellites and the receiver as shown above. In three dimensions, this corresponds to maximizing the volume to minimize the error.

2.4 Conclusion

Inertial and GPS navigation are very large topics which contain a lot of literature which exceeds the scope of this work. This work will focus on the application of said technologies in a loosely coupled configuration based on the equations presented. The reader is referred to [2] and [5] for a thorough discussion on some of the topics briefly mentioned in this text. Coordinate systems and transformations were discussed such that fusion of data from different coordinate systems may be fused in the subsequent chapters.
Chapter 3: The Kalman Filter

3.1 Introduction

This chapter presents Kalman filtering and the application to navigation. A brief discussion on random variables is given to provide context of the assumption of which the Kalman filter was originally developed. The linear Kalman filter (KF) derivation is shown, and from there, the equations for the extended Kalman filter (EKF) are also developed. Modifications such as the unscented KF (UKF), adaptive KF (AKF), the information filter, and the constrained KF are all discussed, as they have become valuable additions to the original filter framework.

A Kalman filter is a linear quadratic state estimator given a dynamic state space model, a group of measurements, and knowledge of statistics surrounding the model and its measurements [60]. The Kalman filter was originally designed to estimate the state of a system with stochastic inputs and noisy measurements [61] in the early 1960s which stemmed from the work of Norbert Wiener [62] but was tailored to the state space framework used in many controls applications [63]. The formulation considers the second order statistics of both the process and measurement noise of which probability distribution is known [61]. An optimal, closed form solution for the estimation error and minimum covariance was developed using the knowledge of the probability distributions, which was implementable in the state space framework used for control.
Figure 3-1 shows the basic relationship between a dynamic system, e.g. a vehicle, with measured outputs and known inputs. The output of the Kalman filter is an estimated state, which minimizes the estimation error covariance.

![Figure 3-1: Basic Kalman Filter](image)

Figure 3-1 illustrates that there is a truth model which has inputs and outputs that are fed into the Kalman filter to output the estimated states.

One of the limiting assumptions in the derivation of the original KF was that of linearity, so the extended Kalman filter was developed to deal with nonlinear systems through a first order approximation of the governing nonlinear functions [60]. Since nonlinear systems are typical in a controls environment, such as polar to Cartesian transformations, it is necessary to extend the framework of the linear KF to nonlinear systems. This is one of the more common uses of filter used today, and it was used almost immediately after it was developed in high risk applications such as the 1969 Apollo 11 mission [37].

However, the EKF is also limited in that the first order linearization compromises the optimality of the error covariance and thus the accuracy of the state estimate [60]. Higher order extended Kalman filters can reduce the truncation error and propagate higher order statistics by means of using more terms in the Taylor series expansion; however, it is at the cost of increased computational complexity. More recently, nonlinear Kalman filtering has found new form, i.e. Unscented Kalman filtering (UKF), which relies on an unscented transformation of the statistics to propagate them to what would be an equivalent third order Taylor series approximation in the EKF chassis [64], without the need for linearization or function approximations.
Adaptive Kalman filtering (AKF) methods have been proposed to take some of the guesswork out of modeling the stochastic variables in the Kalman filter, and in a real-time manner estimate the statistical characteristics of the measured signals and update the governing equations accordingly. The distinguishing bodies of AKF are those that estimate measurement noise variance, and those that estimate process noise variance, and thus adapting to time-varying statistics, or non-stationary data. Hide et. al [16] evaluated adaptive techniques, namely the multiple model adaptive estimator (MMAE) for low cost GPS/INS integration and showed that adaptive filters outperformed . Much of the theory of the adaptive methods can be found in [65], [29], but a couple general methods are discussed later in the chapter.

The purpose of the Kalman filter is to estimate the state of a dynamic system and is often referred to as an observer model or state estimator. It requires a model of the dynamic system of interest, however, this model is usually only an estimated model of the real world dynamics. The general assumption in a Kalman filter is that there is some dynamic system which is measured by sensors, and a known control input is applied to the dynamic system. With the inputs, outputs, and an estimate of the system dynamics model, one can generate an estimate of the state variables and thus provide estimated full state feedback for the controller. For this research, the desired estimate is that of position, velocity, and body attitude so that the computer may apply the appropriate controls to go from one place to another.

### 3.2 Noise and Disturbances

As mentioned previously, Kalman filters are linear quadratic estimators under the assumption of Gaussian white process and measurement noise, and yields the optimal estimation error covariance based on this criteria. However, rarely is it seen that noise is plainly white. Further yet, the covariance can be proven to be the optimal solution given uncorrelated random data in time and amongst measurement axis.

The discussion on the formulation begins with an overview of the stochastic terms which appear in the derivation of the Kalman filter.
3.2.1 Process Noise vs. Measurement Noise

To answer the question on what process and measurement noise are, the dynamic system block from Figure 3-1 is expanded in Figure 3-2 showing where the process and measurement noise are injected precisely.

The general model considered is one that takes on the following form in continuous time.

![Figure 3-2: General Dynamic System](image)

Figure 3-2 shows the general flow of a dynamical system under the presence of process noise and measurement noise.

Figure 3-2 can be written mathematically as,

\[
\dot{x}(t) = A \cdot x(t) + G \cdot \omega(t)
\]

where \( x \) is a \( n \times 1 \) dynamic state vector, \( A \) is the \( n \times n \) dynamic coefficient matrix, \( G \) is the process noise distribution matrix, and \( \omega(t) = \mathcal{N}(0, \sigma^2_\omega) \) is process noise. Process noise is in general, caused by disturbances through the environment and is assumed to have a Gaussian distribution. An environmental example could be that of a plane flying through gusts of wind, the wind applies a force but is perhaps not measurable. The implementation of the Kalman filter requires a baseline assumption of what the distribution of the wind is, and not necessarily the input itself.
The right hand side of Figure 3-2 above yields the measured output of the system in Equation 3-2,

\[ y(t) = C \cdot x(t) + v(t), \]

where \( y(t) \) is the \( p \times 1 \) measurement vector, \( C \) is the \( p \times n \) measurement matrix and \( v = \mathcal{N}(0, \sigma^2_v) \) is the \( p \times 1 \) measurement noise vector. Measurement noise is brought into the observation model through sensor dynamics and error. Again, one of the major assumptions is that both the process noise \( \omega(t) \) and the measurement noise \( v(t) \) are Gaussian random variables (RV).

### 3.2.2 Gaussian White Noise

White noise is characterized by an infinite power spectral density, meaning equal power over all frequencies, that follows a normal Gaussian distribution with zero mean and is independent of all other samples in the time series.
Figure 3-3 shows an example of a Gaussian random variable. The top left figure is the signal itself, \( x = \mathcal{N}(0, \sigma^2) \) which defines \( x \) as a random variable with zero mean and \( \sigma^2 \) variance. As one can see, the variable is only perfectly correlated at zero lag from the autocovariance plot, and has an infinite power spectral density.

This type of RV yields the following properties of two separate random variables \( x \) and \( y \) shown in the equations from 3-3.

\[
\begin{align*}
E\{x, y\} &= E\{x\}.E\{y\} \\
p(x, y) &= p(x).p(y) \\
E\{x, y\} &= 0
\end{align*}
\]

Where \( x, y \) are two random variables, \( E\{x, y\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x. y. p(x)p(y)dx\ dy \) is the expected value, and \( p(x) \) is the probability density function. The equations in 3-3 states that the expected value, of two random variables are uncorrelated, independent, and orthogonal. These properties are used in Section 3.3 when developing the Kalman filter.

Contrasting Gaussian white noise, there are other noise sources which may not necessarily have the same ideal properties as above. Among these other types of noise are exponentially correlated noise, harmonically coupled noise, random walks, random constant (bias), band limited noise, and many more. In real world situations, it is likely to encounter non-white noise which will also degrade the optimality of the Kalman filter solution.

Shaping filters (SF) are one method of handling non-white noise, which can be augmented into the Kalman filter itself [37]. SF are used when a non-white noise distribution is known, and assume a white noise input to the SF with a colored noise output which is then augmented to the rest of the system. Applying this technique allows the baseline stochastic input to be white, with the output of the SF, i.e. colored noise, acting as the input to the remaining filter.
3.3 General Kalman Filter Model

A derivation for the linear, discrete time homogenous system will be presented that follows the derivation from Zarchan [66]. The equations of the Kalman filter start with the following discrete time version of the dynamic system of equations given in 3-1 and 3-2 which can be mathematically derived from Figure 3-4 [37].

![Figure 3-4: Block Diagram of Kalman Filter](image)

Figure 3-4 shows a linear, homogenous discrete time Kalman filter model and truth model which are used in the following derivation. This is the same as an expanded version of Figure 3-1 except with no inputs, no state feedback, and is in discrete time.

The discrete time equations regarding the linear, homogenous KF as shown above are the state vector,

\[ x_k = \Phi \cdot x_{k-1} + \omega_k, \]  

3-4

and the output,

\[ y_k = C \cdot x_k + \nu_k, \]  

3-5
where $x_k \in \mathbb{R}^n$ is the true state vector of the dynamic plant at time $k$, $\Phi = e^{At}$ is the $n \times n$ state transition matrix, $\omega_k$ is a discrete random process termed process noise, $v_k$ is measurement noise, and $y_k \in \mathbb{R}^p$ is the measured output. The estimated state and output is given as the estimated state vector,

$$\hat{x}_k = \Phi \hat{x}_{k-1} + Ke, \quad 3-6$$

the estimated output,

$$\hat{y}_k = C \Phi \hat{x}_{k-1}, \quad 3-7$$

Where $\hat{x}_k$ is the $n \times 1$ estimated state vector at time $k$, $K \in \mathbb{R}^{n \times p}$ is the error gain, or Kalman gain, $\hat{y}_k$ is the estimated output at time $k$, and $e$ is called the output error term which is defined in Equation 3-8 as,

$$e = y_k - \hat{y}_k. \quad 3-8$$

The estimation error at time $k$ is defined as,

$$\tilde{x}_k = x_k - \hat{x}_k. \quad 3-9$$

Substituting Equations 3-4 and 3-6 into Equation 3-9 gives,

$$\tilde{x}_k = \Phi x_{k-1} + \omega_k - (\Phi \hat{x}_{k-1} + Ke), \quad 3-10$$

where $\tilde{x}_k$ is the estimation error at time $k$. We can then substitute $\hat{y}_k$ from Equation 3-6 and $y_k$ from 3-5 in $e$ to obtain the expression in Equation 3-11 for the estimation error.

$$\tilde{x}_k = (I - KC)\Phi \hat{x}_{k-1} + (I - KC)\omega_k - Kv_k \quad 3-11$$
By definition, the estimation variance is defined as,

\[ P_k = E(\tilde{x}_k \tilde{x}_k^T). \] \hspace{1cm} 3-12

Using the following identities based on the assumption of Gaussian noise and uncorrelated measurement and process noise,

\[ E(v_k v_k^T) = R_k \]
\[ E(\omega_k \omega_k^T) = Q_k \]
\[ E(\omega_k v_k^T) = E(\tilde{x}_k v_k^T) = E(\tilde{x}_k \omega_k^T) = 0. \] \hspace{1cm} 3-13

The second equation of 3-13 is representative of the discrete time process noise matrix, which has a continuous time analog \( Q \). In typical applications, process noise is considered a continuous time random variable and must be discretized. Equation 3-14 is an expression to find the discrete time process noise matrix [66],

\[ Q_k = \int_0^{\delta t} \phi(\tau) Q \phi^T(\tau) d\tau, \] \hspace{1cm} 3-14

where \( \delta t \) is the sampling time.

After squaring equation 3-11, taking the expectation and substituting equation 3-13 into the term for \( P_k \), the covariance of the estimation error will be,

\[ P_k = (I - KC)M_k (I - KC)^T + KR_k K^T, \] \hspace{1cm} 3-15

where \( M_k = \Phi P_{k-1} \Phi^T + Q_k \) is often termed the priori covariance. The next step is to find \( K \) which is found through solving,

\[ \frac{\partial [tr(P_k)]}{\partial K} = 0. \] \hspace{1cm} 3-16
for $K$, where $tr(P_k)$ is the trace of $P_k$. Solving Equation 3-15 yields,

$$K = M_kC(CM_kC^T + R_k)^{-1}$$ \quad 3-17

and finally the updated covariance is found using the new gain from Equation 3-17,

$$P_k = (I - KC)M_k.$$ \quad 3-18

The algorithm to use a linear, homogenous Kalman filter is given in Table 3-1, in order to start estimation, initial conditions of the state estimate and the assumed distribution must be provided, hence $\hat{x}(0) = \hat{x}_0, P(0) = P_0$.

<table>
<thead>
<tr>
<th>$\hat{x}(0) = \hat{x}_0, P(0) = P_0$</th>
<th>Initialize state estimate and covariance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{x}<em>k^- = \Phi \hat{x}</em>{k-1}^+$</td>
<td>Predict the next state estimate (A priori Estimate)</td>
</tr>
<tr>
<td>$M_k = \Phi P_{k-1} \Phi^T + Q_{k-1}$</td>
<td>Predict the covariance</td>
</tr>
<tr>
<td>$K_k = M_kC(\Phi M_kC^T + R_k)^{-1}$</td>
<td>Solve for the ‘Kalman Gain’</td>
</tr>
<tr>
<td>$P_k = (I - K_k C)M_k$</td>
<td>Update the covariance based on Kalman gain</td>
</tr>
<tr>
<td>$\hat{x}_k^+ = \hat{x}_k^- + K_k(y_k - C\hat{x}_k^-)$</td>
<td>Find the new state estimate given measurement $y_k$ (Posteriori Estimate)</td>
</tr>
</tbody>
</table>

Table 3-1 Linear Kalman Filter Algorithm

A term that will be used later is called the innovation error, it is the actual measurement minus the predicted measurement which is also given in Equation 3-8,

$$e_k = y_k - C\Phi \hat{x}_{k-1}.$$ \quad 3-19

A metric of filter performance can be found using what’s known as the innovation covariance which is defined as [67].

$$R_e = CM_kC^T + R_k.$$ \quad 3-20
and comparing it to the actual innovation error covariance which can be found using windowed autocorrelations. How close these two values are represents how well the assumed statistical properties are to the actual ones which can be found while the filter is running [67]. This property is exploited for adaptive estimators, namely the innovation adaptive estimator which is discussed in further detail in section 3.6.3.

The extended Kalman filter as presented in [66] is shown in the following section.

### 3.4 Extended Kalman Filter

One of the limitations to the Kalman filter is that the system model is assumed to be linear, so the extended Kalman filter was developed to handle the case of nonlinear dynamics. In spirit, the EKF uses a first order linearization of the nonlinear system to propagate the statistics forward, whereas the dynamic equations of motion may be integrated. However, this truncates the estimate of the covariance and optimal gain to first order accuracy. The contrast from the linear Kalman filter is shown below.

Starting with a homogenous nonlinear system with stochastic inputs,

\[
\begin{align*}
\dot{x} &= f(x, \omega), \\
y_k &= c(x_k, \nu_k),
\end{align*}
\]

and defining the state estimate as the same known function,

\[
\begin{align*}
\dot{x}_k &= f(x_k^+, x_{k-1}^-), \\
y_k &= c(x_k^-),
\end{align*}
\]

Where the definitions remain the same from the previous section, except now \( f \) and \( c \) are nonlinear functions dependent on the state of the system.
Equations 3-23 and 3-24 show the first order linearized dynamic system of equations (Jacobians) as,

\[
F_k \approx \frac{\partial f(x)}{\partial x} \bigg|_{x=\hat{x}_k^*},
\]

and,

\[
C_k \approx \frac{\partial c(x)}{\partial x} \bigg|_{x=\hat{x}_k^*}.
\]

This first order approximation can be extended to higher order algorithms, such as second or third order approximations. However, the evaluation of the Hessian is required to do so. Assuming a first order approximation for the Taylor series expansion of 3-23 and 3-24, results in

\[
\Phi_k = e^{F_k \delta t} \approx I + F_k \delta t
\]

The algorithm for the EKF is provided in Table 3-2.

| \(\hat{x}(0) = \hat{x}_0, P(0) = P_0\) | Initialize state estimate and covariance |
| \(\hat{x}_k = f(\hat{x}_{k-1}^+)\) | Predict the next state estimate |
| \(\hat{x}_k^- = \hat{x}_{k-1}^- + \hat{x}_k \delta t\) | Numerically Integrate |
| \(F_k = \frac{\partial f(x)}{\partial x} \bigg|_{x=\hat{x}_k^-}\) | Find the first order approximations linearizing about the priori state estimate |
| \(C_k = \frac{\partial c(x)}{\partial x} \bigg|_{x=\hat{x}_k^-}\) | |
| \(M_k = \Phi_k P_{k-1} \Phi_k^T + Q_{k-1}\) | Predict the covariance |
| \(K_k = M_k C_k \left(C_k M_k C_k^T + R_k\right)^{-1}\) | Solve for the `Kalman gain` |
| \(P_k = (I - K_k C_k) M_k\) | Update the covariance based on Kalman gain |
| \(x_k^+ = \hat{x}_k^- + K_k (y_k - c(\hat{x}_k^-))\) | Find the new state estimate given measurement \(y_k\) |

Table 3-2 Extended Kalman Filter Algorithm
The notation here stems from a hybrid continuous-discrete time model, where the a priori estimate is based on evaluating a continuous function at the estimate found at the previous time step and then numerically integrating for a discrete time state estimate. This algorithm here represents an implementable algorithm for discrete time computation.

### 3.5 Constrained Kalman Filter Methods

State constraints are another useful tool when implementing a Kalman filter if knowledge of physical or mathematical limitations exist. The methods for the constrained linear and nonlinear Kalman filter are described in [68], such as model reduction, perfect measurements, estimate projection, probability density function truncation, gain projection, and soft constraints. The benefit in a constrained Kalman filter is that if one has prior knowledge of the bounds of the state, then a constraint may be applied to keep the estimate within those bounds. Stochastic constraints may also be used when the precise constraint is unknown or there is limited knowledge of the constraint equations, allowing slack in the constraint and thus creating a soft constraint architecture. Constrained Kalman filters have applications in spacecraft attitude estimation, vision aided inertial navigation, target tracking, robotics, and GPS/INS navigation [68], [69], [70].

For linear systems, state equality and inequality constraints will take the following form [68],

$$
\begin{align*}
  \mathbf{D} \mathbf{x} &= \mathbf{d}, \\
  \mathbf{D} \mathbf{x} &\leq \mathbf{d}.
\end{align*}
$$

Where $\mathbf{D}$ is a $l \times n$ matrix consisting of $l$ linear constraint equations and $\mathbf{d}$ is the constraint boundary.

For the platform used in this work in regards to ground vehicle navigation, it is particularly useful to use the rigid, non-holonomic constraints of the ground vehicle, which assume the vehicle cannot move from side to side nor jump up off of the ground. However, for a vehicle on soft terrain such as dirt, or a vehicle that may climb hills, a rigid constraint that may be violated
due to side slip or hill climbing. This can be handled by a stochastic constraint which models the constraints as perfect measurements with added measurement noise [33], [34].

In this work, utilization of the perfect measurement method as in [31] will aid in the navigation solution by observing the nonholonomic limitations of the vehicle.

The methods outlined in the survey [33] are the perfect measurement method, which augment the measurement matrix and assume zero measurement noise as shown in Equation 3-27,

\[
\begin{bmatrix}
\mathbf{y} \\
\mathbf{d}
\end{bmatrix} = \begin{bmatrix} \mathbf{C} \\ \mathbf{D} \end{bmatrix} \mathbf{x} + \begin{bmatrix} \mathbf{v} \\ 0 \end{bmatrix},
\]
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In this method, the constraint equation appears as an augmented term in the measurement matrix.

If the constraint is rigid, then the noise term is deemed zero, which yields the perfect measurement constraint. If, however, there is potential for violation of this constraint, one can assign an amount of uncertainty to this term and assign a measurement noise term to the measurement covariance matrix [26], [31]. Contrasting a rigid equality constraint in the architecture of the perfect measurement method, a soft constraint is implemented by considering a RV as part of the constraint relationship given in Equation 3-28.

\[
\mathbf{Dx} = \mathbf{d} + \mathbf{v}_d,
\]
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where \( \mathbf{v}_d \) is a random process which is typically assumed to be Gaussian noise. This fits into the framework of Equation 3-27,

\[
\begin{bmatrix}
\mathbf{y} \\
\mathbf{d}
\end{bmatrix} = \begin{bmatrix} \mathbf{C} \\ \mathbf{D} \end{bmatrix} \mathbf{x} + \begin{bmatrix} \mathbf{v} \\ \mathbf{v}_d \end{bmatrix},
\]
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This method is commonly used in work regarding autonomous ground vehicles as it is a convenient way to apply non-holonomic constraints by restricting the motion of the vehicle from moving along the body y axis and z axis. This is also convenient because the soft constraint of having a stochastic term allows for a certain amount of slip in the vehicle motion [34]. The
notion of this is that the vehicle slips within certain bounds, and can be modeled to account for more or less slip according to the driving conditions.

3.6 Other Notable Kalman Filter Methods

3.6.1 Unscented Kalman Filter

Similar to the EFK the Unscented Kalman Filter (UKF) was developed to address the truncation errors as caused by the first order linearization of nonlinear systems through what is known as the unscented transform (UT). The premise is that it is easier to estimate the probability distribution function of a nonlinear function than to estimate the function itself [71]. The UKF can accurately estimate the distribution of the estimate up to second order accuracy. As shown in equations 3-23 and 3-24, the first order approximation in the EKF limits the accuracy for functions whose higher order terms affect the solution to the state estimate.

The context of which the Unscented Kalman Filter is presented in under the assumption that the states undergo a nonlinear transformation from polar to Cartesian coordinates. Due to the nonlinear transformation of which the navigation problem would be an ideal candidate to use the UKF [27], [72].

3.6.2 The Information Filter

The information space is another adaptation to the Kalman filter which uses information space as opposed to the covariance space. The essence of information space is to quantify the information available by using the inverse of the covariance matrix as a means of propagating statistics forward. This essentially means inverting the estimate covariance and transforming the state estimate accordingly, which implies that as covariance gets smaller, the amount of information becomes large. For example, if the variance of a signal estimate is small, then the inverse would be large – meaning ‘a large amount of information.’ This means that a state estimate can start off with zero information, or infinitely large variance [37]. This has been used in several works by Dissayeka in his work with IMU/GPS for ground vehicles such that this method of handling data from multiple sensors reduces the effect of cross correlation between the sensors [34] superior to the EKF or KF.
3.6.3 Adaptive Kalman Filter

One of the main drawbacks of Kalman Filtering is the assumption that the process noise and measurement noise terms are considered constant, and the baseline assumption of the covariance terms may not be true. Adaptive Kalman filtering (AKF) uses algorithms to find the true theoretical covariance terms based on the innovation error and sensor data available in real-time [65]. Multiple Model Adaptive Estimation (MMAE) and Innovation-Based Adaptive Estimation (IAE) have been used in Kalman filtering for GPS/INS navigation [16], [29] to adapt to time changing statistics and to find the true covariance terms of the system. The techniques for these adaptive schemes are shown in Mohammed [29], where the MMAE algorithm is based on several Kalman filter models, each with different covariance matrices, run in parallel. MMAE then converges to the optimal value. Conversely, IAE uses the innovation sequence from equation 3-9 and looks at the autocorrelation function of a windowed set of data. This problem then becomes a tuning problem to find the appropriate window size for the application, and the results may vary significantly based on the window size.

3.6.4 Multi-Rate Data and Cascaded Models

One of the benefits of using a Kalman filter is the fact that data may come into the system at different rates, and depending on what data is available a simple change in observation matrix is done to complete the innovation sequence. For this work, models are switched between different availability of data, i.e. GPS + WSS + IMU data vs. IMU data only, and have the flexibility to change over every time step.

A cascaded model can be implemented such that certain parameters such as sensor error or calibration parameters may be estimated [73], [74]. Essentially, a cascaded Kalman filter may be used to estimate certain state variables in a decentralized framework that can then be fed into the measurement vector in the main Kalman filter estimating the desired state variables.

For this work, a cascaded type approach is used for initial alignment of the host vehicle model, whereas roll and pitch are estimated in a separate, linear Kalman filter is then used as an
augmented measurement to the main filter similar to the work of [51]. This will be discussed in more detail in chapter 5.

This chapter discussed the KF and algorithms needs to construct the Kalman filter and extended Kalman filter as used in chapter four. Other methods and of filtering, and extensions of filtering were discussed, although not implemented in this work.
Chapter 4: Kalman Filter Application

This chapter presents the construction of the Kalman filter using the navigation equations presented in chapter 2 and the measurement models associated with the different sensor configurations, such as GPS outage or a stationary vehicle model. Accordingly, the process and measurement noise covariance matrix design is discussed and designed for each sensor platform.

4.1 Process Model and State Vector Realization

The Kalman filter model developed in this work and used in experiments is based on the navigation frame model as presented by the strapdown equations from Section 2.2.2 and the rate vector equations from Section 2.2.3. The state vector is given by Equation 4-1,

\[ \mathbf{x} = [N \ E \ D \ \dot{N} \ \dot{E} \ \dot{D} \ \theta \ \beta \ \gamma], \]  
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Which is the northing, easting and downing position and velocity as well as the body attitude, roll, pitch, and heading angle in the navigation frame. These states are further be categorized into 3D position, velocity, and attitude as,

\[ \mathbf{P} = [N \ E \ D]^T, \]  
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and

\[ \mathbf{V} = [\dot{N} \ \dot{E} \ \dot{D}]^T, \]  
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and

\[ \mathbf{\Theta} = [\theta \ \beta \ \gamma]^T, \]  
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respectively.

The system dynamics model will be designed to have IMU measurements embedded in the framework, constructed in a way such that they appear in the equations as follows,
\( \mathbf{f}_b = [f_x \quad f_y \quad f_z]^T, \)

and

\( \mathbf{\omega}_b = [\omega_x \quad \omega_y \quad \omega_z]^T, \)

where \( \mathbf{f}_i \) is the body frame accelerations and \( \mathbf{\omega}_i \) is the body frame rotation rates for \( i = x, y, z. \)

The continuous, nonlinear, dynamic system of equations are augmented from equations 2-9 and 2-14,

\[
\dot{x} = f(t, x) = \begin{bmatrix} \dot{P} \\ \dot{V} \\ \dot{\Theta} \end{bmatrix} = \begin{bmatrix} N_B \text{R}(\Theta) \cdot \mathbf{f}_b - (2\mathbf{\omega}_{ie}) \times \mathbf{V} + \mathbf{g} \\ \text{R}^*(\Theta) \cdot \mathbf{\omega}_b \end{bmatrix} + \mathbf{\omega}
\]

Recall \( (2\mathbf{\omega}_{ie}) \times \mathbf{V} \) is the Coriolis force experienced caused by the rotation of the earth and rotation of the vehicle at speed \( \mathbf{V} \) and \( \mathbf{\omega} \) is some process noise assumed to be present.

The implementable, discrete time equations to find the a priori state estimate, the above function is evaluated and the previous state estimate with accelerations and angular rates from the IMU,

\[
\hat{x}^- = f(\hat{x}^+_{k-1}) = \begin{bmatrix} \hat{V}_{k-1} \\ N_B \text{R}(\hat{\Theta}_{k-1}) \cdot \mathbf{f}_{b,k} - (2\mathbf{\omega}_e) \times \hat{\mathbf{V}}_{k-1}^+ + \mathbf{g} \\ \text{R}^*(\hat{\Theta}_{k-1}) \cdot \mathbf{\omega}_{b,k} \end{bmatrix}
\]

and

\[
\hat{x}^- = \hat{x}^+_{k-1} + \hat{x}^- \times \delta t
\]
Which is the a priori state estimate based on the integration of the accelerometers and gyroscopes.

In order to propagate the statistics as well and solve for the Kalman gains, the state transition matrix is found through finding the Jacobian of \( f \),

\[
F = \frac{\partial f}{\partial x} \bigg|_{s_k^-}.
\]
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In the event that there were no other measurements other than the IMU, it is possible to integrate 4-8 to obtain position, velocity and attitude. This is how inertial navigation could be done if GPS or WSS data became unavailable. It is noted, however, that without velocity or position measurements the solution drifts as a random walk due to the integration of the noisy signal, or worse the integration of bias and other error sources will lead to a much worse drift. This is demonstrated in chapter 6.

### 4.2 Measurements

Following the development of the process model is the development of the measurement model, which combines the sensor information from both the wheel speed sensors and GPS. The GPS provides position, velocity, and heading when utilizing dual antennas or the vehicle is in motion. The GPS measurement vector is given by the following,

\[
y_{GPS} = \begin{bmatrix} P \\ V \\ \theta \\ \gamma \end{bmatrix} + v_{GPS}.
\]
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Accordingly, the estimated GPS measurements are,

\[
\hat{y}_{GPS} = \begin{bmatrix} \hat{P}_k^- \\ \hat{V}_k^- \\ \hat{\theta}_k^- \\ \hat{\gamma}_k^- \end{bmatrix}
\]
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Similarly, the WSS data may also be transformed into the state space by,

\[ y_{\text{wss}} = \begin{bmatrix} v_{\text{wss}} \\ 0 \\ 0 \end{bmatrix} + v_k \] 4-13

which provides an estimated measurement of,

\[ \hat{y}_{\text{wss}} = b_nR(\Theta).\hat{v}_k. \] 4-14

The following scenarios describing measurement vectors correspond to sensor availability. For example, the measurement vector will change dimension and structure if GPS signal is lost or if a single antenna is unavailable.

The nature of the Kalman filter in this context allows the computer to switch from one measurement model to another for every time step which has different data available.

4.2.1 Full Measurement Vector

In the case that GPS and WSS data are available, the predicted measurement vector will take the following form.

\[ \hat{y}_k = c(\hat{x}_k^-) = \begin{bmatrix} \hat{x}_{1,k}^- \\ \hat{x}_{2,k}^- \\ \hat{x}_{3,k}^- \\ \hat{x}_{4,k}^- \\ \hat{x}_{5,k}^- \\ \hat{x}_{6,k}^- \end{bmatrix} = \frac{b_nR(\hat{x}_{7,8,9,k})}{n} \times \begin{bmatrix} \hat{x}_{4,k}^- \\ \hat{x}_{5,k}^- \\ \hat{x}_{6,k}^- \end{bmatrix}^T \] 4-15

Where \( x_{i,k}^- \) is the a priori state variable for \( i = 1,2, \ldots, 9 \) at time k.

Where GPS provides measurements of the northing, easting, and downing position and velocity, dual GPS provides heading \( \gamma \) and roll angle \( \theta \). The redundant measurement terms for
\[ b_n \mathbf{R}(\hat{x}_{7,8,9,k}) \times [\hat{x}_{4,k}^- \hat{x}_{5,k}^- \hat{x}_{6,k}^-]^T = \hat{N}, \hat{E}, \hat{D} \] come from the wheel speed sensor signal transformed into the navigation equation.

### 4.2.2 GPS Outage Vector

In the event of GPS outage, information is lost regarding position and attitude. For this reason, the filter switches to a mode which relies solely on the integration of IMU data and the absolute velocity measurement as provided by the wheel speed sensor.

\[
\hat{y}_k = c(\hat{x}_k^-) = b_n \mathbf{R}(\hat{x}_{7,8,9,k}) \times [\hat{x}_{4,k}^- \hat{x}_{5,k}^- \hat{x}_{6,k}^-]^T
\]

Where the previous expression is generated from 4-14.

In this situation, six out of the nine state variables are not measured, and accordingly not observable. For this reason, during times of GPS outage, the Kalman filter moves to rely heavily on the integration of equation 4-8. Due to the fact that integrating random signals leads to a random walk and time varying variance, one would suspect that the estimation uncertainty would also increase during this time. A section in the results is dedicated to the performance of the Kalman filter and its ability to track its own performance.

Finally, the alignment stage of the vehicle allows the IMU measurement to estimate the roll and pitch of the vehicle. For this implementation, the estimated roll and pitch angles are also used in the measurement vector when the vehicle is stationary, and the measurement matrix is updated accordingly.

### 4.2.3 Process and Measurement Noise

The selection of the process and measurement noise terms largely drives the performance characteristics of the estimate, and can often be used to tune the filter until the performance is deemed acceptable. Loosely, the measurement and process noise terms are analogous to the
amount of trust there is in either the process model or in the measurements. Specifically, if the process noise terms are weighted significantly lower than the measurements, then the a priori estimate will have more weight in the final estimate at time k.

Measurement noise can be found empirically based on sensor performance through the collection of data while no inputs are present. Process noise is typically considered a continuous random variable caused and determined by the physical processes or environment of the dynamic system [75], but this is dependent on having a knowledge beforehand what those inputs may be. In many cases this is not necessarily the case, and process noise must be estimated based on best judgment. Furthermore, for the implementation of the Kalman filter presented in Chapter 3, discrete time process noise is required. For this work the process model presented is a function of IMU outputs, thus any noise associated with those outputs will also contribute to the external disturbance noise.

Measurement noise can be found empirically through processing of data on the sensors. For this work, the GPS receiver computes the estimated accuracy of the filter, which is a function of DOP, delays, receiver clock bias, orbital errors, or multipath and shown in Table 2-4.

GPS accuracy is usually given as a confidence level, that it is within <xx> meters <yy>% of the time [56], which doesn’t necessarily mean that the GPS measurements are centered about the true position. However, the measurements obtained may not necessarily be centered about the true position, the spread may be about some other biased point. Take for example, a set of GPS data taken while the vehicle is stationary and corresponding accuracy values as calculated by the receiver in Figure 4-1.
Figure 4-1 shows the position in time for a vehicle that is not moving and the corresponding receiver accuracy. Although the vehicle is not moving, the solution tends to move, at times nearly 4 meters from the initial position.

While the assumption of Gaussian noise is violated, the measurement noise term is still obtained in real time as the GPS accuracy reading as suggested by [26]. The accuracy provided by the receiver is still representative of the where the measurement is in relation to the actual position. Similarly, GPS velocity accuracy is also used in the measurement covariance matrix.

The WSS component of the measurement noise matrix is given by the variance of the WSS. However, WSS are known to have nearly zero variance, but this is not to say that the measurement is perfect. The wheel encoders on the vehicle are subject to wheel slip, which gives an inaccurate measurement in the velocity of the body frame. Furthermore, if one were to put the near zero variance for the measurement, the filter would only trust the WSS, treating it as a perfect measurement. For this work, the manufacturer suggested noise value of 0.1m/s was used.

Accordingly, since the WSS is in the body frame and must be transformed into the navigation frame, the covariance matrix will also need to be transformed into the navigation frame using equation 4-17,
where $\sigma_{\text{slip}}^2$ and $\sigma_{\text{vert}}^2$ are the design parameters for side slip and vertical travel respectively.

From a strictly application standpoint, process noise is also a way to bound the uncertainty of the model and characterizes how much ‘trust’ the engineer has in the mathematical model. For example, in [37], it is suggested that process noise be determined by examining the limits in performance of the vehicle, i.e. mean squared velocity or acceleration, and use this as the covariance matrix.

For this work, the process noise covariance matrix was determined from the outputs of the IMU, \( f_x, f_y, f_z, \omega_x, \omega_y, \omega_z \), while the vehicle was at rest. Considering only the first term of equation 4-7, it can be written as the following,

\[
\mathbf{R}_{\text{wss}} = \begin{bmatrix}
\sigma_{\text{wss}}^2 & 0 & 0 \\
0 & \sigma_{\text{slip}}^2 & 0 \\
0 & 0 & \sigma_{\text{vert}}^2
\end{bmatrix},
\]
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Where \( \omega_{\text{imu}} \) is a vector containing the noise terms on each axis. By observation, a conservative of the maximum value for the variance at any given time, due to the fact that the rotation matrix is orthonormal, would simply be \( \Sigma_i \omega_{\text{imu}} \), or the sum of all three random variables. It follows also that the variance of the sum of three random variables’ variance is the sum of each of those three random variables, and thus

\[
\sigma_N^2 = \sigma_E^2 = \sigma_D^2 = \sigma_{f_x}^2 + \sigma_{f_y}^2 + \sigma_{f_z}^2.
\]

4-19

Similarly, the process variance for the angular rate equations can also be derived from the IMU gyroscope output through a similar analysis as,
\[\sigma_\theta^2 = \sigma_{\omega_x}^2 + \sigma_{\omega_y}^2 + \sigma_{\omega_z}^2\]
\[\sigma_\beta^2 = \sigma_\gamma^2 = \sigma_{\omega_y}^2 + \sigma_{\omega_z}^2.\]

The overall process noise matrix becomes,

\[
Q = diag\left([0 \ 0 \ 0 \ \sigma_N^2 \ \sigma_E^2 \ \sigma_P^2 \ \sigma_\theta^2 \ \sigma_\beta^2 \ \sigma_\gamma^2]\right)
\]

And recall from equation 3-14 that \(Q_k = \int_0^{\delta t} \Phi(\tau)Q\Phi^T(\tau)\,d\tau\) in discrete time.

The Kalman filter model presented in this section is based on a full extended Kalman filter with switching observability modes, from full observable with GPS and WSS measurements, to dependency of the integration of IMU outputs only. The process model noise terms are dependent on the noise associated with the IMU output, and the measurement noise is terms are related to GPS provided accuracy, and manufacturer suggested uncertainty for the WSS. The next section outlines the hardware configuration and an examination of individual sensor platforms used in this thesis and their viability as standalone navigation platforms.
Chapter 5: System Interface

This chapter will discuss the system interface of the platform used, specifications of each sensor, relative locations, and electrical interface. Also presented are several test cases of stand-alone inertial navigation, WSS dead reckoning with GPS provided heading (to evaluate the effect of slip), and a stationary vehicle calibration method to estimate the roll and pitch angles of the IMU.

5.1 Hardware Used

The vehicle sensor suite consists of a 6 axis, navigation grade IMU, dual antenna GPS, two large pass band wheel encoders, which are all synchronized in time by a navigation computer using pulse per second (PPS) signal from the GPS receiver clock. The sensor configuration is illustrated in Figure 5-1 with a top down view and the z axis pointing into the page.

Because the GPS, IMU, and wheel speed sensors all have different origins, the moment arms can be accounted for through transformation matrices much like the rotation matrices presented in chapter two.

Figure 5-1: Vehicle Structure

Figure 5-1 shows the relative locations of each of the sensors mounted on the vehicle and the directions of the sensing axes.
A simplistic method of aligning the origins of the axes is by simply adding the vector in the navigation frame. This is done by finding the difference between the two origins in the navigation frame and transforming it into the body frame.

\[
P_{\text{align}} = nR \begin{bmatrix} l_{\text{imu}} \\ l_{\text{GPS}}/2 \\ -h \end{bmatrix}
\]

Where \( l_{\text{imu}} \) is the distance from the IMU origin to the intersection of the y axis on the GPS origin, \( l_{\text{GPS}} \) is the distance from each antenna which has a center along the vehicles center, and \( h \) is the height from the z axis to the GPS. In order to align the IMU and the GPS, the origin is selected to be the IMU center. Accordingly, each measurement calculated by the GPS in the \( \{N\} \) frame will then have \( P_{\text{align}} \) subtracted from it.

\[
\begin{bmatrix} N \\ E \\ D \end{bmatrix}_{\text{GPS Aligned}} = \begin{bmatrix} N \\ E \\ D \end{bmatrix}_{\text{GPS}} - P_{\text{align}}
\]

5.1.1 Electrical Interface

The communications protocol used for this system consisted of a UDP protocol over Gigabit Ethernet which could be configured to deliver messages from GPS, IMU, and the wheel speed sensors. Each update occurred as the measurements were decimated and synchronized using the GPS PPS signal. The IMU was sampled at 100Hz, the WSS was sampled at 50Hz, and the GPS signals were sampled at 20Hz.

5.1.2 IMU

The IMU used for these experiments consists of a navigation grade vibrating beam accelerometer and MEMS gyroscope and with a 1000 Hz update rate but is decimated by the navigation computer to 100 Hz while applying a coning and sculling algorithm to minimize the effects of engine vibration. The IMU performance characteristics are summarized in Table 5-1.
<table>
<thead>
<tr>
<th>Synchronized (GPS) Sample Rate (Hz)</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gyroscope Range (deg/sec)</td>
<td>1000</td>
</tr>
<tr>
<td>Accelerometer Range</td>
<td>30g</td>
</tr>
<tr>
<td>Angular Random Walk $\frac{\text{deg}}{\sqrt{\text{hr}}}$</td>
<td>0.06</td>
</tr>
<tr>
<td>Bias Stability (deg/hr)</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 5-1 IMU Performance Characteristics

However, it should be noted that the values provided above only show the accuracy under laboratory conditions. In real-case applications, body vibrations from the engine, bumpy roads, and inaccurate initial conditions on the body attitude will degrade the accuracy of the IMU outputs.

5.1.3 GPS

The GPS system used in this research has a dual antenna configuration oriented such that heading and roll angle are observed from GPS readings. The antennas are capable of measuring GPS in the L1 and L2 bands, Omnistar differential GPS subscription, and GLONASS L2 frequency. The horizontal positional accuracy can achieve up to 1.5 meter accuracy to 10 cm level accuracy depending on the availability of Omnistar and dilution of precision. The GPS receiver also calculates automatically the estimated accuracy of 3D position and velocity, in meters and m/s according to the fix type and GDOP.

When both antennas have signals a suitable number of satellites to obtain a positional awareness, the navigation computer also calculates heading and roll angle, and their corresponding estimated accuracies. If only one GPS antenna is available, heading may be calculated using one GPS antenna if the vehicle is moving.

5.1.4 Auxiliary Sensors

The wheel speed sensors for these experiments are series quadrature speed and direction sensors which provide two signals 90° phase shifted from each other. The resolution for this sensor can range from 1Hz to 15 kHz and is robust to air gap uncertainty to provide accurate signals. The
tone ring is designed to fit inside the wheel rim for each rear wheel and has 19 teeth per revolution. Calibration was performed by calculating the rollout of the wheel and correlating that to the speed of the pulses. Wheel speed will vary according to the tire diameter which changes under different tire pressure and ground surface hardness.

Steering angle sensors were not employed during these tests; however, with their use it would have been possible to add additional constraints to the vehicle model and measure the centripetal acceleration. However, in the strapdown navigation configuration, it is adequate to use just the inertial measurement unit and GPS receivers.

5.2 A Look at Alternative Models Using Different Sensor Suites

Before discussing the data fusion methods, it is worthwhile to look at some of the raw sensor data and the characteristics that can be extracted under different scenarios. A performance evaluation of each sensor platform, i.e. IMU, WSS, and GPS as standalone sensors is performed. Specifically, a linear Kalman filter is presented which references a trajectory given by the GPS data and estimates the navigation solution with WSS data to see how well a linear Kalman filter works without the presence of GPS or IMU aiding.

5.2.1 Linear Kalman Filter Implementation Using WSS and Heading Information

The wheel speed sensors offer a method of dead reckoning which fortunately has very little noise associated with the measurements and little error. However, they only measure the true speed of the vehicle under the ideal circumstances that the wheels are not slipping. The wheel speed sensors also have the effect that they may only measure in the body coordinate frame \( \{B\} \) along the vehicles x axis. For this reason, heading angle, as computed using GPS measurements must be used to complete this implementation of the dead reckoning solution. The most basic method of navigation would consist of using heading angle and body velocity for a two dimensional navigation approach.

To perform this navigation solution, a linear Kalman filter is proposed based on the following simplified state vector,
\[
x = [N, E, \dot{N}, \dot{E}, \gamma].
\]

For this version of the Kalman filter, only the heading angle is considered for the attitude and not the roll or pitch angles.

For the state dynamics matrix, first order models will be considered for the NED directions, and zeroth order models for the attitude. The reason for this is because velocity is a measured state both by the GPS and through a transformation into the \{N\} frame by the wheel speed sensor.

Accordingly, for the attitude representation, it was shown that a zeroth order model in estimating this signal sufficed for the purpose of attitude estimation.

To build the model for this, a set of augmented first and zeroth order systems was constructed.

\[
A = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & -\frac{1}{\tau_N} & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{\tau_E} & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

Where \(\tau_x\) is a northing and easting time constant which places a pole in the left half plane.

Typical values for ground vehicles are 13-16 seconds [37]. Finding the state transition matrix \(e^{A\delta t}\) yields,

\[
\Phi_k = \begin{bmatrix}
1 & \delta t & 0 & 0 & 0 \\
0 & 1 & 0 & \delta t & 0 \\
0 & 0 & e^{-\delta t \tau_N} & 0 & 0 \\
0 & 0 & 0 & e^{-\delta t \tau_E} & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\]

Similarly, since we are assuming zero input, the output measurement equation will take the following form
Figure 5-2 shows the use of the heading data and body velocity to characterize the performance of the WSS in the event of driving in a straight line. The WSS data was integrated and compared to the absolute position given by the GPS.

From the figure above, it is clear that the WSS integration causes a significant amount of drift in the WSS dead reckoned solution. Over 280 meters, the positional discrepancy from the dead reckoned solution was around 15 meters.
5.2.2 Standalone IMU Navigation Solution

In order to use the IMU navigation solution, it is necessary to integrate both the rate vector equation for attitude in the navigation frame and also the accelerations into velocity and position. If we consider just a standalone IMU with no external outputs, i.e. $c(x) = \emptyset$, neither position, velocity nor attitude is observable; it is solely integrated rate data from the IMU which is subject to drift.

An artifact of the Kalman filter under zero measurement is that the estimate variance can still predicted from $M_k = \Phi_k P_{k-1} \Phi_k^T + Q_{k-1}$. Periods of time where the filter is solely relying on integration of the system model, i.e. equation 4–8. It is shown in the results section that for unobservable systems this shows the drift in variance accordingly.

![Figure 5-3: IMU Velocity and Uncertainty](image)

Figure 5-3 shows the velocity estimate vs. the GPS estimate as it grows without bound starting with a pre-computed set of initial conditions. An interesting note is that the uncertainty in velocity appears to grow as a quadratic, although the accelerations are only integrated once, and, according to the definition of a random walk which states the sample dependent variance growth is linear for the first integral of a random variable. The cause of this quadratic growth is caused by the compounding effects of the integration of body angular rates and resolving them into the navigation frame.
Initial conditions also contribute to the quickly drifting solution of a Kalman filter, and especially in the context of integrating attitude rates. The subtraction effect of gravity from acceleration can cause large sensed accelerations, and if the pitch and roll angles are imprecise, this leads to a large accumulation in error in both the velocity and position. For example, if the pitch angle were to be off by 1 degree, the corrected acceleration in the x axis would be,

\[
\epsilon = 9.81 \sin \left(1 \times \frac{\pi}{180}\right)
\]

Integration over 200 seconds would lead to a velocity error of 34.2416 m/s and positional error of 6.8 km. The next section will look at the calibration method used in this paper and discuss the implementation into the overall navigation solution.

5.2.3 Initial Alignment and Calibration Implementation

To account for the fact that pitch and roll are not directly observable when GPS is out, a cascading filter is used to achieve this based on the initial calibration and alignment methods as described in 2.2.4 for when the vehicle is stationary. When the motionless state of the vehicle is detected by the WSS and accelerometers, it is then possible to start estimating the orientation using a zeroth order KF which are augmented in as measurements. When the vehicle is no longer moving based on zero wheel speed and the vehicle suspension has settled determined by the magnitude of the accelerations, the roll and pitch angles can be estimated by the following from equation 2-18,

\[
a_b = \begin{bmatrix} -\beta_s \\ \beta_c \cdot \theta_s \\ \beta_c \cdot \theta_c \end{bmatrix} g,
\]

Similarly, the gyroscopic bias terms may be estimated as well, since it is assumed that the vehicle is not moving during this time. Note that when the vehicle speed is zero, it is assumed that the nominal acceleration is zero, however, in the presence of engine vibration and perhaps wind gusts, this is not necessarily the case.

Using a zeroth order Kalman filter [66], which is augmented with the gyroscope data to gyroscopic bias,
\[
\begin{bmatrix}
\hat{a}_{b,k} \\
\hat{\omega}_{k}
\end{bmatrix} = \begin{bmatrix}
\hat{a}_{b,k-1} \\
\hat{\omega}_{k-1}
\end{bmatrix} + K \left( \begin{bmatrix}
\hat{a}_{b,k} \\
\hat{\omega}_{k}
\end{bmatrix} - \begin{bmatrix}
\hat{a}_{b,k-1} \\
\hat{\omega}_{k-1}
\end{bmatrix} \right)
\]

where \( K \) is the Kalman gain as is computed by algorithm one in 3.3 and \( \hat{a}_{b,k} \) is the estimated acceleration at time \( k \).

For this reason, the filter design to estimate roll and pitch is based on a zeroth order linear Kalman filter of the measurements \( a_b \) to give the estimated acceleration \( \hat{a}_b \) and then \( \beta \) and \( \theta \) can be computed as,

\[
\hat{\beta} = \left[ \arcsin \left( \frac{-\hat{a}_{b,x}}{g} \right) \right],
\]

and

\[
\hat{\theta} = \left[ \arcsin \left( \frac{\hat{a}_{b,y}}{g \cos(\hat{\beta})} \right) \right],
\]

where \( \hat{a}_{b,y} \) is the estimated acceleration in the \( y \) direction.

With \( \theta \), \( \beta \), and gyro bias now estimated, they can be augmented in the original Kalman filter equations as a measurement of pitch, and compensation terms for bias.

The benefit in modelling the estimate of the angle as a linear Kalman filter as opposed to augmenting the nonlinear equations into the main Kalman filter is that the model can be assumed to be perfectly known, i.e. during this time the roll and pitch angles are nominally constant, thus taking on a zeroth order linear model. The output of this filter can then be augmented into the main navigation EKF as measurements of the roll and pitch angles, i.e.

\[
y_{imu} = \begin{bmatrix}
\hat{\theta} \\
\hat{\beta}
\end{bmatrix}.
\]
Which can then be augmented into any of the measurement vectors shown above. For example, if GPS and WSS data are available,

### 5.2.4 Stationary Vehicle Measurement Vector

When the vehicle is stationary, an augmented measurement vector of the system model can be constructed to add the measurement of the pitch and roll angles as estimated by equation 2-18.

\[
\hat{y}_k = \mathbf{c}(\hat{x}_k) = \begin{bmatrix}
\hat{x}_{1,k} \\
\hat{x}_{2,k} \\
\hat{x}_{3,k} \\
\hat{x}_{4,k} \\
\hat{x}_{5,k} \\
\hat{x}_{6,k} \\
_\mathbf{b}\mathbf{R}(\hat{x}_{7,8,9,k}) \times \begin{bmatrix}
\hat{x}_{8,k} \\
\hat{x}_{9,k} \\
\hat{x}_{10,k} \\
\hat{x}_{11,k} \\
\hat{x}_{12,k} \\
\end{bmatrix}^T
\end{bmatrix}
\]

Where the difference now is that there is redundant roll \( \theta \) and now pitch \( \beta \) measurements, as seen in the last two rows of the vector.

And similarly, \( \mathbf{P}_{\text{imu}} \) will also be fed back directly into the original EKF for the total system for the measurement noise covariance.

Finally, to illustrate how the cascaded filter works, Figure 5-4 illustrates the Kalman filter with augmented measurements from the cascaded Kalman filter.
Where the angular rates are compensated for the bias terms as calculated while the vehicle is stationary. Different scenarios where bias terms are unaccounted for and initial alignment terms are no done are examined in Chapter 6.

This chapter discussed the hardware implementation of each of the sensing platforms used for navigation. The electrical interface was described as well as a brief look at the performance if each were a standalone sensing package. Furthermore, the method used to implement a cascaded Kalman filter for attitude estimates using the calibration equations was shown. The baseline performance of each sensor gives the impression that any single sensor is in fact not sufficient for a navigation solution. The next chapter focuses on situations that an autonomous vehicle might experience during operation, such as the need to calibrate orientation and estimate biases.
Chapter 6: Results

This chapter focuses on the results of the implemented Kalman filter under the different cases proposed in chapter 4. Namely, the EKF using all available measurements, the EKF with GPS outage, and using the augmented alignment scheme. Different trajectories, such as a straight line path, and curved paths which push the use of the angular rate sensor. The general EKF is examined and compared against the GPS position and velocity solution their and corresponding accuracies are compared as well.

6.1 Attitude Estimation

This section focuses on the effects of initially estimating the attitude of the vehicle and bias associated with the gyroscopes as outlined in section 5.2.3 The accelerometers on the vehicle experience some acceleration as due to engine vibrations, so it is necessary to determine if the navigation method proposed is suitable in that type of environment.

The roll and pitch angles are estimated using the zeroth order filter as shown in 5.2.3 and subsequently to estimate how well the angles were estimated. Recall that the estimated angles are used to transform the acceleration data used to calculate the angles into the navigation frame before gravity is compensated, so it is critical to obtain a good estimate of these values.

Figure 6-1 shows the convergence of the estimate of the forces acting on the body during the first 20 seconds of an alignment stage. To see how quickly the estimate converges to a constant value, the difference in acceleration is shown in the top subplot, followed by the corresponding roll and pitch angles using the accelerometer data in the bottom subplot.
Figure 6-1: Differenced Acceleration Measurements and Navigation Frame Alignment Angles

Figure 6-1 show the differenced values of acceleration measurement and the corresponding attitude output. The estimated attitude angles converge to nearly constants within the first second.

Accordingly, the estimation covariance associated with the attitude estimate can also be tracked in the framework of the Kalman filter. Since this method used a zeroth order Kalman filter, the nonlinear transformation of the covariance is not captured using the proposed method. However, this estimate is for the variance on the accelerations and not the body attitude.
Figure 6-2 shows the norm of the estimation covariance of the zeroth order filter.

The purpose of resolving the attitude angles externally from the main navigation equations is to decouple the dynamics of the angular rate equations as well as use the fact that if the vehicle is stationary, the angles can be assumed constant and hence the zeroth order model can be used. These estimates of attitude can then be used as measurements in the main navigation loop, and further, have an updating covariance based on the zeroth order filter. The covariance associated with the attitude estimate can now be used as the measurement covariance term in the main Kalman filter.

Figure 6-3 shows the validation method described above to the attitude angles calculated. The acceleration data that was taken while the vehicle was stationary that was also used to calculate the roll and pitch angles is transformed into the navigation frame, and then integrated to provide velocity and position in Figure 6-3.
Figure 6-3 shows the transformed and integrated body accelerations using the attitude angles estimated previously, and the associated drift using the angles as found from the calibration technique. This shows relatively low amounts of integration drift due to the fact that the compensated gravity vector has limited effects when the IMU is transformed into the locally level frame using the angles found from the calibration method.

Conversely, if no attitude vector is estimated, and the accelerations are integrated in just the body frame, without attitude correction, then the velocity and position integrated will have the performance shown in Figure 6-4. The amount of drift in the two is reduced to a maximum of 10 meters in position after using the method from nearly a 4 km maximum drift without compensation.
Figure 6-4 shows the effect of integrating accelerations in the navigation frame if the roll and pitch angles are incorrect/unaccounted for.

Section 5.2.3 also describes that while the vehicle is stationary, it is an ideal time to estimate the gyroscope bias. The gyroscope bias can be shown to have a major impact on the overall solution, as the integration of such bias will lead to a quickly drifting attitude, which is already shown to have significant impact of the velocity and positional estimates.

Figure 6-5 shows the effect of simply integrating the gyroscope outputs during the same stationary vehicle period without compensating for bias error in the measurement.
Figure 6-5 shows the effect of integrating a gyroscope measurement without compensating for, or estimating the bias is the signal. The largest drift over 200 seconds is seen to be 0.04 radians, or about 2.5 degrees.

To quantify what the biased attitude estimate would yield if these drifting angles were used as part of the navigation solution is, for example, if \( \frac{9.789\text{m}}{s^2} \times \sin(0.02\text{ rad}) = 0.1960\frac{\text{m}}{s^2} \) were integrated, for 100 seconds, then the integrated velocity drift is 19.5965 m/s.

By estimating the bias in real time while the vehicle is stationary using a zeroth order Kalman filter as shown in section 5.2.3 is illustrated in Figure 6-6 as a comparison to Figure 6-5 which has significant integration drift without compensating for bias terms.
Figure 6-6: Reduction of Integration Drift with Bias Corrections

Figure 6-6 shows integrated gyroscope signals with the estimated bias compensation utilized. The amount of integration drift is reduced significantly, however, bias instability causes error over a long period of time.

Figure 6-7 shows an example of a dead reckoned navigation solution using a standalone IMU solution with bias correction and estimated roll and pitch under stationary vehicle conditions, and GPS provided initial conditions.
Figure 6-7 shows that without bias compensation, the northing position drifts by well over a thousand meters. This is also assuming pitch and roll were computed beforehand as well.

Similarly, Figure 6-8, show the northing velocity drift behavior.

![Northing Velocity Comparison](image)

Figure 6-8 illustrates velocity drift with and without gyroscopic bias correction during an initial alignment phase.

In conclusion, if the attitude calculation through integration is off, and corrected during stationary vehicle periods, the accuracy and integrity of the IMU output will increase by an order of magnitude under conditions of no GPS reception or aiding WSS measurements. The effect of having an accurate IMU navigation scheme is so that there is a reliable safety net in the events of GPS outage or other sensor loss.

### 6.2 Test Case One – Full EKF Model

In this case, it is desirable to look at the full EKF that is used to see its performance during different GPS performance. For example, when a GDOP spike occurs, it is undesirable to have
the estimate in the vehicle ‘hop’ from one place to another. The general thought is that the other sensor information and holonomic constraints will prevent this from happening.

Figure 6-9 shows a northing trajectory given by GPS northing and the KF estimate. The estimation error variance is also shown. Beginning at about the 160 second mark, the GPS signal loses its integrity. This loss of GPS is highlighted in the next figure.

This trajectory shows that the GPS has very good performance during the first 150 seconds, and then jumps during a GPS pop. To show what this effect has on the GPS signal itself, an exploded view of the first large jump is shown at 158 seconds into the northing position trajectory in Figure 6-10 and the estimated northing velocity and GPS measurement in Figure 6-11.
Figure 6-10: GPS Pop for Northing Trajectory and Kalman Estimate Rejection

Figure 6-10 illustrates a sudden jump in GPS data of about 1.9 meters to the north over one epoch. The EKF is shown to reject this sudden pop due to the constraints and changing measurement variance from the GPS positional accuracy.

Figure 6-11: Northing Velocity - GPS vs. Kalman Estimation

Figure 6-11 shows the northing velocity during the same time as in Figure 6-10. Similarly, the large jumps in the GPS data are successfully rejected.
Figure 6-12 shows a different instance of consecutive GPS pops over 25 seconds.

The Kalman filter rejects the pop and maintains the trajectory that it was likely on. However, a point can be made about accuracy vs. precision for this event. The GPS measurement showed a sudden change in position, but this doesn’t necessarily mean that it jumped further away or closer to the real position. It is impossible to know the true mean of the position because GPS receiver only reports accuracy, which is not necessarily centered on the true mean. For this reason, the autonomous vehicle must inevitably track GPS points because there is no other absolute information regarding position in this system. However, one of the requirements in this thesis is that the reference feedback be smooth, so that no abrupt or jagged control signals are sent to the controller which is achieved in the current implementation.

6.2.1 GPS Outage

In this section, a look at the behavior of the Kalman filter during GPS outage is examined. For example, the same trajectory shown above is used to compare the results of when the GPS cuts out shortly after initialization.
Figure 6-13: GPS Outage for Straight Line Trajectory

Figure 6-13 shows that the amount of drift in position is 5.8 meters after a short initialization of the GPS for heading reference. The filter performance shows a linearly increasing variance, as opposed to the quadratic growth seen previously when WSS was not utilized. However, the performance being tracked is somewhat futile, in that it does not account for deterministic error, such as bias.

The estimate variance grows during this time as the position must due to no absolute position measurement. Furthermore, it is interesting that the northing estimate grows linearly, although the estimate is dependent on both integrated angular velocity and acceleration as opposed to quadratically or worse as shown in Figure 5-3 which showed a quadratic increase in variance through the integration of angular rates, and coordinate transformed and integrated body accelerations. With the use of WSS data, the estimated variance during unobservable periods is contained significantly.
Figure 6-14: GPS Outage During Two Intervals and Estimated Performance

Figure 6-14 shows the performance and estimation variance of two GPS outages beginning at 10 seconds lasting for 90 seconds, and again at 200 seconds lasting for 60 seconds. The maximum amount of drift in either outage was 4 meters.

Figure 6-15: Northing Velocity and Estimate Variance

Figure 6-15 shows the velocity performance during two instances of GPS outage.
As one can see from Figure 6-14 and Figure 6-15, the estimate variance on velocity does not grow due to the fact that velocity is still measured absolutely and the integration drift on the gyroscopes is limited due to calibration. It does change, however, due to the lost information from the GPS which no longer provides redundant information and thus decrease the estimation variance. Positional variance is shown to grow as expected, and when GPS kicks back in, the transition is smooth.

Finally, it is useful to look at how well the filter tracks performance under GPS denied circumstances and how reasonable it is to trust the filter accuracy readings. In Figure 6-13, it appears that the variance growth reach a maximum value of $0.6 \text{ m}^2$, although the drift from the GPS signal is upwards of 6 m. This is due to the fact that deterministic errors are not accounted for in the Kalman variance estimate, and furthermore, without an error model to estimate the bias, scale factor, etc. it is not likely that the performance estimate of the Kalman filter can be trusted at all.

This chapter discussed the Kalman filter algorithm and the main components on how it works, namely, the prediction and correction phase and how that effects the estimate variance. The example used was northing velocity during a fast deceleration, and showed the rejection of a noisy prediction estimate to combine the other sensor data to output a cleaner, lower variance, estimate. Furthermore, this chapter showed results from aligning and estimating drift constants and the performance increase when this is done. The effect of GPS pop was examined and the rejection thereof by utilization of the whole sensor suite. Lastly, GPS outage performance was examined to see how well a GPS denied system could perform, and how the estimated variance corresponded to the actual drift.
Chapter 7: Conclusions and Future Work

This work was a reviewed and discussed the principles and application of strapdown inertial navigation in the framework of the extended Kalman filter. There have been many similar works on navigation, and this paper is by no means exhaustive or cover the all of the idiosyncrasies associated with navigation, but aimed to provide insight in the development and implementation of an EKF for multi-rate systems with other considerations regarding the development of the Kalman filter.

The Kalman filter is a widely accepted and used tool with highly practical applications in many systems, such as robotics, computer vision, and many others. In the case of strapdown inertial navigation, the methods presented in this thesis can be extended to other applications outside the scope of ground vehicles, such as for aerial vehicles, missiles, or marine vehicles which are all equipped with similar sensor packages.

7.1 Filter Model Construction

The filter model construction in this context was a somewhat unconventional application of Kalman filtering, where IMU measurements appeared in the state dynamics model. Normally, the system dynamics matrix is dependent on equations of motion, which may or may not be time varying. However, constructing the filter this way allows for seamless integration of the IMU into position and velocity with the updated position and velocity measurements as they come from the GPS and WSS. The Kalman filter provides a convenient framework to combine information from external sensors, constraints, and general intuition into the model to improve the overall solution.

Hardware selection must be done carefully when designing a navigation system, as it was shown that even with a navigation grade IMU, it is possible to have an erroneous solution from common errors that exceed the realm of minimum variance. Understanding the deterministic error can allow the design engineer to incorporate an error model, and estimate bias or scale factor online.
For low cost systems, a tilt sensor or reorientation of dual GPS antennas such that tilt angle could help measure bias in the accelerometer during coarse alignment [47].

7.2 Standalone Sensor Platforms

It was demonstrated that for highly precise localization as required for autonomous vehicles, any one sensor was not sufficient under all conditions, although the aided IMU with WSS could stay within 10 meters over a 400 meter trajectory. Furthermore, properties of the IMU were exploited to reinitialize and recalibrate the drifting attitude, as the alignment and bias appears to have the most influence on the degradation of the inertial navigation solution. However, with auxiliary sensors to support inertial navigation, it is possible to have an improved solution regardless of the presence of bias and scale factor in the IMU output. Without compensation of the deterministic error terms, the algorithm will lead to a quickly diverging solution in the event of GPS outage, as shown in section 6.1

The main source of drift in the standalone INS system was not, in fact, caused by the noisy measurements of the sensor, but rather the small variation in attitude and the correction of gravity term. The strapdown inertial navigation system requires a highly accurate sense of body attitude to properly cancel the effects of gravity. For a nonholonomic vehicle, this effect is amplified, especially in the forward direction where incorrect pitch angle will cause longitudinal velocity to grow according to $g \times \int_0^t \sin(\beta) \, dt$. It is believed also, that higher order integration methods of the gyroscopes would also alleviate some of the deviation from the true angles of the sensors.

In the context of autonomous vehicles, accuracy is only part of the equation, it is also desired to reduce the effects of jagged pop from the GPS. It is shown that in general, the extended Kalman filter reduces this effect in the state estimate. With an adapting measurement covariance matrix according to estimated accuracy as provided by the GPS receiver, it is possible to further mitigate these effects and at the very least give the filter a more accurate representation of the uncertainty.
7.3 Process and Measurement Noise

The design of the process and measurement covariance matrices were completed through the use of the autocorrelation functions associated with each sensor while the vehicle was stationary with the engine running, in an attempt to capture the true nature of the measurement variance during operation. However, since the WSS will measure zero during stationary operation, the variance will also be zero, causing $R_k$ to assume a perfect measurement. In fact, the nature of both GPS position and WSS is that they are not Gaussian noise, thus violating the assumptions of the optimal Kalman filter, and is compounded according due to the first order linearization truncation of the estimated statistics. Accordingly, due to the nonlinear transformations of all said sensors, the optimality of the KF is no longer valid under the conditions of minimum variance.

In this work, process noise was considered to be caused by the IMU output which was then further simplified as a conservative estimate of the nonlinear transformation of that process noise. However, this did not include the environmental effect or other stochastic inputs that may affect the solution. This could potentially lead to an inaccurate representation of the statistical awareness.

7.4 Benefits of Adaptation

To deal with the uncertain process noise and measurement noise, adaptation has been a proven way to estimate the covariance matrices in real time. However, due to the violation of the Gaussian assumption for GPS and WSS, this may cause adverse effects in the estimated covariance matrices. For example, during stationary vehicle periods, the distribution of the WSS is identically zero, which will then lead the filter to think there are perfect measurements from the WSS, and the GPS is influenced by deterministic error which may cause problems in the autocorrelation functions.

Other methods of using the EKF are to change the state variables to error terms based on the INS solution minus the auxiliary sensor aided Kalman filter. This method allows for the errors in the INS to be compensated for in real time, specifically, bias and scale factor are common error
terms to be estimated. The measurement terms in this structure take the form of INS measured position, velocity, and attitude minus the aiding sensors solution as well.

7.5 Future Work

The Kalman filter has been used extensively for INS/GPS navigation, ranging from the study of initial calibration to lowering the cost of the combination of the two for the best estimate of the navigation solution. This paper scratches the surface of GPS/IMU integration, but there are several areas worth exploring in the future.

For example, the cascaded model and augmented measurement matrix method used for coarse alignment was assumed to be a linear, zeroth order filter, which neglected the effects of the nonlinear transformation of the probability distribution function. Perhaps using an extended information filter in the cascaded framework to initialize attitude of the stationary vehicle would provide statistically more significant results. This will allow an infinite covariance/zero information at the beginning of each calibration, thus making no assumptions of the current knowledge of the system and feeding appropriate statistics to the filter. It would also be interesting to examine gyrocompassing in the aforementioned framework.

With regards to IMU/GPS integration, it is almost standard now to use an error model to estimate the sensor errors on the IMU. This has been shown to be effective and work in real time to compute sensor bias and scale factor, and thus provide a better IMU navigation solution. The method of integration in this work was simple Euler integration, whereas a higher order integration could be used to improve truncation error.

Other sensors could be incorporated, such as magnetometers, tilt sensors, and even computer vision to aid in IMU bias corrections. The main takeaway is that the Kalman filter can combine many different sources of data, estimate the deterministic error as states, and find a minimum variance solution for the random error associated with measurements and environment.
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