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Chapter 1

Introduction

1.1 Animal swarms and bat swarm

Biological swarms are of broad scientific interest, because they are a model for how simple, local rules can be used to create complex patterns for large-scale coordination and collaboration\textsuperscript{1}. In nature, swarms can be formed by animals as diverse as ants\textsuperscript{2}, fish\textsuperscript{3}, birds\textsuperscript{4}, and mammals\textsuperscript{5}. Among the many animal groups that can form swarms, echolocating bats\textsuperscript{6} stand out because they employ an active sensory system, i.e., biosonar, to navigate, localize obstacle, and catch prey. The basic principle of (bio)sonar operation is to emit pulses, compare the returning echoes with pulses that triggered them, and interpret the differences (e.g., in arrival time, spectral composition) to estimate target properties. How such pulse-echo comparisons can be conducted is most readily understood for a single (bio)sonar system
operating in isolation. But for bats flying in dense swarms, matching and comparing echoes to pulses that triggered them could be a problem due to acoustic interference with pulses and echoes that are produced by other members of the swarm, i.e. the bat receives not only its own echo, but also emission and echoes from other bats, which serves as disturbance to that bat.

1.2 Jamming avoidance strategy employed by bats

Yet in nature, very rare occasions can we find that bats collide with each other, even when large aggregations of bats have to fly through a cluttered outlet of a cave. Through lab experiments and field recordings, various attempts have been made to explain how bats flying in swarm could avoid jamming with each other: shifting their emitted frequency bidirectionally away from the constant frequency jamming stimulus, lower- and higher-frequency bats shifting their frequencies downwards and upwards to achieve less spectrum overlap when flying in a swarm, shifting their peak frequency significantly to maximize differences between individuals, flying in silence to avoid interference with sonar vocalizations of its neighbors. Experiments found bats actually decrease their emission rate when there are a few neighbouring peers doing echolocation. But increase their emission rate, duration, and intensity when a lot of other bats are echolocating, which might be explained as background noise to the bat. Jamming avoidance behavior not only happens conspecific but also between different species. Researchers also found some bats use the echolocation call
of its peers to locate feeding sites or even 'steal' food from the peers\textsuperscript{18}, which instead of jamming each other, they actually take advantage of their peers. While at the same time, on board recordings found some species of bats in the wild actually did not use shifting spectrum to avoid jamming\textsuperscript{19}.

However, a more fundamental question has received far little attention, namely how serious is the jamming problem bats in a swarm may face. How does jamming happen in a swarm? Which swarm property affects the the jamming situation? To address these questions, an analysis of a simple numerical model for the acoustics of a bat swarm is presented here. The model swarms are described by only four parameters: bat density, biosonar beamwidth, duty cycle, and a scalar measure for the smoothness of the flight trajectories. Results show that those four parameters does represent the bat swarm model well, and all those four parameters are significant to the bat model. Each of the four parameters is observable, i.e. could be measured in the field or in laboratory. With the results in this thesis, our model could allow researchers working with bat swarms to determine the extent to how much bats may suffer from jamming in a given situation and identify scenarios where bats may need to rely on strategies to remedy jamming. Since there are only four modeling parameters, this model can be very easy for researchers to apply and get the jamming probability in a certain bat swarm.

As illustrated by hundreds of thousands of bats flying through a small opening of a cave, bat swarm is much more dense than any existing air vehicles flow. Yet, bats can deal with such a congestion smoothly. Investigating and finding out how bats did this can be a
source of inspiration for the next generation of air traffic control system.

1.3 Thesis organization

In order to characterize the jamming situation in bat swarms, this thesis introduces a simple numerically construction of a bat swarm model, with only four parameters. Simulation is done based on the model and analysis the result obtained from simulation. The overall structure is organized as follow:

Chapter 1 introduces the background and the goal of this research. Literature review summarized state of art research on bat jamming and jamming avoidance strategies.

Chapter 2 describes the modeling in detail. The four parameters used to describe the bat swarm model: density, duty cycle, beamwidth, and trajectory smoothness was introduced and compared with real bats and bat swarm. Further effort was made to describe how the bats fly and interact with each other acoustically. The bats are confined in a $10 \times 10 \times 10\ m^3$ space to simulate bats swarm flying in a large swarm. The sum of acoustic input considering phase effect and jamming threshold to tell a jammed and non-jamming bat was also introduced here.

Chapter 3 describes how the simulation is set up and implemented. The simulation results are presented in detail: how do the four parameters affect the jamming probability. A fitting process is introduced to describe the result numerically. Comparison is also made to find out the contribution of each individual parameter. Jamming contribution of one bat
by other bats was also analyzed in detail.

Chapter 4 is the discussion part. This part is mainly about the analysis of the result and its implications. Analysis and conclusion based on the simulation is presented. This part also includes potential meaning and application of the result above. In addition, this part addresses how researcher can further improve the simulation to come even closer to the real bat swarm.

Chapter 5 is future work. In this chapter, the current air traffic jamming problem is highlighted and a brief introduction of current traffic management method is introduced. Comparison between the air traffic and bat swarm is made and how this research can be applied air traffic control management.

Chapter 6 is the conclusion part. A brief summary of what has been done in this thesis and the conclusion that can be made from this research.
Chapter 2

Methods

2.1 Bat swarm modeling

In the simplified swarm model, each bat is represented by a random trajectory in three-dimensional space and has no other interactions with other bats except acoustic interaction. The bats’ sonar emissions consist of a regular sequences of pulses and pauses, each with a constant length in time. The directional characteristics of the bat biosonar are captured by a single beam pattern (relative gain as a function of direction) that describes emission and reception. Hence to specify this swarm model, a total of four parameters is needed, (i) the spatial density of the bat swarm, (ii) the duty cycle of the sonar call and (iii) the beamwidth of their sonar beam pattern, and – finally – (iv) the smoothness of their flight trajectories. The simplified interaction model is shown in Figure 2.6.
2.2 Model parameters

2.2.1 Density $\rho$

The bats are assumed to be independently uniformly distributed in all three spatial dimensions. As a consequence, a single parameter, the density ($\rho$, unit: \text{bats/m}^3), is sufficient to specify the swarm distribution. For bat swarms exiting caves, densities as high as 0.63 \text{bats/m}^3 have been reported, as an estimation derived from emergence rates, average flight speed, and cave cross-section\textsuperscript{21}. Here, a range of density values from 0 \text{bats/m}^3 to 2 \text{bats/m}^3 has been examined in our simulation to cover all possible sparse as well as very dense regimes (Figure 2.1).

![Figure 2.1: Model parameter bat spatial density ($\rho$) with example realizations: a) 0.2 \text{bats/m}^3, b) 1 \text{bats/m}^3, c) 2 \text{bats/m}^3. The bats fly in a volume of 10 m×10 m×10 m=1000 m$^3$.](image)
2.2.2 Duty cycle $\epsilon$

The second parameter, temporal pulse density (duty cycle, $\epsilon$), describes the fraction of time (in percentage: '%') that is covered by sonar pulse emission as a percentage of the total duration of the pulse and one of the pauses that separate it from its neighbors. Together, the spatial density $\rho$ and the duty cycle $\epsilon$ describe the density of the bats’ acoustic emission in space and time respectively. Duty cycles reported for bats range from 6.1% to 9.2% for low-duty cycle (LDC) bats and from 34.7% up to 56.3% for high-duty-cycle (HDC) bats\textsuperscript{20}. In nature, LDC bats form the largest swarms. The Mexican free-tailed bat ($Tadarida brasiliensis$), for example, forms the largest colonies and has a duty cycle of about 4.8%\textsuperscript{20}. Here, duty cycles ranging from 0 to 100% has been investigated to cover all possible values.

![Diagram of echolocation duty cycle](image)

Figure 2.2: Model parameter echolocation duty cycle $\epsilon$ with example realizations: a)20%, b)40%, c)60%
2.2.3 Beamwidth $\sigma$

Across different bat species, beam patterns differ in their shape as well as in overall beamwidth$^{22}$. Bats of the same species vary individually and even the same bat has been reported to change its beamwidth during individual behaviors$^{23,24,25}$. In the present model, all beam patterns were described by a rotation-symmetric Gaussian function that depended only on the angle between the direction for which the gain is to be determined and the heading of the bat, i.e., the maximum gain of the beam pattern is always aligned with the flight direction of the bat. This approach contained a further simplification in that the beam patterns were assumed to be independent of frequency. The emission and reception beam patterns were assumed to have an identical shape, beamwidth, and orientation. Under these simplifying assumptions, only a single parameter is needed to describe the distribution of emitted pulse amplitude and the receiver sensitivity with direction: the beamwidth. The beam pattern is described to be decay according to the shape of Gaussian distribution, can be quantified by the standard deviation ($\sigma$) of the Gaussian distribution. Experiment and field study found beamwidth as low as 15°, and as high as 50°$^{28,29}$. Here, beamwidth (standard deviation, $\sigma$) values ranges from 10° to 90° were analyzed (Figure 2.3), to cover most of possible values in bat’s beam pattern. Comparison with reconstruction of bat’s beam pattern in field$^{30}$ and laboratory$^{31}$ indicates that the Gaussian shape fits with the recorded data well.
Figure 2.3: Model parameter beamwidth ($\sigma$): renderings of an example set of beam patterns with a) 10°, b) 30°, c) 90° half-beamwidth at a gain level of –3 dB.

Figure 2.4: Example beam pattern reconstructed from field measurement.

Figure 2.5: Example beam pattern from rotational-Gaussian model, with half-beamwidth as 20°.
The modeling of the bat swarm is illustrated as following:

The bats have velocity vectors $\vec{v}_i$ and $\vec{v}_j$ respectively and are separated by distance $d$. The bearing angle of bat $j$ seen from bat $i$ is $\theta_{ji}$ and the bearing angle of bat $i$ seen from bat $j$ is $\theta_{ij}$. The respective channels gains are $g_{ji}$ and $g_{ij}$ respectively.

With this simplified beam pattern model, the input gain $g_{ij}$ from the $i^{th}$ (emitting) bat to $j^{th}$ (receiving) bat is:

$$g_{ij}(\theta_{ij}, \theta_{ji}, d) = \begin{cases} 
0.2 \frac{e^{-0.3466(\theta_{ij}^2 + \theta_{ji}^2)}}{\sigma^2}, & d > 0.2 \text{ m} \\
0.2^m \frac{e^{-0.3466(\theta_{ij}^2 + \theta_{ji}^2)}}{\sigma^2}, & d \leq 0.2 \text{ m}
\end{cases} \quad (2.1)$$

where $\theta_{ij}$ is the bearing angle of the $i^{th}$ bat seen from the $j^{th}$ bat, $\theta_{ji}$ the bearing angle of the $j^{th}$ bat seen from the $i^{th}$ bat, $d$ is the distance between the two bats, $\sigma$ is the half-beamwidth of the beam pattern. Spherical spreading losses were modeled by making amplitudes inversely
proportional to distance \(d\) for distances greater than a reference distance of 0.2 m. Below this reference, amplitudes were assumed to be constant at a maximum value that was normalized to 1. This is set to avoid infinite gain when bats fly too close to each other. Constant -0.3466 is there to ensure that the emission (reception) power at equivalent to half beamwidth angle is half of that in right emission direction.

### 2.2.4 Trajectory smoothness \(\tau\)

The bats’ flight trajectories were generated from a random input process with independent and identically distributed white Gaussian samples that were filtered with a first-order low-pass filters of adjustable bandwidth that is controlled via the time constant \(\tau\). Trajectories with different degrees of smoothness were obtained by varying the time constant of the low-pass filter. Each random time sample was vector-valued with direction components in spatial dimensions \(x, y,\) and \(z\). The values are taken to represent position. The differential equation for the filtered sequence of bat velocities is hence given by:

\[
\vec{p}_n = e^{-\frac{\delta t}{\tau}}\vec{p}_{n-1} + (1 - e^{-\frac{\delta t}{\tau}})\vec{w}_n
\]  

(2.2)

where \(\vec{p}_n = [p_x, p_y, p_z]\) is the position vector of the bat at the \(n^{th}\) time step, \(\vec{w}_n = [w_x, w_y, w_z]\) the sample from the Gaussian white-noise process that serves as input at the \(n^{th}\) time step. \(\delta t\) is the length of the time step and \(\tau\) the time constant.

The discrete transfer function is:

\[
\frac{\vec{p}}{\vec{w}} = \frac{1 - e^{-\frac{\delta t}{\tau}}}{1 - e^{-\frac{\delta t}{\tau}}z}
\]  

(2.3)
The transfer function magnitude of the first-order low-pass filter process (Equation 2.2) on a decibel scale is given by

\[
H(\omega) = \frac{1 - e^{-\frac{\delta t}{\tau}}}{1 - \alpha \cos(w \delta t) + je^{-\frac{\delta t}{\tau}} \sin(w \delta t)}
\]

\[
|H(\omega)| = \frac{1 - e^{-\frac{\delta t}{\tau}}}{\sqrt{[1 - \cos(w \delta t)]^2 + [e^{-\frac{\delta t}{\tau}} \sin(w \delta t)]^2}}
\]

where \(\omega = 2\pi f\) is the angular velocity of input signal.

With different time constant \(\tau\), different trajectory smoothness can be realized:

![Flight Trajectories](image)

Figure 2.7: Model parameter flight trajectory smoothness (time constant \(\tau\)): Three example trajectory realizations are shown for each of the following time constant (\(\tau\)) values: a) 0.01 s, b) 0.1 s, c) 0.3 s.

From the flight trajectories shown above, we can find out that as \(\tau\) value increases, the flying trajectory becomes more and more smooth.
A set of 20 flight trajectories from (unidentified) bats exiting a cave situated on Mount Liantai, Shandong, China was obtained using a stereo-vision approach (GoPro Hero 3 cameras modified for infrared sensitivity). The transfer function magnitude (Equation 2.4) was fitted to power spectra obtained from the field flight trajectory data in a least-square sense. The time-constant value that yielded the best fit was found to be $\hat{\tau}=0.229\text{s}$ (Figure 2.8).

![Diagram showing fitting of field data (flight trajectory spectra) with a first-order low-pass trajectory model. Dashed line: average power spectrum of the trajectory captured in bat cave, solid line: first-order model fit.](image)

Figure 2.8: Fitting of field data (flight trajectory spectra) with a first-order low-pass trajectory model. Dashed line: average power spectrum of the trajectory captured in bat cave, solid line: first-order model fit.

In this model the range of time constant $\tau$ values analyzed was 0 s to 0.3 s to cover most trajectory smoothness. Flight speeds observed in field trip range up to $6.9\text{ m/s}$, a reasonable value as $5\text{ m/s}$ is set in the model.
2.3 Periodic boundary simulation space

All bats’ flight flight trajectories were initialized in parallel with one of the horizontal direction \( (x) \) with speed of 5 m/s, i.e., the velocity components in the direction of the other two axes \((y\text{ and }z)\) was set to zero. The model was evaluated in a cubic spatial domain with an edge length of 10 m \(\times\) 10 m \(\times\) 10 m (hence the simulation space is 1000 m\(^3\)). The initial position is uniformly distributed in the cubic space. This domain was set up to represent a segment within a large bat swarm where all swarm parameters remain constant. To achieve constant in the number of bats and their spatial distribution, periodic boundary conditions were used, i.e., bats that exited the cubic volume reappeared in the correspondent position on the opposite wall in the next time step, with the same velocity. The boundary space is illustrated as follow:
Figure 2.9: Examples of bat flight trajectories within the periodic boundary sampling space:
Each of the five bats shown (in different gray shades) traverses the sampling volume several
times (in this case, four times).

2.4 Sum of acoustic input considering phase difference

In order to compute the overall sonar input to individual bat in the swarm, the inputs to
this bat from all other bats in the swarm were summed taking account the phase difference
among the incoming signals: assuming all the acoustic emissions are of randomly distributed
phase. The sum input from other bats to bat \( i \) is

\[
Gain_i = \sum_{j=1,\ldots,N;j \neq i} Gain_{ij} \sin(wt + \phi_{ij})
\]  

(2.5)

where \( Gain_{ij} \) and \( \phi_{ij} \) are the amplitude and phase of bat \( j \)'s emission, \( w \) is the acoustic frequency of bat’s emission and \( t \) is time.

In the simulation code, the sum of two sinusoidal waves is implemented as follow:

\[
A \sin(\alpha) + B \sin(\beta)
\]

\[
= A \sin(\alpha) + B \sin(\alpha + \beta - \alpha)
\]

\[
= A \sin(\alpha) + B \sin(\alpha) \cos(\beta - \alpha) + B \cos(\alpha) \sin(\beta - \alpha)
\]

\[
= [A + B \cos(\beta - \alpha)] \sin(\alpha) + B \sin(\beta - \alpha) \cos(\alpha)
\]

\[
= \sqrt{(A + B \cos(\beta - \alpha))^2 + [B \sin(\beta - \alpha)]^2} \sin(\alpha + \text{atan} \frac{B \sin(\beta - \alpha)}{A + B \cos(\beta - \alpha)})
\]

\[
= \sqrt{A^2 + B^2 + 2B \cos(\beta - \alpha) \sin(\alpha + \text{atan} \frac{B \sin(\beta - \alpha)}{A + B \cos(\beta - \alpha)})}
\]

(2.6)

### 2.5 Jamming threshold

A matrix of all interactions was computed (as shown in Figure 2.10). All inputs from other bats that is not muted by duty cycle, i.e. only 70% of the bats have input when duty cycle is 70% and the other 30% are muted, were summed up. A threshold value as -20 dB (i.e. one tenth) of the sound pressure amplitude at 0.2 m right in front of the bat is set to define jamming, those bats who get sum exceeds -20 dB is defined as jammed bat and those less than -20 dB is defined as not-jammed bat. Thus jamming probability is obtained by counting the portion of bats where input exceed jamming threshold.
Figure 2.10: Example of jamming probabilities estimates: a) matrix of channel gains between all bats in the swarm simulation, b) input amplitude for each bat compared to the jamming threshold (-20 dB). Model parameter configuration: density = 0.03 bat/m³, time constant $\tau = 0.2$ s, beamwidth = 30°, and duty cycle = 100%.)
Chapter 3

Results

3.1 Simulation setup

For each simulation, all the bats were initially randomly distributed in $10 \times 10 \times 10$ \text{m} three-dimensional space. As the simulation began, all the bats fly with speed $[5, 0, 0]$ \text{m/s}. Acoustic interaction among them is obtained by calculating the acoustic gain between each of them. For each of the bat, acoustic input of all the rest of bats were summed together and compared with the jamming threshold: when it is over -20 dB, it is a jammed bat, otherwise, it is a not-jammed bat. Jamming probability is obtained by counting percentage of jammed bats:

\[
\frac{\text{jammed bats}}{\text{total number of bats}} \times 100\%.
\]

Result were obtained by evaluating for 1.0 s and with a time step $\delta t$ 0.01 s. Over all jamming probability is obtained by averaging all sets of results, to reduce the effect of noise generated by random input.
Based on the model constructed, simulation runs by combining all different combinations of the four parameter, i.e. density $\rho$: [0,2] bat/m$^3$, time constant $\tau$: [0,0.3] s, beamwidth $\sigma$: $[10^\circ, 90^\circ]$, duty cycle $\epsilon$: [0%,100%]. For each of the parameter, 20 sampling points were evenly taken among parameter range, e.g. there are $20 \times 20 \times 20 \times 20 = 160000$ sets of model parameters and respective result for analysis.
Table 3.1: simulation parameters

<table>
<thead>
<tr>
<th>parameter</th>
<th>density $\rho$ [bat/m$^3$]</th>
<th>duty cycle $\epsilon$ [%]</th>
<th>beamwidth $\sigma$ [°]</th>
<th>$\tau$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.105</td>
<td>5.263</td>
<td>14.21</td>
<td>0.016</td>
</tr>
<tr>
<td>3</td>
<td>0.211</td>
<td>10.53</td>
<td>18.42</td>
<td>0.032</td>
</tr>
<tr>
<td>4</td>
<td>0.316</td>
<td>15.79</td>
<td>22.63</td>
<td>0.047</td>
</tr>
<tr>
<td>5</td>
<td>0.421</td>
<td>21.05</td>
<td>26.84</td>
<td>0.063</td>
</tr>
<tr>
<td>6</td>
<td>0.526</td>
<td>26.32</td>
<td>31.05</td>
<td>0.079</td>
</tr>
<tr>
<td>7</td>
<td>0.632</td>
<td>31.58</td>
<td>35.26</td>
<td>0.095</td>
</tr>
<tr>
<td>8</td>
<td>0.737</td>
<td>36.84</td>
<td>39.47</td>
<td>0.111</td>
</tr>
<tr>
<td>9</td>
<td>0.842</td>
<td>42.11</td>
<td>43.68</td>
<td>0.126</td>
</tr>
<tr>
<td>10</td>
<td>0.947</td>
<td>47.37</td>
<td>47.89</td>
<td>0.142</td>
</tr>
<tr>
<td>11</td>
<td>1.053</td>
<td>52.63</td>
<td>52.11</td>
<td>0.158</td>
</tr>
<tr>
<td>12</td>
<td>1.158</td>
<td>57.90</td>
<td>56.32</td>
<td>0.174</td>
</tr>
<tr>
<td>13</td>
<td>1.263</td>
<td>63.16</td>
<td>60.53</td>
<td>0.190</td>
</tr>
<tr>
<td>14</td>
<td>1.368</td>
<td>68.42</td>
<td>64.74</td>
<td>0.205</td>
</tr>
<tr>
<td>15</td>
<td>1.474</td>
<td>73.68</td>
<td>68.95</td>
<td>0.221</td>
</tr>
<tr>
<td>16</td>
<td>1.579</td>
<td>78.95</td>
<td>73.16</td>
<td>0.237</td>
</tr>
<tr>
<td>17</td>
<td>1.684</td>
<td>84.21</td>
<td>77.37</td>
<td>0.253</td>
</tr>
<tr>
<td>18</td>
<td>1.789</td>
<td>89.47</td>
<td>81.58</td>
<td>0.268</td>
</tr>
<tr>
<td>19</td>
<td>1.895</td>
<td>94.74</td>
<td>85.79</td>
<td>0.284</td>
</tr>
<tr>
<td>20</td>
<td>2.000</td>
<td>100</td>
<td>90</td>
<td>0.3</td>
</tr>
</tbody>
</table>
3.2 Influence of parameters

Results show that all four parameters have major impact on the jamming probability:

![Diagram showing impact of parameters on jamming probability](image)

Figure 3.1: Dependence of jamming probability on model parameters four example combinations of bat density $\rho$, duty cycle $\epsilon$, beamwidth $\sigma$, and trajectory time constant $\tau$.

3.3 Result fitting

Jamming probabilities obtained in this way can be described by a model that is separable with respect to the four independent variables, i.e., the four model parameters: density $\rho$, duty cycle $\epsilon$, beamwidth $\sigma$, and time constant $\tau$. In order to get the numerical description of the results, a fitting process is introduced. For each individual parameter, the trend fits saturation function, which looks like the following:
Figure 3.2: Illustration of saturation trend compared with sigmoid function (With all the rest parameter set to median values: $\tau = 0.147$ s, duty cycle = 49.0%, beamwidth = 49.2°, density = 0.98 bat/m$^3$)

The sigmoid function is described as:

$$p = \frac{a}{1 + e^{b(\text{parameter} - c)}} \quad (3.1)$$

where $b = [a, b, c]$ are parameters for the fitting model.

All the four parameters are assumed independent and the overall function described as:

$$p = \frac{a}{(1 + e^{b_1(p - c_1)})(1 + e^{b_2(\tau - c_2)})(1 + e^{b_4(\sigma - c_4)})(1 + e^{b_3(\epsilon - c_3)})} \quad (3.2)$$

where $p$ is the density of the bat swarm, time constant $\tau$ is the length of the first order filter, $\epsilon$ is the duty cycle of the bats, $\sigma$ is the beamwidth of the beam pattern, and the estimation matrix is $[a, b_1, b_2, b_3, b_4, c_1, c_2, c_3, c_4]$. After non-linear least square fit from MATLAB (fitnlm function), get fitting result as $\bar{b} = [101.5; -87.25; -5097; -0.1325; -1.821; 0.08058; -]$.
So the jamming probability’s relationship with the four parameter is described as:

\[
p = \frac{101.5}{\left(1 + e^{-87.25(\rho-0.0805)}\right)\left(1 + e^{-509.7(\tau+0.441)}\right)\left(1 + e^{-0.1325(\sigma-21.86)}\right)\left(1 + e^{-1.821(\epsilon-4.025)}\right)}
\] (3.3)

In order to compare the importance of the four simulation parameters to jamming probability, we normalize all four parameters to range [0,1] and redo the fitting, and get fitting result as follow: \( b = [101.5; -174.5; -1529; -10.60; -182.1; 0.04029; -1.470; 0.1483; 0.04025] \), which is plot as follow:

![Figure 3.3: Influence of normalized parameter: density, \( \tau \), beamwidth, and duty cycle](image)

From the figure we can see that density and duty cycle have very strong influence on the final result and reach saturation early: saturat at less than 10% of the parameter range. Beamwidth also has very strong effect and reach saturation through [0,40] % of its
parameter range. Because $\tau$ only has influence in a limited region ($\tau$ only has effect for $[10,40]^\circ$ beamwidth), the fitting process does not capture the influence. This issue will be addressed in the discussion part.

### 3.4 Overall result analysis

In this section, we will look into the final overall result (final result is $20 \times 20 \times 20 \times 20$ dot simulation space, including both simulation and fitting result). First, we introduce the jamming probability v.s. duty cycle and density figure:

![Figure 3.4: Example jamming probability influenced by density and duty cycle](image)

From Figure 3.4 we can see the positive correlation between jamming probability
and duty cycle & density (which is similar to 3.1). Then we add another two parameters: beamwidth and $\tau$, we get the overall simulation result:
Figure 3.5: Simulation result: jamming probability influenced by four parameters: duty cycle, density, beamwidth and time constant $\tau$
With the fitting estimation obtained in the "Result fitting" section, we can plot the overall fitting result:

![Fitting result](image)

Figure 3.6: Fitting result: fitting process to get numerical description of the result

By comparing the simulation result and fitting result, the fitting error ($|\text{simulation result} - \text{fitting result}|$)
The result can also be shown as beamwidth and $\tau$ (which are two of the non-density...
parameters):

Figure 3.8: Result shown by jamming v.s. beamwidth & $\tau$

Add the other two results, the overall simulation result is as following:
Figure 3.9: Simulation result v.s. four modeling parameters

The following is the fitting result:
By comparing the simulation and fitting result, the fitting error can be obtained and shown as follow:
Figure 3.11: Absolute fitting error between simulation result and fitting result

In order to analysis the jamming contribution of jammed and not-jammed bat, we sort the contribution of input sound pressure amplitude from maximum to minimum and stair
plot them. Comparison of the input sound amplitude and jamming threshold is plot and shown in Figure 3.12

![Figure 3.12: Example distributions of jamming input amplitudes for bat that is not-jammed and jammed. (condition: time constant $\tau = 0$ s, duty cycle $= 100\%$, beamwidth $= 41^\circ$, density $= 1$ bats/m$^3$)](image)

Spatial density and duty cycle are both density in space and time, which is two of the most important parameters. Here we plot all the combination of density and duty cycle, and try all possible value of beamwidth and time constant, to get the minimum and maximum as possible. The result is shown as follow:
Figure 3.13: Jamming probability as a function of the model’s two density parameters (bat spacial density and duty cycle) a) minimum jamming probability achievable, b) maximum jamming probability achievable by varying the beamwidth and the trajectory smoothness time constant ($\tau$) over the ranges of $[10^\circ, 60^\circ]$ for beamwidth and $[0\text{ s}, 0.3\text{ s}]$ for the trajectory time constant.
Chapter 4

Discussion

4.1 Jamming contribution by individual parameters

Among the four variables, the two parameters directly related to density in time and space were found to have the main impact on jamming probability, with the other two parameters contributing as well (Figure 3.1). Jamming probability increases either as density or duty cycle increases: jamming is zero when density or duty cycle is zero, and reaches the maximum point when duty cycle or density is high. Density and duty cycle play very similar role in contribution to jamming probability.

Beamwidth has a very large impact on jamming probability around 30°, i.e. very low jamming when beamwidth is below 15° and almost 100% jamming when beamwidth is above 35°.
For medium values of beamwidth (between 15 and 40 degrees), the smoothness of the trajectory ($\tau$) had an impact on jamming probability, but not for very small or larger beamwidth. As we can see from the analysis above that for beamwidth less than 15 ° or more than 40 °, jamming probability almost remain constant with varying time constant $\tau$. Only when beamwidth is between $[15,40]$ ° then time constant $\tau$ has some influence. In this region the jamming influence is also limited: the jamming probability will increase slightly when $\tau$ is very small, i.e., when the bats flying very wiggling trajectory. But other than that, the jamming probability remains almost the same across the entire range (as we can see from the figure above: jamming probability almost does not change for $\tau \sim [0.04,0.1]$).

From Figure 3.13 we can find out that for the same combination of duty cycle and density, jamming probability as low as 30% and as high as 100% can be obtained by varying beamwidth and trajectory smoothness parameter value. This indicates that not all bat swarm have grave jamming problem, even with the same duty cycle and density parameters.

In summary, all four parameters have significant influence on the jamming probability. With the same configuration of other parameters, jamming and non-jamming situation can be achieved by varying one parameter.

### 4.2 Jamming contribution by individual bat

From Fig. 3.12 we can find out that the jammed bat’s contribution from the most intensity one or two bats (out of 100 bats) is enough to cause the jammed bat to be jammed. That
implies the jamming contribution is not evenly distributed among all inputs. In other words, if a bat is jammed, it is jammed by a few bats that have strong jamming contribution. This happens because a bat will seldom jam other bats, which depends on the right relative flying direction, relative distance and beamwidth. But when it jams, the jamming intensity will be very high.

4.3 Fitting process matching simulation results

As we can see from Fig. 3.7 and Fig. 3.11, the fitting error is small ($\leq 10\%$) for most of the regions. The fitting error is considered small and can represent the simulation result.

The fitting error for $\tau \sim [0,0.05]s$, $beamwidth \sim [30,50]^\circ$, is obvious because the fitting process can not capture the influence of $\tau$. $\tau$’s influence on the jamming probability is only limited to certain combination of other parameter. For most of the combined set of parameters $\tau$ have almost no effect. $\tau$ will have few effect except limited region (i.e. $\tau \sim [0,0.05]s$, $beamwidth \sim [30,50]^\circ$). The fitting process balance the fitting error by root mean square error and fit most of the region where $\tau$ has few effect. This phenomenon can be further explained by that actually those four parameters are not independent. The fitting error can be explained by the correlation relationship between beamwidth and $\tau$.

The fitting error for part of the region around $30^\circ$ beamwidth is due to the difference in transition slope between low and high beamwidth: the slope is smooth below $30^\circ$ but steep above $30^\circ$. The fitting process can not fit both at the same time, but equally evaluate
both of them according to their weight difference (i.e. the difference in repetition time in
the combination of four set of parameters). Since more simulation result comes with steep
trend, then the fitting process follows this trend.

As shown in Fig. 3.7 and Fig. 3.11, the fitting error is very limited compared with
the simulation result. This means the fitting result represents the simulation very well
numerically. So with Eq. 3.3, a bat swarm researcher can estimate the probability of the
jamming among the bat swarm by simply measure the four parameters: density $\rho$, trajectory
smoothness $\tau$ (time constant), duty cycle $\epsilon$ and beamwidth $\sigma$. Since the four parameters are
observable and quite easy to measure in lab or field, our result can be a simple and useful
tool for field research scientist to assess the severity of jamming in a specific bat swarm.

4.4 Limitation by finite simulation space

The model assumes that the space occupied by the bat swarm is infinite and the simu-
lation just take a cubic space from the whole bat swarm. Ideally, to get the precise result,
the simulation space should be infinite. But this can not achieved by the limited com-
puter power. The simulation can only in limited space (i.e. $10\times10\times10=1000m^3$ in this case)
and there are constrains due to the limited space size. The finite simulation space can not
represent the infinite model space. The difference in simulation space is obvious. In this
simulation, multiple space size is examined and shown in the following figure:
Figure 4.1: Influence of the simulation space on jamming probability, where duty cycle = 100%, and $\tau=0s$.

As we can see from the figure above, the result difference due to difference in simulation space is large. However, the difference becomes small when the simulation space is beyond $800 \ m^3$. In this simulation, the simulation space is $1000 \ m^3$, which is with reasonable computer expenses. At the same time, the difference due to space difference reaches saturation there.
4.5 Further steps to improve the simulation

In the simplified model, all bats are assumed to have identical frequency and their input to one bat is accumulated by considering their phase difference. However, different species of bats actually have different frequency (range). The same species will have different frequency individually, and even the same individual bat will have different frequency in different time. In order to come close to the real bat swarm, phase difference should be considered in the model.

The jamming threshold (which is defined as $\frac{1}{10}$ of the emission intensity 0.1m right in front of the flying direction) is a estimation but doesn’t have any field work or experiment to support. Next step, necessary field work should be done and test endurance of sonar input intensity level in different bat species. This is a step to help check the validity of the model.

The intensity field for both emission and reception are assumed to be identical, but actually bats flying in space will adjust their emission and reception direction. For future work, we might consider how bats make adjustment of this as well. Bats might also use the dynamics of bat’s noseleaf and ear to avoid jammed by other bats.

In the model, all bats are assumed to distributed randomly in 3D space. However, in real caves, bats actually fly following a certain pattern. Instead of assuming all bats are randomly distributed, future work should be done to consider different flying patterns in bats.
Chapter 5

Future Work

Based on the analysis result of this research, more work can be done to investigate and find out how to avoid jamming with each other. This can be applied to the new generation of air traffic control, allowing for more traffic flow manipulation, safer environment and better management.

Four parameters used here should be fairly easy to measure or estimate for actual bat swarms, the model predictions could be used to decide quickly if bats in certain situation are likely to suffer from substantial jamming probabilities. This research could guide researchers investing possible mechanisms for jamming avoidance to scenarios where such mechanisms are the most likely to be in operation.

As the increase of air traffic flow, especially as the soaring of drones due to its wide range of applications such as deliver objects, rescue, and aerial photographs. With all kinds
of air vehicles in the dense air, there comes the problem of traffic control. The demand to manage air traffic efficiently and safely is increasing. Current air traffic control mostly rely on traffic tower and radar, all flights are under tight control, i.e. you have to apply to fly in certain spot and certain time and have to fly in that specific spot and time in order avoid crash into each other. The centralized control is safe but the traffic flow is limited. As the demand increases, this centralized control method can not meet the demand any more.

However, when we take a close look at the bat swarm, they do not have any central coordination, i.e. they do not rely on centralized control, but de-centralized control. They can fly in any time, any location, any direction, just as they want. Yet we are amazed to find out that rare occasions will they collide into each other, even in caves with tens of thousands of bats flying in and out at the same time in a small opening. This paper is the first step to look into how bats interact with each other. New air traffic control methods might be found inspired by compare the similarity and differences of bat swarm and air traffic flow.
Chapter 6

Conclusion

6.1 A simple model for bat swarm

This research came up with a simple numerical model for bat swarm, with only four parameters: density, duty cycle, beamwidth, and trajectory smoothness time constant $\tau$. Simulation is done based on this simplified bat swarm model, by having bats flying in a $10m \times 10m \times 10m = 1000m^3$ space and interact with each other acoustically. Analysis is done based on the simulation result and conclusion is made from the analysis. With these four parameters, the simplified bat swarm model captures the main characteristics of the real bat swarm.
6.2 All four parameters are critical to jamming situation

Density and duty cycle, which spatial density and temporal density, are two of most important parameters. However, non jamming and serious jamming situation can be created even with the same set of density and duty cycle configuration, by varying beamwidth and $\tau$ values. This indicates that non-density parameters, i.e. beamwidth and $\tau$ can also have large impact on jamming probability. The intuitive understanding of this is that not only the density and duration calls of the bats will influence the jamming situation, but also how the bats behaves: what kind of trajectory they fly and what kind of beam shape they have. This indicates all parameters are important for the model.

6.3 Not every bat swarm experience jamming

In the model, jammed and not jammed situation can be achieved by tuning any one of the swarm parameters: density, duty cycle, beamwidth, and trajectory smoothness. With the same configuration of a set of two parameters, serious or no jamming situation can be achieved by varying the other two parameters. With the right configuration of trajectory smoothness and beamwidth, many jamming scenarios can be avoided. This indicates not every bat swarm necessary experience jamming, even with the same situation, bats can change the call duration, beampattern shape, and the trajectory they fly to avoid jamming.
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Appendix A

Program Source

%%% Clear work space

close all;clear;clc;  % Clear Work Space

format long;  % Identify the Formation of Numbers

rng(rand+randn+4);  % set the random seed

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% duty cycle: 0~100%, beam width: 10~90 degree;  
% tau: 0~0.3s, density: 0~2 bat/m^3.  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%% system configuration

%%% set the simulation points

N_point = 20;  % N_point = 20

K = 100;  % K = Number of calculation, 100 * 0.01s = 1s

defa = 1000^((1/3));  % edge = the length of the cube

edge = 1000^((1/3));  % edge = the length of the cube

51
dt = 0.01; % set the simulation time interval as 0.01s

tau_all = linspace(0,0.3,N_point); % tau, trajectory smoothness

alpha_all = exp(-dt./tau_all); % alpha value

k = linspace(0,1,N_point); % duty cycle

beam_all = linspace(10,90,N_point) * pi / 180; % beam width

density_all = round(linspace(0,2 * edge^3,N_point)); % density

jamming_ave = zeros(1,N_point);

position_speed_x = 5*dt:5*dt:5*dt*K; % set the speed as 5 m/s

%% running

for iii = 1:N_point % density

    tic;

    N = density_all(1,iii);

    speed = zeros(3,N,K);

    % get initial position

    position_original = (randn(3,N) / 6 + 0.5) * edge;

    position_original(1,:) = position_original(1,:) / 10;

    noise = 10 * dt * (rand(3,N,K) - 0.5);

    for jjj = 1:N_point % smoothness

        position = zeros(3,N,K);

        alpha = alpha_all(1,jjj);

        for n = 1 : N % smooth trajectory

            for k = 2 : K

                position(:,n,k) = (1 - alpha) * noise(:,n,k) + alpha * position(:,n,k-1);

            end

        end

    end

    % stop timer

    toc;

end
for n = 1 : N % make it to cubic space

    position(1,n,:) = reshape(position(1,n,:),1,K) + posotion_speed_x;

    for xyz = 1 : 3

        position(xyz,n,:) = position(xyz,n,:) + position_original(xyz,n);

        for k = 2 : K

            if (position(xyz,n,k) > edge)

                position(xyz,n,k) = position(xyz,n,k) - edge;

            end

            if (position(xyz,n,k) < 0)

                position(xyz,n,k) = position(xyz,n,k) + edge;

            end

        end

        speed(:,n,k) = (position(:,n,k) - position(:,n,k-1))/dt;

    end

end

for kkk = 1:N_point % beam width

    sigma = beam_all(1,kkk);

    beta = 2 * pi *rand(1,N); % random value for phase effect

    jamming_threshold = 0.01 * ones(N,K);

    for lll = 1:N_point

        duty = duty_all(1,lll);

    end
R = zeros(N,N,K);  % The Coordinates Between Each Bat
for n = 1 : N
    for k = 1 : K
        if (duty > rand)
            for j = 1 : N
                if (n == j)
                    else
                        dis_a_b_3 = position(1:3,j,k) - position(1:3,n,k);
                        dis_a_b = norm(dis_a_b_3);  % get the distance of
                        ...bat A and B
                        angle_ij = \[\cos((\text{dis}_a_b_3(1,1) \times \text{speed}(1,n,k) + ... \\
                        \text{dis}_a_b_3(2,1) \times \text{speed}(2,n,k) + \text{dis}_a_b_3(3,1) \times ... \\
                        \text{speed}(3,n,k)) / \text{norm(speed(:,n,k))} / \text{dis}_a_b);\]
                        angle_ji = -\[\cos((\text{dis}_a_b_3(1,1) \times \text{speed}(1,j,k) + ... \\
                        \text{dis}_a_b_3(2,1) \times \text{speed}(2,j,k) + \text{dis}_a_b_3(3,1) \times ... \\
                        \text{speed}(3,j,k)) / \text{norm(speed(:,j,k))} / \text{dis}_a_b);\]
                        if (dis_a_b < 0.2)
                            R(j,n,k) = \[\exp(-\text{angle}_ji^2 \times 0.3466 / \text{sigma}^2) \times ... \\
                            \exp(-\text{angle}_ij^2 \times 0.3466 / \text{sigma}^2);\% intensity
                        else
                            R(j,n,k) = \[\exp(-\text{angle}_ji^2 \times 0.3466 / \text{sigma}^2) \times ... \\
                            \text{dis}_a_b / 5;\]
alpha = 0; % add sin
noise_sum_sin = zeros(N,K);
for k = 1 : K
    for n = 1 : N
        for j = 1 : N
            A = noise_sum_sin(n,k);
            B = R(n,j,k);
            if isnan(B) || B==0
                else
                    noise_sum_sin(n,k) = sqrt(A^2+B^2+2*A*B*cos(beta(1,j)-alpha));
                    temp = A+B*cos(beta(1,j)-alpha);
                    if temp ~= 0
                        alpha = alpha+atan((B*sin(beta(1,j)-alpha)/temp));
                    end
            end
        end
    end
end
end
end
end

jamming = noise_sum_sin > jamming_threshold;

jamming_ave(1,lll) = sum(sum(jamming)) / N / K * 100;

disp([num2str(iii), ',num2str(jjj), ',num2str(kkk), ',num2str(lll)]);

disp(jamming_ave(1,lll));

number = strcat(num2str(iii),num2str(jjj),num2str(kkk));

save(['jamming',number,'.mat'],'jamming_ave');

end

number = strcat(num2str(iii),num2str(jjj),num2str(kkk));

save(['jamming',number,'.mat'],'jamming_ave');

toc;

end

end