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ABSTRACT

The thesis presents a defocusing technique to extract bubble depth information. Typically, when a bubble is out of focus in an image, the bubble is ignored by applying a filter or thresholding. However, it is known that a bubble image becomes blurred as the bubble moves away from the focal plane. Then, this technique is applied to determine the bubble distance along the optical path based on the blurriness or intensity gradient information of the bubble. Using the image processing algorithm, images captured in three different experiments are analyzed to develop a correlation between the bubble distance and its intensity gradient. The suggested models to predict the bubble depth are also developed based on the measurement data and evaluated with the measured data. When the intensity gradient of the bubble is lower or when a bubble is located farther from the focal plane, the model can predict the distance more accurately. However, the models show larger absolute and relative error when the bubble is near the focal plane. To improve the prediction in that region, another model should be considered. Also, depth of field analysis is introduced in order to compare three experimental results with different imaging setups. The applicability of the approach is analyzed and evaluated.
Application of Defocusing Technique to Bubble Depth Measurement

Yuki Mugikura

GENERAL AUDIENCE ABSTRACT

Gas and liquid measurements of two-phase flow are very challenging, but it has become more important because of many industrial applications such as chemical, petroleum, and energy industries. Many two-phase flow measurement techniques have been developed and utilized for different flow conditions such as fiber optic probe, multi-sensor conductivity probe, wire-mesh sensor, as x-ray densitometry, particle image velocimetry (PIV), and optical imaging. With the development of the technology, the imaging technique can provide better spatial and temporal resolutions as well as image processing speed has improved greatly. In this study, the imaging and defocusing techniques are combined and used to extract bubble depth information. An image processing algorithm has been developed to process bubble images captured by high speed cameras. By measuring the blurriness or intensity gradient information of the bubble, the bubble distance along the optical path is determined. Based on the measurement data, mathematic models are developed to predict the bubble depth. In addition, depth of field analysis is suggested to compare three experimental results with different imaging setups. The applicability of the approach is analyzed and evaluated.
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Chapter 1

1. Introduction

1.1. Background

Gas and liquid measurements of two-phase flow are very challenging, yet it has become more important because such flow occurs in nature and in many industrial applications such as chemical, biochemical, petroleum, energy industries such as power plants and so on. Also, the two-phase flow measurements can be helpful to understand various phenomena. Moreover, such measurement data are used to improve or validate the computational fluid dynamics codes.

At the same time, many two-phase flow measurement techniques have been developed and used for different flow conditions. For example, fiber optic probe [1, 2], multi-sensor conductivity probe [3, 4], wire-mesh sensor [5] are classified as intrusive techniques and are used to measure the particle velocity profile in the bubbly flow. Also, other techniques are non-intrusive such as x-ray densitometry [6, 7], particle image velocimetry (PIV) [8, 9], and optical imaging [10-12]. Since those non-intrusive techniques do not require placing the measuring device into the flow, they can reduce or eliminate the disturbance in the flow field as opposed to intrusive methods.

Recently, as the technology has advanced, the capability of the imaging system in terms of the spatial and temporal resolutions as well as image processing speed have improved greatly. However, in many cases, the imaging technique tends to capture only 2-dimensional information. In other words, they process only objects that are in focus and ignore objects if they are out of focus by applying filters or thresholding on the image [12-16].

In contrast, in the field of computer vision, many techniques have been developed to recover the depth information. In this thesis, one of the techniques called defocusing is introduced to the
imaging technique in two-phase measurement [17]. For instance, when an object is placed at the focal plane of the imaging system, the object is in focus and one sees a very clear image of the object as well as the sharp edge of the object. As the object moves away from the focal plane, the image becomes out of focus, blurred, and the intensity of the image decreases. The edge of the object has also blurred and becomes harder to distinguish from the background. But, by setting the focal plane of the imaging system at a specific location and observing how the intensity of the objects change or measuring the blurriness of the object as it moves away from the focal plane, the depth information can be extracted using the defocusing technique.

1.2. Depth Recovery Techniques

One of the most common techniques used in computer vision or robotics for depth perception is stereo imaging [18-21]. The stereo imaging typically utilizes two cameras placed on a common baseline or on a known geometry usually in parallel. Then synchronized cameras capture a pair of images of the same scene from a different angles. By measuring the disparity between two images and the known geometry, the stereo imaging recovers the depth. It often suffers from correspondence problem which can result in an increase of the computational cost. Another type of stereo imaging uses only one camera for 3-dimensional reconstruction [22]. It is done by rotating the camera around a center point of the rotation. The problem with this is that the images cannot be captured at the same time since the camera have to move to record images from the different angles. Moreover, the object in the image needs to be stationary. Another method to recover the depth with a single camera is depth from focus (DFF) [23-26]. The technique requires taking multiple images by changing the focal length, $f$, or distance between imaging sensor to lens, $s_i$, or the distance from the object to the lens $d_o$ until the object is in focus.
Once the object is in focus, the depth of the object can be calculated using the thin lens formula with a known geometry.

\[
\frac{1}{d_o} + \frac{1}{s_i} = \frac{1}{f}
\]

The defocusing technique is applied to the particle tracking anemometry (PTA) in order to examine the 3-dimensional velocity vector [27, 28]. With a wide laser light sheet and setting the focal plane to be front of the sheet, the particles are intentionally defocused when they pass the laser sheet. Then, the size of the defocused images is used to determine the 3-D velocity component.

1.3. Objectives

The main objectives of this thesis are following:

- To develop the image processing algorithm to obtain bubble information by applying the defocusing technique.
- To develop models to correlate the change in intensity and depth information.

1.4. Outline

This thesis is organized as follows:

- Chapter 2 presents a preliminary experiment with a solid acrylic ball, an image processing algorithm, and its result.
- Chapter 3 presents an experiment with a tube gas injection, and describes the image processing algorithm, and its result.
• Chapter 4 presents an experiment with a single hole gas injection system, and describes the image processing algorithm, and its result.

• Chapter 5 introduces the depth of field analysis to compare three different experimental results.

• Chapter 6 summarizes the important conclusions and discusses the future work.
Chapter 2

2. Test with Solid Acrylic Ball

2.1. Experimental Setup

The schematic of the test setup is shown in Figure 2.1. The test apparatus is made of an acrylic block with a 30 mm x 10 mm rectangular cross section. The channel is filled with water from the top opening, where a solid acrylic ball attached to an L-shape tube is installed. Water can be drained by opening the valve located at the bottom of the test channel. Transparent measuring tapes are attached on both sides of the test channel wall diagonally. The tapes are used for image calibration and to obtain image resolution.

![Figure 2.1: Schematic of the test setup.](image)

In this experiment, a solid acrylic ball is used to represent a bubble in the test channel. The acrylic ball is glued to the tip of the L-shape stainless steel tube. The tube is mounted on the tube holder attached to a translational stage as shown in Figure 2.2(a). The position of the tube or the ball is then controlled by a micrometer for precise movements along the optical path of the camera.
Figure 2.2(b) shows the four solid acrylic balls with different diameters used in this experiment. Their diameters are 6.35 mm, 3.975 mm, 3.175 mm, and 1.625 mm.

![Figure 2.2: (a) L-shape tube mounted on a micrometer and (b) four different size of acrylic balls. The ball on the left is attached to the tip of the tube.](image)

A high speed camera Photron FASTCAM SA4 is used to acquire the acrylic ball images. The SA4 has a CMOS image sensor with a maximum resolution of 1024 x 1024 pixels. The camera is equipped with a TAMRON macro lens with a focal length of 180 mm and placed in front of the test section facing the 30 mm wall. The camera is connected to a PC to acquire images using the Photron FASTCAM Viewer (PFV) software (Photron USA, Inc). A LED light with diffuser is arranged on the opposite side of the camera to provide as uniform of a backlight illumination as possible. The actual images of the test setup are shown in Figure 2.3. The distance between the front wall of the test channel and the camera sensor is measured to be 48.7 cm.

![Figure 2.3: Pictures of the test section.](image)
2.2. Test Condition and Procedures

The experiment procedure is described as follows. First, the test channel is filled with water, and a drain valve at the bottom is closed to have no liquid and gas flow in the test section. The focal plane of the image is set to be the front wall. Before inserting each acrylic ball into the test section, background images are recorded, which are used for calibration in later image processing. Then, an acrylic ball is placed inside the test section so that the ball touches the front wall. One image is recorded, and then the ball is moved away from the front wall by 1 mm increments to take additional images. The same steps are repeated until the acrylic ball touches the back wall. Once the acrylic ball reaches the back wall, another acrylic ball is installed to capture images by following the same procedures. Since the ball diameters are different, the number of the locations to capture the images are different too. With 6.35 mm, 3.975 mm, 3.175 mm, and 1.625 mm ball diameters, images are obtained at 5, 7, 8, and 9 locations respectively. The images acquired by the high speed camera are saved as 16-bit Tagged Image File Format (TIFF). Sample images of the acrylic ball with different positions and sizes are shown in Figure 2.4.
2.3. Image Processing

To analyze the recorded images, an image processing algorithm has been developed using MATLAB [29]. Before processing the acrylic ball images, the background images at each ball size, location, and focal plane are processed to obtain average image resolution and maximum intensity gradient at each condition. Figure 2.5(a) shows two sample background images with front and back focus. By comparing the measuring scale which is in focus and the number of pixels which covers the bar of the scale, the average resolution of images with the front and back focal plane is determined to be 46.02 pixels per mm and 45.44 pixels per mm respectively. Figure 2.5(a) shows an intensity gradient map for each sample background image. The red circle is the maximum intensity gradient found on the edge of the measuring tape with magnitude of 3.136 for the front focus and 2.917 for the back focus. The calculation method for the intensity gradient is explained later in this section. The maximum intensity gradient calculated in the background
image is used later to normalize the average gradient around the acrylic ball which is obtained through the image processing algorithm.

Figure 2.5: (a) Sample background images at front and back focus and (b) intensity gradient map at the front focus. A red circle on the gradient map indicates the maximum gradient found on the scale tape measure.

The main steps for the image processing algorithm are illustrated in Figure 2.6. A sample raw image to describe the steps is shown in Figure 2.6(a). The image is in front wall focus, and its acrylic ball diameter is 6.35 mm. The first step is to normalize the recorded image to reduce non-uniform illumination effects by using the equation:

\[
I_N(x, y) = \frac{I(x, y) - I_{\text{Min}}}{I_{\text{Max}} - I_{\text{Min}}}
\]  

(2.1)

where \(I_N(x, y)\) and \(I(x, y)\) are the normalized intensity value and the original intensity value at the pixel coordinate \((x, y)\). \(I_{\text{Max}}\) and \(I_{\text{Min}}\) are the maximum and the minimum intensity value in the entire image respectively. The result is shown in Figure 2.6(b). The normalized image is then cropped into the area of interest to exclude the measuring scale and the top part of the acrylic ball glued to the tube. Figure 2.6(c) shows the cropped image with a resolution of 300 x 400 pixels for this case. The cropped image size depends on the size of ball used. The background noise reduction is achieved by applying a combination of erosion and dilation while minimizing the filtration effect around the bubbles, and its resultant image is shown in Figure 2.6(d).
A global threshold is then applied to convert a grayscale image into a binary image using Otsu’s method [30]. Figure 2.6(e) shows the binary image after another filtration is applied to remove small objects if any. The white area indicates the acrylic ball detected in the processed image. From the binary images, the ball information such as boundary, area, and the centroid is obtained using the built-in functions in MATLAB. Figure 2.6(f) shows the extracted outline of the acrylic ball on the greyscale image as a red line.

The bubble intensity gradient, $G$, is calculated using the Sobel gradient operator on normalized grayscale images. The Sobel gradient kernels for the $x$ and $y$ directions are given as:

$$
G_x = \begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{bmatrix},
G_y = \begin{bmatrix}
1 & 2 & 1 \\
0 & 0 & 0 \\
-1 & -2 & -1
\end{bmatrix}
$$ (2.2)

Then, the magnitude of the intensity gradient is calculated using the convolution kernel as:
\[ G = \sqrt{(G_x * I)^2 + (G_y * I)^2} \]  

(2.3)

where \( I \) represents image intensity and \( \ast \) is the convolution operator. A sample gradient map is shown in Figure 2.6(g). Instead of using the intensity gradient at the outline coordinates and averaging the values, the algorithm searches for the maximum gradient around each outline coordinate. To do so, an \( n \times n \) neighborhood block, where \( n \) is an odd number, is defined. Then, the algorithm picks the first element of the outline coordinate to be the center of the neighborhood block and finds the maximum intensity gradient within the block. Once the maximum gradient is determined, the gradient value for that element is replaced by that maximum value. Then, the neighborhood block moves to the next outline coordinate element and does the same operation. Once all the maximum intensity gradients near the outline coordinates are obtained, the average intensity gradient of the acrylic ball is calculated by taking the average of those intensity gradient values. After that, each average intensity gradient is normalized by dividing the value by the maximum intensity gradient calculated in the background image processing parts. Thus, each ball is assigned one intensity gradient value with corresponding distance from the front wall.

Y-distance from the front wall or the object depth information is obtained based on the ball radius and micrometer measurement. If a ball with a diameter of 6.35 mm is placed at the first position touching the front wall of the test channel, the \( y \)-distance of the ball is recorded as 3.175 mm. With 1 mm increment, the \( y \)-distance for the next position is recorded as 4.175 mm and so on. The obtained information is analyzed further in the next step.

2.4. Regression Modeling

To estimate the relationship between the depth information, intensity gradient, and the diameter of a solid acrylic ball, two regression models are suggested here.
\[ D = C_1d + C_2 \frac{1}{G} + C_3 \] (2.4)

and

\[ D = C_1d + C_2 \ln(G) + C_3 \] (2.5)

where \( D \) is the measured ball distance from the front wall of the test channel, \( d \) is the acrylic ball diameter, \( G \) is the average intensity gradient calculated from the image processing, \( C_1, C_2, \) and \( C_3 \) are unknown coefficients that depend on the measurement data. These coefficients for each model are obtained by rewriting Equation (2.4) in the form of a matrix equation:

\[
\begin{bmatrix}
  D_1 \\
  \vdots \\
  D_N
\end{bmatrix} =
\begin{bmatrix}
  d_1 & \frac{1}{C_1} & 1 \\
  \vdots & \vdots & \vdots \\
  d_N & \frac{1}{C_3} & 1
\end{bmatrix}
\begin{bmatrix}
  C_1 \\
  C_2 \\
  C_3
\end{bmatrix}
\] (2.6)

\[
\begin{bmatrix}
  C_1 \\
  C_2 \\
  C_3
\end{bmatrix} =
\begin{bmatrix}
  d_1 & \frac{1}{C_1} & 1 \\
  \vdots & \vdots & \vdots \\
  d_N & \frac{1}{C_3} & 1
\end{bmatrix}^{-1}
\begin{bmatrix}
  D_1 \\
  \vdots \\
  D_N
\end{bmatrix}
\] (2.7)

where \( N \) is the total number of the data point. By solving Equation (2.7), the coefficients are determined. The coefficients for Equation (2.5) are determined in the same way by solving the following equation:

\[
\begin{bmatrix}
  C_1 \\
  C_2 \\
  C_3
\end{bmatrix} =
\begin{bmatrix}
  d_1 & \ln(C_1) & 1 \\
  \vdots & \vdots & \vdots \\
  d_N & \ln(C_N) & 1
\end{bmatrix}^{-1}
\begin{bmatrix}
  D_1 \\
  \vdots \\
  D_N
\end{bmatrix}
\] (2.8)
2.5. Results

During the experiment 58 images, 29 images each for the front and back wall focus condition, are recorded and processed. The solid acrylic ball distance to the front wall versus its averaged intensity gradient for each ball diameter is plotted in Figure 2.7. For all cases, the intensity gradient decreases as the ball moves away from the focal plane as expected. When the ball is closer to the focal plane, the change in distance is smaller as the intensity gradient decreases. But, as the acrylic ball moves farther, the magnitude of the slope becomes larger and steeper. In other words, the distance becomes more sensitive to the change in intensity gradient of the image. Also, the size of the acrylic ball has some effect on the result. In the front wall focus case, the larger acrylic ball tends to have a larger normalized intensity gradient at the same distance from the front wall when the ball is located away from the focal plane. But, the size effect becomes less noticeable as the ball size decreases when comparing the result of the ball diameters of 3.175 mm and 1.626 mm. Also, those two data points merge together as the distance is less than 3 mm.

Figure 2.7: Acrylic ball distance versus normalized intensity gradient at (a) front wall focus and (b) back wall focus
The data points are also used to determine the coefficients for the suggested two models. By substituting the distance and intensity gradient data into Equation (2.7) and (2.8), the coefficients for Equation (2.4) and (2.5) are calculated and shown in Table 2.1.

Table 2.1: Coefficients for Equation (2.4) and (2.5)

<table>
<thead>
<tr>
<th></th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equation (2.4)</td>
<td>0.4845</td>
<td>0.4051</td>
<td>0.6711</td>
</tr>
<tr>
<td>Equation (2.5)</td>
<td>0.2931</td>
<td>-3.4750</td>
<td>-3.3669</td>
</tr>
</tbody>
</table>

In Figure 2.8, the predicted distances to the front wall calculated by Equation (2.4) and (2.5) with the coefficients are compared with the measured acrylic ball distances for each ball size. In both cases, measured and predicted distance are within an acceptable range.

Figure 2.8: Comparison between the measured and predicted normalized intensity gradient using Equation(2.4) and Equation(2.5).
Chapter 3

3. Test with Tube Gas Injection

3.1. Experimental Setup

The schematic of the experimental facility for this test is shown in Figure 3.1. The test section is made of acrylic blocks and designed to operate for air-water two-phase flow in up-flow at atmospheric pressure and room temperature. The height of the test channel is 3.0 m tall and has 30 mm x 10 mm rectangular cross section. There are three visualization ports and instrumentation ports at \( z/D_h = 8.8, 72.4 \) and 136 with the hydraulic diameter of the test channel \( D_h = 15 \text{ mm} \). A water pump and valves are used to change and adjust the flow rate. There are two magnetic flow meters to measure the water flow rate into the test channel with an accuracy of \( \pm 1\% \). Air flow is supplied by the building through the compressed air line and controlled by a pressure regulator. The air flow rate is measured by an air flow meter with an accuracy of \( \pm 1\% \) of the reading. Different bubbly flows can be obtained by controlling the water and air flow rates in the test loop.

![Schematic of the rectangular test loop.](image)

Figure 3.1: Schematic of the rectangular test loop.
To generate bubbles, a stainless steel tube which has a 90° elbow is used. The tube has an inner diameter of 1.37 mm and an outer diameter of 1.83 mm. One side of the tube is connected to the air line, and its elbow side is inserted into the middle of the 30 mm wall side of the test section as shown in Figure 3.2(a). The tube is mounted on the micrometer stage to position the tube accurately across the test section. Figure 3.2(b) shows the top view of the imaging system. The focal plane for the front camera is set at the front wall of the test section. For the side camera, the focal plane is set to the middle of the test section where the bubbles are generated.

![Figure 3.2: (a) Gas injection design, (b) top view of the imaging system](image-url)

In this test, two high speed cameras (Photron FASTCAM SA6 and SA4) are used to record bubbles generated at the first port \((z/D_h = 8.8)\). The SA6 with a resolution of 1920 x 1440 pixels is placed in front of the test section facing the 30 mm wall. The SA4 with a resolution of 1024 x 1024 is placed on the side facing the 10 mm wall. The SA6 has a 105 mm Nikon lens, and the SA4 has a 55 mm Nikon Micro-NIKKOR lens. The two cameras are connected and synchronized to capture images at the same time via PFV software. Figure 3.3(a) is a calibration image from the front camera showing the measuring tape attached to the front wall or the focal plane of the camera. By comparing the reading on the scale bar and the number of pixels which covers the bar,
the average resolution of images is determined to be 102.7 pixel per mm. Similarly, the average image resolution for the side image is determined based on the width of the test channel and the number of pixels covering the distance. As shown in Figure 3.3(b), it takes 287 pixels to cover 10 mm width of test section in the side image. Thus, the average resolution of the side image is 28.7 pixel per mm. Two LED lights are placed on the opposite side of the each camera to provide the backlight illumination. The distance from the focal plane to the front camera imaging sensor is measured to be 52.2 cm in this experiment.

![Figure 3.3: Calibration image (a) from the front camera with measuring scale and (b) from the side camera with known width of 10 mm](image)

3.2. Test Condition and Procedures

Bubble images are recorded in stagnant water flow with fixed gas flow rate in this experiment. The gas flow rate is fixed at 89.6±0.2 cm³/min. Before running the test loop, the gas injection tube is installed and placed in the test channel where the tube touches the wall facing near the front camera. After recording bubble images at that location, the tube is moved backward from the wall to another location with 1.0 mm increments. In total, seven test runs at different gas injection locations are performed in this experiment.

The two high speed cameras are synchronized to capture the bubbles at the frame rate of 1000 frames per second, and 100 images are acquired at each tube location. All the images are
saved as 16-bit TIFF. Sample images recorded by the front and the side camera at different gas injection locations are shown in Figure 3.4. The front images are processed to obtain the intensity gradient information of the bubbles, and the side camera images are used to extract depth information of the bubbles. From the background image capture by the front camera, the magnitude of the maximum intensity gradient is calculated to be 2.236 and the value is used to normalize the intensity gradient of bubbles in the image processing.

![Sample images recorded by the front and the side camera at different gas injection locations](image)

Figure 3.4: Sample bubble image at different distance from the focus okane recorded by the front and side camera.

### 3.3. Image Processing

The basic image processing procedures are similar to the one explained in Chapter 2. The main difference is to process images obtained by the side camera to extract the depth information. Also, in case multiple bubbles appear in an image, it is necessary to identify bubbles in the front and side images and determine the corresponding bubble in each image. Figure 3.5 shows a simple image processing flow chart.
Figure 3.5: Image processing flow chart

In the pre-processing, the recorded raw images are normalized using Equation (2.1) to minimize non-uniform illumination effects shown in Figure 3.6(a) and (b). Both front and side images are cropped into regions of interest. Then, small background noises are removed by using the erosion and dilation function in MATLAB. The resultant images are shown in Figure 3.6(c). The front image has a size of 1010 x 1320 pixels. By dividing it by the image resolution of 102.7 pixel per mm, the imaging size in mm scale is expressed as 9.83 x 12.85 mm. Similarly, the side images are cropped into the size of 287 x 368 pixels which are equal to 10 x 12.82 mm.

By applying a global threshold, a cropped grayscale image is converted into a binary image as shown in Figure 3.6(d). For the front image, the bubble intensity gradient is obtained by using Equation (2.2) and (2.3), and the gradient map is shown in Figure 3.6(e). At this step, a growing bubble attached to the gas injection tube is also identified as seen in the sample image, but only bubbles detached from the tube are analyzed to simplify the processing. From the side image, bubble information such as outline, centroid, and size of detected bubbles are determined. When multiple bubbles are detected, the vertical coordinate of the bubble centroid is compared to find the same bubble in the front and the side images. Figure 3.6(f) shows the extracted outline of the bubble on the front and side greyscale image in a red line. The centroid of the bubble in the side image is marked as a blue dot.
Figure 3.6: (a) Raw image, (b) normalized image, (c) cropped and noise removed image, (d) binary image, (e) intensity gradient map, and (f) processed front and side images with bubble edge. In the side image, the centroid of bubble is shown as “*”.

Once matching bubbles in the two images are identified, the bubble intensity gradient is calculated using the same method as explained in Chapter 2. At each outline coordinate, the algorithm searches the maximum intensity gradient in a \(9\times9\) neighborhood block having the outline coordinate as a center pixel. The maximum gradient value is assigned to the outline coordinate. Then, the block slides to the next outline coordinate and does the same operation. The processed data of the bubbles, the average intensity gradient and the distance to the front wall, are stored and used to develop a correlation model explained in the next section.

### 3.4. Data Analysis and Results

For this experiment, the correlation between bubble distance \(D\) and its intensity gradient \(G\) are modeled using a log function and an exponential function as:

\[
D = C_1 + C_2 \ln(G)
\]  
\[
D = C_1 e^{C_2G}
\]
where $C_1$, and $C_2$, are adjustable parameters determined by the imaging condition. To calculate the coefficients, the equation is rewritten in matrix form as:

$$\begin{bmatrix} D_1 \\ \vdots \\ D_N \end{bmatrix} = \begin{bmatrix} 1 & \ln(G_1) \\ \vdots & \vdots \\ 1 & \ln(G_N) \end{bmatrix} \begin{bmatrix} C_1 \\ C_2 \end{bmatrix}$$

Let

$$\begin{bmatrix} C_1' \\ C_2 \end{bmatrix} = \begin{bmatrix} 1 & \ln(G_1) \\ \vdots & \vdots \\ 1 & \ln(G_N) \end{bmatrix}^{-1} \begin{bmatrix} D_1 \\ \vdots \\ D_N \end{bmatrix} \quad (3.3)$$

By solving Equation (3.3), the coefficients $C_1$ and $C_2$ are calculated. The coefficients for Equation (3.2) are determined in the same way as follows:

$$\ln(D) = \ln(C_1) + \ln(e^{C_2G})$$

Let $C_1' = \ln(C_1)$,

$$\ln(D) = C_1' + C_2G$$

Let

$$\begin{bmatrix} \ln(D_1) \\ \vdots \\ \ln(D_N) \end{bmatrix} = \begin{bmatrix} 1 & G_1 \\ \vdots & \vdots \\ 1 & G_N \end{bmatrix} \begin{bmatrix} C_1' \\ C_2 \end{bmatrix}$$

Let

$$\begin{bmatrix} C_1' \\ C_2 \end{bmatrix} = \begin{bmatrix} 1 & \ln(G_1) \\ \vdots & \vdots \\ 1 & \ln(G_N) \end{bmatrix}^{-1} \begin{bmatrix} \ln(D_1) \\ \vdots \\ \ln(D_N) \end{bmatrix} \quad (3.4)$$

For this experiment, instead of using all the data points to determine those coefficients, the distance and intensity gradient information is processed as follows. From the image processing, a total of 805 bubbles are processed. The bubble distance from the front wall versus its normalized intensity gradient is plotted in Figure 3.7(a). Those data points are divided into small intensity gradient intervals shown in Figure 3.7(b). Then, the averaged gradient and the distance are calculated within 0.01 intensity intervals.
In the previous experiment, only one equation is used to predict the distance of the acrylic ball within the 10 mm range. But, it is found that, the distance becomes more sensitive to the image intensity gradient change as the acrylic ball moves away from the focal plane. To capture such tendency the data points are divided into two regions less than or greater than 4 mm for this experiment. Equation (3.1) is used to describe the region greater than 4 mm, and Equation (3.2) is for the region less and 4mm. To calculate the coefficients for each region, the averaged distance and its intensity gradient are substituted into Equation (3.3) and (3.4). The calculated coefficients for the two curves are shown in Table 3.1. Also, using Equation (3.1) and (3.2) with the coefficients, two curves are plotted in Figure 3.8 with the averaged data points as green dots.

In the figure, the curve for distance between 4 mm and 10 mm has the steeper slope as observed in the previous test. The curve shows good agreement with the average data points. On the other hands, the curve for less than 4 mm captures the trend that the slope become less steeper, but does not have as good agreement with the averaged data points, especially near the front wall and the intersection of the two curves.
Table 3.1: Calculated coefficients for two curves

<table>
<thead>
<tr>
<th></th>
<th>(C_1)</th>
<th>(C_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curve 1 [0 mm to 4 mm]</td>
<td>2.01040</td>
<td>-5.77020</td>
</tr>
<tr>
<td>Curve 2 [4 mm to 10 mm]</td>
<td>-7.70697</td>
<td>-5.43983</td>
</tr>
</tbody>
</table>

Figure 3.8: Fitted curves for two regions below and above 4 mm with averaged data point

Figure 3.9(a) shows the comparison between the average measured distance to the front wall and the predicted distance using the log model. As mentioned above, the measured distances above 4 mm have good agreement with the predicted curve, but relatively large difference between measured and predicted data points below 4 mm. In Figure 3.9(b), the individual measured distances are also compared with the predicted distance calculated using the predicted curves. As shown in Figure 3.10, the absolute error varies from -0.11 mm to 0.18 mm with the curve for below 4 mm. For the curve above 4 mm, it shows smaller absolute error which is between -0.05 mm to 0.08 mm. In terms of the relative error, the mean relative error is 2.23\% with the highest error of about 6\%. Especially, above 4 mm the relative error is smaller than 2\%. These results show
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that the fitted curve for above 4 mm predicts the bubble distance with a reasonable accuracy, but not the fitted curve below 4 mm.

Figure 3.9: Comparison of measured distance versus predicted distance with (a) averaged data point and (b) individual data points

Figure 3.10: (a) Absolute error and (b) relative error
Chapter 4

4. Test with a Single Injection Hole on the Wall

4.1. Experimental Setup

This experiment is conducted with the same test facility as shown in Figure 3.1, but a different bubble generation system is used. Figure 4.1(a) shows the gas injection design for this experiment. Instead of using an L-shaped tube, a thin acrylic plate is installed against the 30 mm at the same location as the tube was installed in the previous experiment. The thin plate has a single 100 μm hole drilled at the center of the plate for gas injection. Figure 4.1(b) shows the top view of the imaging system. The same as the previous test, the focal planes for the front camera are set to the front wall and to the middle of the test section where bubbles are generated.

![Figure 4.1(a) Gas injection design and high speed cameras' set up (b) top view of the imaging system](image)

In this test, two high speed cameras (Photron FASTCAM SA6 and SA4) are used to record bubbles generated at the first port \((z/D_h = 8.8)\). The same as the previous experiment, the SA6 and
SA4 are placed in front of the test section facing the 30 mm wall and on the side facing the 10 mm wall respectively. Figure 4.2(a) is a calibration image from the front camera with average resolution of the image of 80.75 pixel per mm. Similarly, Figure 4.2(b) shows the resolution of the side image to be 27.3 pixel per mm. Two LED lights are placed on the opposite side of each camera for backlight illumination.

![Calibration image](image)

Figure 4.2: Calibration image (a) from the front camera with measuring scale and (b) from the side camera with known width of 10 mm

### 4.2. Test Condition and Procedures

The experiment was conducted with a fixed gas flow rate of 54.8 cm³/min and liquid flow rate from 0.0 cm³/min to 36 cm³/min given in Table 4.1. For each condition, the two high speed cameras capture the bubbles at the frame rate of 1000 frames per second, and 450 images are acquired. As mentioned earlier, all images from the front and side cameras are saved as 16-bit TIFF. Figure 4.3 shows the images recorded by the front and the side camera at different flow conditions. In the same way as the previous test, the front images are processed to extract the intensity gradient information of the bubbles, and the side images are used to extract depth information of the bubbles.
Table 4.1: Gas and liquid flow rate condition

<table>
<thead>
<tr>
<th></th>
<th>Water flow rate, cm³/s</th>
<th>Gas flow rate, cm³/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
<td>0</td>
<td>54.8</td>
</tr>
<tr>
<td>Run 2</td>
<td>19</td>
<td>54.8</td>
</tr>
<tr>
<td>Run 3</td>
<td>36</td>
<td>54.8</td>
</tr>
</tbody>
</table>

Also, the magnitude of the maximum intensity gradient in the background image is calculated to be 1.888 which is used to normalize the intensity gradient of the bubbles in the image processing.
4.3. Image Processing

The image processing procedure is the same as explained in Chapter 3 and follows the flowchart shown in Figure 3.5. An example of image processing is shown in Figure 4.4. First, a raw grayscale image is cropped into the area of interest. The raw image is then normalized using Equation (2.1). Small noise is removed by applying erosion and dilation operations on the normalized image shown in Figure 4.4(c). To detect bubbles, the image is converted into a binary image based on a global thresholding level. Once the bubbles are detected, the edge, area, and the centroid of bubble are extracted from the binary image. The horizontal coordinate of the centroid obtained from the side image is used to determine the distance to the front wall. The Sobel operator is applied to the normalized image to obtain the gradient map. As explained in Chapter 2, the algorithm looks for the maximum intensity gradient near each outline coordinate and replaces the original gradient value by the maximum gradient value in the neighborhood. The same search area as the previous two tests is used, which is a $9 \times 9$ matrix. Then, the average intensity gradient around the bubble edge is calculated. To match bubbles in the front and side images, the vertical coordinate of centroid is compared if their coordinates are within the same range. Figure 4.4(f) shows the result of image processing for an image with two bubbles. The outline of the detected bubbles in front and side images are indicated as red lines. Also, the matching bubbles are labeled with the same numbering in both images.
Figure 4.4: (a) Raw image, (b) a raw bubble image, (c) normalized image, (d) binary image, (e) intensity gradient map, (f) processed front and side images with bubble edge and corresponding numbers.

4.4. Results

In order to examine the correlation between the distance to the focal plane and its intensity gradient, a total of 3279 bubbles were processed. Figure 4.5(a) is the plot of the bubble distance to the focal plane versus its averaged intensity gradient. The same as in the experiment with tube gas injection, these data points are divided into a small intensity gradient interval of 0.02 as shown in Figure 4.5(b). Then, the distance and gradient within the intervals are averaged, and the result is plotted in Figure 4.5(c).

Figure 4.5: (a) Intensity gradient of 3279 bubbles, (b) divided data points with an interval of Δx=0.02, (c) result of averaging the distance and gradient within intervals
As the same manner as the experiment with tube gas injection, the averaged data points are divided into two regions, below or above 4 mm. With the averaged data points and Equation (3.3) and (3.4), the coefficients for the two curves are determined and shown in Table 4.2. Figure 4.6 shows the two fitted curves as well as the average data points. Similar to the previous experiment results, the fitted curve above 4 mm agrees with the measured data. As shown in Figure 4.7, the predicted distance has absolute error within ±0.06 mm. In addition, the relative error compared with the averaged measure distances and predicted distances is smaller than 1.0 %. In the case of the predicted curve below 4 mm compared with the averaged measured distances, it has a larger disagreement near the distance of 4.0 mm. Higher absolute and relative errors are shown in Figure 4.7 as the bubble distance approaches the intersection of the two curves. The highest absolute error is observed around 4.0 mm with about 0.55 mm difference. The relative error at the nearest point to the focal plane and point near the 4 mm are about 11 % and 14.5 %.

Table 4.2: Coefficients for the modeling curves

<table>
<thead>
<tr>
<th></th>
<th>Curve 1 [0 mm 4 mm]</th>
<th>Curve 2 [4 mm 10 mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>1.88907</td>
<td>-7.37429</td>
</tr>
<tr>
<td>$C_2$</td>
<td>-3.46227</td>
<td>-6.98299</td>
</tr>
</tbody>
</table>
Figure 4.6: Fitted curves for two regions below and above 4 mm with averaged data points

![Graph showing fitted curves for two regions below and above 4 mm with averaged data points.](image)

Figure 4.7: (a) Absolute error and (b) relative error

![Graphs showing absolute and relative error.](image)

It should be pointed out that when the prediction and individual data points are compared, it shows a reasonable agreement even with the fitted curve less than 3 mm shown in Figure 4.8, but larger differences are observed between 3 mm and 4 mm. Also, it should be noted that larger
uncertainty may exist as the bubble moves farther away from the focal plane. This is evident by the increased scattering of data points near the 10 mm end of the test section. Lastly, other models to predict the bubble distance especially when it moves closer to the focal plane should be considered in order to have a better prediction.

Figure 4.8: Comparison between predicted bubble distances with individual measured values.
Chapter 5

5. Depth of Field Analysis

5.1. Depth of Field

In Chapters 2, 3 and 4, the ball or bubble images are captured and analyzed to predict the distance of the object based on the intensity gradient information using a similar image processing algorithm. However, it should be noted that all three experiment setup and imaging setup are different in some ways. For example, the backlight illumination is different for all cases. The test with acrylic ball images are captured using the high speed camera SA4, which has a resolution of 1024 x 1024 pixels, with 180 mm lens, but the test with a tube gas injection uses the high speed camera SA6 with a resolution of 1920 x 1440 pixels with 180 mm lens. Moreover, the experiment with a single hole gas injection uses SA6 with 105 mm. Then, those three results cannot be simply compared or applied to another test to predict the bubble distance information.

In order to compare results from a different condition, depth of field analysis is introduced here. The depth of field is the range of acceptable sharpness within an object that will appear in focus. So, if an object moves away from the range, the image of the object becomes blurred. In order to derive the depth of field, it is assumed that the thin lens formula can be applied here [31]. Figure 5.1 shows the thin lens model geometry and its model is described as:

\[ \frac{1}{d_o} + \frac{1}{s_i} = \frac{1}{f} \]  

(5.1)

where \( d_o \) is the distance from a lens to an object, \( s_i \) is the distance from lens to imaging sensor, and \( f \) is a focal length of thin lens. Also, the magnification, \( M \) is calculated by:

...
\[ M = \frac{h_i}{h_o} = \frac{s_i}{d_o} \quad (5.2) \]

where \( h_o \) is an object height and \( h_i \) is an object height on imaging sensor. Let the distance between the object and the sensor be \( L \),

\[ L = d_o + s_i \]
\[ s_i = L - d_o \quad (5.3) \]

Substituting Equation (5.3) into Equation (5.2),

\[ M d_o = L - d_o \]
\[ d_o = \frac{L}{M + 1} \quad (5.4) \]

Then, the distance from lens to imaging sensor is

\[ s_i = L - d_o \]
\[ s_i = L \left( \frac{M}{M + 1} \right) \quad (5.5) \]

![Thin lens model geometry](image)

Figure 5.1: Thin lens model geometry

Once the distance from lens to object and the sensor to lens are determined, the depth of field for near side, \( D_o \), and far side, \( D_f \), from the lens position can be obtained using the geometry shown in Figure 5.2:
\[ D_o = \frac{Ncd_o(d_o - f)}{f^2 + Nc(d_o - f)} \]  
\[ D_f = \frac{Nd_o c(d_o - f)}{f^2 - Nc(d_o - f)} \]  

(5.6)  

(5.7)

where \( N \) is the f-number of lens, \( c \) is the circle of confusion which is assumed to be constant as:

\[ c = \frac{d_{dia}}{1500} \]

where \( d_{dia} \) is the diagonal measure of a camera sensor. The detailed derivation for Equation (5.6) and (5.7) is shown in the Appendix A.

\[ \text{Figure 5.2: Depth of field} \]

5.2. Ray Tracing to modify the DOF

Using the depth of field equation in the previous section and Snell’s law, the depth of field can be modified to consider the refraction due to the medium changes through the optical path. Figure 5.3 shows the optical path from the focal plane to the sensor. The red dash line indicates the path of light ray without refraction. The variables shown in Figure 5.3 are as follows:

- \( d_0 \) – the distance from the lens to the focal plane
- \( d'_o \) – the distance from the lens to the point if no refraction
- \( s_i \) – the distance from the lens to sensor
- \( a \) – aperture diameter
- \( d_a \) – the acrylic wall thickness, which is 20 mm for this test section
- \( L \) – the distance from the sensor to the focal plane
Figure 5.3: Modified DOF at focal plane.

Then,

\[
\sin \theta_1 = \frac{\text{Opposite}}{\text{Hypotenuse}}
\]

\[
\sin \theta_1 = \frac{a/2 - \delta_1}{\sqrt{(d_o - d_a)^2 + (a/2 - \delta_1)^2}}
\]

Similarly,

\[
\sin \theta_2 = \frac{\delta_1}{\sqrt{d_a^2 + \delta_1^2}}
\]

Using Snell’s law,

\[
\frac{a/2 - \delta_1}{\sqrt{(d_o - d_a)^2 + (a/2 - \delta_1)^2}} = \left(\frac{n_2}{n_1}\right) \frac{\delta_1}{\sqrt{d_a^2 + \delta_1^2}}
\]

(5.8)

where \(n_1\) and \(n_2\) are the refractive indexes of air and the acrylic wall.

Figure 5.4: Snell's law

Solve the Equation (5.8) for \(\delta_1\). Once \(\delta_1\) is obtained, the angle of the light ray heading to the acrylic wall is:
\[ \theta_i = \sin^{-1} \left( \frac{a / 2 - \delta_i}{\sqrt{(d_o - d_a)^2 + (a / 2 - \delta_i)^2}} \right) \] (5.9)

Then, \( d_o' \) is obtained by

\[ d_o' = \frac{a / 2}{\tan \theta_i} \] (5.10)

Considering the depth of field for the far side as shown in Figure 5.5, the depth of field for the far side without refraction can be expressed similarly to Equation (5.7),

\[ D_f' = \frac{N c d_o'(d_o' - f)}{f^2 - N c (d_o' - f)} \] (5.11)

The distance from the lens to the far side of the depth of field without refraction, \( d_f' \), and incoming light angle \( \theta_{f1} \) are calculated as

\[ d_f = d_o' + D_f' \]
\[ \tan \theta_{f1} = \frac{a / 2}{d_o' + D_f'} \]

\[ \theta_{f1} = \tan^{-1} \left( \frac{a / 2}{d_o' + D_f'} \right) \] (5.12)

By similar triangle,

\[ \delta_{f1} : \frac{a}{2} = (d_o' + D_f') - (d_0 - d_a) : (d_o' + D_f') \]
\[ \delta_{f1} (d_o' + D_f') = \frac{a}{2} \left( (d_o' + D_f') - (d_0 - d_a) \right) \]

\[ \delta_{f1} = \frac{a}{2} \left( \frac{d_o' + D_f'}{d_o' + D_f} \right) - \frac{a}{2} (d_0 - d_a) \] (5.13)

The angle of the light ray incoming to the acrylic wall and the exiting ray is expressed as:

\[ \sin \theta_{f2} = \left( \frac{n_1}{n_2} \right) \sin \theta_{f1} \] (5.14)
\[ \theta_{f_2} = \sin^{-1} \left( \frac{n_1}{n_2} \sin \theta_{f_1} \right) \]  
(5.15)

Similarly, using Snell’s law at the focal plane and letting \( n_3 \) be the refractive index of water,

\[ \theta_{f_3} = \sin^{-1} \left( \frac{n_2}{n_3} \sin \theta_{f_2} \right) \]  
(5.16)

\[ \delta_{f_2} = \delta_{f_1} - d_a \tan \theta_{f_2} \]  
(5.17)

\[ \tan \theta_{f_3} = \frac{\delta_{f_2}}{D_f} \]  
(5.18)

\[ D_f = \frac{\delta_{f_2}}{\tan \theta_{f_3}} \]  
(5.19)

Thus, the modified depth of field for the far side is determined by solving the above equations. The DOF for far side is calculated based on each test condition and used to see if the three experimental data sets can be compared in the next section.

Figure 5.5: Depth of field for far side with refraction

5.3. Results

Table 5.1 shows the comparison of the three different conditions. Also, the modified depth of field for the far side \( D_f \) is calculated. Only Test 1 used the SA4 with a resolution of 1024 x 1024 pixels, but the test 1 and 2 used the same lens with a focal length of 180 mm. The distance
to the focal plane is different for the three tests as well. Test 3 shows the largest DOF value as compared with the other two values.

Table 5.1: Test condition comparison.

<table>
<thead>
<tr>
<th>Test #</th>
<th>Test Section</th>
<th>Camera</th>
<th>Distance to focal point [mm]</th>
<th>Lens [mm]</th>
<th>Aperture, N</th>
<th>Conversion [mm/Pixel]</th>
<th>DOFf [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30 x 10 mm</td>
<td>SA4</td>
<td>487</td>
<td>180</td>
<td>3.605</td>
<td>0.0217</td>
<td>0.2023</td>
</tr>
<tr>
<td>2</td>
<td>30 x 10 mm</td>
<td>SA6</td>
<td>532</td>
<td>180</td>
<td>4.132</td>
<td>0.0097</td>
<td>0.1629</td>
</tr>
<tr>
<td>3</td>
<td>30 x 10 mm</td>
<td>SA6</td>
<td>336</td>
<td>105</td>
<td>9.514</td>
<td>0.0125</td>
<td>0.59692</td>
</tr>
</tbody>
</table>

The measured distances from each test are divided by each DOF value to normalize the distance and to see if the three experimental sets data can be compared. Figure 5.6 shows the normalized distance versus normalized intensity gradient. Test 1 and 2 results seem to merge together as they approach the focal plane. Because of the larger DOF for test 3, the results show smaller normalized distances as compared with the other two experiments. One reason for the difference can be caused by the lens. The focal length is one of the factors to calculate DOF. However, other parameters such as difference in background intensity, conversion ratio, imaging sensor size and etc. or the combination of these can be the reason for the difference. Thus, further detailed experiments and research are necessary to improve the depth of field analysis and compare results with different conditions.
Figure 5.6: Comparison of the test results of the three experiments.
Chapter 6

6. Conclusions and Future Work

6.1. Conclusions

In this thesis, the defocusing technique is applied to two-phase flow measurements in order to extract bubble depth information along the optical path. Also, an image processing algorithm is developed to process images with different flow conditions and extract bubble information such as intensity gradient, outline, area, centroid and depth of the bubble. In the preliminary experiment with solid acrylic balls, it is observed that the distance becomes more sensitive to change in intensity gradient as the ball moves away from the focal plane. Also, the size of the ball affects the intensity gradient value, but it becomes less obvious as the size of bubble decreases. From the data points, two models are suggested to determine the ball distance to the front wall. The results show acceptable agreement with measured and predicted distances. Then, two additional experiment were conducted one with a tube gas injection and one with a single hole gas injection. In those cases, a log function and an exponential function were used to predict the bubble distance. Also, to capture the tendency found in the first experiment, the collected intensity gradient and bubble distance were averaged. Then, those data points are divided into two regions below and above 4 mm. In both experiments, the fitted curve above 4 mm shows a good agreement with the measured distance having a relative error of 2 % and 1 % for the second and third experiments. On the other hand, the fitted curve below 4 mm shows larger absolute and relative error near the front wall and 4 mm. Based on the two experiments, another model to predict the bubble distance especially when it moves closer to the focal plane should be considered to predict the distance more accurately. The depth of field analysis is introduced to be able to compare three experimental
results. For each experiment, the distance from the imaging sensor to the focal plane is divided by
the depth of field for the far side calculated with given test conditions. The two experiment using
the same lens show similar results but not the experiment data from single hole gas injection.

6.2. Future Work

Currently, the log model used in this experiments shows good agreement with the measured
distances when the bubble distance is away from the focal distance. However, as mentioned above
the depth estimation mode needs to improve and consider another model to estimate the depth
information better. Also, the detailed experiments should be conducted in order to observe how
one parameter such as background illumination, the focal length, an aperture size, and camera
distance affect one another and the coefficients of the model. Lastly, further investigation is
necessary for the depth of field analysis to compare experimental data with different imaging
conditions.
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Appendix

A. Depth of field calculation

Let the circle of confusion for near DOF be $c_n$. Since two triangle $I_nA'B'$ and $I_nAB$ are similar,

\[
\triangle n\ I\ A\ B' \sim \triangle n\ I\ AB
\]

From the thin lens formula,

\[
\frac{1}{f} = \frac{1}{d_n} + \frac{1}{s_n}
\]

\[
\frac{1}{f} - \frac{1}{d_n} = \frac{1}{s_n}
\]

\[
s_n = \frac{d_nf}{d_n - f}
\]

\[
\frac{d_n - f}{d_nf} = \frac{1}{s_n}
\]
\[ s_n = \frac{d_n f}{d_n - f} \]  

(A.2)

Similarly, for the distance \( s_i \),

\[ s_i = \frac{d_o f}{d_o - f} \]  

(A.3)

Substituting Equation (A.2) and (A.3) into Equation (A.1)

\[
c_n = \frac{a(s_n - s_i)}{s_n} = a \left( \frac{d_n f}{d_n - f} - \frac{d_o f}{d_o - f} \right)
\]

\[
c_n = a \left( \frac{d_n f}{d_n - f} \right) (d_n - f)(d_o - f)
\]

\[
= a \frac{d_n (d_o - f) - d_o (d_n - f)}{d_n (d_o - f)}
\]

\[
= a \frac{d_n f - d_o f}{d_n (d_o - f)}
\]

\[
c_n = af \frac{d_o - d_n}{d_n (d_o - f)} \]  

(A.4)

In addition, the aperture diameter, \( a \), is expressed as:

\[ a = \frac{f}{N} \]  

(A.5)

where \( N \) is the f-number of the lens. By substituting Equation (A.5) into Equation (A.4),

\[
c_n = \left( \frac{f}{N} \right) f \frac{d_o - d_n}{d_n (d_o - f)}
\]

\[
c_n = f^2 \frac{d_o - d_n}{N d_n (d_o - f)} \]  

(A.6)

Let the circle of confusion for far DOF be \( c_f \). Since two triangles \( I_f A'B' \) and \( I_f A B \) are similar,
Figure A.2: Far side of the depth of field

\[ a : c_f = s_f : (s_i - s_f) \]

\[ c_f s_f = a (s_i - s_f) \]

\[ c_f = \frac{a (s_i - s_f)}{s_f} \] \hspace{1cm} (A.7)

From the thin lens formula,

\[ \frac{1}{f} = \frac{1}{d_f} + \frac{1}{s_f} \]

\[ \frac{1}{f} - \frac{1}{d_f} = \frac{1}{s_f} \]

\[ \frac{d_f - f}{d_f f} = \frac{1}{s_f} \]

\[ s_f = \frac{d_f f}{d_f - f} \] \hspace{1cm} (A.8)

Similarly, for the distance \( s_i \),

\[ s_i = \frac{d_o f}{d_o - f} \] \hspace{1cm} (A.9)

Substituting Equation (A.8) and (A.9) into Equation (A.7)
\[ c_f = \frac{a(s_i - s_f)}{s_f} = \frac{a}{d_f} \left( \frac{d_o f - d_f f}{d_o - f \quad d_f - f} \right) \]

\[ = a \left( \frac{d_o f - d_f f}{d_o - f \quad d_f - f} \right) (d_f - f)(d_o - f) \]

\[ = a \frac{d_o (d_f - f) - d_f (d_o - f)}{d_f (d_o - f)} \]

\[ = a \frac{d_f f - d_o f}{d_f (d_o - f)} \]

\[ c_f = a f \frac{d_f - d_o}{d_f (d_o - f)} \quad \text{(A.10)} \]

Determine the depth of field range toward lens.

![Depth of field geometry](image)

Figure A.3: Depth of field geometry.

It is assumed that the circle of confusion is constant and calculated as:

\[ c = \frac{d_{dia}}{1500} \]

where \( d_{dia} \) is the diagonal measure of a camera sensor. From Figure A.3, the depth of field for near side, \( D_n \) is derived as:

\[ D_n = d_o - d_n \]

\[ d_n = d_o - D_n \]
\[ d_n = d_o - D_n \quad (A.11) \]

Substitute Equation (A.11) into Equation (A.6),

\[ c_n = af \frac{d_o - d_n}{d_n(d_o - f)} = af \frac{d_o - (d_o - D_n)}{(d_o - D_n)(d_o - f)} \]

\[ c_n \left( d_o^2 - d_o f - D_n d_o + D_n f \right) = af D_n \]

\[ c_n \left( d_o^2 - d_o f \right) = af D_n + c_n D_n d_o - c_n D_n f \]

\[ c_n \left( d_o^2 - d_o f \right) = D_n \left[ af + c_n (d_o - f) \right] \]

\[ D_n = \frac{c_n \left( d_o^2 - d_o f \right)}{af + c_n (d_o - f)} \]

\[ D_n = \frac{c_n d_o \left( d_o - f \right)}{f^2 + c_n (d_o - f)} \]

\[ D_n = \frac{Nc_n d_o \left( d_o - f \right)}{f^2 + Nc_n (d_o - f)} \quad (A.12) \]

From Figure A.3, the depth of field for far side, \( D_f \) is derived as:

\[ D_f = d_f - d_o \]

\[ d_f = D_f + d_o \quad (A.13) \]

Substitute Equation (A.13) into Equation (A.10),

\[ c_f = af \frac{d_f - d_o}{d_f(d_o - f)} \]

\[ = af \frac{(D_f + d_o) - d_o}{(D_f + d_o)(d_o - f)} \]

\[ c_f \left( D_f + d_o \right)(d_o - f) = af D_f \]

\[ c_f \left( D_f d_o - D_f f + d_o^2 - d_o f \right) = af D_f \]

\[ c_f \left( d_o^2 - d_o f \right) = af D_f + c_f D_f f - c_f D_f d_o \]

\[ c_f \left( d_o^2 - d_o f \right) = D_f \left( af - c_f d_o + c_f f \right) \]

\[ D_f = \frac{c_f \left( d_o^2 - d_o f \right)}{af - c_f d_o + c_f f} \]
Substituting Equation (A.5) into above equation,

\[ D_f = \frac{c (d_o^2 - d_o f)}{\frac{f^2}{N} - c(d_o - f)} \]

\[ D_f = \frac{Nd_o c(d_o - f)}{f^2 - Nc(d_o - f)} \]  \hspace{1cm} (A.14)