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Abstract

The underlying governing equations of biologically inspired robotic systems consist of a set of coupled nonlinear differential equations. Using analytical mechanics, we can derive dynamic equations of flapping wing robots that are similar to serial kinematic chains. However, the contribution of aerodynamic forces in these equations are not in the ordinary form. In fact, CFD simulations show that these forces are best described by history dependent profiles. Therefore the usual ordinary differential equations turn to functional differential equations. We construct these functional differential equations using integral operators and distributed parameter systems. We define a set of fixed history dependent integral operators and set an unknown parameter to reflect the weight in which a particular operator contributes to the aerodynamic forces. In the first part of this work we present an algorithm to identify the history dependent profile of lift and drag forces and prove the existence of solutions for such differential equations. Then we present sufficient conditions for the convergence of online estimation methods. We show that the approximation error improves by increasing the resolution of the estimation space and calculate the rate of convergence to the true model. Also, we propose an sliding mode adaptive controller strategy for the history dependent functional differential equation.

In the second part of this work we use camera observations for generating discrete equations of discrete mechanics that evolve near submanifolds of configuration space. The idea comes from the analysis of animal motion data which suggests the existence of low dimensional sub manifolds of motion in the configuration manifold of the system of interest. The discrete camera observations are concentrated near the motion submanifold by a probability measure $\rho$. We derive error bounds for the discrete Lagrangian formulation in terms of the difference between the empirical Lagrangian $L_z$ which is constructed using the camera observations and the limiting Lagrangian $L_{\rho}$. We derive a probabilistic error bound on discrete Lagrangian exploiting techniques from learning theory on reproducing kernel Hilbert spaces (RKHS). We validate our algorithm using a simple numerical example and present an open problem for future research direction.
In this work we focus on modeling flapping flight mechanics by focusing our attention in two aspects of modeling. We first model the behavior of aerodynamic forces in charge of keeping the flying animal airborne. We present a mathematical model for history dependent profile of these forces. Also, we propose a novel adaptive controller to compensate these unknown forces in the dynamic model of the system. We also propose an algorithm to derive dynamic equations of the animal motion by using video data. We expect the model derived by this novel method to emulate the animal motion closely.
Dedication

To my best friend and husband Mehdi
First and foremost, I would like to thank my advisor Dr. Andrew Kurdila. He is going to be my role model and mentor for the rest of my life. I cannot thank him enough for supporting me through my PhD in different aspects. I still wonder how lucky I was to get a chance of working with him and to be exposed to his deep knowledge in addition to his academic manners. He is the best teacher and mentor in my life.

I am also very thankful to my friend and partner in crime Mathew Bender. I will miss our precious coffee times when we could talk about our research problems and anything else. I wish him the best throughout his life.

I am thankful to Dr. Alexander Leonessa for many many things that I have learned from him from adaptive control to Nonlinear Systems. His presence in the Lab had been a source of energy and high spirits for me and other students and his bright and sharp research comments had been source of inspiration for us.

I am also enourmously thankful to my best friend and husband Mehdi who has been always there for me in the journey of life. His love and support has empowered me through the ups and downs of my studies and my life.
Contents

1 Introduction ................................................................. 1
  1.1 Motivation .................................................................... 2
  1.2 Introduction .................................................................. 3
    1.2.1 History Dependent Formulations of Aerodynamics .......... 5
    1.2.2 Flight Submanifold Identification ............................... 5

2 Identification and Adaptive Control of History Dependent Unsteady Aerodynamics for a Flapping Insect Wing .............................. 13
  2.1 Introduction and Motivation ............................................. 15
  2.2 Modeling Unsteady Aerodynamics using CFD ..................... 17
    2.2.1 Flight Kinematics ................................................... 17
    2.2.2 Numerical Methodology .......................................... 19
    2.2.3 Initial and Boundary Conditions ............................... 19
    2.2.4 Numerical Uncertainty ........................................... 20
    2.2.5 Validation ........................................................... 21
    2.2.6 Flow Field Characteristics ...................................... 22
  2.3 Modeling Unsteady Aerodynamics using Controls ................. 27
    2.3.1 History Dependent Aerodynamic Model ......................... 27
    2.3.2 History Dependent Operator Identification ..................... 29
    2.3.3 Robotic Equations of Motion .................................... 30
    2.3.4 Unsteady Aerodynamics Model ................................ 31
  2.4 Adaptive Control .......................................................... 32
  2.5 Computational Analysis and Results .................................. 36
### CONTENTS

2.6 Conclusions ................................................................. 37

3 Online Estimation and Adaptive Control for a Class of History Dependent Functional Differential Equations 46

3.1 Introduction .......................................................... 47

3.2 History Dependent Operators ........................................ 50
  3.2.1 A Class of History Dependent Operators .................... 50
  3.2.2 Approximation of History Dependent Operators ............. 52
  3.2.3 Approximation Spaces $\mathcal{A}_2^0$ ......................... 52
  3.2.4 Wavelets and Approximation Spaces ........................... 53

3.3 Well-Posedness: Existence and Uniqueness ....................... 59

3.4 Online Identification .................................................. 61
  3.4.1 Approximation of the Estimation Equations ................... 62

3.5 Adaptive Control Synthesis .......................................... 65

3.6 Numerical Simulations ................................................ 66
  3.6.1 Operator Approximation Error .................................. 67
  3.6.2 Online Identification of History Dependent Aerodynamics and Adaptive Control for a Simple Wing Model ................. 67

3.7 Results and Conclusion ............................................... 70

4 Error Estimates for Discrete Lagrangian Mechanics Using Empirical Potentials 81

4.1 Introduction .......................................................... 82

4.2 Discrete Lagrangian Mechanics ...................................... 87
  4.2.1 Unconstrained, Conservative Systems ....................... 87
  4.2.2 Constrained, Conservative Systems ............................ 88
  4.2.3 Empirical-Analytical Discrete Lagrangian Mechanics .......... 89

4.3 Learning Theory and Approximation ............................... 93
  4.3.1 Reproducing Kernel Hilbert Spaces ........................... 93
  4.3.2 The Discrete Operator $T_z$ .................................... 94
  4.3.3 Empirical Potential Functions .................................. 95

4.4 Error in Probability for the Galerkin Variational Integrator .......... 98
4.5 An Open Problem ......................................................... 99
4.6 Numerical Examples ..................................................... 101
  4.6.1 Construction of the Empirical Potential Function when the Submani-
        fold is a Circle ..................................................... 102
  4.6.2 The Simulation of the Pendulum ................................. 102
  4.6.3 The Empirical Potential and Data-driven Pseudo-constraint ...... 106
4.7 Conclusions .............................................................. 108
4.8 Appendices ............................................................... 109
  4.8.1 Lipschitz continuity ............................................... 109
  4.8.2 Construction of the sampling operator $S_z$ and the discrete operator $T_z$ 109
  4.8.3 Spectral Decomposition: Compact, Self-Adjoint Operators .......... 111
  4.8.4 Functions of Operators .......................................... 112
  4.8.5 Approximation Spaces ........................................... 114
## List of Figures

1.1 Bat Flight Experiments, SDU/VT international laboratory at Shandong University, courtesy of Matt Bender .......................................................... 9

2.1 Schematic of the left wing of the robotic insect ................................. 18
2.2 Tetrahedral unstructured mesh surrounding the wing cross-section. .......... 20
2.3 $C_D$ and $C_L$ versus $\tau$ for the simulation and experimental data [40]. .... 23
2.4 Predictions of pressure using CFD for the wing profile at 3 m/s for various angles through the upstroke and downstroke. ................................. 24
2.5 Predictions of the drag coefficient using CFD for the wing profile at various $V_\infty$ for 4 flapping cycles. .................................................. 25
2.6 Predictions of the lift coefficient using CFD for the wing profile at $V_\infty$ for 4 flapping cycles. .................................................. 26
2.7 The history dependent kernel function ........................................... 38
2.8 Comparison of drag and lift coefficients between CFD predictions and identification procedure .......................................................... 39
2.9 $\mu_D(s)$ for different number of nodes ........................................... 40
2.10 Tracking performance for the joint angles. ...................................... 41

3.1 Elementary hysteresis kernel $t \rightarrow \kappa(s, t, f)$ for fixed $s = (s_1, s_2) \in \mathbb{R}^2$ and piecewise continuous $f : [0, t) \rightarrow \mathbb{R}$. .................................................. 52
3.2 Regular refinement process for domain $\Delta$ ..................................... 54
3.3 Error for different resolution simulations, $J = 7$ ............................... 67
3.4 $C$ for different level $j$ refinement simulations ................................... 68
3.5 Prototypical model for a wing section ............................................. 68
3.6 Time histories of the states and input signals for $\epsilon = 0.01$, $t_h = 0.001(\text{sec})$ and, $k = 20$ .................................................. 75
3.7 Time histories of the states and input signals for $\epsilon = 0.01$, $t_h = 0.0005$ (sec) and, $k = 20$ .......................................................... 76
3.8 Time histories of the states and input signals for $\epsilon = 0.1$, $t_h = 0.001$ (sec) and, $k = 20$ .......................................................... 77
3.9 Projection Operator $\Phi_{J\rightarrow j} : V_J \rightarrow V_j$ ........................................... 77

4.1 above: Body fixed frame definition of bat’s wing skeleton, below: bat flight data collection experiment in a wind tunnel [2] ........................................... 84
4.2 Commutative diagram defining operators $T_K$ and $T_\rho$ in terms of $I_K, I_K^*$ ........ 94
4.3 $F_n(q)$ for Different $\beta$ ................................................................. 103
4.4 Noisy data collected from a pendulum .............................................. 104
4.5 Simulation of motion on the submanifold for different values of $\beta$, blue dots: data, red line: the simulated motion ........................................... 105
4.6 The error between simulated motion and the submanifold improves by increasing the number of data samples. ........................................... 106
4.7 $\alpha \phi_s^T \dot{\phi}_s + \gamma \dot{\phi}_s^T \ddot{\phi}_s$ decreases as $\epsilon$ converges to zero .............. 108
Chapter 1

Introduction
1.1 Motivation

The first and most imperative step when designing a biologically inspired robot is to identify the underlying mechanics of the system or animal of interest. It is most common, perhaps, that this process generates a set of coupled nonlinear ordinary or partial differential equations. For this class of systems, the models derived from morphology of the skeleton are usually very high dimensional, nonlinear, and complex. This is particularly true if joint and link flexibility are included in the model. In addition to complexities that arise from morphology of the animal, some of the external forces that influence the dynamics of animal motion are very hard to model. A very well-established example of these forces is the unsteady aerodynamic forces applied to the wings and the body of insects, birds, and bats. These forces result from the interaction of the flapping motion of the wing and the surrounding air. These forces generate lift and drag during flapping flight regime. As a result, they play a significant role in the description of the physics that underlies such systems. In this research we focus on dynamic and kinematic models that govern the motion of ground based robots that emulate flapping flight. The restriction to ground based biologically inspired robotic systems is predicated on two observations. First, it has become increasingly popular to design and fabricate bioinspired robots for wind tunnel studies. Second, by restricting the robotic systems to be anchored in an inertial frame, the robotic equations of motion are well understood, and we can focus attention on flapping wing aerodynamics for such nonlinear systems. We study nonlinear modeling, identification, and control problems that feature the above complexities. This document summarizes research progress and plans that focuses on two key aspects of modeling, identification, and control of nonlinear dynamics associated with flapping flight. The research carried out in this dissertation has been disseminated at top notch peer review conferences including the American Control Conference (ACC), The Conference on Desision and Control (CDC) as follows:

- Peer reviewed Conference Papers:
  - Shirin Dadashi, Hunter McClelland, Andrew Kurdila, **Learning Empirical Potentials for Modeling Discrete Mechanics**, to be presented at 2017 American Control Conference.
  - Ian P. Murphy, Shirin Dadashi, Jessica Gregory, Yu Lei, Javid Bayandor, Andrew
Kurdila, Modeling and Adaptive Control for Tracking Wing Trajectories, IMECE 2013, Nov 15-21, 2013, San Diego, USA


Furthermore the research in this dissertation has been published or submitted to the following exceptional refereed journals:

• S. Dadashi, J. Feaster, J. Bayandor, F. Battaglia, A. J. Kurdila, Identification and adaptive control of history dependent unsteady aerodynamics for a flapping insect wing, Nonlinear Dynamics, 08 April 2016

• Shirin Dadashi, Parag Bobade, Andrew J. Kurdila, Online Estimation and Adaptive Control for a Class of History Dependent Functional Differential Equations

• Shirin Dadashi, Hunter McClelland, Andrew Kurdila, Error Estimates for Discrete Lagrangian Mechanics with Empirical Potentials

1.2 Introduction

Flapping flight achieved by insects, bats and birds is unsteady, nonlinear and is not as well-characterized as conventional fixed wing aerodynamic theory. A steady or quasi-steady model based on fixed wing aerodynamics is unlikely to provide adequate explanation of flapping flight for animals with articulated flapping wings. The richness of the problem of characterizing such dynamic systems has motivated the interest of the flapping flight research community to explain the physics underlying flapping flight. There have been significant efforts to model flapping flight aerodynamics in the last twenty years. References [1, 2, 3, 4, 5] are representative examples of such attempts. It has been generally acknowledged that an unsteady aerodynamic model is better suited for modeling the dynamics of flapping flight. Unsteady aerodynamics also plays a central, important role in the study of stability and control of flapping flight[6, 7].

Flapping flight aerodynamic forces originate due to a complex interaction. A full detailed representation of the flapping flight dynamic system evolves according to coupled differential equations that model the dynamics of the flapping animal and partial differential equations obtained from the incompressible Navier-Stokes equations. Motion models for ground based robotic systems that feature articulated wings can be constructed using techniques from robotics. The equation of robotics that govern the motion dynamics in a flapping experiment in a wind tunnel are written as

\[ \mathbf{M}(\mathbf{q})\ddot{\mathbf{q}}(t) + \mathbf{C}(\mathbf{q}(t), \dot{\mathbf{q}}(t)) \dot{\mathbf{q}}(t) + \frac{\partial V}{\partial \mathbf{q}(t)} = \mathbf{Q}_a(\mathbf{q}(t), \dot{\mathbf{q}}(t), \mathbf{p}(t)) + \mathbf{B}(\mathbf{q}(t), \dot{\mathbf{q}}(t)) \tau(t), \]

\[ \mathbf{q}(0) = \mathbf{q}_0, \quad \dot{\mathbf{q}}(0) = \dot{\mathbf{q}}_0. \]
where \( q \) contains the generalized coordinates of the robotic system, \( M(q) \) is the configuration dependent mass matrix, \( C(q(t), \dot{q}(t)) \) represents the centripetal and Coriolis terms, \( V(q) \) is the potential energy term, \( B(q(t), \dot{q}(t)) \) is the control influence matrix, \( Q_a(q(t), \dot{q}(t), p(t)) \) is the aerodynamic generalized force generated by the pressure field \( p(t) \), and \( \tau(t) \) are the joint force and torques that derive the system. The Navier-Stokes equations with moving boundaries are

\[
\begin{align*}
\frac{\partial v(t)}{\partial t} + (v(t) \cdot \nabla)v(t) + \nabla p(t) - \kappa \nabla v(t) &= f(t) \\
\nabla \cdot v(t) &= 0, \\
v(0) &= v_0, \\
v(t)|_{\partial \Omega} &= v_\omega(q(t), \dot{q}(t)), \\
\Omega &= \Omega(q(t)).
\end{align*}
\]

where \( v(t) \) is the fluid velocity, \( p(t) \) is the fluid pressure, \( f(t) \) is density of body forces per unit mass, \( v_\omega \) is the prescribed velocity on the boundary, and \( \kappa \) is the kinematic viscosity coefficient. The boundaries of the Navier-Stokes equations, \( \Omega(q(t)) \), are a function of the robotics generalized coordinates. Also, the aerodynamic forces \( Q_a(q(t), \dot{q}(t), p(t)) \) that act on flapping wings are function of the pressure distribution on the wings and kinematics of the animal. There are two issues that make these equations exceptionally difficult to model and employ in practice. The first challenge stems from the coupled nature of the above equations. Not only are the coupled differential equations very complicated to solve, but also there are few results in the literature that guarantee such a system is well-posed. The second issue arises from very high dimensionality of the unknowns in the model that makes it computationally infeasible to be used in a real time feedback control. In contrast, some averaged conventional models of aerodynamic forces are very simplified, and they do not always reflect some of the physical characteristics of these systems. For example, such conventional models may not distinguish between the aerodynamics in the up-stroke and down-stroke regimes. Such complexities can be relevant particularly when we try to model the articulated flapping motion of bats, one of flying animals that we study. Therefore, we seek to find a model that reflects these complexities, and yet is computationally feasible for control applications.

One approach to investigating the aerodynamic forces is to employ experimental methods that actuate flapping wings in a wind tunnel. The experiment is designed so that the flapping motion is close to that observed in wind tunnel. Aerodynamic forces are measured by installing pressure sensors on the wing and also by making force and moment measurements on the supports of the robotic hardware \([8, 9]\). Researchers at Brown University and the University of Illinois at Urbana-Champaign have carried out such experiments over the years. Another approach is to estimate the aerodynamic forces during each stroke with CFD simulations of the flapping motion for a certain wing model. This method has been pursued by several researchers such as \([10, 11]\). However, it is important to ensure the flapping motion is as close as possible to the actual flapping motion so that the measured aerodynamic forces match the physical phenomenon.

Therefore, we consider two different challenging subproblems in this research that arise from the general coupled system in equations (1.1-5). In the first challenge we propose a
history dependent formulation for the equations of motion of a ground based articulated flapping wing and we derive a novel adaptive control formulation to track observed flapping motions. In this approach, lift and drag aerodynamic forces are represented in terms of history dependent integral operators to model the unmeasurable and unknown aerodynamic forces on the robotic wing.

1.2.1 History Dependent Formulations of Aerodynamics

Insect wings are chosen in this dissertation as an iconic example to study the flapping flight aerodynamic forces using CFD simulations. Many results are not specific to this case, but they can be employed as a solid foundation for the study of more complicated cases such as the flapping flight of bats. In these studies flapping frequency and physical dimensions of the insect are matched to those of an actual insect to create dynamics that are close to the actual physics of the insect during flapping flight. We refer the reader to [11, 35] for further information about the CFD simulations and analysis that we have employed as the raw data in our identification of a history dependent model of flapping wing aerodynamics.

Given the history dependent behavior of the lift and drag functions from CFD simulations, we fit a low dimensional history dependent function by integration of history dependent kernels. In this approach, the lift and drag profiles are described in a linear in parameters standard form suitable for adaptive control strategies. The novelty of the formulation is that the regressors are history dependent functionals in this case. Convergence properties of low dimensional models to the infinite dimensional operator for a class of history dependent operators is investigated. A rate of convergence has also be derived as a function of the resolution level of the approximation space used in estimates.

In the next step, we prove existence and uniqueness of solutions for history dependent functional differential equations. A passivity based adaptive control strategies is derived for flapping wing prototypes that are used in a wind tunnel experiment. Lyapunov analysis guarantees stability of the closed-loop system. Furthermore, Barbalat’s lemma is applied to show the tracking error and its derivative converge to zero.

1.2.2 Flight Submanifold Identification

The second primary thrust in this work has been the study of approximation and identification of low dimensional manifold that underly flapping flight.

Manifold Assumption

Motion analysis of typical bats, birds, or insects suggests that in order to construct biologically inspired robots, a large number of degrees of freedom may be needed for articulated, multibody systems composed of rigid bones interconnected by ideal joints. In addition, the modeling task is even more challenging if complexities such as joint compliance and wing
flexibility are considered. The most common approach to constructing a low dimensional model is to analyze and post-process the motion data of the system of interest to generate the reduced order model. One popular example of such an analysis method employs principal orthogonal decomposition (POD). In this method, the motion data captured by high speed cameras is analyzed after applying motion reconstruction algorithms to include the data from different cameras. In the POD analysis an eigenvector basis of the correlation matrix of the experimental data is computed. The calculated eigenvectors are called proper orthogonal modes. The eigenvalue associated with each POD mode corresponds to a measure of how much the specified mode contributes to the overall motion. These eigenvalues constitute a measure that assigns importance to the modes. For example, Riskin et. al. [13] uses POD and discovers that there are three groups of joints in the bat flight regime that move together as functional units. They show that more than 95 percent of the energy in a motion can be reconstructed by using around 13 modes. There are at least three reasons that are cited that support the use of POD analysis from a physical viewpoint: (1) multiple joints are activated by a common signal from the animal’s nervous system; (2) in order to generate lift, regions of the wings need to move together; (3) different parts of the body which move together are physically connected. Therefore, it is possible to justify the idea that the motion of some parts of a body are a function of the motion of other parts. The above analysis strongly suggests that data samples captured by high speed video cameras for bat flapping motion live on a relatively low dimensional sets, or even manifolds, embedded within the higher dimensional configuration space that supports the full order dynamic model. One approach to effectively restrict the dynamics to evolve on a submanifold and reduce the complexity of the model is to develop a learning algorithm to estimate the motion submanifold from empirical data. Learning the motion submanifold involves using the high dimensional camera data to identify a much lower dimensional submanifold that can effectively describe the motion. Then the dynamics can be rigorously or approximately constrained to lie on the identified manifold. The approach proposed in this research develops a technique that steers the dynamics of the mechanical system to evolve near or on an identified submanifold using techniques from learning theory. In other words, instead of learning the submanifold in an explicit form, we construct approximate models such that their dynamics evolve in its close vicinity. In this method we combine methodologies used to derive discrete Lagrangian mechanics and data-driven methods of learning theory to obtain the complex dynamic models of biologically inspired motion.

Discrete Lagrangian Mechanics and Geometric Integration

Discrete Lagrangian formulations of mechanics and geometric integration methods have been an active area of research over the last few years. In order to improve the qualitative behavior of simulation and also to minimize the long time error, a geometric numerical integrator preserves geometric properties of the flow. In the differential equations for a system, the first integrals are functions that are constant along the solution curves. Many mechanical systems have total energy, angular momentum, or linear momentum that are first integrals of motion. These first integrals are not conserved using conventional numerical integrators, which can lead qualitative dynamics that are physically unreasonable.
Geometric integrators have been studied and developed to generate a discrete flow that respects these geometric properties. They also generate approximate solutions with excellent long-time global errors and numerical stability properties. The geometric integration methods of greatest interest to this research are the variational integrators of discrete Lagrangian or Hamiltonian mechanics. The literature on variational integration is too extensive to cover here in its entirety. We only review the topic briefly as needed to explain our approach. Numerical implementation of variational integrators in general is discussed in [16]. Reference [14] develops an integration algorithm for Hamiltonian systems that conserves the Hamiltonian or the total energy of the mechanical system, in addition to preserving the symmetry of the flow. Moreover, this method also exhibits invariant sets and preserves stability properties of the physical system. In [15] the author further considers mechanical systems subject to holonomic constraints and develops discrete integrators that preserve geometric properties such as total energy, linear and angular momentum, while enforcing the holonomic constraints.

Leyendecker [17] further studies energy conserving integration methods for Hamiltonian systems subject to holonomic constraints. She reviews three classes of methods: the Lagrange multiplier method, the penalty method, and the augmented Lagrange method. Leyendecker shows that the Lagrange multiplier method, the penalty method (when the penalty weight goes to infinity or $\epsilon \to 0$) and, the Augmented Lagrangian method (for infinitely many iterations) are theoretically equivalent. It should be noted that all of these formulations require explicit, analytic representations of the holonomic constraints for implementation. Thus, one method to steer the dynamics to satisfy the holonomic constraints, at least approximately, is to use the penalty method to “make motion costl” when it is distant from the set of states that satisfies the constraints. In the penalty method, a weighted norm of the constraint is included in the Hamiltonian, or equivalently the Lagrangian, of the system as a pseudo-potential function. This stiff potential term causes highly oscillatory solutions that approach the constrained solution of the dynamical system of interest provided that a collection of numerical hypotheses hold. The study of such systems starts with the work of [20] and has motivated by techniques in molecular dynamics in [21, 22, 23]. An extensive review of such systems can be found in [19] as well. The crucial issue in the numerical integration of systems having slow and fast subsystem arises from the required temporal resolution of the fast subsystem. Three classes of integration methods have been proposed in the literature for such systems: the impulse method, the mollified impulse method, and the projected impulse method.

The Impulse method is proposed by Grubmmuller et. al. [26] and Tuckerman et. al. [22]. In this method, the Hamiltonian is split into a fast and slow part $H(q, p) = H^{\text{fast}}(q, p) + U(q)$ and decomposes the exact flow of the Hamiltonian into

$$\phi^H_h \approx \phi^{\text{slow}}_{h/2} \circ \phi^{\text{fast}}_h \circ \phi^{\text{fast}}_{h/2}.$$ 

Each step of integration is composed substeps described as of a kick, an oscillation, and a kick. The mollified step method [24, 25] improves the error and stability characteristics of the impulse method by replacing the slow potential $U(q)$ by $U_{\text{mollified}}(q) = U(\alpha(q))$ where $\alpha(q)$ is an averaged or a projected value of $q$. Both impulse and mollified impulse methods
are symplectic and symmetric, and therefore they are suitable for our application. The projected impulse method preserves the convergence properties of the mollified method, but includes a simpler algorithm. Lubich et. al. [18] discuss how modifying the impulse method into the mollified or projected impulse methods improves the accuracy of integration.

In order to achieve a higher rate of convergence, we exploit the Galerkin variational integrator method that has emerged within the field of discrete mechanics developed by Hall and Leok [27]. In this method an \((n + 1)\)-dimensional function space \(M^n([0, h], Q) \subset C^2([0, h], Q)\) is used to approximate the action integral over \([0, h]\). The quadrature rule \(h \sum_{j=1}^{m} w_j f(a_j h) \approx \int_0^h f(t) dt\) is used to compute the discrete action integral so that the discrete Lagrangian \(L_d\) satisfies

\[
L_d(q_0, q_1; h) := \max_{q \in C^2([0, h]; Q)} \int_{t_0}^{t_1} L(q(\tau), \dot{q}(\tau)) d\tau.
\]  

(1.6)

Contrary to the conventional methods where the accuracy is improved by increasing the temporal resolution of the method, i.e. by decreasing \(h\), in this method the accuracy of the approximated action integral also depends on approximation the properties of the function space \(M^n\) from which it is constructed. That is, a better accuracy can be achievable by increasing the dimension of the function space \(n\). Hall shows that Galerkin variational integrators, and in general spectral methods, accomplish geometric rates of convergence. That is, they converge faster than any polynomial order. It is this analysis on which our approach is based.

**Empirical Potential Function**

The essence of the proposed approach seeks to derive a discrete Lagrangian evolution equation that incorporates the result of a learning algorithm to construct a potential function from empirical observations. The proposed potential function has its extremum, approximately, on the subset or submanifold that supports the motion. We use a norm of this empirical potential function as the pseudo-constraint in the penalty method [17, 30] as we have briefly discussed earlier. Therefore, it is guaranteed that the discrete dynamics evolves on or near the motion submanifold that has been observed in experiments. This approach can be viewed as similar to the potential field method that are so popular in robotic navigation applications. In these methods, the obstacles are replaced with soft repelling fields to gently guide mobile robots away from obstacles as they navigate in a cluttered environment. In this method we exploit concepts from learning theory as it is cast in reproducing kernel Hilbert spaces (RKHS) [28, 29]. Since the learning operator proposed in this method is not computationally feasible, we use a sampling operator and a spectral filtering algorithm to achieve a computationally realizable algorithm. We also include the effect of the proposed algorithm in a novel one step error bound between the exact and the discrete Galerkin Lagrangian.
Figure 1.1: Bat Flight Experiments, SDU/VT international laboratory at Shandong University, courtesy of Matt Bender
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Chapter 2

Identification and Adaptive Control of History Dependent Unsteady Aerodynamics for a Flapping Insect Wing
All of the computational Fluid Dynamics in this paper has been developed by J. Feaster, J. Bayandor, and F. Battaglia and I am indebted to their partnership on this material.

Identification and Adaptive Control of History Dependent Unsteady Aerodynamics for a Flapping Insect Wing

S. Dadashi, J. Feaster, J. Bayandor, F. Battaglia, and Andrew Kurdila

Abstract

A history dependent formulation for the equations of motion of a ground-based robotic flapping wing, derived for an associated adaptive control strategy, was constructed to track observed flapping motions of insect flight. A general methodology was introduced in which lift and drag forces were represented in terms of history dependent integral operators to model and identify the unknown and unmeasurable aerodynamic loading on the flapping robot wing. First, computational fluid dynamics was used to predict the drag and lift forces for a flapping insect wing. The simulation data was then used to describe the adaptive control history. The resulting closed loop system constitutes an abstract Volterra integral equation whose state consists of the finite-dimensional vector of generalized coordinates for the robotic system and an infinite dimensional unknown function characterizing the kernel of the history dependent integral operator. Finite-dimensional approximations of the state equations were derived via quadrature formula and finite element methods. An adaptive control scheme based on passivity principles was derived for the approximate history dependent system. Lyapunov analysis guarantees stability of the closed loop system and that the tracking error and its derivative converge to zero. The novel control strategy introduced in this paper is noteworthy in that by introducing a history

1. All of the computational Fluid Dynamics in this paper has been developed by J. Feaster, J. Bayandor, and F. Battaglia and I am indebted to their partnership on this material.
dependent adjoint operator in the state estimate equation, the analysis for convergence of the closed loop history dependent equations closely resembles the analysis used for conventional ordinary differential equation (ODE) systems.

2.1 Introduction and Motivation

It is well-known that there has been a renaissance in the study of flapping wing aerodynamics, flight dynamics, flight stability, and flight control [1, 2]. The last several decades have seen the continued study and refinement of fixed wing flight mechanics, computational aerodynamics, and flight robotics. As autonomous flight vehicles have become more prevalent, there has been a well documented trend to design new micro-air-vehicles (MAVs) that have wing spans that measure from a few millimeters to a few feet in length. Researchers and laboratories have looked to the interface of biology and engineering to find inspiration for alternative, groundbreaking approaches to flight that are pragmatic for this new class of small flight vehicles. Hundreds of publications on flapping flight have appeared in the literature, and it is important when reviewing the relevant research to understand the role various groups have had. Of course, it is impossible to be comprehensive here, and we will restrict consideration to some of the work most pertinent to this paper.

Reviews of experimental and computational studies on the aerodynamics of flapping flight, for a wide variety of flight conditions and including articulated flight, have appeared in [4, 3, 1, 5]. Currently, most of the computational research on flapping wing flight mechanics is limited to the case in which wings are structurally modeled as continuous membranes or plates, and in which the motion of the wing is a prescribed boundary condition on the flow. Representative results can be found in [34]. These studies focus on the formulation, implementation and computational performance of numerical methods for the simulation of ‘single-body’ wings as observed in many insects or idealizations of bird flight. These publications also seek to understand the flows that underlie various flapping wing strategies, and they have noted the importance of vortex formation and shedding in lift and drag generation during flapping flight.

On the other hand, research studies in the field of biomechanics or biology have invested considerable effort in studying the qualitative properties of articulated flapping flight, including the study of the biomechanics of articulated multibody flapping. These investigations seek to understand the relationship among biological structures such as bones, muscles and tendons, the joint morphology, and the overall flapping flight geometry. See [7], Sect. 1.6 for such a discussion of bat flight. In these early studies, the general qualitative nature of trajectories is discussed, for example, they describe how wing geometry relates to functions such as predation or maneuverability. As technologies, and in particular high resolution imaging sensors, and wind tunnel measurement systems have evolved
over the past few years, publications on flapping flight by biologists and engineers have become substantially more detailed. The work in [8, 9, 10, 11, 12], in some fashion, relies on the use of high speed, visual spectrum, charge-coupled device (CCD) cameras to track bat motion.

Researchers in the fields of flight stability, dynamics and control have also studied the mechanics of flapping flight in detail. The work in [13, 10, 16, 14, 15, 17, 18] is typical of this class. Excellent overviews of these fields can be found in [1, 2, 19]. For example, insects or birds are usually analyzed or modeled as rigid bodies, driven by a pair of wings that are each a single body. One to three degrees of freedom are used to represent the orientation of a single wing, while up to six degrees of freedom are used to represent the body orientation and translation. By virtue of symmetry arguments, if flight is restricted to longitudinal or lateral motions, existing studies of flapping flight stability or control typically consider from 2-6 degrees of freedom. See the summary in Tables 1.1, 1.2 and 1.3 of [2] for a succinct review. To the researchers studying flight stability and control, it is most important to guarantee performance and stability of a flapping flight control strategy. These works build on one another, and are similar in a few respects. They are all low dimensional: a few degrees of freedom are used to characterize the body, and from one to three degrees of freedom describe the motion of a wing. Symmetry arguments corresponding to assumptions of lateral or longitudinal flight motion result in system of equations varying from two to four degrees of freedom. One significant difference among the formulations is the choice of representation or model for the aerodynamic terms appearing in the governing equations. A comparison of several recent reduced order, unsteady, aerodynamic models for flapping flight is considered in [2].

Even though the substantial body of research has been carried out in recent years in the study of flapping flight kinematics, dynamics and control, it is surprising that the existing literature does not treat the problem of deriving models and associated controllers for the replication of flapping motions in ground experiments such as those that are carried out in wind tunnel tests. Because of the difficulty, cost, and complexity of studying flapping wing aerodynamics of animals in a wind tunnel environment, the construction of ground-based, articulating flapping experiments has been pursued recently [8]. This is the central goal of our paper: the derivation of adaptive control strategies for flapping wing prototypes that are used in wind tunnel experiments. The flapping wing experiment synthesize [8] provides excellent motivation for the control strategy developed herein.

Considering all of the above contributions to the state of the art in flapping flight, it is now acknowledged among researchers that the choice of the unsteady aerodynamic model is extremely important in the dynamics, stability, and control of flapping flight. A novel approach is introduced in this paper for the representation of unsteady flapping aerodynamics and the subsequent control of the flapping wing motion. The approach is general and is applied to flapping
wing ground robotic experiments that have the form of a kinematic chain. The key novelty of the approach is the introduction of a history dependent integral operator for the representation of unsteady flapping wing aerodynamics and the derivation of associated adaptive tracking controllers for the resulting history dependent equations. Computational fluid dynamics (CFD) is used to predict the drag and lift forces for the flapping flight of an insect wing, and the data is used to design and evaluate the adaptive control strategy. Preliminary results show that the class of proposed reduced order aerodynamic models provide excellent unsteady approximations of the lift and drag in flapping flight. Lyapunov analysis guarantees that the class of derived adaptive controllers, based on an extension of passivity arguments to the case of history dependent evolution laws, are stable and that the tracking error converges to zero. Section 2.2 provides a brief discussion of the class of unsteady aerodynamic phenomena that is modeled using CFD, including the methodology, numerical error, and results for drag and lift. Section 2.3 presents the approach to modeling unsteady aerodynamics using control theory. In section 3.2 is the formulation of the history dependent aerodynamic model. A formulation of an offline identification problem for a truth model representing aerodynamic contributions is presented in Sect. 2.3.2. Section 2.3.3 uses the integral operators introduced in Sect. 3.2 to derive the evolution equations for the open loop robotic system. The closed loop control strategy based on passivity principles is derived in Sect. 2.4, and numerical analysis to validate the model and control strategy are covered in Sect. 3.6.

2.2 Modeling Unsteady Aerodynamics using CFD

2.2.1 Flight Kinematics

The flapping flight aerodynamics of interest to this paper are described in [20] and [21]. The motion of a flapping wing is based on using data collected by Dudley and Ellington [20] using a high speed camera of the path traced by the wingtip of an insect in forward flight at a variety of flight velocities. A schematic of a wing is shown in Fig. 2.1 and identifies three rotational degrees of freedom ($\theta_1, \theta_2$ and $\theta_3$) that describe the flight of the insect identified in [20]. Each of the angles can be expressed in terms of an amplitude $\theta_A$ and a sinusoidal function. The experimental data [20] was most sensitive to the $\theta_{2A}$ component, as this component varied in a nearly linear fashion with flight speed. The flapping frequency $f$, $\theta_{1A}$, and $\theta_{3A}$ showed little correlation to the flight velocity and were considered constant at 150 Hz, 110° and 24°, respectively [20]. The resulting simplification is summarized in Table 2.1, where only $\theta_{2A}$ is varied with flight velocity.

In order to use the flight kinematics model in a two-dimensional CFD simulation, the three-dimensional angular amplitudes ($\theta_{1A}, \theta_{2A}$, and $\theta_{3A}$) are used to compute
Table 2.1: The simplified kinematics of the insect wing, with \( f = 150 \) Hz, \( \theta_{1A} = 110^\circ \), \( \theta_{3A} = 24^\circ \) from [20]

<table>
<thead>
<tr>
<th>( V_\infty ) (m/s)</th>
<th>( \theta_{2A} ) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>26</td>
</tr>
</tbody>
</table>

Figure 2.1: Schematic of the left wing of the robotic insect

the prescribed coordinates \((x, y)\) of the aerodynamic center of the wing cross section. The wing angle of incidence \( \theta_3 \) is selected to be the harmonic function

\[
\theta_3 = \frac{\theta_{3A}}{2} \sin(\omega t + \varphi_3)
\]  

(2.1)

where \( f \) is the frequency, \( \omega = 2\pi f \) is the angular frequency, \( t \) is the current time and \( \varphi \) is the phase shift of the wing rotation based on the high speed cinematography [20]. The remaining two rotations, \( \theta_1 \) and \( \theta_2 \), are applied as translational motions in the \( x \) and \( y \) directions in two-dimensional space. The translational positions are approximated as

\[
x = \frac{r_0 \theta_{1A}}{2} \sin(\omega t + \varphi_1)
\]  

(2.2)

\[
y = \frac{r_0 \theta_{2A}}{2} \sin(\omega t + \varphi_2)
\]  

(2.3)

where \( r_0 \) is the distance from the wing base to the wing midpoint. The time derivatives of Eqs. 2.1-2.2 are used to determine the velocity of the wing relative to the insect body. The angular velocity and translational velocities, respectively, are:

\[
\dot{\theta}_3 = \frac{\omega \theta_{3A}}{2} \cos(\omega t + \varphi_3)
\]  

(2.4)
\[ V_x = \frac{\omega r_0 \theta_{1A}}{2} \cos(\omega t + \varphi_1) \]  
\[ V_y = \frac{\omega r_0 \theta_{2A}}{2} \cos(\omega t + \varphi_2) \]  

where \( \dot{\theta}_3, V_x \) and \( V_y \) are the time derivatives of Eqs. 2.1, 2.2 and 2.3, respectively. These two-dimensional kinematic equations represent the up-and-down strokes of the wing and is repeated for each beat of the wing in the analysis.

2.2.2 Numerical Methodology

The commercial software ANSYS Fluent (v. 15) [22] is employed as the CFD tool to solve the unsteady, incompressible formulation of the Navier-Stokes equations. The solutions provide the velocity and pressure fields for the two-dimensional model of the flapping wing. The equations are briefly presented, beginning with the incompressible continuity equation:

\[ \nabla \cdot \vec{v} = 0 \]  

(2.7)

where \( \vec{v} \) is the velocity vector. Neglecting gravitational effects, the momentum equations are:

\[ \rho \left[ \frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} \right] = -\nabla p + \nabla \cdot \bar{T} \]  

(2.8)

where \( t \) is time, \( \rho \) is the fluid density, \( p \) is the pressure and \( \bar{T} \) is the fluid stress tensor. Based on the flight velocity \( V_\infty \) (Table 2.1), the equations are solved assuming laminar flow.

The segregated pressure-based Navier-Stokes formulation is used to efficiently solve the incompressible flow [23]. The methodology uses the semi-implicit method for pressure linked equations (SIMPLE) algorithm to solve for the pressure-velocity coupling. The gradients are discretized using the least squares cell based (LSCB) method. The convective terms are discretized using a second-order upwind scheme, and the temporal terms are discretized using a first-order implicit method. The absolute convergence criteria are set as \( 10^{-7} \). The time step is determined using a modified version of the Courant-Fredrichs-Levy (CFL) number:

\[ CFL = \sqrt{\frac{V_x^2 + V_y^2}{\Delta X}} \frac{\Delta t}{\Delta X} \]  

(2.9)

where \( \Delta X \) is the smallest cell size, and for the problem under consideration, \( \Delta t = 0.025 \) ms.

2.2.3 Initial and Boundary Conditions

The full domain used in the CFD simulations is 4.8 cm \( \times \) 4.4 cm in the \( x \)- and \( y \)-directions, respectively. The chord length of the wing is \( c = 4 \) mm, whereby the
nondimensional domain is $12c \times 11c$. A relatively large domain is used to ensure that the boundaries do not adversely affect the flow around the wing as it moves up and down and translates left and right, based on the kinematic equations (Eqs. 2.4-2.6). Figure 2.2 shows a portion of the 2D mesh (approximately 1/6th of the full domain) surrounding the wing profile to provide a closer view of the wing details. The geometry of the insect wing is based on the experimental cross-section in [21]. The wing cross-section is analogous to the chord of an airfoil and captures the physical corrugation of the insect vascular system. The fluid domain is initially specified as quiescent air, and a velocity $V_\infty$ (which represents the speed of the flying insect) is specified at the right boundary. The upper and lower boundaries of the fluid domain use a slip condition at the same velocity as the incoming flow, $V_\infty$. The pressure at the left side of the fluid domain is specified as ambient pressure (0 gauge). An unstructured finite-volume mesh is generated around the cross-section and is combined with a dynamic remeshing procedure. The mesh is updated with each time step to allow for proper mesh motion, using a combination of Laplacian smoothing and remeshing functions to retain mesh density around the wing at all points in time during the flapping cycle.

2.2.4 Numerical Uncertainty

The grid convergence index (GCI) methodology is used to determine the numerical accuracy of the solution [24], the results of which are given in Table 2.2. The GCI is based on the Richardson extrapolation, where the discrete solutions are assumed to have a series representation of the discretization error. The GCI converts the Richardson extrapolation error estimate into an uncertainty by using absolute values to provide an uncertainty bound. The complete details are
Table 2.2: Discretization using the GCI method.

<table>
<thead>
<tr>
<th>parameters</th>
<th>$C_D$</th>
<th>$C_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_3, N_2, N_1$</td>
<td>274k, 506k, 1M</td>
<td>274k, 506k, 1M</td>
</tr>
<tr>
<td>$r_{21}$</td>
<td>1.6313</td>
<td>1.6313</td>
</tr>
<tr>
<td>$r_{32}$</td>
<td>1.3590</td>
<td>1.3590</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>-0.0115</td>
<td>0.0685</td>
</tr>
<tr>
<td>$\phi_2$</td>
<td>-0.0116</td>
<td>0.0680</td>
</tr>
<tr>
<td>$\phi_3$</td>
<td>-0.0117</td>
<td>0.0674</td>
</tr>
<tr>
<td>$ap$</td>
<td>3.232</td>
<td>3.415</td>
</tr>
<tr>
<td>$GCI_{21}^{ext}$</td>
<td>0.012%</td>
<td>0.50%</td>
</tr>
<tr>
<td>$GCI_{32}^{ext}$</td>
<td>0.807%</td>
<td>0.62%</td>
</tr>
</tbody>
</table>

not presented here, but the parameter $r$ is the grid refinement factor, $p$ is the order of accuracy and $\phi$ is any variable, for which we have selected the predicted coefficient of drag ($C_D$) and lift ($C_L$). The CFD results are used to calculate the spatial average drag and lift coefficients:

$$C_D = \frac{D}{\frac{1}{2} \rho V_{mag}^2 A}$$  \hspace{1cm} (2.10)

$$C_L = \frac{L}{\frac{1}{2} \rho V_{mag}^2 A}$$  \hspace{1cm} (2.11)

where $D$ is the drag force, $L$ is the lift force, $V_{mag}$ is the maximum translational velocity magnitude and $A$ is the wing area.

The grid resolution study was performed using a static mesh but with similar cell distributions as would be expected in the dynamic mesh simulation. Three grid resolutions ($N$) are used, with meshes composed of 274,000, 506,000, and 1,000,000 cells, where the coarse grid is denoted using the subscript 3 and the fine grid as 1 in Table 2.2; comparisons made between two grids use two subscripts. The grid resolution study examined lift and drag coefficients and a maximum error of 1% can be expected with an apparent third-order numerical accuracy (see $ap$ in Tab. 2.2). The CFD results presented for the remainder of the paper will use the grid resolution of 506k cells.

2.2.5 Validation

The solution methodology is validated using the experimental data reported by Wang et al. [40] for flow over a flat plate using the motion of a hoverfly. In the experiment, a robotic arm with three rotational degrees of freedom was actuated and the kinematics used in the experiment are given in Tab. 2.3 for $\rho = 880 \text{ kg/m}^3$ and a kinematic viscosity of $1.15 \times 10^{-4} \text{ m}^2/\text{s}$. It should be noted that the only non-zero phase shift corresponds with Eq. 2.5, as reported by Wang et al. [40].
Table 2.3: Validation kinematics from Wang et al. [40] for a flat plate

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>0.25 Hz</td>
</tr>
<tr>
<td>$r_0$</td>
<td>16.25 cm</td>
</tr>
<tr>
<td>$\theta_{1a}$</td>
<td>23.5°</td>
</tr>
<tr>
<td>$\theta_{2a}$</td>
<td>0°</td>
</tr>
<tr>
<td>$\theta_{3a}$</td>
<td>45°</td>
</tr>
<tr>
<td>$\varphi_1$</td>
<td>$\pi/2$</td>
</tr>
<tr>
<td>$\varphi_2$</td>
<td>0</td>
</tr>
<tr>
<td>$\varphi_3$</td>
<td>0</td>
</tr>
<tr>
<td>$c$</td>
<td>2.385 cm</td>
</tr>
</tbody>
</table>

All boundaries were modeled as no-slip walls with a moving rectangular wing cross-section located at the center.

A two-dimensional force sensor was attached to the base of the wing to capture the transient $C_D$ and $C_L$ experienced by the wing [40]. Figure 2.3 presents the coefficients for drag and lift versus nondimensional time $\tau = ft$ for one flap cycle. The transient results shown in Fig. 2.3 are found to be extremely similar between the experiment and simulation with the largest differences manifesting at the stroke transition (e.g., $\tau = 2.05$ and 2.55). These differences are attributed to three-dimensional effects in the experiment that cannot be captured in a two-dimensional simulation. Quantitatively the predicted time-averaged $C_D$ and $C_L$ values of 1.33 and 0.82 agree well with the experimental values given in Wang et al. [40] of 1.34 and 0.86, respectively. The validation provides additional confidence with the 2D computational modeling to further pursue the wing profile analysis presented next.

### 2.2.6 Flow Field Characteristics

The study begins with a comparison of a fixed flight speed at $V_\infty = 3$ m/s using the 2D wing model to demonstrate the time-dependent changes in the flow field around the wing. Four instants in time are shown in Fig. 2.4 using pressure contours to identify regions of high and low pressure; the wing cross-section is the thin black corrugated profile. The pressure can be directly related to the lift and drag forces that the wing experiences (positive drag denotes thrust). Beginning with the top image, the wing is positioned with a zero angle of incidence (located towards the bottom left corner). As the wing begins the flapping cycle (moving towards the upper right corner), a low pressure region forms below the leading edge, which corresponds to negative lift and minimal drag during the upstroke. Another low pressure region is noticeable above the wing and corresponds to a leading edge vortex that formed during the previous cycle. The next image is approximately 70 time steps later, and the wing is at a 24° angle of incidence
as the wing ascends during the upstroke. At this instant, a low pressure regime forms on the upper surface as the wing captures the vortex from the previous cycle, with a high pressure regime forming below that corresponds to significant lift and drag. The last two images show the wing descending during the downstroke from $0^\circ$ to $-24^\circ$ angle of incidence, and a low pressure region forms above the wing (positive lift and thrust), with remnants of an earlier vortex in the downstream flow.

To further emphasize the transient nature of the flow, the time-dependent values for $C_D$ and $C_L$ are shown in Figs. 2.5 and 2.6 for 4 flapping cycles at flight velocities of 1, 3 and 5 m/s. The upstroke is the loop tracing $\theta_3$ from $0^\circ$ to $24^\circ$ to $0^\circ$ and the downstroke is from $0^\circ$ to $-24^\circ$ to $0^\circ$. At the lowest velocity, the time-dependent nature is subtle, and the 4 flapping cycles repeat the same pattern without much deviation. At $V_\infty = 3$ and 5 m/s, the flow is more susceptible to instabilities, which are numerically induced due to the dynamic remeshing procedure but are similar to flow instabilities randomly caused in nature. Thus,
Figure 2.4: Predictions of pressure using CFD for the wing profile at 3 m/s for various angles through the upstroke and downstroke.
Figure 2.5: Predictions of the drag coefficient using CFD for the wing profile at various $V_\infty$ for 4 flapping cycles.
Figure 2.6: Predictions of the lift coefficient using CFD for the wing profile at $V_\infty$ for 4 flapping cycles.
the drag and lift coefficients change with each flapping cycle, although the overall patterns overlap. These figures demonstrate that the pressure distribution along the wing is affected by vortex eddies formed during the upstroke and downstroke of the flapping motion, which is inherently an unsteady phenomenon.

2.3 Modeling Unsteady Aerodynamics using Controls

2.3.1 History Dependent Aerodynamic Model

The last section has made clear the importance of unsteady and nonlinear mechanisms in the generation of drag and lift during flapping insect flight. Unfortunately, it is not feasible to employ the full three-dimensional models using the Navier-Stokes equations in a feedback control regime. This section introduces a general methodology to obtain reduced order models suitable for feedback synthesis for systems subject to unsteady, history dependent aerodynamics. The formulation casts aerodynamic contributions as a history dependent integral operator. General considerations regarding this class of integral operators can be found in [25, 15, 27]. The particular form of the integral operator used in this formulation is based on [28], a generalized play operator.

We assume that the unsteady value of the drag and lift forces as a function of time are defined as:

\[
D(t) = \frac{1}{2} \rho \| V_{0,a}(t) - V_{0,w}(t) \|^2 A C_D(t)
\]

\[
L(t) = \frac{1}{2} \rho \| V_{0,a}(t) - V_{0,w}(t) \|^2 A C_L(t).
\]

where \( V_{0,a}(t) \) is the velocity of the aerodynamic center in the ground frame, \( V_{0,w}(t) \) is the wind velocity in the inertial frame, and \( C_D(t) \) and \( C_L(t) \) are the history time-dependent drag and lift coefficients. Our aim is to reconstruct the history dependent lift and drag functions by a sum of weighted history dependent kernel functions. There are a plethora of approaches for generating history dependent input-output operators. These techniques include the definition of history dependent integral operators, methods based on ordinary and partial differential equations, and approaches based on differential inclusions. The interested reader may consult [25] and [15] for detailed discussion of the theory. In this paper we employ a relatively simple representation of the history dependent response. We define the lift and drag coefficients in terms of history dependent integral operators that have the form bellow:

\[
C_D(t) := (K_D \alpha)(t) \circ \mu_D := \int_S (k_D(s, \alpha))(t) \mu_D(s) ds
\]

\[
C_L(t) := (K_L \alpha)(t) \circ \mu_L := \int_S (k_L(s, \alpha))(t) \mu_L(s) ds
\]
In these equations \((k_D(s, \alpha))(t)\) and \((k_L(s, \alpha))(t)\) are the output at time \(t\) of elementary history dependent kernels defined on the half plane \(S : \{(s_1, s_2) \in \mathbb{R}^2; s_1 \leq s_2\}\) and \(\mu_D, \mu_L\) are unknown functions that weight the contribution of the kernels to the overall response.

Each elementary kernel function is defined in terms of two functions \(\bar{r}_1(s) := \bar{r}(s - s_1)\) and \(\bar{r}_2(s) := \bar{r}(s - s_2)\) representing the output for increasing input and decreasing input, respectively, that are shifts of a single ridge function \(\bar{r}(s)\) for \(s := (s_1, s_2) \in S\). As shown in Fig. 2.7, we require that each ridge function is uniformly bounded. An elementary history dependent kernel constructed from the two functions \(\bar{r}_1\) and \(\bar{r}_2\) is depicted in Fig. 2.7. The output of the elementary kernel is defined by specifying its action on piecewise monotone input functions and subsequently extending the kernel to all continuous functions by a density argument. Suppose that the angle of attack \(\alpha\) is a piecewise monotone function on \([0, T]\), and let \(\tau \in [0, t]\) be the most recent time prior to \(t\) at which that input changes from a decreasing to an increasing, or from an increasing to a decreasing, function. Define the output for such a time \(\tau\) as \(k_\tau := k(s, \alpha)(\tau)\) for \(\tau \leq t \leq T\). The output of the history dependent kernel at time \(t > \tau\) is then defined as:

\[
k(s, \alpha)(t) = \begin{cases} 
\max(\bar{r}_1(\alpha(t)), k_\tau) & \text{if } \alpha(t) \text{ is decreasing} \\
\min(\bar{r}_2(\alpha(t)), k_\tau) & \text{if } \alpha(t) \text{ is increasing}
\end{cases}
\]

(2.14)

where \(s := (s_1, s_2)\).

Therefore, \(k_L(s, \alpha)(t)\) and \(k_D(s, \alpha)(t)\) are the kernels associated with the lift and drag integral operators that follow the definition described in Eq. 2.14. If the ridge function is sufficiently smooth, it is possible to show that \(k_D, k_L : S \times C[0, T] \mapsto C[0, T]\) and \(K_D, K_L : C[0, T] \mapsto C([0, T], \mathcal{L}(H, \mathbb{R}))\). Each of these operators is causal since the output of each operator at time \(t\) only depends on present and past inputs. By virtue of these properties

\[
\begin{align*}
k_D(s, \alpha) &\in C[0, T] \quad \text{and} \quad k_D(s, \alpha)(t) \in \mathbb{R} \quad \text{for} \quad \forall s \in S \\
k_L(s, \alpha) &\in C[0, T] \quad \text{and} \quad k_L(s, \alpha)(t) \in \mathbb{R} \quad \text{for} \quad \forall s \in S \\
K_D\alpha &\in C([0, T], \mathcal{L}(H, \mathbb{R})) \quad \text{and} \quad (K_D\alpha)(t) \in \mathcal{L}(H, \mathbb{R}) \\
K_L\alpha &\in C([0, T], \mathcal{L}(H, \mathbb{R})) \quad \text{and} \quad (K_L\alpha)(t) \in \mathcal{L}(H, \mathbb{R})
\end{align*}
\]

where \(H := L^2(S)\) is the space of Lebesgue square integrable functions. The values of the lift and drag coefficients at time \(t\) are consequently written as

\[
\begin{pmatrix}
C_D(t) \\
C_L(t)
\end{pmatrix} := (K_\alpha)(t) \circ \mu = \begin{pmatrix}
(K_D\alpha)(t) & 0 \\
0 & (K_L\alpha)(t)
\end{pmatrix} \circ \begin{pmatrix}
\mu_D \\
\mu_L
\end{pmatrix}
\]

where \(K_\alpha \in C([0, T], \mathcal{L}(H \times H, \mathbb{R}^2))\). In the discussion that follows, the symbol \(k\) denotes either the elementary drag or lift kernels \(k_D\) or \(k_L\). Similarly, the symbol \(K\alpha\) denotes either the weighted integral operators \(K_D\alpha\) or \(K_L\alpha\), and \(C\) represents either the drag coefficient \(C_D\) or the lift coefficient \(C_L\). In this definition the integral operator \(K_D\) or \(K_L\) acts on the history of the angle of attack up to time \(t\) in determining its output at time \(t\).
2.3.2 History Dependent Operator Identification

The kernel $k(\cdot, \cdot)$ is fixed but the weight $\mu_D$ or $\mu_L$ in Eqs. 2.12 or 2.13 that characterize the lift and drag operators are not known \textit{a priori}. The adaptive control strategy to be derived in Sect. 2.4 relies on online estimation of the weight functions, and consequently provides important information regarding the aerodynamic lift and drag data. However, it is also important to be able to generate estimates of the weight functions by an offline identification procedure. An offline identification problem based on CFD data (Sect. 2.2.6) can provide a truth model to gauge the performance, validity and range of confidence of the adaptive control method. Additionally, offline identification from CFD data can be used to build an initial state for the weight function estimate in the adaptive control strategy, thereby improving performance and rate of convergence.

Consider the family of flow simulations for the flapping wing (Figs. 2.5-2.6) and subsequently collect from the simulations the angle of attack and aerodynamic coefficients $\{\pi(t_k), C(t_k)\}_{k=0}^{\infty}$, e.g., either $C_D$ or $C_L$. The identification problem seeks to find the function $\mu \in H := L^2(S)$, again corresponding to either $\mu_D$ or $\mu_L$, that in some sense best fits the history dependent model

$$C(t) := (K\alpha)(t) \circ \mu := \int_S (k(s, \alpha))(t) \mu(s) ds$$

To obtain a problem that is computationally tractable, we create a finite element discretization of the unknown weight function $\mu \in L^2(S)$ in the form

$$\mu(s) = \sum_{n=1}^{n_\mu} \mu_n \psi_n(s)$$

where $\psi_n(s)$ are basis functions for $n = 1 \ldots n_\mu$. The aerodynamic coefficient is now given in terms of the $n_\mu$ unknown coefficients $\{\mu_n\}_{n=1}^{n_\mu}$:

$$C(t) := \sum_{n=1}^{n_\mu} \int_S k(s, \alpha))(t) \psi_n(s) ds \ \mu_n$$

$$= \sum_{e=1}^{n_e} \sum_{n=1}^{n_\mu} \int_{S_e} k(s, \alpha))(t) \psi_n(s) ds \ \mu_n$$

and the finite element discretization induces the partition $S = \bigcup_{e=1}^{n_e} S_e$, where $n_e$ is the number of elements. Mapping each triangular element to the reference triangle $S_e$, the integral can be calculated using quadrature formula:

$$C(t) := \sum_{e=1}^{n_e} \sum_{l=1}^{n_p} \int_{S_e} k(s, \alpha))(t) \psi_{n(l)}(s) ds \ \mu_{n(l)}$$

$$= \sum_{e=1}^{n_e} \sum_{l=1}^{n_p} \sum_{j=1}^{n_q} \int_{S_e} k_L(s(\xi_j), \alpha))(t) \psi_{n(l)}(s(\xi_j)) \left| \frac{\partial s}{\partial \xi} \right| \ d\xi \ \mu_{n(l)}$$
In this equation, $n_p$ is the number of shape functions per element. We can approximate the aerodynamic coefficient by summing over $n_q$ quadrature points $\{\xi_j\}_{j=1}^{n_q}$.

Given the time series from CFD simulations, $\{(\bar{\alpha}(t_k), \bar{C}(t_k))\}_{k=0}^{m}$, it is possible to express an approximate error between the CFD and history dependent model. The error of estimation at time $t_k$ is:

$$E_k = \bar{C}(t_k) - \sum_{n=1}^{n_p} \int_S k(s, \bar{\alpha})(t_k)\psi_n(s)ds\mu_n$$

A vector of error at all time steps can be assembled as follows:

$$E = \bar{C} - A(\bar{\alpha})\mu$$

where

$$\bar{C} = \{C(t_0) \ C(t_1) \ \cdots \ C(t_k)\}^T$$

$$\mu = \{\mu_1 \ \mu_2 \ \cdots \ \mu_{n_p}\}^T$$

$$A(\bar{\alpha}) = \begin{bmatrix}
\int_S k(s, \bar{\alpha})(t_0)\psi_1(s)ds & \cdots & \int_S k(s, \bar{\alpha})(t_0)\psi_{n_p}(s)ds \\
\int_S k(s, \bar{\alpha})(t_1)\psi_1(s)ds & \cdots & \int_S k(s, \bar{\alpha})(t_1)\psi_{n_p}(s)ds \\
\vdots & \ddots & \vdots \\
\int_S k(s, \bar{\alpha})(t_k)\psi_1(s)ds & \cdots & \int_S k(s, \bar{\alpha})(t_k)\psi_{n_p}(s)ds
\end{bmatrix}$$

Thus, the initial optimization problem over the infinite dimensional space $L^2(S)$ is approximated by a finite dimensional optimization problem where we seek the set of coefficients $\{\mu_n\}_{n=1}^{n_p}$ that minimize the error functional:

$$J(\mu) = \frac{1}{2}E^TWE = \frac{1}{2}(\bar{C} - A(\bar{\alpha})\mu)^TWA(\bar{\alpha})\mu - \frac{1}{2}C^TWA(\bar{\alpha})\mu + \frac{1}{2}C^TWC$$

where $W$ is a symmetric positive definite real matrix selected by the analyst. Numerical solutions of this identification problem are described in Sect. 3.6. This offline identification procedure has been used in the adaptive control simulations as a truth model representing the Navier-Stokes flow.

2.3.3 Robotic Equations of Motion

The overall goal of this paper is to derive a model and an associated control method that drives a ground-based, flapping wing robot such that it tracks observed insect flapping motions. Such models are exploited to study aerodynamic forces, power inputs and outputs, and parameters such as stroke plane, wing shape, wing beat frequency, wing beat amplitude, etc. An example of such a
design can be found in [8] for studying bat flight. The equations of motion can be derived using Lagrange’s equations, which for a fully actuated robotic system powered by three servomotors, forming a kinematic chain take the form:

$$M(q(t))\ddot{q}(t)+C(q(t),\dot{q}(t))\dot{q}(t)+\frac{\partial V}{\partial q}(q(t)) = Q_a(t)+B(q(t),\dot{q}(t))\tau(t)$$

(2.15)

where $q(t) \in \mathbb{R}^N$ is the vector of generalized coordinates, $M(q(t)) \in \mathbb{R}^{N \times N}$ is the generalized inertia matrix, $C(q(t),\dot{q}(t)) \in \mathbb{R}^{N \times N}$ is the generalized damping matrix, $V$ is the potential energy, $B(q(t),\dot{q}(t)) \in \mathbb{R}^{N \times N}$ is the nonlinear control influence matrix that is assumed to be uniformly invertible, $\tau(t) \in \mathbb{R}^N$ is the vector of actuation forces and torques, and $Q_a(t) \in \mathbb{R}^N$ is the vector of generalized forces due to aerodynamic loads acting on the robot. It should be noted that in this problem $\tau(t)$ represents the torque inputs that derive the joints. The robotic system is fully actuated that is the number of control input equals the number of generalized coordinates. Note that the gravity potential term has been neglected since the mass of the insect wing is very small.

### 2.3.4 Unsteady Aerodynamics Model

The aerodynamic forces acting on the wing are defined in terms of the wind frame $W$ whose orientation relative to the body fixed $B$ frame is defined by the change of basis

$$\begin{bmatrix} w_1 \\ w_2 \\ w_3 \end{bmatrix} = \begin{bmatrix} \cos \beta & \sin \beta & 0 \\ -\sin \beta & \cos \beta & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \cos \alpha & 0 & \sin \alpha \\ 0 & 1 & 0 \\ -\sin \alpha & 0 & \cos \alpha \end{bmatrix} \begin{bmatrix} b_1 \\ b_2 \\ b_3 \end{bmatrix}$$

$$R_W^B(\alpha, \beta)$$

where $w_1, w_2, w_3$ is the basis for $W$, $b_1, b_2, b_3$ is the basis for $B$, $\alpha$ is the angle of attack, and $\beta$ is the sideslip angle. With respect to wind axes, the aerodynamic force acting at the aerodynamic center $a$ of the wing is $F_a = -Dw_1 - Lw_3$, and the components of this force relative to the wind axes are written as

$$F_a^W = \tilde{S} \begin{bmatrix} D \\ L \end{bmatrix}$$

where

$$\tilde{S} = \begin{bmatrix} -1 & 0 \\ 0 & 0 \\ 0 & -1 \end{bmatrix}.$$  

The components relative to the ground frame of the aerodynamic forces can therefore be written as

$$F_a^0(t) = \frac{1}{2} \rho ||V_{0,a} - V_{0,w}||^2 A_m R^0_k(q) R^k_B R^B_W(\alpha, \beta) \tilde{S}(K\alpha \circ \mu)(t)$$

(2.16)
where link $k$ of the kinematic chain that makes up the flapping wing robot is the wing. In Eq. 2.16, $R_0^k$ is the rotation matrix mapping the frame fixed in link $k$ into the ground frame and $R_k^B$ is the rotation mapping from the body fixed $B$ frame to the frame fixed in link $k$. Since the virtual displacement of the aerodynamic center is written as $\delta v_0^{a} = J_v^0(q)\delta q$ where $J_v^0(q)$ is the Jacobian matrix of the robot [29, 30], generalized forces due to the aerodynamic loads are written as

$$Q_a(t) = \Psi_a(t)(K\alpha(t)) \circ \mu$$

where $\mu = [\mu_D \quad \mu_L]^T$, $(K\alpha(t)) \circ \mu = [K_D\alpha(t) \circ \mu_D \quad K_L\alpha(t) \circ \mu_L]^T$, and

$$\Psi_a = \frac{1}{2} \rho ||v_0||^2 A_w J_v^0 R_k^B(\theta_1, \ldots, \theta_k) R_\beta^B R_w^B(\alpha, \beta) \bar{S}$$

The above modeling strategy is discussed in [38]. We refer the reader to [39] for detailed derivation and implementation of such models.

### 2.4 Adaptive Control

The equations in Eq. 2.15 are not a system of ordinary differential equations since they depend on the history of the motion. They are examples of abstract Volterra equations as discussed in [33, 32, 31]. A general analysis of the existence and uniqueness of solutions of classes of abstract Volterra equations can be found in [35, 34]. Specific discussion of the existence and uniqueness of solutions for special cases of these equations can be found in several places, such as in [36] or more recently in Sect. 2.5 of [37]. Similar to the case for ordinary differential equations, the local existence of the solutions can be proven assuming a local Lipschitz condition. In contrast to the study of ordinary differential equations, however, the appropriate Lipschitz condition is expressed in terms of the norm on $C[0, T]$. We employ the following special case of Theorem I in [36] which establishes the existence of a local solution to a general class of history dependent or functional differential equations.

**Theorem 1** Let $B$ be a Banach space, $F : [0, T] \times C([0, t]; B) \rightarrow B$ and $-\infty < \alpha \leq \beta < \gamma < T < \infty$. Suppose that

1. $t \mapsto F(t, \eta)$ is continuous for $t \in [\beta, T]$ and $\eta \in C([\alpha, T]; B)$;
2. for arbitrary $\gamma$ and bounded set $B_0 \subseteq B$ there is a $L(\gamma, B_0)$ such that

$$||F(t, \eta) - F(t, \phi)||_B \leq L(\gamma, B_0)||\eta - \phi||_{C[\alpha, t]}$$

for all $(t, \eta), (t, \phi) \in [\beta, \gamma] \times C([\alpha, \gamma]; B_0)$. 

Then for every pair of initial data, there is an $h > 0$ such that unique solution of the evolution equation

$$\dot{X}(t) = F(t, X); \quad X(t_0) = X_0.$$ 

is defined for $t \in [t_0, t_0 + h)$.

The application of this specific theorem to our problem is lengthy, so we outline the proof of local existence for our open loop equations. The local existence theorem for the closed loop system discussed later in this paper is similar, but much longer, so we omit it because of space limitations.

The state space representation of robotic equations of our open loop motion, can be written as

$$\dot{X} = F_0(X(t)) + (F_1X)(t) + G(X(t))\tau(t)$$

choosing $X(t) = \{q^T(t) \ \dot{q}^T(t)\}^T$. Clearly our governing equations correspond to the special case in Theorem 1 where $F(t, X) = F_0(X(t)) + (F_1X)(t) + G(X(t))\tau(t)$. Since the sum and product of two locally Lipschitz functions is locally Lipschitz, we focus on the history dependent term in the equations of motion and show that it satisfies the local Lipschitz condition.

Theorem 2 The function $C(t) = (\mathcal{K}\alpha(X))(t) \circ \mu$ is locally Lipschitz in $\|\|.C[0,T]$} \leq L \|X - Y\|_{C[0,T]}.

\begin{equation}
(2.17)
\end{equation}

Proof 1 We have

$$\|[(\mathcal{K}\alpha(X))(t) \circ \mu - (\mathcal{K}\alpha(Y))(t) \circ \mu]\|_{\mathbb{R}^2} \leq \|((\mathcal{K}\eta)(t) - (\mathcal{K}\phi)(t))\|_{L(H^2,\mathbb{R}^2)} \|\mu\|_{H^2}$$

where the operator norm is given by

$$\|((\mathcal{K}\eta))\|_{L(H^2,\mathbb{R}^2)} \equiv \sup_{\mu \in H^2} \frac{\|\int_S[k(s, \eta)](t) \circ \mu \ ds\|_{\mathbb{R}^2}}{\|\mu\|_{H^2}}$$

By our previous definition the integral operator can be expressed as

$$\|((\mathcal{K}\eta))(t) \circ \mu - (\mathcal{K}\phi)(t) \circ \mu\|_{\mathbb{R}^2}^2 = \|\int_S \begin{pmatrix} [k_D(s, \eta)](t) - [k_D(s, \phi)](t) & 0 \\ 0 & [k_L(s, \eta)](t) - [k_L(s, \phi)](t) \end{pmatrix} \begin{pmatrix} \mu_D(s) \\ \mu_L(s) \end{pmatrix} ds\|_{\mathbb{R}^2}$$

$$= \|\int_S \begin{pmatrix} [k_D(s, \eta)](t) - [k_D(s, \phi)](t) \mu_D(s)ds \\ [k_L(s, \eta)](t) - [k_L(s, \phi)](t) \mu_L(s)ds \end{pmatrix} \|_{\mathbb{R}^2}.$$
Applying Cauchy-Schwartz inequality on each element of the above vector

\[
\left| \int_S \left( [k(s, \eta)](t) - [k(s, \phi)](t) \right) \mu(s) ds \right|_\mathbb{R} \\
\leq \int_S \left| [k(s, \eta)](t) - [k(s, \phi)](t) \right| |\mu_{D/L}(s)| ds.
\]

Using lemma 2.1 of [25] and considering the construction of the history dependent basis functions used in this problem, it can be shown that \( \sup \left| [k(s, \eta)](t) - [k(s, \phi)](t) \right| \leq C||\eta - \phi||_{C[0,T]}. \) Therefore, it follows

\[
\int_S \left| [k(s, \eta)](t) - [k(s, \phi)](t) \right| |\mu(s)| ds \\
\leq C||\eta - \phi||_{C[0,T]} \int_S 1|\mu(s)| ds \\
\leq C||\eta - \phi||_{C[0,T]} ||\mu||_H. 
\]

\[
|| (K\eta)(t) \circ \mu - (K\phi)(t) \circ \mu ||^2_{\mathbb{R}^2} \\
\leq C^2 ||\eta - \phi||_{C[0,T]} \left( ||\mu_D||^2_H + ||\mu_L||^2_H \right) \\
= C^2 ||\eta - \phi||_{C[0,T]} ||\mu||^2_{H^2} \tag{2.19}
\]

If we assume that the angle of attack function \( \alpha(X) \) is locally Lipschitz,

\[
||\eta - \phi||_{C[0,T]} = ||\alpha(X) - \alpha(Y)||_{C[0,T]} \leq L_\alpha ||X - Y||_{C[0,T]}
\]

we can finally conclude

\[
\left| \left| \left[ K\alpha(X) \right](t) - \left[ K\alpha(Y) \right](t) \right| \right|_{\mathcal{L}(H^2, \mathbb{R}^2)} \leq ||X - Y||_{C[0,T]} \tag{2.20}
\]

which induces Eq. 2.17.

With this locally Lipschitz condition for the history dependent operator, it is now straightforward to show that the Lipschitz condition in \( C[0,T] \) applies for the function \( F(t, X) \).

While the control of robotic systems as above without the generalized forces \( Q_a \) have been studied in detail, the control of a flapping wing robot with history dependent, unsteady aerodynamics has not been studied. In this paper we show that the common adaptive control strategy based on passivity principles for second order ODE systems can be extended to the case including history dependent terms. As we will see below, the critical step in the derivation relies on the introduction of the history dependent adjoint operator \( (K\alpha)^* : \mathbb{R}^2 \mapsto H^2 \) in the parameter estimation equation. Define in the usual way [29] the auxiliary signals corresponding to the tracking error in joint space, filtered tracking error, modified desired velocity error and modified desired acceleration error as
\( e = q - q_d \), \( r = \dot{e} + \Lambda e \), \( v = \dot{q}_d - \Lambda e \), and \( a = \ddot{q}_d - \Lambda \dot{e} \). We choose the control law in the form
\[
\tau(t) = M(q(t))a(t) + C(q(t), \dot{q}(t))v(t) + Kr(t)
\]
\[
-\Psi_a(q(t), \dot{q}(t))(\mathcal{K}_\alpha(q, \dot{q})(t) \circ \hat{\mu}(t)),
\]
and employ the estimate update law according to
\[
\dot{\hat{\mu}}(t) = -P^{-1}(\mathcal{K}_\alpha)^*(t)\Psi_a^T(q(t), \dot{q}(t))r(t)
\]
where \( \hat{\mu} = \mu - \tilde{\mu} \) and \( P : H \to H \) is a self adjoint, positive definite operator. Note that the update law for \( \hat{\mu} \) is defined in terms of the adjoint \((\mathcal{K}_\alpha)^*\) of the integral operator \(\mathcal{K}_\alpha\). Also, since the true parameter vector \( \mu \) is a constant, the estimation update law can be written by using \( \dot{\tilde{\mu}} = \dot{\hat{\mu}} \). The history dependent adjoint operator \((\mathcal{K}_\alpha)^*(t) : \mathbb{R}^2 \mapsto H^2\) can be shown to be given by the mapping
\[(\mathcal{K}_\alpha)^*(t) : \{X_1, X_2\} \mapsto \left\{(k_D(., \alpha))(t), (k_L(., \alpha))(t)\right\} \in H^2.
\]
Finally, the closed loop equations are obtained in the form
\[
M(q(t))\ddot{r} + C(q(t), \dot{q}(t))\dot{r}(t) + Kr(t)
\]
\[
= \Psi_a(q(t), \dot{q}(t))(\mathcal{K}_\alpha(q, \dot{q})(t) \circ (\mu - \tilde{\mu}(t))
\]
\[
(2.23)
\]
The following theorem extends the passivity-based control law familiar from robotics to systems having history dependent terms.

**Theorem 3** Suppose that the local solution for the closed loop equations can be extended to a maximal domain of definition corresponding to \( h = \infty \) in Theorem 1. The tracking error \( [e(t)^T, \dot{e}(t)^T]^T \) and the estimation error \( \hat{\mu}(t) \) of the closed loop system of Eqn 2.23 are bounded and \( e(t), \dot{e}(t) \) converge to zero as \( t \mapsto \infty \).

**Proof 2** We choose the Lyapunov function as
\[
\mathcal{V} = \frac{1}{2}r^T M(q) r + e^T \Lambda Ke + \frac{1}{2}(P\hat{\mu}, \tilde{\mu})_{H^2}.
\]
\[
(2.24)
\]
If we differentiate with respect to time along system trajectories, we obtain
\[
\dot{\mathcal{V}} = r^T M\ddot{r} + \frac{1}{2}r^T M\dot{r} + 2e^T \Lambda \dot{K}e + (P\dot{\hat{\mu}}, \tilde{\mu})_{H^2}.
\]
\[
(2.25)
\]
We exploit the properties of the history dependent adjoint operator \((\mathcal{K}_\alpha)^*(t)\) to follow the same essential steps in the well-known proof of stability based on
passivity that is found in standard text such as [29].

\[
\dot{V} = r^T (-Cr - Kr + \Psi_a K\alpha \circ \tilde{\mu}) + \frac{1}{2} r^T \dot{M} r + 2 e^T \Lambda \dot{K} e + (P \tilde{\mu}, \tilde{\mu})_{H^2}
\]

\[
= -r^T Cr + \frac{1}{2} r^T (\dot{M} - 2C)r + (r, \Psi_a K \circ \tilde{\mu})_{\mathbb{R}^n} + (P \tilde{\mu}, \tilde{\mu})_{H^2}
\]

\[
+ 2 e^T \Lambda \dot{K} e
\]

\[
= -\dot{e}^T K \dot{e} - e^T \Lambda K \Lambda e + (P \tilde{\mu} + (K\alpha)^* \Psi_a^T r, \tilde{\mu})_{H^2}
\]

\[
= -\dot{\tilde{\mu}}^T \tilde{\mu} - e^T \Lambda K \Lambda e \leq 0
\]

The remainder of the proof is based on Barbalat’s lemma and is essentially identical to the approach taken for ordinary differential equations. Since \( V \) is positive definite and non-increasing, it has a finite limit. We use a Lyapunov function and the uniform coercivity of the generalized mass matrix to conclude that \( e, r \) and, \( \tilde{\mu} \) are bounded. From the equations of motion, by again using the uniform coercivity of \( M(q) \) and expansions of \( C(q, \dot{q}) \) in terms of Christofel symbols, we conclude that \( \dot{e} \) is uniformly bounded. The only complication in this step is to show that the output of the history dependent operator \( (K\alpha(X))(t) \) is bounded, but this follows from the construction of the hysteretic kernels in terms of uniformly bounded ridge functions. It then follows that \( \dot{V} \) is uniformly bounded and \( \dot{V} \to 0 \). Considering the fact that \( V \) is lower bounded, we conclude from the Barbalat’s lemma that \( e \to 0 \) and \( \dot{e} \to 0 \).

2.5 Computational Analysis and Results

The kinematic model for the insect-inspired, flapping wing, robotic system studied in this paper has been implemented using the standard Denavit-Hartenberg convention. The stability and convergence properties of the adaptive controller introduced in Sect. 2.4 have been validated in several case studies. Figure 2.8 compares the CFD results and the output of the identified history dependent integral operator obtained by solving the optimization problem explained in Sect. 2.3.2. This identified model is used during control synthesis as the truth model representing the aerodynamic forces in the equations of motion. The adaptive controller is such that the unknown vector \( \tilde{\mu}(t) \) evolves through time. In addition, Fig. 2.9 depicts the identified \( \mu_D(s) \) functions in two-dimensional space (i.e., the Preisach plane) for three different numbers of nodes consisting of \( n_\mu = 66, 231 \) and \( 496 \). The surface of the function gets smoother with increasing number of nodes in the Preisach plane as expected. The tracking performance and stability of the adaptive controller has also been validated by applying the following desired trajectories to joint angles: \( \theta_{r1}(t) = \frac{\pi}{2}, \theta_{r2}(t) = \frac{\pi}{2} + \frac{\pi}{6} \sin(\omega t) \), and \( \theta_{r3}(t) = 0 \). As shown in Fig. 2.10, the trajectories of the joint angles converge asymptotically to their corresponding desired trajectories as time increases.
2.6 Conclusions

A general model was derived for a ground-based flapping robotic wing that has the form of a kinematic chain. Controllers for such ground based, articulated flapping wings are needed for the control of wind tunnel experimental prototypes as developed in [8]. To compute the critical unsteady mechanisms that contribute to flapping flight, a novel history dependent formulation of the unsteady aerodynamics in term of an integral operator was introduced. CFD was used to predict the drag and lift forces for the time-dependent history functions. The resulting evolution laws included a state consisting of a finite dimensional vector of flapping degrees of freedom and an infinite dimensional weighting function characterizing the integral operator. The analysis suggested that the proposed integral operator provided excellent predictions of lift and drag coefficients. The control strategy was derived by extending adaptive control laws for conventional robots to the history dependent case, and numerical experiments validate the stability guarantees derived via Lyapunov analysis. The contributions of the work include the introduction of a history dependent integral operator for the representation of unsteady flapping wing aerodynamics and the derivation of the associated adaptive tracking controllers for the resulting history dependent equations. While the results using a history dependent integral operator have proven to be promising for a ground-based flapping wing robot, the extensions of these principles to an MAV in free flight presents numerous additional difficulties. Most importantly, the passivity-based controller, which has been modified to account for history dependent terms, would not be directly appropriate in the case of free flight. We feel that this extension to free flight presents a challenging and important extension of this formulation.
Figure 2.7: The history dependent kernel function
Figure 2.8: Comparison of drag and lift coefficients between CFD predictions and identification procedure
Figure 2.9: $\mu_D(s)$ for different number of nodes
Figure 2.10: Tracking performance for the joint angles.
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Online Estimation and Adaptive Control for a Class of History Dependent Functional Differential Equations
Online Estimation and Adaptive Control for a Class of History Dependent Functional Differential Equations
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Abstract

This paper presents sufficient conditions for the convergence of online estimation methods and the stability of adaptive control strategies for a class of history dependent, functional differential equations. The study is motivated by the increasing interest in estimation and control techniques for robotic systems whose governing equations include history dependent nonlinearities. The functional differential equations in this paper are constructed using integral operators that depend on distributed parameters. As a consequence the resulting estimation and control equations are examples of distributed parameter systems whose states and distributed parameters evolve in finite and infinite dimensional spaces, respectively. Well-posedness, existence, and uniqueness are discussed for the class of fully actuated robotic systems with history dependent forces in their governing equation of motion. By deriving rates of approximation for the class of history dependent operators in this paper, sufficient conditions are derived that guarantee that finite dimensional approximations of the online estimation equations converge to the solution of the infinite dimensional, distributed parameter system. The convergence and stability of a sliding mode adaptive control strategy for the history dependent, functional differential equations is established using Barbalat’s lemma.

3.1 Introduction

It is typical in texts that introduce the fundamentals of modeling, stability, and control of robotic systems to assume that the underlying governing equations

1Sections 3.3 and 3.4 are contributions of my coworker Parag Bobade and I am indebted to his partnership on this material. I am also thankful for his help in developing the dynamic model of the wing section and the integrator for functional differential equations used in the numerical results. Sections 3.1 and 3.2 are result of our mutual work.
consist of a set of coupled nonlinear ordinary differential equations. This is a natural assumption when methods of analytical mechanics are used to derive the governing equations for systems composed of rigid bodies connected by ideal joints. A quick perusal of the textbooks [30], [29], or [22], for example, and the references therein gives a good account of the diverse collection of approaches that have been derived for this class of robotic system over the past few decades. Theses methods have been subsequently refined by numerous authors. Over roughly the same period, the technical community has shown a continued interest in systems that are governed by nonlinear, functional differential equations. These methods that helped to define the direction of initial efforts in the study of well-posedness and stability include [23], [20],[21], and their subsequent development is expanded in [12], [26], [25]. More recently, specific control strategies for classes of functional differential equations have appeared in [27], [16], and [14]. The research described in some cases above deals with quite general plant models. These can include classes of delay equations and general history dependent nonlinearities. One rich collection of history dependent models includes hysteretically nonlinear systems. General discussions of nonlinear hysteresis models can be found in [31] or [4], and some authors have studied the convergence and stability of systems with nonlinear hysteresis. For example, a synthesis of controllers for single-input / single-output functional differential equations is presented in [27] and [14], and these efforts include a wide class of scalar hysteresis operators.

The success of adaptive control strategies in classical manipulator robotics, as exemplified by [30], [22], [29], can be attributed to a large degree to the highly structured form of the governing system of nonlinear ordinary differential equations. As is well-known, much of the body of work in adaptive control for robotic systems relies on traditional linear-in-parameters assumptions.

The purpose of this paper is to explore the degree to which the approaches that have been so fruitful in adaptive control of robotic manipulators can be extended to robotic systems governed by certain history dependent, functional differential equations. Emulating the strategy used for robotic systems modeled by ordinary differential equations, we restrict attention to a class of hysteresis operators that satisfy a linear in distributed parameters condition. That is, the contribution to the functional differential equations takes the form of a nonlinear, history dependent operator that acts linearly on an infinite dimensional and unknown distributed parameter.

We illustrate the class of models that are considered in this paper by outlining a variation on two familiar problems encountered in robotic manipulator dynamics, estimation, and control. Consider the task of developing a model and synthesizing a controller for a flapping wing, test robot that will be used to study aerodynamics in a wind tunnel. See [1] for such a system that has been developed by researchers at Brown University over the past few years. Dynamics for a ground based flapping wing robot can be derived using analytical mechanics
in a formulation that is tailored to the structure of a serial kinematic chain [22], [30], [29]. The equations of motion take the form

\[ M(q(t))\ddot{q}(t) + C(q(t), \dot{q}(t))\dot{q}(t) + \frac{\partial V}{\partial q} = Q_a(t, \mu) + \tau(t) \]  

(3.1)

where \( M(q(t)) \in \mathbb{R}^{N \times N} \) is the generalized inertia or mass matrix, \( C(q(t), \dot{q}(t)) \in \mathbb{R}^{N \times N} \) is a nonlinear matrix that represents Coriolis and centripetal contributions, \( V \) is the potential energy, \( Q_a(t, \mu) \in \mathbb{R}^{N} \) is a vector of generalized aerodynamic forces, and \( \tau(t) \in \mathbb{R}^{N} \) is the actuation force or torque vector. The generalized forces \( Q(t, \mu) \) due to aerodynamic loads are assumed to be expressed in terms of history dependent operators that are carefully discussed below in Section 3.2, and \( \mu \) is the distributed parameter that defines the specific history dependent operator.

For the current discussion, it suffices to note that the aerodynamic contributions are unknown, nonlinear, unsteady, and notoriously difficult to characterize.

We consider two specific sets of equations in this paper that are derived from the robotic Equations 3.1, both of which have similar form. We are interested in online identification problems in which we seek to find the final state and distributed parameters from observations of the states of the evolution equation. We are also interested in control synthesis where we choose the input to drive the system to some desired configuration, or to track a given input trajectory. To simplify our discussion, and following the standard practice for many control synthesis problems for robotics, we choose the original control input to be a partial feedback linearizing control that reformat the control problem in a standard form. In the case of online identification, we choose the input \( \tau = M(q)(u - G_1\dot{q} - G_0q) - (C(q, \dot{q})\dot{q} + \frac{\partial V}{\partial q}(q)) \) so that the governing equations take the form

\[ \frac{d}{dt} \begin{bmatrix} q(t) \\ \dot{q}(t) \end{bmatrix} = \begin{bmatrix} 0 & I \\ -G_0 & -G_1 \end{bmatrix} \begin{bmatrix} q(t) \\ \dot{q}(t) \end{bmatrix} + \begin{bmatrix} 0 \\ I \end{bmatrix} (M^{-1}(q)Q_a(t, \mu) + u(t)). \]  

(3.2)

in terms of a new input \( u \). The goal in the online identification problem is to learn the parameters \( \mu \) and limiting values \( q_\infty, \dot{q}_\infty \) from knowledge of the inputs and states \((u, q, \dot{q})\). We are also interested in tracking control problems. When the desired trajectory is given by \( q_d \), we choose the input \( \tau = M(q)(u + \ddot{q}_d - G_1\dot{\dot{q}} - G_0\dot{q}) - (C(q, \dot{q})\dot{q} + \frac{\partial V}{\partial q}(q)), \) and the equations governing the tracking error \( e := q - q_d \) take the form

\[ \frac{d}{dt} \begin{bmatrix} e(t) \\ \dot{e}(t) \end{bmatrix} = \begin{bmatrix} 0 & I \\ -G_0 & -G_1 \end{bmatrix} \begin{bmatrix} e(t) \\ \dot{e}(t) \end{bmatrix} + \begin{bmatrix} 0 \\ I \end{bmatrix} (M^{-1}(e + q_d)Q_a(t, \mu) + u(t)) \]  

(3.3)

In either of the above two cases, we will show in the next section that the equations can be written in the general form

\[ \dot{X}(t) = AX(t) + B((HX)(t) \circ \mu + u(t)). \]  

(3.4)

where \( A \in \mathbb{R}^{m \times m} \) is the system matrix, \( B \in \mathbb{R}^{m \times q} \) is the control input matrix, \( u(t) \in \mathbb{R}^{q} \) is the corresponding input, and \((HX)(t)\) is a history dependent operator that acts on the distributed parameter \( \mu \).
3.2 History Dependent Operators

There is a significant body of research to model and study the unsteady aerodynamic phenomena in flapping flight. Many different models have been presented in the last twenty years to study the aerodynamics and control of flapping flight. Numerically intensive computational fluid dynamics (CFD) presents a precise method to simulate and study the unsteady lift and drag aerodynamic forces. Generally CFD methods exploit high dimensional models that incorporate computationally expensive moving boundary techniques for the Navier-Stokes equations. They are powerful tools to explain some of the characteristics of the aerodynamic forces. One of the characteristics that has inspired the approach here is the history dependence of the aerodynamic lift and drag functions. We refer the interested reader to [35] to study this phenomena in detail. Although CFD methods are advantages in several aspects, they suffer from curse of dimensionality which makes them a very unfavorable choice for online control applications. In this section, we model the unsteady aerodynamics using history dependent operators. Moreover, we present a method that provides an alternative to a high dimensional aerodynamic model that typically evolves in a much lower dimensional space. We also study the accuracy of the presented method with respect to the resolution level of the lower dimensional model.

3.2.1 A Class of History Dependent Operators

Methods for modeling history dependent nonlinearities can be formulated using a wide array of approaches. Analytical methods for the study of such systems can be based on ordinary or partial differential equations, differential inclusions, functional differential equations, delay differential equations, or operator theoretic approaches. See references [15],[31],[30]. This paper treats evolution equations that are constructed using a specific class of history dependent operators $\mathcal{H}$ that are defined in terms of integral operators constructed from history dependent kernels. These operators are studied in general in [15] and [31]. In this paper the history dependent operators are mappings

$$\mathcal{H} : C([0,T], \mathbb{R}^m) \rightarrow C([0,T], P^*)$$

where the $T$ is the final time of an interval under consideration, $m$ is the number of input functions, $q$ is the number of output functions, $P$ is a Hilbert space of distributed parameters and its topological dual space $P^*$. We limit our consideration to input–output relationships that take the form

$$y(t) = (\mathcal{H}X)(t) \circ \mu$$

for each $t \in [0,T)$ where $y(t) \in \mathbb{R}^q$, $(\mathcal{H}X)(t) \in P^*$, and $\mu \in P$.

The definition of $\mathcal{H}$ in this paper is carried out in several steps. All of our history dependent operators $\mathcal{H}$ are defined by a superposition or weighting of elementary
hysteresis kernels $\kappa_i$ that are continuous as mappings $\kappa_i : \Delta \times [0,T) \times C[0,T) \to C[0,T)$ for $i = 1, \ldots, \ell$. We first define the operator $h_i : C[0,T) \to C([0,T), P^*)$

\[
(h_i f)(t) \circ \mu_i := \int_\Delta \kappa_i(s, t, f) \mu_i(s)ds
\]  

(3.6)

for $\mu_i \in P_i$ and $P = P_1 \times \cdots \times P_{\ell}$. When we consider problems such as in our motivating examples and numerical case studies, we must construct vectors $H$ of history dependent operators where we define the diagonal matrix

\[
(HX)(t) := \begin{cases} 
    h_1(a(X))(t) & 0 \\
    \cdot & \cdot \\
    0 & h_{\ell}(a(X))(t)
\end{cases}
\]

for each $t \in [0,T)$ where $a : \mathbb{R}^m \to \mathbb{R}$ is some nonlinear smooth map. Finally, our applications to robotics require that we consider

\[
(\mathcal{H}X)(t) = b(X(t))(HX)(t),
\]

(3.7)

where $b : \mathbb{R}^m \to \mathbb{R}^{q \times \ell}$ is some nonlinear, smooth map. In terms of our entrywise definitions of the input–output mappings, we have

\[
y_i(t) := \sum_{j=1}^{\ell} b_{ij}(X(t))[h_j(a(X))](t) \circ \mu_j
\]

(3.8)

for $i = 1, \cdots, q$.

In the following discussion, let $\kappa$ be a generic representation of any of the kernels $\kappa_i$ for $i = 1, \ldots, \ell$. We choose a typical kernel $\kappa(s,t,f)$ to be a special case of a generalized play operator [31]. We suppose that $f$ is a piecewise linear function on $[0,t]$ with breakpoints $0 = t_0 < t_1 < \cdots < t_N = t$. The output function $t \mapsto \kappa(s,t,f)$, for a fixed $s = (s_1, s_2) \in \Delta \subset \mathbb{R}^2$ and piecewise linear $f : [0,t] \to \mathbb{R}$, is defined by the recursion where $\kappa^{n-1} := \kappa(s,t_{n-1},f)$ and for $t \in [t_{n-1}, t_n]$ we have

\[
\kappa(s,t,f) := \begin{cases} 
    \max\{\kappa^{n-1}, \gamma_{s_2}(f(t))\} & f \text{ increasing on } [t_{n-1}, t_n], \\
    \min\{\kappa^{n-1}, \gamma_{s_1}(f(t))\} & f \text{ decreasing on } [t_{n-1}, t_n].
\end{cases}
\]

The recursion above depends on the choice of the left and right bounding functions $\gamma_{s_1}, \gamma_{s_2}$ that are depicted in Figure 3.1. There are given in terms of a single ridge function $\gamma : \mathbb{R} \to \mathbb{R}$ with

\[
\gamma_{s_2}(\cdot) := \gamma(\cdot - s_2), \\
\gamma_{s_1}(\cdot) := \gamma(\cdot - s_1).
\]  

(3.9)

As noted in [31], the definition of $\kappa$ is extended for any $f \in C[0,T)$ by a continuity and density argument.
3.2.2 Approximation of History Dependent Operators

The integral operator introduced in Equation 3.6 allows for the representation of complex hysteretic response via the superposition or weighting of fundamental kernels $\kappa_i$. These fundamental kernels, each of which has simple input-output relationships, play the role of building blocks for modeling much more complex response characteristics. See [32] for studies of history dependent active materials, [35] for applications that represent nonlinear aerodynamic loading, or Section 3.6 of this paper to see an example of richness of this class of models. In this section we emphasize another important feature of this particular class of history dependent operators. We show that relatively simple approximation methods yields bounds on the error in approximation of the history dependent operator that are uniform in time and over the class of functions $\mu \in P$.

3.2.3 Approximation Spaces $A^\alpha_2$

The approximation framework we follow in this paper is based on a straightforward implementation of approximation spaces discussed in detail in [11] or [10], and further developed by Dahmen in [6]. We will see that approximation of the class of history dependent operators under consideration exploit a well-known connection between the class of Lipschitz functions and certain approximation spaces as described in [10].
3.2.4 Wavelets and Approximation Spaces

Multiresolution Analysis (MRA) techniques use results from wavelet theory to model multiscale phenomena. To motivate our discussion, we begin by constructing Haar wavelets in one spatial dimension and subsequently discuss how the process can be easily extended to piecewise constant functions over triangulations in two dimensions. The Haar scaling function is defined as follows:

\[
\phi(x) = \begin{cases} 
1 & \text{if } x \in [0, 1) \\
0 & \text{otherwise.}
\end{cases}
\]

The dilates and translates \( \phi_{j,k} \) of \( \phi \) are defined over \( \mathbb{R} \) as

\[
\phi_{j,k}(x) = 2^{j/2}\phi(2^j x - k) = 2^{j/2}1_{\Delta_{j,k}}(x)
\]

for \( j = 0, \cdots, \infty \) and \( k \in \mathbb{Z} \). It is important to note that with this normalization the functions \( \{ \phi_{j,k} \}_{k=0}^{2^j-1} \) are \( L^2[0, 1] \) orthonormal so that

\[
\langle \phi_{j,k}, \phi_{j,l} \rangle = \int_{\mathbb{R}} \phi_{j,k}(x)\phi_{j,l}(x)dx = \delta_{kl}.
\]

In this equation \( \Delta_{j,k} = \{ x | x \in [2^{-j}k, 2^{-j}(k+1)] \} \) and \( 1_{\Delta_{j,k}} \) is the characteristic function of \( \Delta_{j,k} \). For any fixed integer \( j \), the \( \phi_{j,k} \) form an orthonormal basis that spans the space of piecewise constants over \( \{ \Delta_{j,k} \}_{k=0}^{2^j-1} \). We let \( V_j \) denote space of piecewise constant functions

\[
V_j = \text{span}_{k=0,\cdots,2^j-1} \{ \phi_{j,k} \}.
\]

Corresponding to Haar scaling function, the Haar wavelet \( \psi \) is defined as

\[
\psi(x) = \begin{cases} 
1 & x \in [0, \frac{1}{2}), \\
-1 & x \in [\frac{1}{2}, 1).
\end{cases}
\]

Again, the translates and dilates of \( \psi_{j,k} \) of \( \psi \) are given by

\[
\psi_{j,k}(x) = 2^{j/2}\psi(2^j x - k),
\]

and the complement spaces \( W_j \) are defined by \( W_j = \text{span}_{k} \{ \psi_{j,k} \} \). It is straightforward to verify that the spaces \( V_{j-1} \) and \( W_{j-1} \) form an orthogonal direct sum of \( V_j \). That is, we have

\[
V_j = V_{j-1} \bigoplus W_{j-1}.
\]

This process is well-known and standard in the literature as a means of constructing multiscale bases for \( L^2[0, 1] \). We will follow an analogous strategy to construct multiscale bases over the triangular domain depicted in Figure 3.2.
We first denote the characteristic functions over the triangular domain as shown in the Figure 3.2

\[ 1_{\Delta_s}(x) = \begin{cases} 1 & x \in \Delta_s \\ 0 & \text{otherwise.} \end{cases} \]

We next consider the regular refinement shown in Figure 3.2 where \( \Delta_{i_1i_2} \) is the \( i_2 \) child of \( \Delta_{i_1} \). In general \( \Delta_{i_1i_2...i_m}\) is the \( (m+1)^{st} \) child of \( \Delta_{i_1i_2...i_m} \). The multiscaling function \( \phi_{j,k} \) is defined as

\[
\phi_{j,k}(x) = \frac{1_{\Delta_{i_1i_2...i_j}}(x)}{\sqrt{m(\Delta_{i_1i_2...i_j})}}
\]

where \( j \) refers to the level of refinement in the grid.

Since the history dependent operators \( (\mathcal{H}X)(t) \) act on the infinite dimensional space \( P = P_1 \times \cdots \times P_\ell \) of functions \( \mu = (\mu_1, \ldots, \mu_\ell) \), we need approximations of these operators for computations and applications. In the discussion that follows we choose each function \( \mu_i \in P_i := L^2(\Delta) \) where the domain \( \Delta \subset \mathbb{R}^2 \) is defined as

\[
\Delta := \left\{ (s_1, s_2) \in \mathbb{R}^2 \left| \bar{s} \leq s_1 \leq s_2 \leq \bar{s} \right. \right\}.
\]

The modification of the construction that follows for different domains \( \Delta_i \) for the functions \( \mu_i \in L^2(\Delta_i) \) is trivial, but notationally tedious, and we leave the more general case to the reader. Given the domain \( \Delta \) we introduce a regular refinement depicted in Figure 3.2 and discussed in more detail in Appendix A. The set \( \Delta \) is subdivided into \( \Delta_1, \Delta_2, \Delta_3, \Delta_4 \) as shown, and each \( \Delta_i \) is subdivided into \( \Delta_{i_1}, \Delta_{i_2}, \Delta_{i_3}, \Delta_{i_4} \). Further subdivision recursively introduces the sets \( \Delta_{i_1...i_j} \) for \( i_j = 1, \ldots, 4 \) that are the children of \( \Delta_{i_1...i_{j-1}} \).

The characteristic functions \( 1_{\Delta_1}, \ldots, 1_{\Delta_4} \) define a collection of multiscaling functions \( \phi^1, \ldots, \phi^4 \) as defined in [19]. We define the space of piecewise constant functions \( V_j \) on grid refinement level \( j \) to be the span of the characteristic functions of the sets \( \Delta_{i_1...i_j} \), so that the dimension of \( V_j \) is \( 4^j \). We denote by \( \{\phi_{j,k}\}_{k=1,...,4^j} \) the orthonormal basis obtained from these characteristic functions on a particular grid level, each normalized so that \( (\phi_{j,k}, \phi_{j,\ell})_{L^2(\Delta)} = \delta_{k,\ell} \). Each of the basis functions \( \phi_{j,k} \) will be proportional to the characteristic function \( \phi^\ell(2^j x + d) \) for some \( \ell \in \{1,2,3,4\} \) and displacement vector \( d \). It is straightforward in this case [19] to define 3 piecewise constant multiwavelets \( \psi^1, \psi^2, \psi^3 \) that are used...
to define functions $\psi_{j,m}$ for $m = 1, \ldots, 3 \times 4^j$ that span the complement spaces $W_j = \text{span} \{\psi_{j,m}\}_{m=1,\ldots,3\times4^j}$ that satisfy

$$V_j = \bigoplus_{4^j \text{ functions}} V_{j-1} \bigoplus_{4^{j-1} \text{ functions}} W_{j-1} \bigoplus_{3 \times 4^{j-1} \text{ functions}} W_{j-1}.$$ 

It is a straightforward exercise to define $L^2(\Delta)$–orthonormal wavelets that span $W_j$ for each $j \in \mathbb{N}_0$, but the nomenclature is lengthy. Since we do not use the wavelets specifically in this paper, the details are omitted. Each function $\psi_{j,m}$ is proportional to one of the three scaled and translated multiwavelet functions and satisfies the orthonormality conditions

$$\langle \psi_{j,k}, \psi_{m,\ell} \rangle = \delta_{j,m} \delta_{k,\ell} \quad \text{for all } j, k, m, \ell,$$

$$\langle \psi_{j,k}, \phi_{m,\ell} \rangle = 0 \quad \text{for } j \geq m \text{ and all } k, \ell.$$

In the next step, we denote the orthogonal projection onto the span of the piecewise constants defined on a grid of resolution level $j$ by $\Pi_j$ so that

$$\Pi_j : P \to V_j.$$ 

Finally, we define the approximation space $A^\alpha_2$ in terms of the projectors $\Pi_j$ as

$$A^\alpha_2 := \left\{ f \in P \left| \|f\|_{A^\alpha_2} := \left( \sum_{j=0}^{\infty} 2^{2\alpha j} \| (\Pi_j - \Pi_{j-1}) f \|_P^2 \right)^{1/2} \right. \right\}.$$ 

Note that this is a special case of the more general analysis in [6]. We define our approximation method in terms of one point quadratures defined over the triangles $\Delta_{i_1\ldots i_j}$ that constitute the grid of level $j$ that defines $V_j$. For notational convenience, we collect all triangles at a fixed level $j$ in the singly indexed set

$$\{ \Delta_{j,k} \}_{k \in \Lambda_j} := \{ \Delta_{i_1\ldots i_j} \}_{i_1,\ldots,i_j \in 1,2,3,4}$$

where $\Lambda_j := \{ k \in \mathbb{N} \mid 1 \leq k \leq 4^j \}$, and the quadrature points are chosen such that $\xi_{j,k} \in \Delta_{j,k}$ for $k = 1, \ldots, \Lambda_j$. We now can state our principle approximation result for the class of history dependent operators in this paper.

**Theorem 1** Suppose that the function $\gamma$ that defines the history dependent kernel in Equation 3.9 is a bounded function in $C^\alpha(\mathbb{R})$, and define the approximation $h_j$ associated with the grid level $j$ of the history dependent operator $h$ to be

$$(h_j f)(t) \circ \mu := \iint_{\Delta} \left( \sum_{\xi_{j,k} \in \Gamma_j} 1_{\Delta_{j,k}}(s) \kappa(\xi_{j,k}, t, f) \right) \mu(s)ds.$$ 

Then there is a constant $C > 0$ such that

$$\|(h_j f)(t) \circ \mu - (hf)(t) \circ \mu\| \leq C 2^{-(\alpha+1)j}$$

(3.11)
for all \( f \in C[0, T], \ t \in [0,T], \) and \( \mu \in P. \) If in addition \( \mu \in A_2^{\alpha+1}, \) there is a constant \( \tilde{C} > 0 \) such that
\[
|(h_j f)(t) \circ \Pi_j \mu - (h f(t) \circ \mu| \leq \tilde{C} 2^{-(\alpha + 1)j} \tag{3.12}
\]
for all \( f \in C[0, T] \) and \( t \in [0,T]. \)

Proof 3 We first prove the inequality in Equation 3.11. By definition of the operator \( h, \) we can write
\[
|(h_j f)(t) \circ \mu - (h f(t) \circ \mu| \leq \int \int_{\Delta} \left( |\sum_{k \in \Lambda_j} 1\Delta_{j,k}(s) \alpha(\xi_{j,k}, t, f) - \alpha(s, t, f)| \right) \mu(s) \ ds
\]
\[
\leq \int \int_{\Delta} \left| \sum_{k \in \Lambda_j} 1\Delta_{j,k}(s) (\alpha(\xi_{j,k}, t, f) - \alpha(s, t, f)) \right| |\mu(s)| \ ds
\]
Since the ridge function \( \gamma \) is a bounded function in \( C^\alpha(\mathbb{R}) \), the output mapping \( s \mapsto \alpha(s, t, f) \) is also a bounded function in \( C^\alpha(\Delta) \) where the Lipschitz constant is independent of \( t \in [0,T] \) and \( f \in C[0, T]. \) Using Proposition 2.5 of [31], we have
\[
|(h_j f)(t) \circ \mu - (h f(t) \circ \mu| \leq \int \int_{\Delta} \sum_{k \in \Lambda_j} 1\Delta_{j,k}(s) L|\xi_{j,k} - s|^\alpha \ |\mu(s)| \ ds
\]
\[
\leq L \sum_{k \in \Lambda_j} \left( m(\Delta_{j,k})\left( \frac{\sqrt{2}(s - \bar{s})}{2^j} \right)^\alpha \right) \int_{\Delta_{j,k}} \ |\mu(s)| \ ds
\]
\[
\leq L \sum_{k \in \Lambda_j} \left( m(\Delta_{j,k})\left( \frac{\sqrt{2}(s - \bar{s})}{2^j} \right)^\alpha \right) m^{1/2}(\Delta_{j,k}) ||\mu||_P
\]
\[
\leq L 2^{2j} \left( \frac{1}{2} \left( \frac{(s - \bar{s})^2}{2^{2j}} \right) \left( \frac{\sqrt{2}(s - \bar{s})}{2^j} \right)^\alpha \left( \frac{1}{2} \left( \frac{(s - \bar{s})^2}{2^{2j}} \right) \right)^{1/2} \right)^{1/2} \ ||\mu||_P = C 2^{-(\alpha + 1)j} ||\mu||_P
\]
Since we have
\[
|(h_j f)(t) \circ \Pi_j \mu - (h f(t) \circ \mu| \leq |(h_j f)(t) \circ \Pi_j \mu - (h f(t) \circ \mu| + |(h_j f)(t) \circ \mu - (h f(t) \circ \mu|,
\]
the second inequality in Equation 3.12 follows from the first Equation 3.11 provided we can show that
\[
|(h_j f)(t) \circ (\mu - \Pi_j \mu)| \leq C 2^{-(\alpha + 1)j}
\]
for some constant \( C. \) But it is a standard feature of the approximation spaces that if \( \mu \in A_2^{\alpha+1}, \) then \( ||\mu - \Pi_j \mu||_P \leq 2^{-(\alpha + 1)j} \ ||\mu||_{A_2^{\alpha+1}}. \) To see why this is so, suppose
that $\mu \in A^{a+1}$. We have

$$\|\mu - \Pi_j \mu\|_F^2 = \sum_{k = j+1}^{\infty} \|\Pi_k - \Pi_{k-1}\|_F^2 \mu \leq \sum_{k = j+1}^{\infty} 2^{-(a+1)k} 2^{2(a+1)k} \|\Pi_k - \Pi_{k-1}\|_F^2 \mu \leq 2^{-(a+1)j} \sum_{k = j+1}^{\infty} 2^{2(a+1)k} \|\Pi_k - \Pi_{k-1}\|_F^2 \mu \leq 2^{-(a+1)j} \|\mu\|_A^{a+1}.$$

When we apply this to our problem, the upper bound follows immediately

$$\|(h_j \gamma)(t) \circ (\mu - \Pi_j \mu)\| \leq \sup_{t \in [0, T]} \|(h_j \gamma)(t)\|_F \|\mu - \Pi_j \mu\|_F \leq C 2^{-(a+1)j},$$

since the boundedness of the ridge function $\gamma$ implies the uniform boundedness of the history dependent operators $(h_j \gamma)(t)$ over $[0, T]$.

Theorem 1 can now be used to establish error bounds for input-output maps that have the form in Equation 3.8.

Theorem 2 Suppose that the hypotheses of Theorem 1 hold. Then we have

$$\|(\mathcal{H}X)(t) - (\mathcal{H}_j X)(t)\Pi_j\| \lesssim 2^{-(a+1)j}.$$

Where $\mathcal{H}$ is defined in Equations 3.5, 3.8, and $\mathcal{H}_j$ is defined in Equations 3.13, 3.14 and 3.15 below.

Proof 4 Recall that for $i = 1 \ldots q$ we had

$$y_i(t) = \sum_{\ell = 1 \ldots l} b_{i\ell}(X(t)) (h_{\ell}(a(X))(t) \circ \mu_{\ell}).$$

In matrix form this equation can be expressed as

$$
\begin{bmatrix}
y_1(t) \\
\vdots \\
y_q(t)
\end{bmatrix}
= 
\begin{bmatrix}
b_{11}(X(t)) & \cdots & b_{1l}(X(t)) \\
\vdots & \ddots & \vdots \\
b_{q1}(X(t)) & \cdots & b_{ql}(X(t))
\end{bmatrix}
\begin{bmatrix}
h_1(a(X))(t) \circ \mu_1 \\
\vdots \\
h_l(a(X))(t) \circ \mu_l
\end{bmatrix}.
$$

It follows that,

$$y(t) = (\mathcal{H}X)(t) \circ \mu = b(X(t)) (\mathcal{H}X)(t) \circ \mu.$$
By assumption \( X \in C([0,T], \mathbb{R}^m) \). The construction of \( H \) and \( \mathcal{H} \) guarantees that 
\[(HX)(t) \in \mathcal{L}(P, \mathbb{R}^i), \]
\( H : C([0,T], \mathbb{R}^m) \to C([0,T], \mathcal{L}(P, \mathbb{R}^i)) \), and \( \mathcal{H} : C([0,T], \mathbb{R}^m) \to C([0,T], \mathbb{R}^q) \). In this proof we denote by \((\mathbb{R}^l, \|\cdot\|_u)\) the norm vector space that endows \( \mathbb{R}^l \) with the \( l^m \) norm \( \|v\|_u := \left(\sum_{i=1}^l |v_i|^u\right)^{\frac{1}{u}} \) for \( 1 \leq u \leq \infty \). The normed vector space \((\mathbb{R}^q \times \mathbb{R}, \|\cdot\|_{s,u})\) denotes the induced operator norm on matrices that map \((\mathbb{R}^l, \|\cdot\|_u)\) into \((\mathbb{R}^q, \|\cdot\|_s)\). Now we define an approximation on the mesh level \( j \) of \( \mathcal{H} \) to be
\[
(H_jX)(t) = b(X(t))(H_jX)(t)\Pi_j,
\]
\[
(H_jX)(t) = \begin{bmatrix}
h_{1,j}(a(X))(t) & 0 & \cdots & 0 \\
0 & h_{2,j}(a(X))(t) & \cdots & 0 \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & h_{l,j}(a(X))(t)
\end{bmatrix}
\]
and
\[
h_{i,j}(t) \circ \nu = \int_{\Delta} \sum_{k \in \Lambda_j} 1_{\Delta_k,j}(s) \kappa(\xi_{j,k}, t, f) \nu(s) ds
\]
for \( i = 1, \ldots, \ell \) and \( \nu_i \in P_i \). To simplify the derivation or an error bound for approximation of \( HX(t) \circ \mu \), let \( (HX)(t) \circ \mu \) be denoted by \( g(t) \). We have assumed that \( X \to b(X) \) and \( t \to X(t) \) are continuous mappings. Therefore \( t \mapsto b(X(t)) \) is continuous and on a compact set \([0,T]\), and \( b(X) \in C([0,T], \mathbb{R}^q \times \mathbb{R}) \). We therefore by definition have
\[
\|b(X(t))\|_{(\mathbb{R}^q \times \mathbb{R}, \|\cdot\|_{s,u})} \leq \sup_{t \in [0,T]} \|b(X(t))\|_{(\mathbb{R}^q \times \mathbb{R}, \|\cdot\|_{s,u})},
\]
\[
= \|b(X(\cdot))\|_{C([0,T], (\mathbb{R}^q \times \mathbb{R}, \|\cdot\|_{s,u})},
\]
\[
\|b(X(t))g(t)\|_{(\mathbb{R}^q, \|\cdot\|_q)} \leq \|b(X(\cdot))\|_{C([0,T], (\mathbb{R}^q \times \mathbb{R}, \|\cdot\|_{s,u})} \|g(t)\|_{(\mathbb{R}^l, \|\cdot\|_u)}.
\]
with the norms explicitly denoted in the subscript. For \( t \in [0,T] \), and applying these definitions,
\[
\|b(X(t))(HX)(t) - (H_jX)(t)\Pi_j \|_{(\mathbb{R}^q, \|\cdot\|_u)} \leq \|b(X(t))\|_{(\mathbb{R}^q \times \mathbb{R}, \|\cdot\|_{s,u})} \|(HX)(t) - (H_jX)(t)\Pi_j \|_{(\mathbb{R}^q, \|\cdot\|_u)} \|\mu\|_{(\mathbb{R}^l, \|\cdot\|_u)}
\]
\[
\leq \|b(X(\cdot))\|_{C([0,T], (\mathbb{R}^q \times \mathbb{R}, \|\cdot\|_{s,u})} \|(HX)(t) - (H_jX)(t)\Pi_j \|_{(\mathbb{R}^q, \|\cdot\|_u)} \|\mu\|_{(\mathbb{R}^l, \|\cdot\|_u)}
\]
with
\[
\|(HX)(t) - (H_jX)(t)\Pi_j \|_{(\mathbb{R}^q, \|\cdot\|_u)} = 
\begin{bmatrix}
h_{1,j}(a(X))(t) - h_{1,j}(a(X))(t)\Pi_j \\
h_{2,j}(a(X))(t) - h_{2,j}(a(X))(t)\Pi_j \\
\vdots \\
h_{l,j}(a(X))(t) - h_{l,j}(a(X))(t)\Pi_j
\end{bmatrix}
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_l
\end{bmatrix}
\]
Therefore we can now write
\[
\|(HX)(t) - (H_jX)(t)\Pi_j \|_{(\mathbb{R}^q, \|\cdot\|_u)} \leq \|(HX)(t) - (H_jX)(t)\Pi_j \|_{(\mathcal{L}(P, (\mathbb{R}^q, \|\cdot\|_u)))} \|\mu\|_{P}.
\]
Hence, recalling Theorem 1 we can now derive the convergence rate

\[
\|((HX)(t) - (H_jX)(t)\Pi_j)\|_{(\mathcal{L}(\mathbb{R}^l,\|\cdot\|_u)))} = \sup_{\|\mu\|<1} \|((HX)(t) - (H_jX)(t)\Pi_j) \circ \mu\|_{(\mathbb{R}^l,\|\cdot\|_u)} \\
\leq \sup_{\|\mu\|<1} |((h_{i,j}(a(X)))(t) - (h_{i,j}(a(X)))(t)\Pi_j) \circ \mu| \\
\leq \hat{C}2^{-(\alpha+1)j}.
\]

Therefore we obtain the final bound

\[
\|(HX)(t) - (H_jX)(t)\Pi_j)\|_{(\mathbb{R}^l,\|\cdot\|_u)} \lesssim 2^{-(\alpha+1)j}, \quad (3.16)
\]

for all \(t \in [0,T]\).

### 3.3 Well-Posedness: Existence and Uniqueness

The history dependent governing equations studied in this paper are a special case of the more general class of abstract Volterra equations or functional differential equations. A general treatise on abstract Volterra equations can be found in [5], while various generalizations of theory for the existence and uniqueness of functional differential equations have been given in [12], [25], [16]. We have noted in Section ?? that the general form of the governing equations we consider in this paper have the form

\[
\dot{X}(t) = AX(t) + B((HX)(t) \circ \mu + u(t)) \quad (3.17)
\]

where the state vector \(X(t) \in \mathbb{R}^m\), the control inputs \(u(t) \in \mathbb{R}^q\), \(A \in \mathbb{R}^{m \times m} = \mathbb{R}^{2n \times 2n}\) is a Hurwitz matrix, and \(B \in \mathbb{R}^{m \times q}\) is the control input matrix. We make the following assumptions about the history dependent operators \(\mathcal{H}\):

**H1** \(\mathcal{H} : C([0,\infty),\mathbb{R}^m) \mapsto C([0,\infty),P^*)\)

**H2** \(\mathcal{H}\) is causal in the sense that for all \(x,y \in C([0,\infty);\mathbb{R}^m)\),

\[
x(\cdot) \equiv y(\cdot) \text{ on } [0,\tau] \implies (\mathcal{H}x)(t) = (\mathcal{H}y)(t) \quad \forall t \in [0,\tau].
\]

**H3** Define the closed set consisting of all continuous functions \(f\) that remain within radius \(r\) of the initial condition \(X_0\) over the closed interval \([t,t+h]\),

\[
\mathcal{B}_{[t,t+h],r}(X_0) := \left\{ f \in C([0,h),\mathbb{R}^m) \bigg| f(0) = X_0 \text{ and } \|f(s) - X_0\|_{\mathbb{R}^m} \leq r \text{ for } s \in [t,t+h] \right\},
\]

for a fixed \(X_0 \in \mathbb{R}^m\). For each \(t \geq 0\), we assume that there exist \(h,r,L > 0\) such that

\[
\|(\mathcal{H}X)(s) - (\mathcal{H}Y)(s)\|_{P^*} \leq L\|X - Y\|_{[t,t+h]} \quad s \in [t,t+h] \quad (3.18)
\]

for all \(X,Y \in \mathcal{B}_{[t,t+h],r}(X_0)\).
Our first result guarantees the existence and uniqueness of a local solution to Equation 3.4, and also describes an important case when such local solutions can be extended to $[0, \infty)$. This theorem can be proven via the existence and uniqueness Theorem 2.3 in [16] for functional delay-differential equations. However, since we are not interested in delay differential equations in this paper, but rather on a highly structured class of integral hysteresis operators, the proof can be much simplified.

**Theorem 3** Suppose that the history dependent operator $\mathcal{H}$ satisfies the hypotheses $(H1),(H2),(H3)$. Then there is a $\delta > 0$ such that Equation 3.17 has a solution $X \in C([0, \delta), \mathbb{R}^m)$. Suppose the interval $[0, \delta)$ is extended to the maximal interval $[0, \omega) \subset [0, \delta)$ over which such a solution exists. If the solution is bounded, then $[0, \omega) = [0, \infty)$.

**Corollary 1** Suppose that the history dependent operator $\mathcal{H}$ in Equation 3.17 is defined as in Equation 3.7 and 3.8 in terms of a globally Lipschitz, bounded continuous ridge function $\gamma : \mathbb{R} \to \mathbb{R}$ in Equation 3.9. Then Equation 3.17 has a unique solution $X \in C([0, \infty), \mathbb{R}^m)$ for each $\mu \in \mathcal{P}$.

**Proof 5** For completeness, we outline a simplified version the proof of Theorem 3 for our class of history and parameter dependent equations. As a point of comparison, the reader is urged to compare the proof below to the conventional proof for systems of nonlinear ordinary differential equations, such as in [17]. If we integrate the equations of motion in time, we can define an operator $T : C([0, h), \mathbb{R}^m) \to C([0, h), \mathbb{R}^m)$ from

$$X(t) = X_0 + \int_0^t AX(\tau) + B((\mathcal{H}X)(\tau) \circ \mu + u(\tau))d\tau,$$

$$X(t) = (TX)(t),$$

for all $t \in [0, h]$. As introduced in hypothesis $(H3)$, we select $h, r > 0$ and define

$$\bar{B}_{[0, h], r}(X_0) := \left\{ X \in C([0, h), \mathbb{R}^m) \big| X(0) = X_0, \|X_0 - X\|_{[0, \delta]} \leq r \right\}.$$  

such that the local Lipschitz condition in Equation 3.18 holds. Now we consider restricting the equation to a subinterval $[0, \delta] \subseteq [0, h]$, and investigate conditions on $T$ that enable the application of the contraction mapping theorem. We first study what conditions on $\delta > 0$ are sufficient to guarantee that $T : \bar{B}_{[0, \delta], r}(X_0) \to$
\( \mathcal{B}_{[0,\delta],r}(X_0) \). We have

\[
\|TX(t) - X_0\|_{\mathbb{R}^n} \leq \int_0^t \|AX(s) + B((\mathcal{H}X(s) \circ \mu + u(s))\|_{\mathbb{R}^m} \, ds \\
\leq \int_0^t \left( \|A\|\|X(s) - X_0\|_{\mathbb{R}^m} + \|AX_0\|_{\mathbb{R}^m} \right) \\
+ \|B\| \left( (\mathcal{H}X(s) - (\mathcal{H}X_0)(s)) \right) \|\mu\|_{\mathbb{P}} \leq L\|X - X_0\|_{[0,\delta]} \\
+ \|B\| \left( (\mathcal{H}X_0)(s) \right) \|\mu\|_{\mathbb{P}} \leq M_H \leq \|\mathcal{H}X_0\|_{C([0,\delta],\mathbb{P})} \leq M_u \leq \|\mu\|_{C([0,\delta],\mathbb{P})} \\
\leq ((\|A\| + \|B\|\mu L)r + M_A + \|B\|M_T) \delta \\
\leq ((\|A\| + \|B\|\mu L)r + M_A + \|B\|M_T) \delta \\

\text{where } M_T = M_H + M_u. \text{ Now we restrict } \delta \text{ so that}
\]

\[
\left( (\|A\| + \|B\|\mu L)r + M_A + \|B\|M_T \right) \delta \leq r,
\]

which implies

\[
\delta \leq \frac{r}{(\|A\| + \|B\|\mu L)r + M_A + \|B\|M_T}.
\]

We thereby conclude that

\[
\|TX(t) - X_0\|_{C([0,\delta],[\mathbb{R}^m])} \leq r \text{ for } t \in [0,\delta],
\]

and it follows that \( T : \mathcal{B}_{[0,\delta],r} \to \mathcal{B}_{[0,\delta],r} \). Next we study conditions on \( \delta \) that guarantee that \( T : \mathcal{B}_{[0,\delta],r} \to \mathcal{B}_{[0,\delta],r} \) is a contraction. We compute directly a bound on the difference of the output as

\[
\|(TX)(t) - (TY)(t)\|_{\mathbb{R}^m} \leq \int_0^t \|AX(s) - AY(s) + B((\mathcal{H}X(s) - (\mathcal{H}Y(s)) \circ \mu))\|_{\mathbb{R}^m} \, ds \\
\leq (\|A\| + \|B\|\mu L\mu)\|X - Y\|_{\mathbb{R}^m}.\delta.
\]

If we choose

\[
\delta < \min \left\{ h, \frac{r}{(\|A\| + \|B\|\mu L)r + M_A + \|B\|M_T)}, \frac{1}{\|A\| + \|B\|\mu L} \right\},
\]

it is apparent that \( T \) is a contraction that maps the closed set \( \mathcal{B}_{[0,\delta],r} \) into itself. There is a unique solution in \( \mathcal{B}_{[0,\delta],r} \) on \([0,\delta]\).

### 3.4 Online Identification

A substantial literature has emerged that treats online estimation problems for linear or nonlinear plants governed by systems of ordinary differential equations. Approaches for these finite dimensional systems that are based on variants of
Lyapunov’s direct method can be found in any of a number of good texts including, for instance, [24], [28], or [18]. The general strategies that have proven fruitful for such finite dimensional systems have often been extended to classes of systems whose dynamics evolve in an infinite dimensional space: distributed parameter systems. A discussion of the general considerations for identification of distributed parameter systems can be found in [2], for example, while studies that are specifically relevant to this paper include [7], [8], [9], and [3].

In this section we adapt the framework introduced in [3] to our class of history dependent, functional differential equations. The approach in [3] assumes that the state equations for the distributed parameter system have first order form, and they are cast in terms of a nonlinear, parametrically dependent bilinear form that is coercive. The resulting equations that govern the error in state and in distributed parameter estimates is a nonlinear function of the state trajectory of the plant. In contrast, a similar strategy in this paper yields error equations that depend nonlinearly on the history of the state trajectory.

The general online estimation problem discussed in this section assumes that we observe the value of the state $X(t) \in \mathbb{R}^m$ at each time $t \geq 0$ that depends on some unknown distributed parameter $\mu \in P$, and subsequently use the observed state to construct estimates $\hat{X}$ of the states and $\hat{\mu}$ of the distributed parameters. We construct online estimates that evolve on the state space $\mathbb{R}^m \times P$ according to the time varying, distributed parameter system equations

$$
\begin{align*}
\dot{\hat{X}}(t) &= A\hat{X}(t) + B((HX)(t) \circ \hat{\mu}(t) + u(t)), \\
\dot{\hat{\mu}}(t) &= -(B(HX)(t))^* \hat{X}(t),
\end{align*}
$$

for $t \geq 0$ where the initial conditions are $\hat{X}_0 := X_0$, $\hat{\mu}(0) := \mu_0$. In these equations, we denote the adjoint operator $L^*$ for any bounded linear operator $L$. These equations can be understood as incorporating a natural choice of a parameter update law. The learning law above can be interpreted as generalization of the conventional gradient update law that features prominently in approaches for finite dimensional systems [18] and that has been extended to distributed parameter systems in [3]. It is immediate that the error in estimation of the states $\tilde{X} := X - \hat{X}$ and in the distributed parameters $\tilde{\mu} := \mu - \hat{\mu}$ satisfy the homogeneous system of equations

$$
\begin{align*}
\begin{cases}
\dot{\tilde{X}}(t) \\
\dot{\tilde{\mu}}(t)
\end{cases} =
\begin{bmatrix}
A & B(HX)(t) \\
-(B(HX)(t))^* & 0
\end{bmatrix}
\begin{cases}
\tilde{X}(t) \\
\tilde{\mu}(t)
\end{cases}.
\end{align*}
$$

### 3.4.1 Approximation of the Estimation Equations

The governing system in Equations 3.19 constitute a distributed parameter system since the functions $\hat{\mu}(t)$ evolve in the infinite dimensional space $P$. In practice these equations must be approximated by some finite dimensional system. We
define $\tilde{X}_j = X - \hat{X}_j$ and $\tilde{\mu}_j = \hat{\mu} - \hat{\mu}_j$ where $\tilde{X}_j$ and $\tilde{\mu}_j$ express approximation errors due to projection of solutions in $\mathbb{R}^m \times P$ to a finite dimensional approximation space. We construct a finite dimensional approximation of the the online estimation equations using the results of Section 3.2.2 and obtain

$$\dot{\tilde{X}}_j(t) = A\tilde{X}_j(t) + B((\mathcal{H}_jX)(t)\Pi_j \circ \hat{\mu}_j(t) + u(t)), \quad (3.20)$$

$$\dot{\tilde{\mu}}_j(t) = -(B(\mathcal{H}_jX)(t)\Pi_j)^* X(t). \quad (3.21)$$

**Theorem 4** Suppose that the history dependent operator $\mathcal{H}$ in Equation 3.17 is defined as in equation 3.7 and 3.8 in terms of a globally Lipschitz, bounded continuous ridge function $\gamma : \mathbb{R} \rightarrow \mathbb{R}$ in Equation 3.9. Then for any $T > 0$, we have

$$\|\tilde{X} - \hat{X}_j\|_{C([0,T],\mathbb{R}^m)} \rightarrow 0,$$

$$\|\tilde{\mu} - \hat{\mu}_j\|_{C([0,T],P)} \rightarrow 0,$$

as $j \rightarrow \infty$.

**Proof 6** Define the operators $G(t) : P \rightarrow \mathbb{R}^m$ and $G_j(t) : P \rightarrow \mathbb{R}^m$ for each $t \geq 0$ as

$$G(t) := B(\mathcal{H}X)(t),$$

$$G_j(t) := B(\mathcal{H}_jX)(t)\Pi_j.$$

The time derivative of the error in approximation can be expanded as follows:

$$\frac{1}{2} \frac{d}{dt} \left( (\tilde{X}_j, \tilde{X}_j)_{\mathbb{R}^m} + (\tilde{\mu}_j, \tilde{\mu}_j)_P \right) = (\tilde{X}_j, \tilde{X}_j)_{\mathbb{R}^m} + (\tilde{\mu}_j, \tilde{\mu}_j)_P$$

$$= (A\tilde{X}_j + G\tilde{\mu} - G_j\tilde{\mu}_j, \tilde{X}_j)_{\mathbb{R}^m} + (-(G - G_j)^* X, \tilde{\mu}_j)_{\mathbb{R}^m}$$

$$= (A\tilde{X}_j, \tilde{X}_j)_{\mathbb{R}^m} + (G - G_j)\tilde{\mu}, \tilde{X}_j)_{\mathbb{R}^m} + (G_j(\tilde{\mu} - \tilde{\mu}_j), \tilde{X}_j)_{\mathbb{R}^m} - ((G - G_j)\tilde{\mu}_j, X)_{\mathbb{R}^m}$$

$$\leq c(\tilde{X}_j, \tilde{X}_j)_{\mathbb{R}^m} + \|(G - G_j)\tilde{\mu}\|_{\mathbb{R}^m}\|\tilde{X}_j\|_{\mathbb{R}^m} +$$

$$\|G_j\|_{L(P,\mathbb{R}^m)}\|\tilde{\mu}_j\|_P\|\tilde{X}_j\|_{\mathbb{R}^m} +$$

$$\|G - G_j\|_{L(P,\mathbb{R}^m)}\|\tilde{\mu}_j\|_P\|X\|_{\mathbb{R}^m}.$$

We will next use a common inequality that can be derived from two applications of the triangle inequality. We have

$$(a + b, a + b) = (a, a) + 2(a, b) + (b, b) \geq 0,$$

$$(a - b, a - b) = (a, a) - 2(a, b) + (b, b) \geq 0.$$

We conclude from this pair of inequalities that

$$|(a,b)| \leq \frac{1}{2} (\|a\|^2 + \|b\|^2).$$
The specific form that we apply this theorem is written as

\[ |(a, b)| = |(\sqrt{\epsilon}a, \frac{1}{\sqrt{\epsilon}}b)| \leq \epsilon \left| \frac{a}{2} \right|^{2} + \frac{1}{\epsilon} \left| \frac{b}{2} \right|^{2}. \]  

(3.22)

We apply the inequality in Equation 3.22 to each term in which \( \tilde{\mu}_{j} \) and \( X_{j} \) appear in a product.

\[
\frac{1}{2} \frac{d}{dt} \left( \|X_{j}\|_{P}^{2} + \|\tilde{\mu}_{j}\|_{P}^{2} \right) \leq c\|X_{j}\|_{P}^{2} + 2a \|G - G_{j}\|_{P}^{2} + \frac{1}{2a} \|X_{j}\|_{P}^{2} + \frac{1}{2b} \|G_{j}\|_{P}^{2} + \frac{1}{2c} \|\tilde{\mu}_{j}\|_{P}^{2} + \frac{1}{a} \|G - G_{j}\|_{P}^{2} \|\tilde{\mu}_{j}\|_{P}^{2}.
\]

Then

\[
\frac{d}{dt} \left( \|X_{j}\|_{P}^{2} + \|\tilde{\mu}_{j}\|_{P}^{2} \right) \leq c\|G - G_{j}\|_{P}^{2} \|X\|_{P}^{2} + (2c + a + b) \|X_{j}\|_{P}^{2} + \left( \frac{1}{1} + \frac{1}{2b} \|G_{j}G_{j}\| \right) \|\tilde{\mu}_{j}\|_{P}^{2} + \frac{1}{a} \|G - G_{j}\|_{P}^{2} \|\tilde{\mu}_{j}\|_{P}^{2}.
\]

We integrate this inequality in time from 0 to t to obtain

\[
\|X_{j}(t)\|_{P}^{2} + \|\tilde{\mu}_{j}(t)\|_{P}^{2} \leq \|X_{j}(0)\|_{P}^{2} + \|\tilde{\mu}_{j}(0)\|_{P}^{2} + \int_{0}^{t} c\|G(s) - G_{j}(s)\|_{P}^{2} \|X(s)\|_{P}^{2} ds
\]

\[
+ \int_{0}^{t} \left( 2c + a + b \right) \|X_{j}(s)\|_{P}^{2} + \left( \frac{1}{1} + \frac{1}{2b} \|G_{j}^{*}(s)G_{j}(s)\| \right) \|\tilde{\mu}_{j}(s)\|_{P}^{2} ds
\]

\[
+ \int_{0}^{t} \frac{1}{a} \|G(s) - G_{j}(s)\|_{P}^{2} \|\tilde{\mu}_{j}\|_{P}^{2} ds.
\]

Choose \( a, b > 0 \) large enough so that \( (2c + a + b) > 0 \) and set \( \gamma > 1 \). If we define

\[
\gamma := \max \left( 2c + a + b, \frac{1}{c} + \frac{\eta}{b} \sup_{s \in [0, T]} \|G_{j}^{*}(s)G(s)\|, 1 \right),
\]

\[
\lambda_{j}(t) := \|(I - \Pi_{j})\tilde{\mu}(0)\|_{P} + \int_{0}^{t} \|G(s) - G_{j}(s)\|_{P}^{2} \left( c\|X\|_{P}^{2} + \frac{1}{a} \|\tilde{\mu}\|_{P}^{2} \right) ds,
\]

then the inequality can be written as

\[
\|X_{j}(t)\|_{P}^{2} + \|\tilde{\mu}_{j}(t)\|_{P}^{2} \leq \lambda_{j}(t) + \gamma \int_{0}^{t} \left( \|X_{j}(s)\|_{P}^{2} + \|\tilde{\mu}_{j}(s)\|_{P}^{2} \right) ds.
\]

Gronwall’s Inequality now completes the proof of the theorem (see Appendix C).
We also further investigate \( \lambda_j(t) \) to derive the convergence rate for the approximate states and parameters evolving associated with level \( j \) resolution. According to the convergence results obtained in Theorem 1 we have \( \| G(s) - G_j(s) \|_{L_2(\mathbb{R}^m)} = \| B(\mathcal{H}X)(t) - B(\mathcal{H}_jX)(t) \Pi_j \| \leq C_2 2^{-(\alpha+1)j} \). Therefore, \( \| G(s) - G_j(s) \|^2 \leq C_2^2 2^{-(\alpha+1)2j} \). It then follows that

\[
\lambda_j(t) = \|(I - \Pi_j)\hat{\mu}(0)\|_P + \int_0^t 2^{-(\alpha+1)2j} \left( c\|X\|^2_{\mathbb{R}^m} + \frac{1}{\alpha}\|\hat{\mu}\|^2_P \right) ds \\
\leq \|(I - \Pi_j)\|\|\hat{\mu}(0)\|_P + 2^{-(\alpha+1)2j} \left( c\|X\|^2_{\mathbb{R}^m} + \frac{1}{\alpha}\|\hat{\mu}\|^2_P \right) t.
\]

If \( t \simeq C_3 2^{(\alpha+1)j} \), then \( \lambda_j(t) < O(2^{-(\alpha+1)j}) \) for \( t \in [0, C_3 2^{(\alpha+1)j}] \).

### 3.5 Adaptive Control Synthesis

In order to estimate the function \( \mu \) that weighs the contribution of history dependent kernels to the equations of motion, we first map it to an \( n \)-dimensional subspace of square integrable functions using a projection operator \( \Pi^n : P \mapsto P^n \). Let

\[
\dot{X} = AX + B((\mathcal{H}X) \circ (\mu - \hat{\mu}) + v)
\]

be the governing equation of a robotic system after applying a feedback linearization control signal as mentioned in Equation 3.3 with \( u = v - (\mathcal{H}X) \circ \hat{\mu} \). We substitute \( \mu = \Pi^n \mu + (I - \Pi^n)\mu \) and write

\[
\dot{X} = AX + B((\mathcal{H}X) \circ (\Pi^n \mu - \hat{\mu}) + v) + B((\mathcal{H}X) \circ (I - \Pi^n)\mu).
\]

Finally, by replacing \( d = \{(\mathcal{H}X)(I - \Pi^n) \circ \mu\} \) we obtain

\[
\dot{X} = AX + B((\mathcal{H}X) \circ (\Pi^n \hat{\mu}) + v + d),
\]

where

\[
\dot{\hat{\mu}} = -((\mathcal{H}X)\Pi^n)^*B^T PX.
\]

Theorem 5 Suppose the state equations have the form of Equation 3.3 and the matrix \( P \) is a symmetric positive definite solution of the Lyapunov equation \( A^T P + PA = -Q \) where \( Q > 0 \). Then by employing the update law \( \hat{\mu} = -((\mathcal{H}X)\Pi^n)^*B^T PX \), the control signal

\[
v(t) = \begin{cases} 
-k \frac{B^T PX}{\|B^T PX\|}, & \text{if } \|B^T PX\| \geq \epsilon \\
-k \frac{B^T PX}{\epsilon}, & \text{if } \|B^T PX\| < \epsilon 
\end{cases}
\]

with \( k > \|d\| \) drives the tracking error dynamics of the closed loop system is uniformly ultimately bounded and its norm is eventually \( O(\epsilon) \).
Proof 7 We choose the Lyapunov function

\[ V = \frac{1}{2} X^T \mathcal{P} X + \frac{1}{2} (\tilde{\mu}, \tilde{\mu})_\mathcal{P} \]  

(3.28)

where \( \mathcal{P} \) is the solution of the Lyapunov equation \( A^T \mathcal{P} + \mathcal{P} A = -Q \). The derivative of the Lyapunov function \( V \) along the closed loop system trajectory is

\[
\dot{V} = \frac{1}{2} (X^T \mathcal{P} X + X^T \mathcal{P} \dot{X}) + (\dot{\tilde{\mu}}, \dot{\tilde{\mu}})_\mathcal{P} \\
= \frac{1}{2} (AX + B((\mathcal{H}X) \circ (\Pi^n \tilde{\mu}) + v + d))^T \mathcal{P} X + X^T \mathcal{P} (AX + B((\mathcal{H}X) \circ (\Pi^n \tilde{\mu}) + v + d)) + (\dot{\tilde{\mu}}, \tilde{\mu})_\mathcal{P} \\
= \frac{1}{2} X^T (A^T \mathcal{P} + \mathcal{P} A) X + X^T \mathcal{P} B(v + d) + X^T \mathcal{P} B((\mathcal{H}X) \circ (\Pi^n \tilde{\mu})) + (\dot{\tilde{\mu}}, \tilde{\mu})_\mathcal{P} \\
= -\frac{1}{2} X^T Q X + X^T \mathcal{P} B(v + d) + (\dot{\tilde{\mu}} + ((\mathcal{H}X)\Pi^n)^* B^T \mathcal{P} X, \tilde{\mu})_\mathcal{P} \\
= -\frac{1}{2} X^T Q X + X^T \mathcal{P} B(v + d).
\]

Therefore we have

\[
\dot{V} \leq -\frac{1}{2} X^T Q X + X^T \mathcal{P} B(v + d), \\
\leq -\frac{1}{2} X^T Q X + \begin{cases} & X^T \mathcal{P} B \left( -k \frac{B^T \mathcal{P} X}{\|B^T \mathcal{P} X\|} + d \right) \quad \text{if } \|B^T \mathcal{P} X\| \geq \epsilon \\
& X^T \mathcal{P} B \left( -\frac{k}{\epsilon} B^T \mathcal{P} X + d \right) \quad \text{if } \|B^T \mathcal{P} X\| \leq \epsilon 
\end{cases} \\
\leq -\frac{1}{2} X^T Q X + \begin{cases} & - (k - \|d\|) \|B^T \mathcal{P} X\| \quad \text{if } \|B^T \mathcal{P} X\| \geq \epsilon \\
& \epsilon k \quad \text{if } \|B^T \mathcal{P} X\| \leq \epsilon
\end{cases} \\
\leq -\frac{1}{2} X^T Q X + \epsilon k.
\]

By Theorem 4.18 in [17] we conclude that there is a \( \bar{T} > 0 \) and \( \tau > 0 \) such that \( \|X(t)\| \leq \bar{C} \epsilon \) for all \( t \geq \bar{T} \).

3.6 Numerical Simulations

Our principle approximation result, the proposed online identification, and adaptive control of systems with history dependent forces are verified in this section. In the first experiment, we validate the operator approximation error bound presented in Theorem 1. In the second experiment, we model a wind tunnel single wing section with a leading and trailing edge flaps and apply the proposed sliding mode adaptive controller presented in Theorem 4. We illustrate the stability of the closed loop system and convergence of the closed-loop system trajectories to the equilibrium point.
3.6.1 Operator Approximation Error

In this section we consider a collection of numerical experiments to validate the operator approximation rates derived in Theorem 1. In order to show that Equation 3.12 holds, we choose a function $\mu(s)$ over $\Delta$ and then calculate $(h_{j\mu})(t) \circ \mu_j$ for different levels of refinement. Since the computation of $(h_f(t) \circ \mu$ exactly is numerically infeasible, we choose $J \gg j$ as the finest level of refinement in our simulation. According to Theorem 1, we have

$$|(h_{j\mu})(t) \circ \mu_j - (hf)(t) \circ \mu| \leq C_j2^{-(\alpha+1)J},$$

and for $j \ll J$ we see that

$$|(h_{j\mu})(t) \circ \mu_j - (hf)(t) \circ \mu| \leq C_j2^{-(\alpha+1)j}.$$  

Assuming $C = \max\{C_j, C_J\}$ and using the triangle inequality, we obtain

$$|(h_{j\mu})(t) \circ \mu_j - (h_{j\mu})(t) \circ \mu_j| 
\leq C(2^{-(\alpha+1)J} + 2^{-(\alpha+1)j})$$  \hspace{1cm} (3.29)

Therefore, given the weights $\mu_j$ for the finest level of refinement $J$, we can evaluate $\mu_j = \prod_j \mu_j$ and numerically verify Equation 3.29. Figure 3.3 shows the simulation results for $J = 7$ and $j = 2, 3, 4, 5$. The error term attenuates with increasing $j$. In order to investigate the rate of attenuation, we evaluate constant $C$ for different levels of refinements. As shown in figure 3.4, $C$ is approximately constant with respect to $j$ which agrees with the result from Equation 3.29.

3.6.2 Online Identification of History Dependent Aerodynamics and Adaptive Control for a Simple Wing Model

The reformatted governing equations of the system take the form of Equation 3.2 where $Q_a(t, \mu)$ is the vector of generalized history dependent aerodynamic loads.
The dynamic equation of the system can be written in the form of Equation 3.4, where the history dependent term $M^{-1}(q)Q_n(t, \mu)$ is rewritten in terms of a history dependent operator $(\mathcal{H}X)(t)$ acting on the distributed parameter function $\mu$. The history dependent operator includes a family of fixed history dependent kernels and the distributed parameters $\mu$ act as a weighting vector that determines the contribution of a specific history dependent kernel to the overall history dependent operator.

We perform an offline identification based on a set of experimental data collected from a wind tunnel experiments or CFD simulations. These define a nominal model for the history dependent aerodynamic loads that appear in the governing equations of the system. We can exploit the model in the numerical simulations to perform an online estimation of the history dependent aerodynamics and adaptive control of a simple wing model. The details of offline identification of history dependent aerodynamics follow the steps explained in [35].
The model developed in Figure 3.5 is chosen to validate our proposed adaptive sliding mode controller where $w$ is the velocity of wind, $k_h$ is spring constant in plunge, $k_\theta$ is a spring constant in pitch, $\theta$ is the pitch angle, $h$ is the plunge displacement, $c_\theta$ and $c_h$ are viscous damping coefficients, $m$ and $I_\theta$ are the mass and moment of inertia and, $x_a$ is the non-dimensionalized distance between center of mass and the elastic axis. Finally, $L$ and $M$ are lift and moment generated by the leading and trailing edge flaps. The angles $\beta_1$ and $\beta_2$ define the rotation of the trailing edge and leading edge flaps respectively. The dynamic equations of the wing model is derived in the appendix C as

$$
\begin{bmatrix}
m & mx_\theta \\
x_\theta & mx_\theta^2 + I_\theta
\end{bmatrix}
\begin{bmatrix}
\ddot{h} \\
\ddot{\theta}
\end{bmatrix}
+ 
\begin{bmatrix}
c_h & 0 \\
0 & c_\theta
\end{bmatrix}
\begin{bmatrix}
\dot{h} \\
\dot{\theta}
\end{bmatrix}
+ 
\begin{bmatrix}
k_h & 0 \\
0 & k_\theta
\end{bmatrix}
\begin{bmatrix}
h \\
\theta
\end{bmatrix}
= 
\begin{bmatrix}
L \\
0
\end{bmatrix}
+ 
\begin{bmatrix}
f_1(\beta_1, \beta_2) \\
f_2(\beta_1, \beta_2)
\end{bmatrix}.
$$

(3.30)

We have assumed the aerodynamic moment $M$ to be zero and the distance $x_a$ between the aerodynamic center $A$ and hinge point to be negligible to simplify the simulation. The unsteady aerodynamic lift is $L = Q_a(t, \mu)$ where $Q_a(t, \mu) = (HX) \circ \mu$ reflects the history dependent nature of aerodynamic loads. We rewrite Equation 3.30 to achieve the standard form presented in Equation 3.2.

The adaptive controller presented in Theorem 4 is composed of two parts. The first part compensates for the flutter generated by the history dependent aerodynamic forces through online identification of the aerodynamics. The second part employs an sliding mode controller to compensate for modeling errors.

It is noteworthy that numerical time integration of the evolution equations must accommodate history dependent terms. Since the dynamics of such systems are given via functional differential equations, the ordinary integration rules are not directly applicable. We exploit the predictor-corrector integration rule that has been introduced first in [37]. We also refer the interested reader to our previous paper [39] for details of such integration rules.

Figure 3.6 Shows the simulation results for the case where $\epsilon = 0.01$ and $t_h = 0.001$. The system response eventually enters in a $\epsilon$ neighborhood of the sliding manifold. However, as depicted in the figure a chattering behavior occurs in the control signal and system trajectories. We trace this behavior back to the integration error induced by the size of time step. When we increase $\epsilon$ or reduce the integration time step, the control signal and system trajectories become smooth. The simulation results for $\epsilon = 0.01$ and $t_h = 0.0005$ are depicted in Figure 3.7. The system trajectories converge to a neighborhood of zero or the set $\mathcal{M}$ in Equation ?? with time and the control signals are relatively smooth. Also, Figure 3.8 shows the case when $\epsilon = 0.1$ and $t_h = 0.001$. The convergence rate of the signals to zero is slower but the results do not show any chattering. Therefore, the proposed smooth sliding sliding mode adaptive controller proves to be effective to identify and compensate for the unknown history dependent aerodynamic forces.
3.7 Results and Conclusion

In this paper, we have derived an explicit bound for the error of approximation for certain history dependent operators that are used in construction of robotic FDE’s in [35] and this paper. The numerical simulations presented validate our results. We establish uniform upper bounds on their accuracy of the approximations. The uniform $O(2^{-(\alpha+1)j})$ rates of approximation for grid resolution $j$ depend on the Holder coefficient $\alpha$ that describes the smoothness of the ridge functions that define the history dependent kernels. In Section 3.3 we prove the existence and uniqueness of a local solution for the special case of functional differential equations with history dependent terms shown in Equation 3.17. Since the functional differential equation of interest evolves in an infinite dimensional space, we construct finite dimensional approximations with grid resolution $j$. We further show that the solution of the finite dimensional distributed parameter system converges to the solution of the infinite dimensional FDE as the resolution is refined. Finally, we propose an adaptive control strategy to identify and compensate the unknown history dependent dynamics.

Appendix A: Wavelets and Approximation Spaces over the Triangular Domain

We define the multiscaling functions

$$\phi_{j,k}(x) = 1_{\Delta_{i_1,i_2,...,i_j}}(x)\sqrt{m(\Delta_{i_1,i_2,...,i_j})}$$

in which

$$1_{\Delta_s}(x) = \begin{cases} 1 & x \in \Delta_s \\ 0 & \text{otherwise} \end{cases}$$

and $m(\Delta_{i_1,i_2,...,i_j})$ is the area of a triangle in the level $j$ refinement. We have defined $(hf)(t) \circ \mu = \int_{\Delta} \kappa(s,t) \mu(s)ds$. The approximation $(h_jf)(t) \circ \mu$ of this operator is given by

$$(h_jf)(t) \circ \mu = \int_{\Delta} \sum_{t \in \Gamma_j} 1_{\Delta_{jt}}(s) \kappa(\xi_{jt},t,f) \mu(s)ds,$$
where \( \xi_{j,l} \) is the quadrature point of number \( l \) triangle of grid level \( j \). We approximate \( \mu(s) \approx \sum_{m \in \Gamma_j} \mu_{j,m} \phi_{j,m}(s) \). Therefore,

\[
(h_{j,f})(t) \circ \mu_j
= \int_S \left( \sum_{l \in \Gamma_j} \Delta_{j,l}(s) \kappa(\xi_{j,l}, t, f) \sum_{m \in \Gamma_j} \mu_{j,m} \phi_{j,m}(s) \right) ds
= \sum_{l \in \Gamma_j} \sum_{m \in \Gamma_j} \kappa(\xi_{j,l}, t, f) \left( \int_S \Delta_{j,l}(s) \phi_{j,m}(s) ds \right) \mu_{j,m}
= \sum_{l \in \Gamma_j} \kappa(\xi_{j,l}, t, f) \sqrt{m(\Delta_{j,l})} \mu_{j,l}.
\]

For an orthonormal basis \( \{ \phi_k \}_{k=1}^{\infty} \) of the separable Hilbert space \( P \), we define the finite dimensional spaces for constructing approximations as \( P_n := \text{span} \{ \phi_k \}_{k=1}^{n} \). The approximation error \( E_n \) of \( P_n \) is given by

\[
E_n(f) := \inf_{g \in P_n} \| f - g \|_P.
\]

The approximation space \( A_2^\alpha \) of order \( \alpha \) is defined as the collection of functions in \( P \) such that

\[
A_2^\alpha := \left\{ f \in P \left| |f|_{A_2^\alpha} := \left\{ \sum_{n=1}^{\infty} (n^\alpha E_n(f))^2 \frac{1}{n} \right\}^{1/2} < \infty \right. \right\}.
\]

For our purposes, the approximation spaces are easy to characterize: they consist of all functions \( f \in P \) whose generalized Fourier coefficients decay sufficiently fast. That is, \( f \in A_2^\alpha \) if and only if

\[
\sum_{k=1}^{\infty} k^{2\alpha} |(f, \phi_k)|^2 \leq C
\]

for some constant \( C \).

**Appendix B: The Projection Operator \( \Phi_{J \rightarrow j} \)**

The orthogonal projection operator \( \Phi_{J \rightarrow j} : V_j \rightarrow V_j \) maps a distributed parameter \( \mu_J \) to \( \mu_j \) i.e. \( \Phi_{J \rightarrow j} : \mu_J \mapsto \mu_j \). By exploiting the orthogonality property of the operator we have

\[
\int_{\Delta} \left( \sum_{m \in \Gamma_j} \mu_{j,m} \phi_{j,m}(s) - \sum_{l \in \Gamma_j} \mu_{J,l} \phi_{J,l}(s) \right) \phi_{j,n}(s) ds = 0.
\]
Therefore, we can write
\[
\sum_{m \in \Gamma_j} \left( \int_{\Delta} \phi_{j,m}(s) \phi_{j,n}(s) ds \right) \mu_{j,m} = \sum_{l \in \Gamma_j} \left( \int_{\Delta} \phi_{j,l}(s) \phi_{j,n}(s) ds \right) \mu_{j,l}.
\]

Since orthogonality implies \( \int_{\Delta} \phi_{j,m}(s) \phi_{j,n}(s) ds = \delta_{m,n} \), we conclude that
\[
\mu_{j,n} = \sum_{l \in \Gamma_j} \left( \int_{\Delta} \phi_{j,n}(s) \phi_{j,l}(s) ds \right) \mu_{j,l}.
\]

From Theorem 1 we have
\[
|(h_j f)(t) \circ \Pi_j \mu - (h f)(t) \circ \mu| \leq \tilde{C} 2^{-\alpha j},
\]
with
\[
(h_j f)(t) \circ \mu = \int_{\Delta} k(s, t, f) \mu(s) ds,
\]
\[
(h f)(t) \circ \mu = \int_{\Delta} \sum_{l \in \Gamma_j} 1_{\Delta, l}(s) k(\zeta_{j,l}, t, f) \mu(s) ds,
\]
where \( \mu \in P = L^2(\Delta) \) and we approximate \( \mu(s) \approx \sum_{l \in \Gamma_j} \mu_{j,l}(s) \in V_J \). To implement this for the finest grid \( J \), we compute
\[
(h_j f)(t) \circ \mu_J = (h_j f)(t) \circ \Pi_J \mu_J,
\]
\[
= \int_{\Delta} \left( \sum_{m \in \Gamma_J} 1_{\Delta, m}(s) k(\zeta_{J,m}, t, f) \mu_{J,m}(s) \right) ds,
\]
\[
= \sum_{l \in \Gamma_J} \sum_{m \in \Gamma_J} k(\zeta_{J,l}, t, f) \left( \int_{\Delta} 1_{\Delta, l}(s) \phi_{J,m}(s) ds \right) \mu_{J,m},
\]
\[
= \sum_{l \in \Gamma_J} \frac{k(\zeta_{J,l}, t, f) \mu_{J,l}}{\sqrt{m(\Delta_{J,l})}},
\]
when \( \sqrt{m(\Delta_{J,l})} \) is the area of the corresponding triangle \( \Delta_{J,l} \) in the grid having resolution level \( J \).

**Appendix C: Gronwall’s Inequality**

We employ the integral form of Gronwall’s Inequality to obtain our final convergence result. Many forms of Gronwall’s Inequality exist, and we will use a particularly simple version. See Section 3.3.4 in [18]. If the piecewise continuous function \( f \) satisfies the inequality
\[
f(t) \leq \alpha(t) + \int_0^t \beta(s) f(s) ds
\]
with some piecewise continuous functions \( \alpha, \beta \) where \( \alpha \) is nondecreasing, then
\[
f(t) \leq \alpha(t) e^{\int_0^t \beta(s) ds}.
\]
Appendix D: Modeling of a Prototypical Wing Section

Figure 3.5 shows a simplified model of the wing. In the figure we denote the center of mass by \(c.m.\), \(A\) is the aerodynamic center, and \(O\) is the elastic axis of the wing. The constants \(K_h\) and \(K_{\theta}\) are the linear and torsional stiffness, and \(h\) is the distance from origin to point \(O\) in the fixed reference frame. We denote by \(x_\theta\) the distance between point \(O\) and center of mass, whereas \(x_a\) is the distance between \(O\) and \(A\). Point \(O\) is the origin for the body fixed reference frame.

We employ The Euler-Lagrange technique to derive the equation of motion for the depicted wing model. The function \(L(\theta, \dot{\theta})\) is the history dependent lift force acting at the aerodynamic center, and \(M(\theta, \dot{\theta})\) is the history dependent aerodynamic moment about point \(A\). The variables \(L_{\beta_1}\) and \(L_{\beta_2}\) are the actuating forces acting at point \(D\), and \(\beta_1, \beta_2\) are the angles between the midchord of the wing and the trailing edge and leading edge flaps, respectively.

The position vector of the mass center is given as

\[
r_{c.m.} = h\hat{n}_1 - x_\theta \hat{b}_2,
\]

and therefore the corresponding velocity of point \(C\) is

\[
\dot{r}_{c.m.} = \dot{h}\hat{n}_1 + x_\theta \dot{\theta} \hat{b}_1.
\]

The rotation matrix for transformation between inertial frame of reference to body fixed frame of reference is

\[
\begin{bmatrix}
\hat{b}_1 \\
\hat{b}_2
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
\hat{n}_1 \\
\hat{n}_2
\end{bmatrix}.
\]

The kinetic energy is computed to be

\[
T = \frac{1}{2} m (r_{c.m.} \cdot r_{c.m.}) + \frac{1}{2} I_\theta \dot{\theta}^2,
\]

\[
T = \frac{1}{2} m (\dot{h}^2 + x_\theta^2 \dot{\theta}^2 + 2x_\theta \dot{h} \dot{\theta} \cos \theta) + \frac{1}{2} I_\theta \dot{\theta}^2,
\]

and the corresponding potential energy is

\[
V = \frac{1}{2} K_h h^2 + \frac{1}{2} K_{\theta} \dot{\theta}^2.
\]

therefore we can write Lagrangian as \(L = T - V\). We apply Euler-Lagrange equations to write the equation of motion as follows

\[
\begin{bmatrix}
m & m x_\theta \cos \theta \\
mx_\theta \cos \theta & mx_\theta^2 + J
\end{bmatrix}
\begin{bmatrix}
\dot{h} \\
\dot{\theta}
\end{bmatrix} +
\begin{bmatrix}
0 & -m x_\theta \dot{\theta} \sin \theta \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{h} \\
\dot{\theta}
\end{bmatrix} +
\begin{bmatrix}
K_h & 0 \\
0 & K_{\theta}
\end{bmatrix}
\begin{bmatrix}
h \\
\dot{\theta}
\end{bmatrix} =
\begin{bmatrix}
L(\theta, \dot{\theta}) \cos \theta \\
M(\theta, \dot{\theta}) + x_a L(\theta, \dot{\theta})
\end{bmatrix} +
\begin{bmatrix}
-L_{\beta_1} \cos (\theta + \beta_1) - L_{\beta_2} \cos (\theta + \beta_2) \\
-L_{\beta_1} (e_1 + d_1 \cos \beta_1) + L_{\beta_2} (e_2 + d_2 \cos \beta_2)
\end{bmatrix}.
\]
The above equation is written in the form of a standard robotic equations of motion \( M(q(t))\ddot{q}(t) + C(q(t), \dot{q}(t))\dot{q}(t) + K(q(t)) = Q_a(t) + \tau(t) \), where \( q = [h \ \theta]^T \). We have discussed control applications for such systems in detail in Section ???. In addition, we employ a simplified version of this equation to validate our online identification and adaptive control strategy in Section 3.6.2.
Figure 3.6: Time histories of the states and input signals for $\epsilon = 0.01$, $t_h = 0.001(\text{sec})$ and, $k = 20$
Figure 3.7: Time histories of the states and input signals for $\epsilon = 0.01$, $t_h = 0.0005$ (sec) and, $k = 20$
Figure 3.8: Time histories of the states and input signals for $\varepsilon = 0.1$, $t_h = 0.001$ (sec) and, $k = 20$

Figure 3.9: Projection Operator $\Phi_{J \to j} : V_J \to V_j$
Bibliography


Chapter 4

Error Estimates for Discrete Lagrangian Mechanics Using Empirical Potentials
Error Estimates for Discrete Lagrangian Mechanics Using Empirical Potentials

Shirin Dadashi, Hunter McClelland, Andrew Kurdila

Abstract

This paper develops a novel method for generating discrete equations of Lagrangian mechanics that are constructed to evolve near subsets or submanifolds of the configuration space in which empirical observations are concentrated. When the discrete observations are distributed by a measure $\rho$ on the configuration space $\Omega$, error bounds for the discrete Lagrangian formulation are derived in terms of the difference between the empirical Lagrangian $L_z$ and its limiting Lagrangian $L_\rho$. By using techniques from learning theory on reproducing kernel Hilbert spaces (RKHS), we derive a probabilistic error bound on the discrete Lagrangian error. This probabilistic framework generalizes a popular method for deriving bounds for discrete evolution laws via variational methods to account for empirical observations. The goal of this formulation is to obtain empirically based discrete Lagrangian formulations that approximately preserve submanifolds that are evident in observations of complex systems. It is noteworthy that the technique described in this paper does not require nor identify explicit representations or formulae, such as analytic expressions of constraints, that characterize an underlying manifold. The performance of the method is illustrated in a simple numerical example in which noisy data distributed around a submanifold in $\mathbb{R}^3$ is used to construct an evolution law that lives near the submanifold and approximately reconstructs the observed dynamics.

4.1 Introduction

Even though general frameworks for gauging the error of numerical methods for evolutionary equations, and in particular ordinary differential equations, have been available for decades, the last few years has seen a rapid proliferation of novel discrete approximation methods that preserve or otherwise respect important qualitative features of the underlying flow. These discrete evolution equations are constructed by formulating laws of discrete mechanics that are closely
associated with the continuous mechanics from which the underlying flow is derived. Depending on the application, the discrete evolution laws are derived so that they approximately preserve energy, angular momentum, linear momentum, or other quantities that are invariant under the flow. These guarantees of fidelity can be particularly important in simulations that are carried out over long time intervals and where the (near) invariance of a particularly relevant quantity is essential. General references such as [11] or [25] summarize the diverse collection of such approaches that have been derived, and they provide compelling philosophical motivation for the general strategies involved. The literature is replete with numerical case studies in which a conventional numerical integration scheme, one that is not guaranteed \textit{a priori} to conserve invariants over a long time frame, is outperformed by a method of discrete mechanics that has been designed expressly with conservation of such integrals in mind. Since some of the most impressive theoretical guarantees of the performance of approximation methods based on discrete mechanics are evident over long integration times, it is no surprise that many case studies of discrete mechanics consider problems of astronomy or classical mechanics. This paper is motivated by a class of problems that are in several respects qualitatively different from many of the usual types of systems considered in case studies of discrete formulations of mechanics. We have in mind the study of biomechanical models of animal motion.

These biomechanical systems are high dimensional in comparison to many examples in astronomy, celestial mechanics, or classical mechanics as in [11, 25]. Typically biomechanical models may have from $O(10) - O(100)$ degrees of freedom. Their configuration space is quite similar under some simplifying hypotheses. If we neglect flexibility effects in the wings of a bat, it is possible in principle to model the bat so that its governing equations evolve on the configuration manifold

$$SE(3) \times (SO(3) \times S^1 \times \cdots \times S^1)^2,$$

where $SE(3)$ represents the motion of the core body, $SO(3)$ represents the motion of the shoulder joint of the wing, and $S^1$ represents each of the remaining joints in the wing. Similarly, we can construct a model of human motion where the governing equations evolve on a configuration manifold

$$SE(3) \times (SO(3) \times S^1 \times \cdots \times S^1)^2 \times (SO(3) \times S^1 \times \cdots \times S^1)^2,$$

where again $SE(3)$ represents the core body motion, $SO(3)$ represents either a shoulder or hip joint, and $S^1$ represents all the remaining joints in the bioskeletal system. The derivation of the evolution equations on the appropriate manifold for such nonlinear, multibody systems that have the connectivity of a topological tree has been carried out in many references, see for example [28]. In addition to the structural similarity of the configuration manifold, the two biomechanical systems are similar in other respects. Both are subject to external forces that are
Figure 4.1: above: Body fixed frame definition of bat’s wing skeleton, below: bat flight data collection experiment in a wind tunnel [2]
exceptionally difficult to measure or quantify. In the case of human locomotion, attempts to measure, model, and characterize the forces of contact have been studied extensively. [5, 26, 10] The aerodynamics forces that act on the wings of a bat during flight have likewise been the focus of careful study. [16, 17, 37, 31] While real-time measurement of contact forces is difficult, while real-time measurement of aerodynamic forces on bat wings is quite unlikely, if not impossible with existing hardware and technology. It is also worth noting that the internal forces delivered by the muscles that drive walking motion in a human or flapping flight in a bat are not now, nor likely will be in the near future, measurable in real-time in vivo. In summary then, the biomechanical systems that motivate this paper evolve on configuration manifolds of high dimension and are driven by uncertain or unknown inputs. In fact, the uncertainties are often so substantial that many authors in vision-based tracking, where real-time estimates of motion are generated, resort to the simplest of predictive models for humanoid walking or bat motion in typical filtering problems. Models that just use a random walk for joint variables, with no detailed model of system dynamics, often are used in the prediction steps of Kalman, Unscented Kalman, or particle filters for motion estimation. For example, see Equation 31 of [14] where a linear extrapolation of joint angles is used as the predictive, dynamic model for “conventional methods.”

At the same time, a growing interest has evolved in identifying low dimensional dynamics that underly particular motion regimes (e.g. walking, hopping, level-flight) of complex systems. This trend is particularly evident in studies of human walking, and to a lesser degree in studies of bat flapping flight. For example, [15] investigates the choice of priors in methods that exploit manifold learning during vision-based motion estimation and filtering. Reference [13] derives an algorithm that generalizes classical unscented Kalman filtering and considers processes that evolve on manifolds, thereby enabling applications to human motion estimation.

Perhaps the most popular general approach for the generation of nonlinear, reduced dimension representations of human walking regimes employ versions of Gaussian process latent variable models introduced in [?]. In these methods a Gaussian process is used to define the prior information on some unknown function that represents the mapping from a low dimensional space to the the configuration manifold. References [14, 8, 9, 32, 21, 18, 13] are typical of this approach. While nonlinear dimension reduction methods such as manifold approximation do not seem to have been investigated in the context of bat flight as yet, linear order reduction methods such as principal orthogonal decomposition have been studied in [34]. Authors of this paper have observed while conducting the research in [2] that nonlinear reduced order models are also urgently needed for motion estimation of bat flight, just as in motion estimation for human walking. The large amplitude, nonlinear deformations among fiducial markers in successive images of the wings of bats during flight prove a significant challenge to the generation of automated, general, and highly redundant camera imaging for motion estimation of complex systems.
In view of these studies, it is evident that there is a clear need for systematic, general, and accurate reduced dimensional models for the prediction of motion regimes in complex systems. We refer to the general collection presented in this paper as being empirical-analytical models. These models use analytic expressions for the kinetic energy and physically known potential energy, and empirical models for an experimentally based potential energy that approximately concentrates the system trajectories near a subset or submanifold associated with observations of the system. It should be noted that our primary motivation for this paper is the creation of better models for use in the prediction step of recursive Bayesian estimation techniques as applied to complex multibody nonlinear systems. Our experience in this application area suggests that models that respect the underlying geometry of the problem at hand would be of great value, even given that the force and moments that drive such a system are unknown and inaccessible in real-time with the current generation of hardware and instrumentation.

This paper studies one approach to the generation of such models: a synthesis of certain manifold estimation methods that have been studied in the context of learning theory and discrete Lagrangian formulations of mechanics. In contrast to many conventional applications of discrete Lagrangian mechanics, the approach in this paper is not aimed at preserving some integral invariant per se, although the derived methods can indeed be constructed to exhibit such invariance. Rather, we seek to construct a discrete Lagrangian formulation of mechanics that incorporates empirical observations of motion from some underlying set or manifold to obtain a discrete evolution law that is guaranteed to evolve on or near the underlying set. In this way our goal is to formulate discrete Lagrangian equations that, at least approximately, “respect the underlying manifold or domain.”

The approach studied in this paper derives a discrete Lagrangian evolution equation in terms of an empirical potential function that is constructed via techniques in manifold learning. The empirical potential has the effect of “shaping” the evolution that occurs under the discrete law so that the state evolves in proximity to the empirical observations. The result of the analysis is a Lagrangian discrete evolution law that depends on the approximation order of the finite dimensional subspaces used in the variational framework and on the number of samples used in the construction of the empirical potential function. The culmination of this paper is a rigorous error estimate of the order of approximation of the discrete Lagrangian formulation. In contrast to usual approaches in discrete Lagrangian mechanics, and analogous to approaches in statistical learning theory, the error in a single step of the discrete Lagrangian depends on a balance of deterministic and a probabilistic terms.

Our approach is ideologically similar to potential field methods, popularized via robotic navigation applications. In these methods, physical obstacles are replaced with soft repelling-fields in order to guide robots gently away from
collisions. The origin of these methods is credited to works summarized in [20] as well as to [27] and [23]. As theses theories have matured, their weaknesses were well studied [22] and provably correct extensions were suggested. [33] This direction of development is analogous to that suggested in this paper, as we prove convergence of the dynamic trajectory under “soft” empirical potential function converges to the manifold on which the underlying dynamics evolve.

The remainder of this paper is organized as follows. In Section 4.2 an overview of the relevant theory of discrete Lagrangians is presented. Section 4.2.1 focuses discrete mechanics for unconstrained, conservative systems. Section 4.2.3 introduces techniques adapted to the generation of empirical-analytical methods. Section 4.3 provides an overview of the relevant theory used in this paper from learning theory and approximation. Section 4.4 presents an analysis for discrete mechanics that culminates in terms of an error in probability for our class of variational integrators. Section 4.5 summarizes an open problem related to and motivated by this paper. Numerical simulations that illustrate the qualitative features of the derived approach are presented in Section 4.6.

4.2 Discrete Lagrangian Mechanics

Discrete Lagrangian and Hamiltonian mechanics has been studied in great detail over the past few decades, often in attempts to derive discrete temporal dynamics that preserve or respect properties of an underlying flow in continuous time. Good overviews of this topic can be found in [11, 25], while specific results on spectral rates of convergence that are relevant to this paper are given in [12].

4.2.1 Unconstrained, Conservative Systems

The classical statement of Hamilton’s principle in continuous time for unconstrained, conservative systems states that of all the admissible motions of a mechanical system, the true motion renders the action functional

\[ A(q) := \int L(q(\tau), \dot{q}(\tau)) d\tau \]

stationary where \( L : TQ \to \mathbb{R} \) is the Lagrangian that is defined on the tangent bundle \( TQ \) of the configuration manifold \( Q \). As a problem of variational calculus, this principle requires that

\[ \delta \int_{t_0}^{t_f} L(q(\tau), \dot{q}(\tau)) d\tau = 0 \]  

for all admissible variations of the true motion that satisfy \( \delta q(t_0) = \delta q(t_f) = 0 \). A host of problems of mechanics have been solved via this principle, often by establishing that motions that render the action integral stationary satisfy Lagrange’s equations

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = 0 \]
subject to the conditions \( q(t_0) = q_0 \) and \( q(t_f) = q_f \). One common framework for constructing discrete approximations of the such variational problems introduces the discrete Lagrangian \( L_d : Q \times Q \to \mathbb{R} \) via

\[
L_d(q_0, q_1; h) := \text{ext}_{q \in C^2([t_0,t_1];Q)} \int_{t_0}^{t_1} L(q(\tau), \dot{q}(\tau))d\tau.
\] (4.5)

The original action functional \( A(q) \) is then approximated by the discrete action function \( A_d(\{q_k\}_{k=0}^{n}) \)

\[
A_d(\{q_k\}_{k=0}^{n}) := \sum_{k=0}^{n-1} L_d(q_k, q_{k+1}; h) \approx \int_{t_0}^{t_f} L(q(\tau), \dot{q}(\tau))d\tau,
\] (4.6)

Discrete evolution laws

\[
D_2 L_d(q_{k-1}, q_k) + D_1 L_d(q_k, q_{k+1}) = 0
\] (4.7)

for \( k = 1, \ldots, n - 1 \) are derived by invoking stationarity of the discrete action function, and these discrete equations can be regarded as the discrete analogs of Lagrange’s Equations 4.4. The operators \( D_1(\cdot) \) and \( D_2(\cdot) \) are simply the partial derivatives with respect to the first and second arguments of \( L_d(\cdot, \cdot) \). If \( q_{k-1} \) and \( q_k \) are known, then the discrete law in Equation 4.7 is a nonlinear equation for the next state \( q_{k+1} \). Providing this set of nonlinear equations admit solutions and can be solved, the discrete evolution equations determine a forward flow map \( F_{L_d}^+ : Q \times Q \to Q \times Q \) where we have

\[
F_{L_d} := F_{L_d}^+ := \left\{ \begin{array}{c} q_{k-1} \\ q_k \end{array} \right\} \mapsto \left\{ \begin{array}{c} q_k \\ q_{k+1} \end{array} \right\}.
\] (4.8)

### 4.2.2 Constrained, Conservative Systems

Many approaches have been pursued that modify Hamilton’s principle, and thereby induce associated changes to Lagrange’s equations, for mechanical systems subject to various types of constraints. The reader is referred to [4] or [3] for a detailed discussion of the case of evolution laws and variational calculus problems in continuous time. We will only consider systems that are subject to holonomic constraints in this paper. For such systems, Lagrange’s equations take the form

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = \langle \lambda, \nabla \phi \rangle
\]

\[ \phi(q) = 0 \] (4.9) (4.10)

Correspondingly, [25] derives a discrete Lagrangian approximation to these equations in the form

\[
D_2 L_d(q_{k-1}, q_k) + D_1 L_d(q_k, q_{k+1}) = \langle \lambda_k, \nabla \phi(q_k) \rangle
\]

\[ \phi(q_k) = 0 \] (4.11) (4.12)
4.2.3 Empirical-Analytical Discrete Lagrangian Mechanics

The primary objective of this paper is the study of a class of discrete evolution laws which are derived from Lagrangians that depend on some empirical observations of a system under study. Specifically, we suppose that we must construct a model of a complex system whose full state \( q \) evolves in some compact subset \( \Omega \subseteq Q \) of the configuration space \( Q \equiv \mathbb{R}^d \). We make \( N \) observations \( z = \{z_1, z_2, \ldots, z_N\}^T \in \Omega \times \cdots \times \Omega = \Omega^N \subseteq Q^N \) of the state \( q \) as the system evolves. We assume that the measurement process generates samples \( z \in Q^N \) that are independent and identically distributed, each measurement having distribution defined in terms of a common probability measure \( \rho \) defined on \( \Omega \subseteq Q \). The probability measure \( \rho \) is unknown. We construct an empirically generated Lagrangian \( L_z := L_z(q, \dot{q}) = T(q, \dot{q}) - V_z(q) \) from the set of observations \( z := \{z_1, \ldots, z_N\} \), and subsequently seek to construct a discrete evolution law in terms of the empirical Lagrangian \( L_z \). The asymptotic behavior of the discrete evolution law will be analyzed in terms of a limiting Lagrangian \( L_\rho := L_\rho(q, \dot{q}) = T(q, \dot{q}) - V_\rho(q) \) that depends on the unknown distribution \( \rho \). That is, we will discuss in what sense the convergence \( L_z \to L_\rho \) guarantees convergence of the discrete evolution law generated by \( L_z \) to that generated by \( L_\rho \). In this paper we choose \( V_z = -\frac{1}{\epsilon^2} V_z \) and \( V_\rho = -\frac{1}{\epsilon^2} V_\rho \) where \( V_z \) and \( V_\rho \) are obtained using learning theory as discussed in Section 4.3 and \( \epsilon \) is a small parameter.

The discrete evolution law will be obtained using the discrete empirical action functional \( A_{d,z} \)

\[
A_{d,z}(q) := \int_0^h L_z(q(\tau), \dot{q}(\tau))d\tau
\]

and the \( m \)-point quadrature operator \( Q_m \)

\[
Q_m \left( \int_0^h f(\tau)d\tau \right) = \sum_{j=1}^m w_j f(t_j)
\]

where \( \{(t_j, w_j)\}_{j=1}^m \) are the collection of quadrature points and weights. It is assumed that the quadrature operator is defined so that the quadrature error estimate

\[
\left| Q_m \left( \int_0^h f(\tau)d\tau \right) - \int_0^h f(\tau)d\tau \right| \leq C_q h^{n+1}
\]

holds for a constant \( C_q > 0 \) and for all integrands \( f \) that are sufficiently smooth. Note that this is a standard assumption in the construction of variational integration rules [12]. We define the discrete empirical Lagrangian function as

\[
L_{d,(m,n,z)}(q_0, q_1, h) := \max_{q \in \mathbb{R}^m((0,h],Q)} \mathcal{Q}_m A_{d,z}(q) := \max_{q \in \mathbb{R}^m((0,h],Q)} \sum_{j=1}^m w_j L_z(q(t_j), \dot{q}(t_j)),
\]

(4.16)
and a typical extremizer is denoted

\[ q_{m,n,z} := \arg \max_{q \in \mathfrak{m}^n([0,h];Q)} Q_m \mathcal{A}_{d,z}(q) \]  

(4.17)

with \( \mathfrak{m}^n([0,h];Q) \) an \( n \) dimensional subspace of \( C^2([0,h];Q) \). Note that the extremizer \( q_{m,n,z} \) depends on the number of quadrature points \( m \), the dimension of \( \mathfrak{m}^n([0,h];Q) \), and empirical sample \( z \). Just as for the empirical discrete action \( \mathcal{A}_{d,z} \) and empirical discrete Lagrangian \( L_{d,(m,n,z)} \), we also define the corresponding “exact discrete” quantities associated with the limiting Lagrangian \( L_\rho \). The exact discrete action \( \mathcal{A}_{d,\rho} \) and exact discrete Lagrangian \( L_{d,\rho}^E \) are defined as

\[ L_{d,\rho}^E(q_0, q_1, h) := \max_{q \in C^2([0,h];Q)} \mathcal{A}_{d,\rho}(q) := \max_{q \in C^2([0,h];Q)} \int_0^h L_\rho(q(\tau), \dot{q}(\tau))d\tau, \]

where a typical extremizer is denoted

\[ q_{d,\rho}^E := \arg \max_{q \in C^2([0,h];Q)} \mathcal{A}_{d,\rho}(q). \]  

(4.18)

Our first estimate generalizes Theorem 3.3 of [12].

Theorem 6 Under the hypotheses of Theorem 3.3 of [12], we have the single step error bound

\[ |L_{d,(m,n,z)} - L_{d,\rho}^E| \leq (2C_a + C_q) h^{n+1} + h\|V_z - V_\rho\|_{C(\Omega)}. \]  

(4.19)

Proof 8 We assume the finite dimensional subspaces \( \mathfrak{m}^n([0,h];Q) \) are constructed and equipped with approximation operators

\[ \Pi^n : C^2([0,h];Q) \rightarrow \mathfrak{m}^n([0,h];Q) \]

that are guaranteed to satisfy the approximation error bounds

\[ \|\Pi^n q - q\|_{C([0,h];Q)} + \left\| \frac{d}{dt} (\Pi^n q) - \dot{q} \right\|_{C([0,h];Q)} \leq C_a h^n \]  

(4.20)

for all \( q \in C^2([0,h];Q) \) for some positive constant \( C_a > 0 \). Recall that the hypotheses in Theorem 3.3 of [12] include the assumption that there exists minimizers \( q_{d,\rho}^E \) and \( q_{m,n,z} \) of Equations 4.17 and 4.18. The desired estimate is obtained by decomposing the difference into two parts

\[ |L_{d,\rho}^E - L_{d,(m,n,z)}| = |\mathcal{A}_{d,\rho}(q_{d,\rho}^E) - Q_m \mathcal{A}_{d,z}(q_{m,n,z})| \leq |\mathcal{A}_{d,\rho}(q_{d,\rho}^E) - \mathcal{A}_{d,\rho}(\Pi^n q_{d,\rho}^E)| + |\mathcal{A}_{d,\rho}(\Pi^n q_{d,\rho}^E) - Q_m \mathcal{A}_{d,z}(q_{m,n,z})|. \]  

(4.21)
The first term on the right

\[
\left| A_d,\rho (q_d,\rho) - A_d,\rho (\Pi^n q_d,\rho) \right| \leq \int_0^h \left| L_\rho (q_d,\rho (\tau), \dot{q}_d,\rho (\tau)) - L_\rho (\Pi^n q_d,\rho (\tau), \frac{d}{d\tau} (\Pi^n q_d,\rho (\tau)) \right| \, d\tau
\]

is bounded using the Lipschitz continuity of the Lagrangian \( L_\rho \). The Lipschitz continuity of the Lagrangian \( L_\rho \) (see Appendix 4.8.1), the approximation properties of the spaces \( \mathcal{C}^n([0, h]; Q) \), and the definition of the approximation operators \( \Pi^n \) enables us to write

\[
\left| A_d,\rho (q_d,\rho) - A_d,\rho (\Pi^n q_d,\rho) \right| \leq \int_0^h \left\{ \left\| q_d,\rho (\tau) - \Pi^n q_d,\rho (\tau) \right\|_{C([0, h]; Q)} + \left\| \Pi^n q_d,\rho (\tau) - \frac{d}{dt} (\Pi^n q_d,\rho (\tau)) \right\|_{C([0, h]; Q)} \right\} \, d\tau,
\]

\[
\leq h \left\{ \left\| q_d,\rho - \Pi^n q_d,\rho \right\|_{C([0, h]; Q)} + \left\| \Pi^n q_d,\rho \right\|_{C([0, h]; Q)} \right\},
\]

\[
\leq \ell C_h^{n+1}.
\]

We next turn to bounding the second term in Equation 4.21. Recall that since \( q_{m,n,z} \) is assumed to be a minimizer, we know that \( L_{d,(m,n,z)} = \mathcal{Q}_m A_{d,z} (q_{m,n,z}) \leq \mathcal{Q}_m A_{d,z} (q) \) for any \( q \in \mathcal{C}^n([0, h]; Q) \). Using this observation, and assuming that the empirical potential \( \mathcal{L}_z \) is smooth enough that the quadrature is accurate to order \( O(h^{n+1}) \), we find that

\[
\mathcal{Q}_m A_{d,z} (q_{m,n,z}) = \sum_{j=1}^m w_j L_z (q_{m,n,z} (t_j), \dot{q}_{m,n,z} (t_j)) \geq \sum_{j=1}^m w_j L_z \left( \Pi^n q_d,\rho (t_j), \frac{d}{dt} (\Pi^n q_d,\rho (t_j)) \right),
\]

\[
\leq \int_0^h L_z \left( \Pi^n q_d,\rho (\tau), \frac{d}{dt} (\Pi^n q_d,\rho (\tau)) \right) \, d\tau + C_q h^{n+1} = A_{d,z} (\Pi^n q_d,\rho) + C_q h^{n+1}.
\]

An upper bound for \( \mathcal{Q}_m A_{d,z} (q_{m,n,z}) \) is obtained subsequently by introducing a uniform bound \( \| \mathcal{V}_z - \mathcal{V}_\rho \|_{C(\Omega)} \) on the difference between the empirical potential \( \mathcal{V}_z \) and the limiting potential \( \mathcal{V}_\rho \).

\[
\mathcal{Q}_m A_{d,z} (q_{m,n,z}) \leq \int_0^h L_\rho \left( \Pi^n q_d,\rho (\tau), \frac{d}{dt} (\Pi^n q_d,\rho (\tau)) \right) \, d\tau + C_q h^{n+1},
\]

\[
+ \int_0^h \left( L_z \left( \Pi^n q_d,\rho (\tau), \frac{d}{dt} (\Pi^n q_d,\rho (\tau)) \right) - L_\rho \left( \Pi^n q_d,\rho (\tau), \frac{d}{dt} (\Pi^n q_d,\rho (\tau)) \right) \right) \, d\tau,
\]

\[
\leq \int_0^h L_\rho \left( \Pi^n q_d,\rho (\tau), \frac{d}{dt} (\Pi^n q_d,\rho (\tau)) \right) \, d\tau + C_q h^{n+1}
\]

\[
+ h \sup_{\tau \in [0, h]} \left| L_z \left( \Pi^n q_d,\rho (\tau), \frac{d}{dt} (\Pi^n q_d,\rho (\tau)) \right) - L_\rho \left( \Pi^n q_d,\rho (\tau), \frac{d}{dt} (\Pi^n q_d,\rho (\tau)) \right) \right|,
\]

\[
\leq \int_0^h L_\rho \left( \Pi^n q_d,\rho (\tau), \frac{d}{dt} (\Pi^n q_d,\rho (\tau)) \right) \, d\tau + h \sup_{q \in \Omega \subseteq Q} \left| \mathcal{V}_z (q) - \mathcal{V}_\rho (q) \right| + C_q h^{n+1},
\]

\[
= A_{d,\rho} (\Pi^n q_d,\rho) + h \| \mathcal{V}_z - \mathcal{V}_\rho \|_{C(\Omega)} + C_q h^{n+1}.
\]
We now construct a lower bound for \( Q_mA_{d,z}(q_{m,n,z}) \). By assuming that the discrete Lagrangian \( L_z \) is smooth enough that the quadrature error estimate for \( Q_m \) holds, we know that

\[
Q_mA_{d,z}(q_{m,n,z}) = \sum_{j=1}^{m} w_j L_z(q_{m,n,z}(t_j), \dot{q}_{m,n,z}(t_j)),
\]

\[
\geq \int_{0}^{h} L_z(q_{m,n,z}(\tau), \dot{q}_{m,n,z}(\tau)) \, d\tau - C_q h^{n+1},
\]

\[
= \int_{0}^{h} L_\rho(q_{m,n,z}(\tau), \dot{q}_{m,n,z}(\tau)) \, d\tau - C_q h^{n+1},
\]

\[
+ \int_{0}^{h} (L_z(q_{m,n,z}(\tau), \dot{q}_{m,n,z}(\tau)) - L_\rho(q_{m,n,z}(\tau), \dot{q}_{m,n,z}(\tau))) \, d\tau,
\]

\[
\geq \int_{0}^{h} L_\rho(q_{m,n,z}(\tau), \dot{q}_{m,n,z}(\tau)) \, d\tau - h \sup_{q \in \Omega \subseteq Q} |\mathcal{V}_z(q) - \mathcal{V}_\rho(q)| - C_q h^{n+1}. \tag{4.22}
\]

By assumption, \( q_{d,\rho}^E \) is a minimizer of the exact discrete action, so that \( A_{d,\rho}(q) \geq A_{d,\rho}(q_{d,\rho}^E) \) for all \( q \in C^2([0,h];Q) \). We apply this inequality to the last line of Equation 4.22, and subsequently employ the Lipschitz continuity of \( L_\rho \) as well as the approximation properties of \( \mathcal{M}^n([0,h];Q) \), to find

\[
Q_mA_{d,z}(q_{m,n,z}) \geq \int_{0}^{h} L_\rho \left( \Pi^n q_{d,\rho}^E(\tau), \frac{d}{dt} (\Pi^n q_{d,\rho}^E) (\tau) \right) \, d\tau,
\]

\[
\geq \int_{0}^{h} L_\rho \left( \Pi^n q_{d,\rho}^E(\tau), \frac{d}{dt} (\Pi^n q_{d,\rho}^E) (\tau) \right) \, d\tau - h \|\mathcal{V}_z - \mathcal{V}_\rho\|_{C(\Omega)} - C_q h^{n+1},
\]

\[
\geq \int_{0}^{h} L_\rho \left( \Pi^n q_{d,\rho}^E(\tau), \frac{d}{dt} (\Pi^n q_{d,\rho}^E) (\tau) \right) \, d\tau - \ell C_\alpha h^{n+1} - C_q h^{n+1} - h \|\mathcal{V}_z - \mathcal{V}_\rho\|_{C(\Omega)}.
\]

In summary then, we have derived the pair of inequalities that bound \( \mathcal{A}_{d,\rho}(\Pi^n q_{d,\rho}^E) - Q_mA_{d,z}(q_{m,n,z}) \) from above and below. We have

\[
(\ell C_\alpha + C_q) h^{n+1} + h \|\mathcal{V}_z - \mathcal{V}_\rho\|_{C(\Omega)} \geq \int_{0}^{h} L_\rho \left( \Pi^n q_{d,\rho}^E(\tau), \frac{d}{dt} (\Pi^n q_{d,\rho}^E) (\tau) \right) \, d\tau - Q_mA_{d,z}(q_{m,n,z}),
\]

and,

\[
C_q h^{n+1} + h \|\mathcal{V}_z - \mathcal{V}_\rho\|_{C(\Omega)} \geq Q_mA_{d,z}(q_{m,n,z}) - \int_{0}^{h} L_\rho \left( \Pi^n q_{d,\rho}^E(\tau), \frac{d}{dt} (\Pi^n q_{d,\rho}^E) (\tau) \right) \, d\tau.
\]

We can combine this pair of inequalities into an upper bound on the second term in Equation 4.21.

\[
\left| Q_mA_{d,z}(q_{m,n,z}) - \int_{0}^{h} L_\rho \left( \Pi^n q^E(\tau), \frac{d}{dt} (\Pi^n q^E) (\tau) \right) \, d\tau \right| = \left| Q_mA_{d,z}(q_{m,n,z}) - \mathcal{A}_{d,\rho} (\Pi^n q^E) \right|,
\]

\[
\leq (\ell C_\alpha + C_q) h^{n+1} + h \|\mathcal{V}_z - \mathcal{V}_\rho\|_{C(\Omega)}.
\]
Finally, the generalization of Theorem 3.3 in [12] follows from combining the final form of the bounds for terms 1 and 2 in Equation 4.21.

\[
|L_d^E - L_d(m,n,z)| = |A_{d,p}(q_{d,p}^E) - Q_mA_{d,z}(q_{m,n,z})|
\leq |A_{d,p}(q_{d,p}^E) - A_{d,p}(\Pi^n q_{d,p}^E)| + |A_{d,p}(\Pi^n q_{d,p}^E) - Q_mA_{d,z}(q_{m,n,z})|
\leq \ell C_a h^{n+1} + (\ell C_a + C_q) h^{n+1} + h||V_z - V_p||_{C(\Omega)},
\]

(4.23)

\[
(2\ell C_a + C_q) h^{n+1} + h||V_z - V_p||_{C(\Omega)}.
\]

4.3 Learning Theory and Approximation

The construction of discrete mechanics in this paper utilizes learned, empirical potential functions that depend on a set of field observations. In this section we review recent relevant efforts in learning theory in reproducing kernel Hilbert spaces that will enable the construction of probabilistic error estimates for the empirical potential functions, and subsequently, for the discrete evolution laws. We begin with a discussion of the fundamentals of reproducing kernel Hilbert spaces.

4.3.1 Reproducing Kernel Hilbert Spaces

While our discrete dynamics evolve in the state space \( Q \equiv \mathbb{R}^d \), we assume that the evolution law will be constructed such that the discrete state remains in some compact metric space \((\Omega, d)\) with \( \Omega \subseteq Q \). A continuous kernel \( K : \Omega \times \Omega \to \mathbb{R} \) is given and is assumed to generate a reproducing kernel Hilbert space \((H, (\cdot, \cdot)_H)\) over \( \Omega \). The reproducing property of the kernel guarantees that

\[
(K_q, f)_H = f(q)
\]

for all \( f \in H \) and \( q \in \Omega \) where the function \( K_q(\cdot) := K(q, \cdot) \). The field observations \( Z = \{z_1, z_2, \cdots, z_N\} \subseteq \Omega \subseteq Q \) are assumed to be generated as random samples that are distributed in terms of the unknown probability measure \( \rho \) that is defined on \( \Omega \). In our application, the measure \( \rho \) describes how the samples are concentrated in \( \Omega \subseteq Q \). We assume that the kernel \( K \) is sufficiently regular to continuously embed \( H \) in \( L^2(\Omega, \rho) \). In other words the linear injection \( I_K : H \to L^2(\Omega, \rho) \)

\[
I_K : f \mapsto I_K f = f
\]

(4.24)
is bounded, and we have \( \|f\|_{L^2(\Omega, \rho)} \leq \|I_K\| \|f\|_H \) for all \( f \in H \). The adjoint operator \( I_K^* : L^2(\Omega, \rho) \to H \) is given by

\[
(I_K K_q, g)_{L^2(\Omega, \rho)} = (K_q, I_K^* g)_H
\]

\[
= (I_K^* g)(q) = \int_\Omega K_q(y)g(y)\rho(dy).
\]
We define the operator \( T_K : L^2(\Omega, \rho) \to L^2(\Omega, \rho) \) as \( T_K := I_K I^*_K \), and we see that
\[
T_K g := I_K I^*_K g = I_K \int_{\Omega} K(\cdot, r) g(r) \rho(\cdot) (dr) = \int_{\Omega} K(\cdot, r) g(r) \rho(\cdot) (dr).
\]
Analogously, we set \( T_\rho := I^*_K I_K \) so that \( T_\rho : H \to H \). Since \( I^*_K \) is a compact operator, both \( T_\rho \) and \( T_K \) are compact and self-adjoint. The spectral theory for compact, self-adjoint operators is reviewed in Appendix 4.8.3. More extensive summaries can be found in [?, 39]. The eigenvalues of the operators \( T_K \) and \( T_\rho \) are identical and are arranged in an extended enumeration, including multiplicities, in nonincreasing order
\[
\lambda_1 \geq \lambda_2 \geq \ldots \geq 0.
\]
Recall that the only accumulation point of this infinite sequence is 0. We denote by \( \{\psi_j\}_{j=1}^\infty \) and \( \{\phi_j\}_{j=1}^\infty \) the eigenvectors of \( T_\rho \) and \( T_K \), respectively, associated with the eigenvalues \( \{\lambda_j\}_{j=1}^\infty \). The spectral theory for compact, self-adjoint operators guarantees that the following expansions are norm-convergent:
\[
T_\rho g = \sum_{j=1}^{\infty} \lambda_j (g, \psi_j)_H \psi_j \quad \text{in } H,
\]
\[
T_K f = \sum_{j=1}^{\infty} \lambda_j (f, \phi_j)_{L^2(\Omega, \rho)} \phi_j \quad \text{in } L^2(\Omega, \rho),
\]
\[
i^*_K f = \sum_{j=1}^{\infty} \sigma_j (f, \phi_j)_{L^2(\Omega, \rho)} \psi_j \quad \text{in } H,
\]
for each \( f \in L^2(\Omega, \rho) \) and \( g \in H \). In these equations \( \sigma_j := \sqrt{\lambda_j} \) is the \( j^{th} \) singular value of the operator \( I^*_K \).

### 4.3.2 The Discrete Operator \( T_z \)

In our problem \( T_\rho \) and \( T_K \) are integral operators. They map
\[
T_\rho : H \to H
\]
\[
T_K : L^2(\Omega, \rho) \to L^2(\Omega, \rho),
\]
so they act between infinite-dimensional Hilbert spaces in general. Our goal is to construct a suitable approximation $T_z$ of $T_p$. The construction of $T_z$ takes several steps. Suppose we have a sampling operator $S_z : H \to \mathbb{R}^N$, 

$$S_z : H \to \mathbb{R}^N, \quad S_z(f) := \begin{bmatrix} f(x_1) \\ \vdots \\ f(x_N) \end{bmatrix} \in \mathbb{R}^N$$

We can easily compute the adjoint of the sampling operator by its definition $(S_z f, x)_{\mathbb{R}^N} = (f, S_z^* x)_H$, when $H$ is a reproducing kernel Hilbert space. As shown in Appendix 4.8.2, the adjoint $S_z^* : \mathbb{R}^N \to H$ with

$$S_z^* \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_N \end{bmatrix} = \sum_{i=1}^{N} y_i K_{z_i}$$

when the samples $Z = \{z_1, z_2, \ldots, z_N\} \subseteq \Omega \subseteq Q$. The discrete operator $T_z$ is defined as

$$T_z = \frac{S_z S_z^*}{N} = \frac{1}{N} K(z_i, z_j) = \frac{\mathbb{K}}{N}.$$ (4.25)

$\mathbb{K}$ is the learning matrix where $\mathbb{K}_{i,j} = K(z_i, z_j)$ and $z_i$ represents the $i^{th}$ data point in the data set. More details on the construction of the sampling operator $S_z$ and the discrete operator $T_z$ can be found in in Appendix 4.8.2.

### 4.3.3 Empirical Potential Functions

The discrete evolution laws studied in this paper are constructed by using an empirical potential function $V_z$ that drives the discrete state to evolve near the subset $\Omega \subseteq Q$. We define the empirical potential function $V_z$, its “infinite sample” limit $V_\rho$, and its approximation $V_j$ due to spectral filtering via the expressions

$$V_\rho(q) := (T_\rho^\dagger T_\rho K_q, K_q)_H,$$

$$V_z(q) := (g_\lambda(T_z) T_z K_q, K_q)_H,$$ and

$$V_j(q) := (g_\lambda(T_\rho) T_\rho K_q, K_q)_H.$$

for all $q \in \Omega \subseteq Q$ where the filter function $g_\lambda$ (see [38]) is defined to be the spectral cutoff function. With these definitions, we can now derive an expression that can be used in conjunction with Theorem 1 to generate an error bound on the discrete Lagrangian.
Theorem 7 Assuming that the kernel $K$ and probability measure $\rho$ satisfy the smoothness prior

$$\sup_{q \in \Omega} \|T_{\rho}^{-s/2} P_{\rho} K_q^2\|_H^2 \leq C_s,$$

for some constant $C_s > 0$ and $s > 0$, we have

$$\mathbb{E}_{\rho^N} \left( \sup_{q \in \Omega} |V_j(q) - V_z(q)| \right) \leq \frac{C}{\sqrt{N} (\lambda_{M_j} - \lambda_{M_j+1})},$$

where $\mathbb{E}_{\rho^N}$ is the expectation over the $N$ data points that are used to construct the empirical potential and $\lambda_{M_j}$, $\lambda_{M_j+1}$ are the singular values right before and after the cut-off frequency in the spectral cut-off function $g_{\lambda}$. The index $M_j$ is the number of retained singular values used in the construction of $V_j(q)$, $s$ is a smoothness parameter, and $P_{\rho}$ (see Appendix 4.8.2) is a projection operator on the range of $T_{\rho}$.

Proof 9 A bound for the difference between the empirical and limiting potential function, $V_z$ and $V_{\rho}$, respectively, can be derived by writing

$$|V_z(q) - V_{\rho}(q)| \leq |V_z(q) - V_j(q)| + |V_j(q) - V_{\rho}(q)|$$

$$= \left( (g_{\lambda}(T_z) T_z - g_{\lambda}(T_{\rho}) T_{\rho} K_q, K_q)_H \right) + \left( (g_{\lambda}(T_{\rho}) T_{\rho} - T_{\rho}^\dagger T_{\rho} K_q, K_q)_H \right).$$

(4.26)

The term 1 on the right satisfies the inequality

$$\left\| \left( (g_{\lambda}(T_z) T_z - g_{\lambda}(T_{\rho}) T_{\rho} K_q, K_q)_H \right) \right\| \leq \left\| (g_{\lambda}(T_z) T_z - g_{\lambda}(T_{\rho}) T_{\rho}) K_q \right\|_H \|K_q\|_H,$$

$$\leq \left\| (g_{\lambda}(T_z) T_z - g_{\lambda}(T_{\rho}) T_{\rho}) \right\|_{\text{operator}} \|K_q\|_H \|K_q\|_H,$$

$$\leq \left\| (g_{\lambda}(T_z) T_z - g_{\lambda}(T_{\rho}) T_{\rho}) \right\|_{HS},$$

$$\leq \frac{2}{\lambda_{M_j} - \lambda_{M_j+1}} \|T_z - T_{\rho}\|_{HS},$$

where the final inequality follows from Section 5.4 of [38]. The bound on term 1 in Inequality 4.26 is obtained when we note that we have

$$\|T_{\rho} - T_z\|_{HS} \leq \frac{2(\delta \vee \sqrt{2}\delta)}{\sqrt{N}}$$
with probability at least $1 - 2e^{-\delta}$ from Lemma 1 of [38]. This completes the proof for bounding term 1. We can bound term 2 by utilizing the Schmidt expansion of compact operators as summarized in Appendix 4.8.3. We have

$$\left| \left( g_{\lambda}(T_{\rho})T_{\rho} - T_{\rho}^{\dagger}T_{\rho} \right) K_{q}, K_{q} \right|_{H} = \left| \left( g_{\lambda}(T_{\rho})T_{\rho} - T_{\rho}^{\dagger}T_{\rho} \right) P_{\rho}K_{q}, P_{\rho}K_{q} \right|_{H},$$

$$\leq \left( \sum_{j=M_{j}+1}^{\infty} (P_{\rho}K_{q}, \psi_{j})_{H} \psi_{j}, P_{\rho}K_{q} \right)_{H},$$

$$\leq \sum_{j=M_{j}+1}^{\infty} (P_{\rho}K_{q}, \psi_{j})^{2}_{H} \leq \lambda_{M_{j}+1}^{s}C_{s}.$$

The last step in this string of inequalities follows from the assumption that

$$\sup_{q \in Q} \left\| T_{\rho}^{-s/2} P_{\rho}K_{q} \right\|_{H}^{2} \leq C_{s}.$$

This inequality is known as the approximation assumption and is discussed in [35, 38].

Combining the estimates for terms 1 and 2 yields the desired bound on the difference between the empirical and limiting potential function

$$\sup_{q \in \Omega} |V_{\rho}(q) - V_{\rho}(q)| \leq \frac{4(\delta \lor \sqrt{2\delta})}{\sqrt{N}(\lambda_{M_{j}} - \lambda_{M_{j}+1})} + C_{s}\lambda_{M_{j}+1}^{s}.$$

(4.27)

Ultimately, we wish to derive error bounds on discrete evolution laws that arise from discrete formulations Lagrangian or Hamiltonian mechanics. It will be convenient to re-express Equation 4.27 in terms of probabilistic concentration inequalities in the style discussed in references [1, 6]. Equation 4.27 can be understood as implying that

$$\sup_{q \in Q} |V_{\rho}(q) - V_{\rho}(z)| \leq C_{s}\lambda_{M_{j}+1}^{s} + \eta$$

(4.28)

for all samples $z \notin \Lambda_{j,N}(\eta)$ where

$$\Lambda_{j,N}(\eta) := \left\{ z : \sup_{q \in Q} |V_{j}(q) - V_{\rho}(q)| > \eta, \right\}$$

and the measure of the set $\Lambda_{j,k}(\eta)$ of bad samples satisfies

$$\rho^{N} \left\{ z \in \Lambda_{j,N}(\eta) \right\} \leq 2e^{-\delta}.$$

The equivalence of Equations 4.27 and 4.28 is evident when we set

$$\eta = \frac{4(\delta \lor \sqrt{2\delta})}{\sqrt{N}(\lambda_{M_{j}} - \lambda_{M_{j}+1})}.$$

(4.29)
It is clear that we can write
\[
\eta = \begin{cases} 
\frac{4\delta}{\sqrt{N(\lambda_{Mj} - \lambda_{Mj+1})}} & \text{if } \delta \leq 2 \\
\frac{4\sqrt{\delta}}{\sqrt{N(\lambda_{Mj} - \lambda_{Mj+1})}} & \text{if } \delta > 2
\end{cases}
\]
or equivalently,
\[
\delta = \begin{cases} 
\frac{1}{4\sqrt{\lambda_{Mj} - \lambda_{Mj+1}}} & \text{if } \eta \leq \eta_{cr} \\
\frac{1}{32}N(\lambda_{Mj} - \lambda_{Mj+1})^2\eta^2 & \text{if } \eta > \eta_{cr}
\end{cases}
\]
where \(\eta_{cr} := 8\sqrt{N(\lambda_{Mj} - \lambda_{Mj+1})}\). It is therefore possible to summarize the probabilistic error bound in the form
\[
\rho^N \left\{ \sup_{q \in Q} |V_j(q) - V_z(q)| > \eta \right\} \leq \begin{cases} 
1 & \text{if } \eta \leq \eta_{cr} \\
2e^{-\frac{4}{32}N(\lambda_{Mj} - \lambda_{Mj+1})^2\eta^2} & \text{if } \eta > \eta_{cr}
\end{cases} \tag{4.30}
\]
As emphasized in [6], the utility in estimates of the form in Equation 4.30 is that this expression gives a succinct description of the interplay between the number of samples and approximation error, and it is quite useful in deriving bounds for the expectation of the error. We have
\[
\mathbb{E}_{\rho^N} \left( \sup_{q \in Q} |V_j(q) - V_z(q)| \right) = \int_Q \rho^N \left\{ z : \sup_{q \in Q} |V_j(q) - V_z(q)| > \eta \right\} d\eta \\
= \int_0^{\eta_{cr}} 1 d\eta + \int_{\eta_{cr}}^{\infty} 2e^{-N(\lambda_{Mj} - \lambda_{Mj+1})^2\eta^2} d\eta \\
\leq \frac{C}{\sqrt{N(\lambda_{Mj} - \lambda_{Mj+1})}}
\]
for some constant \(C > 0\).

### 4.4 Error in Probability for the Galerkin Variational Integrator

Having established the bounds in theorems 1 and 2, it is now possible to derive a probabilistic error bound for the empirical, discrete Lagrangian \(L_d(m,n,z)\).

**Theorem 8** Choose \(\epsilon > 0\) and \(h > 0\). Calculate the modal truncation level \(j\) such that \(\lambda_{Mj+1} \leq \epsilon^2 h^n\) and choose the number of samples \(N\) such that
\[
\frac{1}{\sqrt{N}} \leq \epsilon^2 h^n(\lambda_{Mj} - \lambda_{Mj+1}).
\]
Then the discrete Lagrangian satisfies the error bound
\[
\mathbb{E}_{\rho^N} \left\{ |L_d(m,n,z) - L_d^F| \right\} \lesssim h^{n+1}.
\]
Proof 10 We know that
\[ |L_{d,(m,n,z)} - L_{d,p}^E| \]
\[ \leq C_1 h^{n+1} + \frac{h}{\varepsilon^2} \|V_j - V_p\|_{C(\Omega)} + \frac{h}{\varepsilon^2} \|V_z - V_j\|_{C(\Omega)}. \]

This inequality implies that
\[ \mathbb{E}_{\rho^N} \left( L_{d,(m,n,z)} - L_{d,p}^E \right) \]
\[ \leq C_1 h^{n+1} + C_2 \frac{h \lambda_{M_j+1}}{\varepsilon^2} + C_3 \frac{h}{\varepsilon^2 \sqrt{N} (\lambda_{M_j} - \lambda_{M_j+1})} \]
\[ \leq h^{n+1}. \]

Theorems 1, 2, and 3 provide a rigorous framework for the construction of empirical potentials and for the determination of probabilistic error bounds for their associated variational integrators. As such the developed should be a fruitful source of combined analytical-empirical models for our applications such as Bayesian estimation for biomechanical motion models. As discussed in our introduction, such recursive estimators require a prediction step that uses the motion model, and the prediction is then updated using the recursive filter. We refer to these models as analytical-empirical models since they utilize an analytic expression for the kinetic energy and an empirical expression for the potential energy term that effectively constraints motion to concentrate as dictated by the unknown probability measure. The ultimate idea is to use biomechanical motion models from one specimen or motion regime to bootstrap the prediction step with better estimates than those that are generated by random walk models.

4.5 An Open Problem

Theorems 6, 7, and 8 provide a general framework for generating analytical-empirical equations of discrete mechanics using variational methods. We close our theoretical discussion with a description of an open problem. Suppose that the empirical data collected happens to be generated by a Lagrangian system that is rigorously constrained to lie on a submanifold that is defined in terms of constraints. For simplicity assume that the constraints are holonomic. It is well known that the trajectories of such a system can be described in terms of a Lagrangian \( L_\lambda \) that depends on Lagrange multipliers \( \lambda \) and the holonomic constraints. Although we have established criteria in which the discrete Lagrangian \( L_{d,(m,n,z)} \) can be used to build an approximation of the flow generated by \( L_\rho \), we have not established in this paper that such discrete trajectories approximate the trajectories of the exactly constrained system whose evolution is determined
by $L_\lambda$ and the holonomic constraints. Such an analysis requires substantial additional analysis and in principle would follow from approaches as outlined in [40] or [11]. We briefly discuss the open question in more detail.

Let $L_{z,\epsilon}$ be an empirical-analytical Lagrangian that has the form

$$L_{z,\epsilon}(q, \dot{q}) = T(q, \dot{q}) - (U(q) + \frac{1}{\epsilon^2} V_z(q)).$$

(4.31)

for some fixed small constant $\epsilon > 0$. We define $\rho$-limiting Lagrangian $L_{\rho,\epsilon}$ as

$$L_{\rho,\epsilon}(q, \dot{q}) = T(q, \dot{q}) - (U(q) + \frac{1}{\epsilon^2} V_\rho(q)).$$

(4.32)

We denote by $q_{z,\epsilon}$ and $q_{\rho,\epsilon}$ typical trajectories determined by the unconstrained Lagrangians in Equations 4.31 and 4.32, respectively. The approaches in this paper establish how discrete Lagrangian approximations of $L_{z,\epsilon}$ can be shown to approximate continuous solutions $q_{\rho,\epsilon}$ for a fixed $\epsilon > 0$. The approximation results in this paper say nothing about how those discrete equations of mechanics converge as $\epsilon \to 0$ to the continuous time trajectories generated from a Lagrangian $L_\lambda$ with multipliers $\lambda$ and its associated holonomic constraints.

To illustrate this subtle point more clearly, we summarize results from [11] and [40]. These references state their convergence results in a Hamiltonian framework which we briefly summarize. By applying Legendre transform $H = \dot{q}^T p - L$, we can define Hamiltonians $H_{z,\epsilon}$ and $H_{\rho,\epsilon}$ associated with $L_{z,\epsilon}$ and $L_{\rho,\epsilon}$, respectively. They are written in the form

$$H_{z,\epsilon}(q, p) = \frac{1}{2} p^T M(q)^{-1} p + U(q) + \frac{1}{\epsilon^2} V_z(q)$$

and

$$H_{\rho,\epsilon}(q, p) = \frac{1}{2} p^T M(q)^{-1} p + U(q) + \frac{1}{\epsilon^2} V_\rho(q).$$

To fix dimensions, we assume that $\Omega \subseteq Q := \mathbb{R}^d$, that the $d \times d$ mass matrix $M(q)$ is assumed to be uniformly positive definite, smooth, and symmetric. Suppose further that there exist constraint functions $\phi : \Omega \to \mathbb{R}^m$ for $m < d$ that satisfy

$$\{q \in \Omega : \phi(q) = 0\} = \{q \in \Omega : V_\rho(q) = 0\}$$

(4.33)

We now define the effective constrained Hamiltonian $H_\lambda$ as

$$H_\lambda = \frac{1}{2} P^T M(Q)^{-1} P + U(Q) + W(I, Q),$$

and designate by $Q$ a continuous time trajectory generated from $H_\lambda$ and the holonomic constraints $\phi(Q) = 0$. Note that the effective Hamiltonian $H_\lambda$ includes a correction term, $W(I, Q) = \sum_{k=1}^m I_k \omega_k(Q)$ in which $\omega_k$ for $k = 1, \ldots, m$ are frequencies and $I = (I_1, \ldots, I_m)$ are the associated actions. If (1) the initial conditions
are sufficiently close to the constrained submanifold, (2) the frequencies \( \omega_k \) satisfy nonresonance conditions, and (3) the mass matrix satisfies certain tangency conditions defined in terms of the submanifold, references [40], [11] show that

\[
Q(t) - q_{\rho,\epsilon}(t) = O(\epsilon)
\]

or \( \|q_{\rho,\epsilon} - Q\| \leq C\epsilon \) for some constant \( C \). Under these very restrictive assumptions, we can construct error estimates between the discrete evolution laws \( q_{d,\epsilon,z} \) and the exactly constrained continuous time trajectory via

\[
\|q_{d,\epsilon,z}(k) - Q(t_k)\| \leq \underbrace{\|q_{d,\epsilon,z}(k) - q_{\rho,\epsilon}(t_k)\|}_{\text{term 1}} + \underbrace{\|q_{\rho,\epsilon}(t_k) - Q(t_k)\|}_{\text{term 2}}
\]

for discrete times \( t_k \) for \( k \in \mathbb{N} \). Bounds on term 1 above follow from Theorems 6, 7, and 8, while bounds on term 2 follow from the analysis just summarized from [40] and [11].

Clearly, the assumptions (1), (2), and (3) are complex and difficult to guarantee in the simplest of cases when an analytic expression for the constraints are known. This paper is predicated on the assumption that we do not know the constraints. Additionally, the probability measure \( \rho \) that dictates concentration of samples in \( \Omega \) is assumed unknown. This is a standard assumption that underlies the theory of distribution-free learning theory, one of the primary theoretical underpinnings of our approach. Finally, since \( V_\rho \) is expressed via an infinite summation of unknown eigenfunctions that depend on \( \rho \), it is impossible to verify condition 4.33.

One of the implications of the above analysis is that the discrete trajectories will concentrate near the submanifold of interest, but the discrete dynamics restricted to the submanifold may not match the exactly constrained dynamics of the system with Lagrange multipliers. However, the evolution equations do reflect the geometry of the underlying submanifold if it exists. This point is clearly illustrated in the numerical examples in the next section.

### 4.6 Numerical Examples

In this section we explore the effectiveness of our method with some numerical examples. First we investigate the construction of the empirical potential function and explore how different variables affect the shape of the potential function. We next examine the performance of the method with a simple pendulum example. We then propose an additional numerical algorithm to construct a data-driven effective constraint to compensate for some of the numerical complexities that arise because the true constraints on the system are unknown.
4.6.1 Construction of the Empirical Potential Function when the Submanifold is a Circle

In this example we use a time series data \( \{z_i\}_{i=1}^N \) of the position of a particle moving on a circle to construct an empirical potential function based on the method presented in Section . The physics of the problem is such that views of the empirical potential function can be shown in a three dimensional figure. We use a random distribution of data around the circle of \( x^2 + y^2 = 1, z = 0 \), where the distributions is defined to be a zero mean Gaussian noise with \( SNR = 30dB \).

A kernel function \( K_{z_i}(q) := K(z_i, q) \) is centered at each data point to constitute a metric for the distance between any point in the configuration space and the data point. The exponential kernel function

\[
K_q(z_i) = K(q, z_i) = e^{-\beta \|q - z_i\|^2} \tag{4.34}
\]

centered at \( z_i \) is employed in this example with the parameter \( \beta \) determining the spread or variance of the function around \( z_i \). The RKHS \( H \) is then \( H := \{K_x(x)|x \in \Omega\} \). The matrix \( K_{i,j} = k(z_i, z_j) \) is constructed employing data points scattered around the submanifold of interest. We use the spectral cut-off filter function to calculate \( g_\lambda(\frac{1}{N}K) \). The empirical data function is then

\[
-V_z(q) = \left( \frac{1}{N}g_\lambda \left( \frac{1}{N}K \right) S_zK_q, S_zK_q \right), \quad -\frac{1}{N}K_z(q)^*g_\lambda \left( \frac{1}{N}K \right) K_z(q).
\]

Figure 4.3 depicts \( -V_z(q) \) for different values of the spread \( \beta \) where the function attains its maximum value in the vicinity of the submanifold of interest. The empirical potential function has been constructed so that \( V_z \) obtains its minimum value on the support of the observed dynamics. As it is shown in this example, there is a trade-off between the convexity of the function and its smoothness. The parameter \( \beta \) can be regulated to obtain a desired smoothness in the empirical potential function.

4.6.2 The Simulation of the Pendulum

In the second example, we use the data derived from a mass attached to a rod moving in a plane. Our proposed algorithm has four main steps to derive the discrete evolution law of a system based on field observations:

1 collect data from field observations,

2 create the empirical potential function,

3 derive the Lagrangian for the system,
Figure 4.3: $F_n(q)$ for Different $\beta$
Figure 4.4: Noisy data collected from a pendulum

4 derive the discrete evolution law that concentrates trajectories near the embedded set or submanifold.

Figure 4.4 depicts the random samples generated with the distribution defined to be a zero mean white Gaussian noise with $SNR = 10dB$. In the second step, we use the parameters that we investigated in the previous example to generate the empirical potential function

$$V_z(q) = -\frac{1}{N} K_z(q)^* g_{\lambda} \left( \frac{1}{N} \mathbf{K} \right) K_z(q).$$

Next, we include any *a priori* information about the system in the Lagrangian that we might know. For instance, in this example the mass of the particle is known and therefore a gravitational potential function can be added in the Lagrangian formulation. We could include any structural information in a more complicated dynamical systems. The weighted empirical potential function is constructed from observations while the gravitational potential term is called the physical potential. The empirical potential is added as a penalty term in the Lagrangian formulation as

$$L(q, \dot{q}) = T(\dot{q}) - \left( U(q) + \frac{1}{\epsilon^2} V_z(q) \right),$$

$$= \frac{1}{2} m \dot{q}^2 - \left( mgq_3 + \frac{1}{\epsilon^2} V_z(q) \right).$$

The Störmer-Verlet method is used to calculate the discrete evolution law since it is a type of variational integrator that fits the mathematical structure we have outlined. Figure 4.5 shows the simulation results for three different values of $\beta$. In this simulation, the time step is $h = 10^{-5}$, the weight for the stiff potential
Figure 4.5: Simulation of motion on the submanifold for different values of $\beta$, blue dots: data, red line: the simulated motion.
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4.6.3 The Empirical Potential and Data-driven Pseudo-constraint

In this section we summarize an algorithm that uses the empirical-potential to construct an constraint on the system. We refer to the constraint so defined as a pseudo-constraint. In theory we have developed an empirical potential function that attain its extremum in the close vicinity of a subset or submanifold that approximately supports the observed dynamics. However, our implementations of numerical examples have shown that the effectiveness of the proposed empirical potential is sensitive to initial conditions and to various hyperparameters such as $\epsilon$ or $\alpha$ used in the formulation. In this section we summarize how the empirical potential can be used to define an effective constraint, or pseudo-constraint. The pseudo-constraint can provide valuable insight into the nature of the resulting simulations. We begin by calculating the singular value decomposition (SVD) of the function $g_{\lambda} \left( \frac{k}{N} \right)$. Since $g_{\lambda} \left( \frac{k}{N} \right)$ is a real, symmetric matrix, we have $-V_z(q) = u\Sigma u^T$ where $\Sigma$ is nonnegative diagonal matrix of singular values in de-

Figure 4.6: The error between simulated motion and the submanifold improves by increasing the number of data samples.

The term is $1/\epsilon^2$ where $\epsilon = 0.001$, and the filtering frequency in the spectral filter is $\lambda_n = 0.01$. The convexity of empirical potential function influences the qualitative behavior of the motion close to the data submanifold. Higher values of beta are associated with sharper potential functions and therefore the motion stays closer to the submanifold of interest.

Another important parameter that affects the closeness of simulated motion to an embedded set or submanifold is the number of data points that are used to construct the empirical potential function. Figure 4.6 depicts the distance of the simulated motion to the motion submanifold as the number of samples $N$ is varied.
scending order, and $u$ is an orthonormal matrix. We construct a partition of $u$ according to

$$u = \begin{bmatrix} u_1 & \cdots & u_s & u_{s+1} & \cdots & u_N \end{bmatrix},$$

define $u_s := [u_1 \cdots u_s]$, and define $\Sigma_s$ conformally. The pseudo-constraint $\phi_s$ is defined in terms of this decomposition as

$$\phi_s(q) = \frac{1}{\sqrt{N}} \Sigma_s^{1/2} u_s^T K_z(q).$$

We now define pseudo-constraint functions $\phi_s$ so that they satisfy the equations

$$-V_z(q) = \phi_s(q)^T \phi_s(q) \approx \frac{1}{N} K_z(q)^* g_s \left( \frac{\|K\|}{N} \right) K_z(q).$$

Assuming the pseudo-constraint function $\phi_s(q) \in C^2(Q)$, the approach considered in this paper can interpreted as a particular class of penalty methods for Lagrangian formulations. The references [41], [43], [42] are a good sources to review this class of methods. Using the pseudo-penalty function $\phi_s(q) \in C^2(Q)$ in the inertial penalty method in [42, 41], the motion is generated by the Lagrangian function $L = T(q) - U(q)$ and the pseudo-constraint function $\phi_s$. Trajectories satisfy the equations

$$\frac{d}{dt} \left( \frac{\partial}{\partial \dot{q}} L \right) - \frac{\partial}{\partial q} L + \frac{\partial \phi_s}{\partial q} \left( \frac{\gamma}{\epsilon^2} \ddot{\phi}_s + \frac{\mu}{\epsilon^2} \dot{\phi}_s + \frac{\alpha}{\epsilon^2} \phi_s \right) = 0. \quad (4.36)$$

When $\gamma = \mu = 0$, the above equations are of the form approximated by our formulation of discrete mechanics. Again, it should be noted that the convergence of trajectories of the above equations to those of the exactly constrained Lagrangian with multipliers is not guaranteed unless several additional conditions summarized in Section 4.5 are satisfied. The above Euler-Lagrange equation approximately simulates the motion of the mechanical system of interest as $\epsilon$ converges to zero and the weights of the penalty terms grow. The weighting matrices $\gamma$, $\mu$, and $\alpha$ regulate the penalty terms. For the sake of simplicity we assume $\mu = 0$ but all the results will hold where $\mu$ is not zero. When the data-driven pseudo-constraint is constructed, it is straightforward to calculate the remaining terms using the chain rule as $\dot{\phi}_s = \frac{\partial \phi_s}{\partial q} \dot{q}$, $\ddot{\phi}_s = \frac{d}{dt} \left( \frac{\partial \phi_s}{\partial q} \right) \dot{q} + \frac{\partial \phi_s}{\partial \dot{q}} \ddot{q}$. Following the steps explained in [41] it follows that

$$\frac{1}{2} \frac{\alpha}{\epsilon^2} \phi_s^T \phi_s + \frac{1}{2} \frac{\gamma}{\epsilon^2} \phi_s^T \dot{\phi}_s + T(q, \dot{q}) + U(q) = T(q(0), \dot{q}(0)) + U(q(0))$$

for any natural or $T_2$ system if the initial conditions exactly satisfy the pseudo-constraint $\phi_s(q(t)) \equiv 0$. We see that, even if the trajectories of the penalized system do not converge to those of the exactly constrained system as $\epsilon \to 0$, it is true that $\|\phi(q(t))\|^2 + \|\phi_s(q(t), \dot{q}(t))\|^2 \leq C \epsilon^2$ for some constant $C$. The summary of this means of implementation of the discrete mechanics is as follows:
1. collect data \( z = \{ z_1 \ldots z_N \} \) from field observations,

2. create the data-driven pseudo-constraint using equation 4.35

3. derive the Lagrangian for the system and use equation 4.36 to derive discrete evolution law

4. choose a value for \( \epsilon \) and the hyperparameters \( \alpha, \beta, \gamma \) for construction of approximate trajectories. Repeat starting with Step 2 as needed.

We implement the above algorithm for the pendulum example. Our aim is to show that the system trajectory converges to the motion submanifold as \( \epsilon \) converges to zero. Since \( \phi^T_s \phi_s \) and \( \phi^{\dot{}}_s \dot{\phi}_s \) are quadratic forms, \( \alpha \phi^T_s \phi_s + \gamma \phi^{\dot{}}_s \dot{\phi}_s \) will measure the proximity of the simulated motion to the motion submanifold.

Figure 4.7 shows the simulation results. We see that the above algorithm effectively constrains the dynamics to stay within and \( \epsilon \)-neighborhood of the underlying set or submanifold. The error between the effective manifold and the system trajectories converge to zero as \( \epsilon \) converges to zero.

![Figure 4.7](image.png)

Figure 4.7: \( \alpha \phi^T_s \phi_s + \gamma \phi^{\dot{}}_s \dot{\phi}_s \) decreases as \( \epsilon \) converges to zero

### 4.7 Conclusions

This paper has formulated equations of discrete Lagrangian mechanics that evolve so as to remain concentrated near subsets or submanifolds that are identified from empirical observations. By generalizing a technique from the variational theory of discrete Lagrangian dynamics to a probabilistic framework, we have derived novel probabilistic error bounds for the discrete evolution laws that approximate dynamics on observations of motion near the underlying subsets or submanifolds. In future work we seek to apply this technique to derive motion...
equations for complex biological systems, such as bats in flight, that yield faithful representations of submanifolds observed in experiment.

4.8 Appendices

4.8.1 Lipschitz continuity

The Lipschitz continuity of $L_{\rho}$ requires that

$$|L_{\rho}(x, y) - L_{\rho}(u, v)| \leq \ell \| (x, y) - (u, v) \|_{\ell^1(\mathbb{R}^d)}$$

$$= \ell \left\{ \| x - u \|_{\ell^1(\mathbb{R}^d)} + \| y - v \|_{\ell^1(\mathbb{R}^d)} \right\}$$

with Lipschitz coefficient $\ell > 0$. Either of the following two expressions define equivalent norms for $C([0, h]; Q)$ since we know that there are positive constants $c_1, c_2 > 0$ such that

$$c_1 v \|_{\ell^1(\mathbb{R}^d)} \leq \| v \|_{\ell^\infty(\mathbb{R}^d)} \leq c_2 v \|_{\ell^1(\mathbb{R}^d)}.$$

If $x, y, u, v$ are functions of $t$ on $[0, h]$, we can write

$$|L_{\rho}(x(t), y(t)) - L_{\rho}(u(t), v(t))| \leq \ell \left\{ \| x(t) - u(t) \|_{\ell^1(\mathbb{R}^d)} + \| y(t) - v(t) \|_{\ell^1(\mathbb{R}^d)} \right\}$$

$$\leq \ell \left\{ \sup_{t \in [0, h]} \| x(t) - u(t) \|_{\ell^1(\mathbb{R}^d)} + \sup_{t \in [0, h]} \| y(t) - v(t) \|_{\ell^1(\mathbb{R}^d)} \right\}$$

$$= \ell \left\{ \| x - u \|_{C([0, h], Q)} + \| y - v \|_{C([0, h], Q)} \right\}$$

4.8.2 Construction of the sampling operator $S_z$ and the discrete operator $T_z$

We want to build approximations of $T_{\rho}$. In other words, we need a computable approximation $T_z$ of $T_{\rho}$ that depends on samples $z = \{z_1, \cdots, z_n\}$ that live on the domain $\Omega$.

The sampling operator $S_z$ is defined as $S_z : H \rightarrow \mathbb{R}^N$ where

$$S_z f = \begin{bmatrix} f(z_1) \\ \vdots \\ f(z_N) \end{bmatrix}$$
Recall that we can find an analytical expression for the adjoint \( E_q^* : \mathbb{R} \rightarrow H \) of the evaluation functional \( E_q : H \rightarrow \mathbb{R} \) for each \( q \in \Omega \subseteq Q \). We have
\[
(E_q f, y)_{\mathbb{R}} = (f, E_q^* y)_H = (f(q), y)_{\mathbb{R}},
\]
\[
= ((K_q, f)_H, y)_{\mathbb{R}} = (yK_q, f)_H.
\]
we see then that \( E_q^* y = yK_q \) for \( q \in \Omega \subseteq Q \). This identity can be used to show that \( S_z^* : \mathbb{R}^N \rightarrow H \),
\[
S_z^* \begin{pmatrix} y_1 \\ \vdots \\ y_N \end{pmatrix} = \sum_{i=1}^{N} y_i K_{z_i}
\]
Now it is a simple matter to compute
\[
S_z S_z^* y = S_z \left( \sum_{i=1}^{N} y_i K_{z_i} \right) = \left\{ \sum_{i=1}^{N} K(z_i, z_i) y_i \right\} = K(z_j, z_i) y.
\]
Finally, we define
\[
T_z = \frac{1}{N} S_z S_z^* = \frac{1}{N} K(z_i, z_j) = \frac{\|K\}}{N}.
\]
Note that \( S_z S_z^* \) and \( S_z^* S_z \) have the same eigenvalues, but \( S_z S_z^* : \mathbb{R}^N \rightarrow \mathbb{R}^N \) and \( S_z^* S_z : H \rightarrow H \). We now define the empirical potential function \( V_z \) where
\[
V_z(q) = \left( g_\lambda(T_z)T_z K_q, K_q \right)_H
= \frac{1}{N} \left( g_\lambda \left( \frac{\|K\}}{N} \right) S_z K_q, S_z K_q \right)_{\mathbb{R}^N}
= \left( \frac{1}{N} S_z^* g_\lambda \left( \frac{\|K\}}{N} \right) S_z K_q, K_q \right)_H
= \left( \frac{1}{n} S_z^* g_\lambda \left( \frac{\|K\}}{N} \right) \right) S_z \left\{ \begin{array}{c} K(z_1, q) \\ \vdots \\ K(z_N, q) \end{array} \right\} = S_z \left\{ \begin{array}{c} K(z_1, q) \\ \vdots \\ K(z_N, q) \end{array} \right\}_H.
\]
Note that we need to show that the operators \( g_\lambda \left( \frac{S_z^* S_z}{N} \right) \) and \( \frac{1}{N} S_z^* g_\lambda \left( \frac{S_z^* S_z}{N} \right) S_z \) are equivalent. In the proof that follows let \( u_k \in \mathbb{R}^N \) be the eigenvectors of \( S_z S_z^* \) and \( v_k \in H \) be the eigenvectors of \( S_z^* S_z \). First, for \( h_1 \in H \), we can write
\[
S_z^* S_z h_1 = \sum_{k} \sigma_k^2 (v_k, h_1)_H v_k,
\]
and by the functional calculus we have
\[
g_\lambda \left( \frac{S_z^* S_z}{N} \right) h_1 = \frac{1}{N} \sum_{k} g_\lambda \left( \sigma_k^2 \right) (v_k, h_1)_H v_k.
\]
When we choose for $h_1 = S_z^* S_z f$, we obtain

$$g_\lambda \left( \frac{S_z^* S_z}{N} \right) S_z^* S_z f = \frac{1}{N} \sum_k g_\lambda (\sigma_k^2) (v_k, S_z^* S_z f)_H v_k.$$ 

Also, since $S_z^* : \mathbb{R}^N \to H$, we have $S_z^* h_2 = \sum_k \sigma_k (u_k, h_2)_{\mathbb{R}^N} v_k$ for $h_2 \in H$. Then for $h_2 = g_\lambda \left( \frac{S_z S_z^*}{n} \right) S_z f$, we have

$$S_z^* g_\lambda \left( \frac{S_z S_z^*}{N} \right) S_z f = \frac{1}{N} \sum_k \sigma_k \left( u_k, \sum_j g_\lambda (\sigma_j^2) (u_j, S_z f)_{\mathbb{R}^N} u_j \right)_{\mathbb{R}^N} v_k$$

$$= \frac{1}{N} \sum_k \sigma_k g_\lambda (\sigma_k^2) \left( u_k, S_z f \right)_{\mathbb{R}^N} v_k$$

$$= \frac{1}{N} \sum_k g_\lambda (\sigma_k^2) (v_k, S_z S_z^* f)_H v_k$$

Then, we conclude that

$$g_\lambda \left( \frac{S_z^* S_z}{N} \right) S_z^* S_z f = S_z^* g_\lambda \left( \frac{S_z S_z^*}{N} \right) S_z f.$$ 

Finally, we note that

$$(g_\lambda (T_z) T_z K_q, K_q)_H = \frac{1}{N} \left( g_\lambda \left( \frac{1}{N} S_z S_z^* \right) S_z^* S_z, K_q \right)_H$$

$$= \frac{1}{N} \left( S_z^* g_\lambda (S_z S_z^*) S_z K_q, K_q \right)_H$$

$$= \frac{1}{N} \left( g_\lambda \left( \frac{1}{N} S_z K_q, S_z K_q \right) \right)_{\mathbb{R}^N}.$$ 

### 4.8.3 Spectral Decomposition: Compact, Self-Adjoint Operators

In this section we review the fundamental properties of compact, self-adjoint operators and their spectral decompositions, which are used extensively in Section 4.3. We first review the construction of the singular value decomposition for matrices, and subsequently discuss the generalization to the Schmidt decomposition of compact operators acting between Hilbert spaces.
For any matrix $A \in \mathbb{R}^{m \times n}$, the symmetric and positive semidefinite matrix $A^T A$ has a collection of real eigenvalues $\lambda_k := \lambda_k(A^T A)$ that can be arranged with multiplicities in nonincreasing order $\lambda_1 \geq \cdots \geq \lambda_n \geq 0$. When the corresponding eigenvectors $v_1, \ldots, v_n \in \mathbb{R}^{n \times n}$ are chosen to be of unit length and mutually orthogonal, we obtain the spectral factorization of $A^T A$ in the form

$$A^T A = V \Sigma^2_n V^T$$

where $\Sigma_n \in \mathbb{R}^{n \times n}$ is the diagonal matrix $\Sigma_n = \text{diag}(\sigma_1, \ldots, \sigma_n)$ and $V \in \mathbb{R}^{n \times n}$ is an orthogonal matrix whose columns are the associated eigenvectors $V = [v_1, \ldots, v_n]$. If we carry out the same construction for the matrix $A A^T \in \mathbb{R}^{m \times m}$, we obtain

$$A A^T = U \Sigma^2_m U^T$$

where $\Sigma^2_m \in \mathbb{R}^{m \times m}$ is the diagonal matrix of non-increasing eigenvalues $\sigma_m := \sqrt{\lambda_m} := \sqrt{\lambda_m(A A^T)}$ and $U = [u_1, \ldots, u_m] \in \mathbb{R}^{m \times m}$ is an orthogonal matrix whose columns are the corresponding orthonormal eigenvectors of $A A^T$. It is a quick calculation to show that these decompositions are further related: we always have

$$u_k = \frac{1}{\sigma_k} A v_k$$

for $k = 1, \ldots, \min(m, n)$.

The singular value decomposition of the matrix $A$ is then defined as

$$A = U \Sigma V^T$$

where $\Sigma \in \mathbb{R}^{m \times n}$ is diagonal with entries $\sigma_1, \ldots, \sigma_{\min(m, n)}$ on the diagonal. It is convenient for comparison to the infinite dimensional operators to express these decompositions in terms of operators acting on arbitrary vectors. We have

$$Ax = \sum_{k=1, \ldots, m} \sigma_k(v_k, x) u_k,$$

$$A A^T y = \sum_{k=1, \ldots, m} \sigma_k^2(u_k, y) u_k,$$

$$A^T Ax = \sum_{k=1, \ldots, n} \sigma_k^2(v_k, x) v_k,$$

for each $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^m$.

4.8.4 Functions of Operators

Suppose $A \in \mathbb{R}^{m \times n}, x \in \mathbb{R}^n$ and let

$$A = U \Sigma V^T$$
be the singular value decomposition. Then the matrix
\[ T = AA^T \in \mathbb{R}^{m \times n} \]
is real, symmetric, and positive semi definite. It has the eigenvalue decomposition
\[ T = U\Sigma^2 U^T = U\Lambda U^T = U\text{diag}(\lambda_n)U^T \]
whose action can be written as
\[ Ty = \sum_{i=1}^n \lambda_i(u_k, y)\mathbb{R}^n u_k. \]
We usually define the matrix exponential by the power series
\[ e^T := \sum_{k=0}^\infty \frac{T^k}{k!}, \]
but a quick expansion of the series in terms of the eigenvector decomposition gives
\[ e^T = Ue^\Lambda U^T. \]
We can rewrite the action of decomposition in in the form
\[ e^T y = \sum_{k=1}^n e^{\lambda_k}(u_k, y)\mathbb{R}^n u_k. \]

Now consider the case when \( U, V \) are Hilbert spaces and \( A : V \to U \) is a compact operator. Since \( A^*A \) is a compact, self-adjoint operator, all of its eigenvalues are real and are contained in the interval \([0, \|A^*A\|]\). The number of eigenvalues greater than any given positive constant is finite, so the only possible accumulation point of the eigenvalues is zero. Each eigenspace corresponding to a nonzero eigenvalue is finite dimensional. The eigenvalues \( \lambda_k(A^*A) \) are assumed to be arranged in an extended enumeration that includes multiplicities in nonincreasing order
\[ \lambda_1 \geq \lambda_2 \geq \cdots \geq 0. \]
The \( k^{th} \) singular value \( \sigma_k(A) \) of \( A : V \to U \) is defined as
\[ \sigma_k(A) := \lambda_k^{1/2}(A^*A). \]
There exist orthonormal collections of eigenvectors \( \{u_k\}_{k=1}^\infty \) for \( AA^* \) and \( \{v_k\}_{k=1}^\infty \) for \( A^*A \) such that
\[ Af = \sum_{k=1}^\infty \sigma_k(v_k, f)u_k \quad \text{convergence in } U, \]
\[ AA^*g = \sum_{k=1}^\infty \sigma_k^2(u_k, g)u_k \quad \text{convergence in } U, \]
\[ A^*Af = \sum_{k=1}^\infty \sigma_k^2(v_k, f)v_k \quad \text{convergence in } V, \]
for each \( f \in V \) and \( g \in U \).

It turns out that for any self-adjoint compact operator \( T : H \to H \), the function \( g(T) \) can be defined in an analogous way

\[
(g(T))(f) := \sum_{k=1}^{\infty} g(\lambda_k)(u_k, f)H u_k.
\]

### 4.8.5 Approximation Spaces

Our error estimates for the empirical potential functions used in our discrete evolution laws will be based on either linear or nonlinear approximation methods as they arise in the construction of approximations spaces. See [29], or more recently [7], for a thorough theoretical discussion of these spaces. An approximation method is a pair \((X, \{X_n\}_{n=0}^{\infty})\) where \( X \) is a (quasi-)Banach space and \( \{X_n\} \) is a sequence of subsets of \( X \) that satisfy the following conditions:

1. \( \{0\} = X_0 \subseteq X_1 \subseteq X_2 \subseteq \cdots \subseteq X \),
2. \( aX_n \subseteq X_n \) for all \( a \in \mathbb{R} \) and \( n = 1, 2, \ldots \),
3. \( X_m + X_n \subseteq X_{m+n} \) for \( m, n = 1, \ldots \),

When we define the \( n^{th} \) approximation number as

\[
a_n(f, X) := E_{n-1}(f, X) := \inf_{a \in X_{n-1}} \|f - a\|_X
\]

for each \( n > 0 \), the approximation space \( X^r_u \) is defined to be the collection of \( f \in X \) for which the sequence \( \{n^{r-1/u}a_n(f, X)\}_n \in \ell_u \). The approximation space \( X^r_u \) is a (quasi-)Banach space when we set

\[
\|f\|_{X^r_u} := \left( \sum_{n=1}^{\infty} \left[ n^r E_{n-1}(f, X) \right]^{u/n} \right)^{1/u}.
\]

Note that since the first term in the sequence above is \( \|f\|_X \), so that if \( \|f\|_{X^r_u} = 0 \), we have \( f = 0 \). We obtain a (quasi-)seminorm \( |f|_{X^r_u} \) on the space \( X^r_u \) if we omit the first term in the sequence above. Many of the basic properties of approximation spaces are described in [29, 30, 7].

One of the important properties that we will use in this paper is a theorem that guarantees the representation of elements in an approximation space in terms of quasi-geometric sequences. A sequence of integers \( \{n_k\}_{k=0}^{\infty} \) is said to be quasi-geometric if \( n_0 = 1 \) and there are two positive constants \( a, b \) such that

\[
1 < a \leq \frac{n_{k+1}}{n_k} \leq b < \infty
\]

for all \( k \geq 0 \). The representation theorem [30] is stated below:
Proposition 1 Let \( \{n_k\}_{k=0}^{\infty} \) be a quasi-geometric series. The expression
\[
\|f\|_{X_u} \approx \|\{n_k a_{n_k}\}_k\|_{\ell_u}
\]
defines an equivalent quasi-norm on \( X_u^r \). A function \( f \in X \) belongs to \( X_u^r \) if and only if there exists a representation of the form
\[
f = \sum_{k=0}^{\infty} x_{n_k}
\]
such that \( x_{n_k} \in X_{n_k} \) and
\[
\{n_k \|x_{n_k}\|_X\}_k \in \ell_u.
\]
In this case we have
\[
\|f\|_{X_u} \approx \inf_{f=\Sigma_{k \in X_{n_k}} x_{n_k} \in X_{n_k}} \|\{n_k^r x_{n_k}\}_k\|_{\ell_u}.
\]
This last characterization of the approximation spaces \( X_u^r \) sometimes are presented in slightly different forms. As noted in [7], we can derive an equivalent expression for the seminorm \( |f|_{X_u^r} \) choosing the geometric sequence where \( n_k \equiv 2^k \) for \( k = 0, 1, \ldots \)
\[
|f|_{X_u^r} = \left( \sum_{n=0}^{\infty} \left[ 2^{nr} E_{2^n}(f, X) \right]^q \right)^{1/q}.
\]
Approximation spaces have been studied for a wide range of choices of the underlying space \( X \) and sequence of approximating subsets \( \{X_n\} \). In this paper we will restrict consideration to approximation spaces \( X \) is in fact a Hilbert space and the subsets \( \{X_n\} \) are defined in terms of an orthonormal basis for \( X \). See [19] Section (2) for discussion of this classical choice, where it is compared to the more general cases in which the family is generated from an unconditional or greedy basis for a (quasi-)Banach space \( X \).

Linear Approximation Methods

Suppose that \( \{\phi_k\}_{k=1}^{\infty} \) is an orthonormal basis for the Hilbert space \( X \). A linear approximation method chooses the sets \( X_n := \text{span} \{\phi_k\}_{k \leq n} \). In this case we have
\[
a_n = \inf_{g \in X_{n-1}} \|f - g\|_X = \|(I - \Pi_{n-1}) f\|_X = E_{n-1}(f, X)
\]
where \( \Pi_n \) is the orthogonal projection onto \( X_n \). We always have
\[
f = \sum_{k=0}^{\infty} \Phi_k f := \sum_k (\Pi_{2^k} - \Pi_{2^{k-1}}) f
\]
when we define \( \Pi_{-1} := 0 \). It follows that we have the equivalent norm on \( X_u^r \)
\[
\|f\|_{X_u^r} \approx \|\{2^{kr} \|\Phi_k f\|_X\}_k\|_{\ell_u}
\]
In the special case that $u = 2$, it can be shown that $f \in X'_2$ if and only if there is a constant $C > 0$ such that

$$\sum_{k=1}^{\infty} k^{2r}|(f, \phi_k)|^2 \leq C$$

In this case we have

$$|f|_{X'_2} \approx \sum_{m=1}^{\infty} 2^{2mr} \sum_{k=2^{m-1}+1}^{2^m} |(f, \phi_k)|^2.$$ 

**Proof 11** We claim that

$$\sum_{k=1}^{\infty} k^{2r}|(f, \phi_k)|^2 \approx \sum_{m=1}^{\infty} 2^{2mr} \sum_{k=2^{m-1}+1}^{2^m} |(f, \phi_k)|^2.$$ 

**Simply by re-grouping terms we see that**

$$\sum_{k=1}^{\infty} k^{2r}|(f, \phi_k)|^2 = \sum_{m=1}^{\infty} \sum_{k=2^{m-1}+1}^{2^m} k^{2r}|(f, \phi_k)|^2,$$

$$\leq \sum_{m=1}^{\infty} \sum_{k=2^{m-1}+1}^{2^m} (2^{mr})^2 |(f, \phi_k)|^2,$$

$$\leq \sum_{m=1}^{\infty} 2^{2mr} \sum_{k=2^{m-1}+1}^{2^m} |(f, \phi_k)|^2.$$ 

**On the other hand, we have**

$$\sum_{m=1}^{\infty} \sum_{k=2^{m-1}+1}^{2^m} 2^{2mr}|(f, \phi_k)|^2 \leq \sum_{m=1}^{\infty} \sum_{k=2^{m-1}+1}^{2^m} 2^{2r} 2^{2(m-1)r}|(f, \phi_k)|^2,$$

$$\leq 2^{2r} \sum_{m=1}^{\infty} \sum_{k=2^{m-1}+1}^{2^m} k^{2r}|(f, \phi_k)|^2.$$
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Chapter 5

Summary and Conclusions
This dissertation addresses two challenging problems that arise in modeling of nonlinear flapping wing robotic systems. In the first problem, we propose and derive a class of history dependent models suitable for representation of aerodynamic loads during flapping flight. A set of weighted, relatively low dimensional, nonlinear history dependent operators has been employed to represent history dependent, unsteady aerodynamics of flapping flight. We also establish existence and uniqueness of a local solution for such functional differential equations that feature history dependent aerodynamics. A novel adaptive control strategy has also been proposed to learn and compensate for the unknown history dependent aerodynamics. Lyapunov stability analysis guarantees stability of the closed loop system. It is also shown that the tracking error and its derivative converge to zero.

We also derive approximation methods and construct error bounds in approximation space for history dependent operators. We use the results of wavelet theory and multiresolution analysis to compute an error bound as a function of resolution level of the approximation space. We then propose sliding mode adaptive control strategies to identify and compensate for the unknown history dependent aerodynamic forces, and we validate our algorithm by numerical simulations.

In the second problem, we derive methods that inherently yield dynamics that lie, at least approximately, on or near observed subsets or low dimensional submanifolds. We derive three theorems to establish a general framework for creating analytical-empirical equations of discrete mechanics. Our main proposed algorithm uses experimental observations to construct discrete evolution laws that evolve on or near such subsets or low dimensional submanifolds. As part of our theory, we also derive a new single step error bound for the discrete Galerkin Lagrangian and the exact discrete Lagrangian. This bound consists of a term that is common to conventional variational discrete Galerkin methods, but it additionally includes a probabilistic term that arises from the empirical potential function that has been constructed using the camera observations. We have implemented simulations using noisy data generated in the vicinity of a submanifold of Euclidean space, featuring motion of a single constrained particle on a thin wire. The results show that the motion stays arbitrarily close to the submanifold of interest, and the motion reflects the geometry of the underlying submanifold. We discuss the theoretical ground behind this phenomena and discuss in detail an open problem for future directions of this research.