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Abstract
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A Framework for Hadoop Based Digital Libraries of Tweets

by Matthew Bock

The Digital Library Research Laboratory (DLRL) has collected over 1.5 billion tweets for the Integrated Digital Event Archiving and Library (IDEAL) and Global Event Trend Archive Research (GETAR) projects. Researchers across varying disciplines have an interest in leveraging DLRL’s collections of tweets for their own analyses. However, due to the steep learning curve involved with the required tools (Spark, Scala, HBase, etc.), simply converting the Twitter data into a workable format can be a cumbersome task in itself. This prompted the effort to build a framework that will help in developing code to analyze the Twitter data, run on arbitrary tweet collections, and enable developers to leverage projects designed with this general use in mind. The intent of this thesis work is to create an extensible framework of tools and data structures to represent Twitter data at a higher level and eliminate the need to work with raw text, so as to make the development of new analytics tools faster, easier, and more efficient.

To represent this data, several data structures were designed to operate on top of the Hadoop and Spark libraries of tools. The first set of data structures is an abstract representation of a tweet at a basic level, as well as several concrete implementations which represent varying levels of detail to correspond with common sources of tweet data. The second major data structure is a collection structure designed to represent collections of tweet data structures and provide ways to filter, clean, and process the collections. All of these data structures went through an iterative design process based on the needs of the developers.

The effectiveness of this effort was demonstrated in four distinct case studies. In the first case study, the framework was used to build a new tool that selects Twitter data from DLRL’s archive of tweets, cleans those tweets, and performs sentiment analysis within the topics of a collection’s topic model. The second case study applies the provided tools for the purpose of sociolinguistic studies. The third case study explores large datasets to accumulate all possible analyses on the datasets. The fourth case study builds metadata by expanding the shortened URLs contained in the tweets and storing them as metadata about the collections. The framework proved to be useful and cut development time for all four of the case studies.
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The Digital Library Research Laboratory (DLRL) has collected over 1.5 billion tweets for the Integrated Digital Event Archiving and Library (IDEAL) and Global Event Trend Archive Research (GETAR) projects. Researchers across varying disciplines have an interest in leveraging DLRL’s collections of tweets for their own analyses. However, due to the steep learning curve involved with the required tools, simply converting the Twitter data into a workable format can be a cumbersome task in itself. This prompted the effort to build a programming framework that will help in developing code to analyze the Twitter data, run on arbitrary tweet collections, and enable developers to leverage projects designed with this general use in mind. The intent of this thesis work is to create an extensible framework of tools and data structures to represent Twitter data at a higher level and eliminate the need to work with raw text, so as to make the development of new analytics tools faster, easier, and more efficient.

The effectiveness of this effort was demonstrated in four distinct case studies. In the first case study, the framework was used to build a new tool that selects Twitter data from DLRL’s archive of tweets, cleans those tweets, and performs sentiment analysis within the topics of a collection’s topic model. The second case study applies the provided tools for the purpose of sociolinguistic studies. The third case study explores large datasets to accumulate all possible analyses on the datasets. The fourth case study builds metadata by expanding the shortened URLs contained in the tweets and storing them as metadata about the collections. The framework proved to be useful and cut development time for all four of the case studies.
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Chapter 1

Introduction

1.1 Background

This thesis describes simplifying some of the research connected with the Digital Library Research Laboratory (DLRL). It targets a wide variety of researchers: data science researchers doing unique and complex low-level analysis using programs that they write; non-technical researchers who want to apply those techniques to learn more about some data set they are interested in; and even those in between who simply want easy access to and preprocessing of the collections stored in our digital library so that they can apply some other tools or techniques. Providing endpoints and supplying core functionalities at many levels like this will hopefully go a long way towards making digital library research faster, easier, and more accessible.

The initial goal of this study was to build a tool that would allow researchers to analyze sentiment and topic analysis over time. "Over time" in this case refers to comparing results across a set of collections within DLRL's library of tweet collections. Since many collections represent specific events, running an analysis on a set of events that are all within the same topic area (for example: school shooting incidents, hurricanes, related political events) would expose trends in discussion over time. The work has since broadened in scope since the sentiment/topic analysis goal has been turned into a class project for CS 6604: Digital Libraries. Consequently, time and resources are available to make code much more modular and extensible and turn it into a more generalized framework for people to expand upon. The sentiment/topic analysis research is now a case study of how this tool can: help accelerate and simplify the development process, and help make new data analytics tools which can process arbitrary tweet collections (as opposed to within a specific domain).

1.2 Motivation

Many experts with wildly varying requirements are interested in the kind of research that happens in the Digital Library Research Laboratory [10], especially when it comes to leveraging our digital library of over one thousand collections containing over 1.5 billion tweets [11]. However, leveraging this data is a complex process, and the learning curve involved with getting to know the tools can make getting started very difficult. With this in mind, I have designed this framework to make it much faster and easier to work with the Twitter data that the lab uses for a key portion of its research.

In addition, I would like this framework to be extensible so that other researchers in the lab can eventually add what they create for other projects, to its suite of tools. Given enough time and participation, the framework will become a robust toolkit
that those involved in digital library research can use to do research involving the
tweet collections maintained by the lab.

1.3 Problem

The main obstacle that this system is built to solve is the difficulty of undertaking
digital library research with large tweet collections. "Big Data" research is notori-
ously difficult, but also very powerful in multiple domain areas. From sociology to
psychology to engineering and so on, the ability to extract useful information from
large collections of data is incredibly useful for those interested in improving or in-
novating within those domains. As of today, the Digital Library Research Laboratory
at Virginia Tech maintains, among other things, a library of over 1000 collections of
over 1.5 billion tweets. We aim to provide an easier way for researchers and data sci-
entists to access and analyze this wealth of knowledge and make use of it for their
own efforts.

1.4 Research Questions

Does representing tweets as well-defined data structures rather than arbitrary text
data help with the development of tools to analyze that data? What kinds of tools
would benefit researchers trying to use our digital library to learn things about their
areas of interest? Can the resulting framework, with its set of tools, be shown to be
of help through multiple case studies?

1.5 Hypothesis

With the aforementioned research questions in mind, we present the following hy-
pothesis: The creation of an extensible framework of tools and data structures to
represent Twitter data at a higher level, and to eliminate the need to work with raw
text, would make the development of new analytics tools faster, easier, and more
efficient – as will be shown in a realistic set of case studies.

1.6 Organization of Thesis

The rest of this document is organized as follows: Chapter 2 presents a literature re-
view which discusses research into the tools available, and into the needs of projects
which could leverage a framework like this, to help motivate the design of the
framework. Chapter 3 gives an outline of the design and architecture of our sys-
tem, including a brief discussion of the functionality of each of the provided classes.
Chapter 4 discusses the implementation of the system and important decisions made
along the way. Chapter 5 details the case studies, which serve to evaluate the success
of the system by having developers with varying levels of knowledge of the pre-
existing software develop projects using the framework to suit their needs. Chapter
6 summarizes the previous sections. Chapter 7 presents final conclusions and pro-
posals for future work.
Chapter 2

Literature Review

2.1 Motivating Works

When approaching background research for this project, it was important to get a good grasp on the types of projects this framework would be supporting. To do this, two main areas were researched. First, a survey of the past two years of CS5604 (Information Retrieval) classes was conducted. The goal was to get a sense of the kinds of work teams are doing with the tweet collections. Second, a review of the IDEAL and GETAR projects was conducted. These two NSF-funded efforts have motivated much of the research work that has gone into creating, maintaining, and researching the digital library of tweets.

2.1.1 CS 5604: Information Retrieval

CS 5604 at Virginia Tech is a class which uses a project-based learning approach to teach students about information retrieval techniques. The project-based learning approach makes use of a single, semester-long project to guide students through the learning process [16] [19]. The projects for the past two years have focused on developing systems which utilize the DLRL’s archive of over one thousand collections containing a combined total of over 1.5 billion tweets. The class normally functions by grouping the students into teams, with each team being responsible for a small part of the overall project goal. These teams will have to work together under the guidance of Dr. Fox and the class GRAs to come up with a way to use the resources provided by the lab to accomplish an overarching, semester-long project goal. Reviewing these projects provides an overview for the requirements of a wide variety of the kinds of research projects that would be conducted in the DLRL. When reviewing these projects, special attention was paid to work that was replicated between multiple projects, as this is the kind of functionality that would save a significant amount of development time if supported by the framework. Several key issues were uncovered.

Data I/O

Every team had some kind of data input and output that had to be developed, documented, and coordinated with all of the other teams working on the project. Often, the “Collection Management” teams would be the ones responsible for reading in raw data and processing it into a format that the other teams would be able to work with more easily. The most recent team read the tweet data in the form of raw MySQL databases, and wrote the data to HBase tables for later reference by other teams [1]. The Spring 2016 team [20] loaded the raw relational data into the Hadoop Distributed File System (HDFS) using the Sqoop tool provided by the
Apache Hadoop software stack [31]. Once the data was processed into HDFS, the team needed to read those newly created files, clean and process them, and then store them back in HBase.

In addition to the collection management teams, many other teams had need of various kinds of Input/Output functionality. For example, several teams during the Spring 2016 class needed to read .tsv data files that had been cleaned by the collection management team, alter or analyze them, and then store their results in HBase [7] [21] [32]. The following semester, several teams decided to do all of their Input and Output via HBase tables [4] [7]. In both classes, each team was responsible for writing their own code for accessing the data and writing it to its destination.

From all this, two main points can be reached. First, teams in large projects like this generally work with other teams by reading data in from a shared source (like an HBase table or a set of source files), processing the data, and then writing their results back to another (or the same, in the case of HBase) shared source. Reading and writing data are widely known to be expensive processes. If the collection of data could be held in a data structure in memory, the process would see a potentially massive increase in efficiency. Second, each team ended up writing their own versions of data reading and data writing code to suit their needs. For each team to spend time writing such similar code seems like a waste of developer hours. If there was a common way provided to them to read and write data in the formats they need, the development process would see more rapid progress towards solving the problem the developers set out to solve, since less time is needed to learn how to access the data in the first place to start experimenting. Both of these points were taken into consideration with many of the design choices made during the development of the framework. They also provide some justification that a system like this would benefit developers working on DLRL research projects.

Cleaning Tweets

The next topic that emerged frequently was the need to clean the text data. The teams that did the most cleaning were generally the collection management teams [1] [20], since they were responsible for taking the raw text input, processing it into a workable format, and maintaining that content for use by the other teams. These teams described several steps which they took to have a clean, easily usable set of tweets. This includes things like filtering out profanity and spam, removing stop words, and removing non-ASCII characters. These teams were also responsible for extracting information such as URLs, hashtags, and mentions from the tweet content for use by other teams later. Some project teams went further and applied more advanced cleaning and preprocessing techniques. Some examples include lemmatizing the data to prepare for classification [7] and removal of irrelevant content to prepare for clustering and topic analysis [4].

These papers serve to highlight that cleaning is often an essential pre-processing step. It must be performed on raw text data before any analytics are performed, or the results may be inaccurate (if they exist at all). The framework will take this into account by enabling cleaning processes to be done quickly and easily.

Spark/Hadoop Learning Curve

The last topic of interest gathered from the project reports was the amount of time teams dedicated strictly to learning Spark and Hadoop (and their associated tools) or reworking code that was written in some other environment to work with the
suite of tools on the cluster. There were teams who needed time to understand what tools were available and how to use them to address the problem they were trying to solve. Teams with some prior experience were able to accomplish this in one or two weeks [20] [8], while teams with little to no experience working in environments like this took three or more weeks to learn the tools and techniques [8]. There were also some teams who decided to do their development in an environment that was easier to set up and interface with, such as the Cloudera Virtual Environment [5], and then push their implementation back to the DLRL cluster once they were comfortable with it [8] [7] [4].

The amount of time teams spent learning the software tools or working with other systems to avoid having to learn the tools right away indicates that the Spark and Hadoop suites have a very steep learning curve. Developers of varying abilities and backgrounds will handle this learning curve very differently. Some will be able to quickly become good at the tools and use them to their full potential, while some may spend several weeks learning how to use the tools. With this in mind, a priority of the framework is to attempt to smooth out this learning curve without hindering the ability of developers who are more comfortable with the tool suites to still make use of the more advanced features of Spark and Hadoop.

Summary

These class projects provide a lot of insight into what developers aiming to do research involving the DLRL’s tweet archives may struggle with. The students entering these classes often have little to no background knowledge of the Apache Hadoop and Spark tools, and need to learn them quickly so as to not fall behind in the semester project. Addressing the needs of these students will go a long way towards addressing the needs of DLRL researchers in general. The three main points discussed above all came together to form the key ideas behind the design of the framework.

2.1.2 IDEAL and GETAR

The archiving work done in the DLRL is motivated by two NSF-funded projects: the Integrated Digital Event Archiving Library (IDEAL) project [15], and the Global Event and Trend Archive Research (GETAR) project [14]. The IDEAL project uses digital library and archive technologies to support researchers who are studying important events that manifest on the Internet. The GETAR Project aims to create digital library and archive systems to help researchers analyze trends in global-scale events that have been occurring over the past two decades. Both of these grants have spawned a number of projects within the DLRL related to digital libraries and archives. Enabling and simplifying further research within these grants is a primary goal of the framework. By making it easier to interface with the archives maintained by DLRL, the framework enables research to be done faster and more easily by researchers with varying backgrounds.

2.2 Technical Specifications

This section presents a summary of some of the hardware and software available to developers in the DLRL. It discusses the Hadoop cluster [12] housed in the lab, and components of the Cloudera software stack [5] used therein.
2.2.1 Hadoop

Apache Hadoop is an open source software suite for "reliable, scalable, distributed computing." [2] The DLRL maintains a computing cluster containing 21 nodes (twenty workers and one head node) for a combined total of 704 GB of RAM and 154.3 TB of disk space [12]. The cluster is designed to be used with Hadoop to run parallel, distributed algorithms on large data sets. The Hadoop software this framework is most interested in is the Hadoop Distributed File System (HDFS). The cluster makes use of HDFS to provide fast and efficient distributed storage of its data archives. Researchers who are interested in working with archived data will have to interface with HBase to access the archived content. The Hadoop tool suite also provides the Avro data serialization system [36]. Avro is a binary format designed to be easily serialized across distributed file systems like the one contained in the cluster. Hadoop serializes text data (like the tweet data the framework is designed to work with) into Avro format when it is archived on the cluster’s file system. Developers normally need to de-serialize the Avro format back into normal text in order to use the data.

2.2.2 Spark

Apache Spark is "a fast and reliable engine for large scale data processing" [3]. Spark is included in the Hadoop software suite as a way to process large data sets in memory, and in parallel across a cluster of computers [2]. The cluster uses Spark to enable massively parallel analysis of the data sets contained in its archives. Spark enables parallel processing by abstracting complex and hard-to-write parallel computation code, and instead providing developers with a large suite of tools and data structures that will handle the parallel processing while behaving like local data structures [25]. One such data structure is the Resilient Distributed Dataset (RDD) [26]. The RDD is designed to represent a collection of any kind of data (including user-defined classes) in memory, and provides functionalities to manipulate, filter, and process the data contained within it [28]. RDDs enable parallel processing of the data contained within them by splitting the data into logical partitions and sending each of those partitions to a node in the cluster to be processed [27]. Once the processing is complete, the individual partitions can be collected locally again and treated as one continuous data structure. This process is done lazily, meaning that all transformations are queued until some action requires a result to be returned, at which point all transformations so far are executed at the same time and the result is returned [28].

2.2.3 Using Hadoop and Spark

The framework will be designed to work on top of Hadoop and Spark, to apply their functionalities to collections of tweets. Similar to the way Spark abstracts the need for developers to be concerned with parallel programming, the framework will further abstract the need for developers to be concerned with processing raw text data with low-level Spark programs. Instead, the framework will present them with data structures that can be operated upon using provided functionalities, and all interfacing with Spark and Hadoop will be handled for the developer. This will enable developers to operate at a higher level, focusing on working with tweets and collections of tweets rather than raw text.
Chapter 3

Design and Architecture

3.1 Design Goals

3.1.1 Motivating Problems

Our framework is designed to support the research and development activities of researchers in the Digital Library Research Laboratory. There are multiple projects happening in the lab at any given time, many of which revolve around our archive of data collected from Twitter through various methods. With so much going on, a tool to help smooth development would save a lot of time in the long run. To assist in development, this framework aims to address two main issues which come up frequently.

The first major issue is that the Apache Spark and Hadoop tool suites have a very steep learning curve. These are the tools that our hardware and software systems support, and so they are used often. However, learning the basic fundamentals can still be a daunting task. It may take students who are just learning to use the tools for the first time several weeks to begin feeling comfortable working with them, and even longer to gain a strong grasp of how to leverage these tools to their full potential. Smoothing out this learning curve would afford researchers more time to focus on the problems they are trying to solve, since they could spend less time learning the tools. This framework solves this issue by abstracting some of the more complicated aspects of working with Spark and Hadoop, and handling them for developers.

The second issue is that there is no well established "best" way to handle reading, writing, and processing of our archived tweet collections. Whenever a new project begins, the first step is frequently to figure out how to retrieve data from the archive, decode it into a workable format, and clean away any unwanted content. There are some tools available to do this including interfacing with Spark and manually transforming the text, using Python scripts and libraries, and using .pig scripts to run on top of Hadoop. However, none of these tools are designed to work directly with our data, and so they all require some other setup or additional programming. This framework is designed with the DLRL’s digital Twitter library and the needs of the lab’s developers in mind. Hence, there is minimal setup and very little code required to get a collection pulled, formatted, and cleaned.

3.1.2 Design Principles

To address these two problems, the framework is designed with a few guiding principles in mind. These principles were formed over time based on the needs of researchers being supported by the case studies presented in Chapter 5. There are three main design principles.
Enable High Level Programming

The first design principle of the framework is to eliminate the need to work with raw text data. This is handled by the data structures provided by the framework, so that developers do not have to interface directly with the software on the cluster to manually parse raw text. Developers should be able to focus on the problems they need to solve with minimal time spent learning the required low level techniques, especially if those low level techniques are addressing problems that have been solved before.

Ease of Access to Tweet Collections

Secondly, the tool should provide developers with quick and convenient access to the collections contained in our archives, as well as a suite of functions to clean and filter the collections. Tweet collections can come from various sources and in various formats. The framework aims to simplify the process of accessing data by making it so that as many of these various sources and formats of data as possible can be processed into one uniform data structure. The currently supported formats and discussion about extending the framework to support new formats of data are documented below in the Tweet Data Structures section of this chapter. In addition, cleaning of data is often a first step in many text mining problems, so performing that first step for developers will accelerate the process of addressing the problem that they are trying to solve.

Support of Tool Development

Finally, the framework will support the development of tools to be used by other researchers in the future. A tool in this context refers to anything that can take a tweet collection as an input, process it, and produce some output. Examples might include classification tools, topic modeling techniques, and feature extraction tools. By designing tools to work with these data structures rather than with raw text data, we can make it easier for the tools to support arbitrary collections of tweets, rather than requiring whatever text format the developers happened to be working with when the need arose for a tool to process the data.

3.2 Design Overview

As mentioned previously, the main way this framework aims to help developers is by eliminating the need to interface directly with the software on the cluster as much as possible. This is accomplished primarily by the creation of data structures to represent tweets and collections of tweets. By organizing the raw data using such data structures, we are able to represent the text content in a higher-level, easier to work with manner. The two primary data structures are Tweet and TweetCollection. The Tweet data structure contains fields which represent important information about tweet content, as well as functionality to clean the text content and extract important features. The TweetCollection data structure provides a higher level representation of a collection of tweet objects, and provides functionality to clean and filter the collection, etc. By representing tweets and collections of tweets in this way and "black-boxing" the code which reads and deciphers the data files, cleans the individual tweets, and filters the collection, we can speed up development and
3.2.1 Data Flow and Scope

Figure 3.1 shows an overview of how data flows through the framework. The goal is a seamless flow from files stored on disk to a cleaned and processed data structure which can be written back to disk or read in by analytics tools which are designed to take TweetCollections as parameters. Those tools can then use the data structure rather than the raw text to perform analyses. We break down the flow step-by-step here, highlighting important details that go into each step.

Step 1: Reading Data from Disk

As mentioned previously, data sets can come from a multitude of places. Some examples include .avro archive files, plain text files, and "separated values" files (.csv or .tsv). If a developer has direct access to the files, they can specify a path to the appropriate TweetCollectionFactory build method to have the file read from disk. TweetCollectionFactory also provides functionality to simply specify a collection ID number as given on the DLRL Hadoop Cluster Page [11]. The framework will then handle reading the data out of the Hadoop File System (HDFS) on its own.

Step 2: Parsing into Tweet Objects

Once the file has been located and opened, the TweetCollectionFactory instructs Spark to read the contents of the file and parallelize its contents across the cluster. This allows for massively parallel (and therefore very fast) reading and processing of the data contained in the file. The tweet data is then remapped from its original format and wrapped in the appropriate Tweet implementation. Each Tweet object is designed to automatically process any metadata it can gather about the tweet based on the data provided. The exact metadata gathered depends on
which Tweet implementation is being used. Every implementation is required to extract (or attempt to extract) hashtags, mentions, and URLs; determine whether or not this is a retweet; and break the raw text into tokens. More specific implementations which extend the base SimpleTweet class (explained below in the System Architecture Details section of this chapter) may yield additional metadata based on what is provided by the data it is reading in.

**Step 3: Cleaning and Filtering the Collection**

Once the collection is created and populated with tweet content, developers can manipulate the collection in a variety of ways to clean and filter its contents. There are several built-in functions which can be used to filter the contents of the collection, removing unwanted elements based on certain conditions. Developers can also define custom filter functions which take tweets as parameters and return a Boolean value to tell the collection whether or not to keep that tweet. The framework will handle packaging the function and distributing it across the cluster to be run on every Tweet in the collection.

**Step 4: Running Analysis Tools on the Data Structures**

Once the developers have cleaned the tweets and filtered the collection to their liking, they can proceed to pass the collection on to the various tools. The framework provides several tools, as well as ways to dump the cleaned collection to a file to be passed on to external tools. Tools which are designed to work with the TweetCollection data structure rather than raw text data are able to use its functionality to their advantage. They may do more of their own cleaning or filtering, and/or use TweetCollection’s applyFunction functionality to apply some analysis to every tweet contained in the collection. For example, the LDAWrapper (explained in Chapter 4) defines a function which, once topic analysis is completed, takes each tweet, adds a set of topic labels to it, and returns it to the TweetCollection. The topic labels are stored in the Tweet’s payload field.

**Scope**

It is important here to consider the limits of the scope of the framework as well. In simple terms, as long as tools connected with the framework are doing their work within TweetCollection’s provided functionalities, they are within the scope of the framework. That being said, TweetCollection does provide developers with access to the Spark data structures with which it wraps around and interfaces. Some developers may want to access these inner data structures directly rather than via the framework’s wrapper functionalities to do a more “low-level” analysis using some more advanced features of Spark. Once this happens, though, they are operating outside of the scope of the framework and are responsible for handling the results on their own. Note, though, that in some cases it is possible to use these data structures to do some analysis and then write the results back to the individual Tweets within the collection. For example, the LDAWrapper tool explained in Chapter 4 does this to give each tweet a set of topic labels while also returning an array of overall topic analysis results.
3.3 System Architecture Details

3.3.1 Overview

The system architecture is designed to be modular and extensible. The intention is that developers will be able to extend it to suit their needs and the needs of other researchers doing similar work in the future. Several key design decisions were made with this goal in mind.

3.3.2 Tweet Data Structures

The fundamental data structure of the whole framework is the Tweet Data structure. Tweet is an abstract data structure; it is not meant to be directly instantiated. There are multiple reasons for this which are discussed in detail in Chapter 4, but the most important reason is that Tweets are constructed very differently based on the format of the data they are being built from. The framework deals with this by representing a tweet in an abstract, high level manner by defining a set of fields in the data structure which all tweets will have in common. It is the responsibility of the concrete implementation of the abstract Tweet class to populate those fields once the data is passed to its constructor. In addition, Tweet requires some basic cleaning functions and utility functions. Most of the functions are abstract, to be implemented by subclasses, but it does provide base functionality for the toString and equals functions. Details about the fields are shown in Table 3.1, and details about the required functions are shown in Table 3.2.

It is also worth noting that Tweet requires text content and a string ID as constructor parameters. The text content should represent the text written in the tweet. The ID is a unique identifier to represent this tweet. The ID could be provided by the source of the data (for example, Twitter provides unique IDs for every tweet [35]) or created by the developer, but they should be unique to each individual tweet for reasons discussed in Chapter 4.

There are several concrete implementations of Tweet provided by the framework, which are discussed in detail here. A long term goal for the framework is to make it easy for developers in the future to write new implementations of Tweet to meet their needs if the current set of implementations is not compatible with their data.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>text</td>
<td>String</td>
<td>Unfiltered text of the tweet</td>
</tr>
<tr>
<td>id</td>
<td>String</td>
<td>Unique ID of this tweet</td>
</tr>
<tr>
<td>isRetweet</td>
<td>Boolean</td>
<td>True if the tweet is a retweet</td>
</tr>
<tr>
<td>tokens</td>
<td>Array[String]</td>
<td>Tweet text broken up into tokens</td>
</tr>
<tr>
<td>hashtags</td>
<td>Array[String]</td>
<td>Array of hashtags found in tweet text</td>
</tr>
<tr>
<td>mentions</td>
<td>Array[String]</td>
<td>Array of mentions found in tweet text</td>
</tr>
<tr>
<td>urls</td>
<td>Array[String]</td>
<td>Array of URLs found in tweet text</td>
</tr>
<tr>
<td>payload</td>
<td>Map[String, String]</td>
<td>Payload for holding extra data read in from files or derived by tools</td>
</tr>
</tbody>
</table>

Table 3.1: Fields represented in the Tweet data structure. Text and ID are required as constructor parameters; the rest are derived based on those.
Table 3.2: The functions required by the abstract Tweet class. 

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>cleanRTMarker</td>
<td>Remove the RT marker</td>
</tr>
<tr>
<td>cleanMentions</td>
<td>Remove mentions from tokens</td>
</tr>
<tr>
<td>cleanHashtags</td>
<td>Remove hashtags from tokens</td>
</tr>
<tr>
<td>cleanURLs</td>
<td>Remove URLs from tokens</td>
</tr>
<tr>
<td>cleanPunctuation</td>
<td>Remove non-alphanumeric characters except @ and #</td>
</tr>
<tr>
<td>cleanRegexMatches(regex*)</td>
<td>Remove tokens matching specified regular expression</td>
</tr>
<tr>
<td>cleanRegexNonmatches(regex*)</td>
<td>Remove tokens that don’t match specified regular expression</td>
</tr>
<tr>
<td>cleanTokens(Array&lt;String&gt;)</td>
<td>Remove all instances of specified tokens</td>
</tr>
<tr>
<td>toLowerCase</td>
<td>Turn all text lowercase</td>
</tr>
<tr>
<td>addToPayload(key: String, value: Any)</td>
<td>Add a key and value to the payload</td>
</tr>
<tr>
<td>toStringVerbose</td>
<td>String representation of all data about tweet</td>
</tr>
<tr>
<td>toString</td>
<td>String representation of tweet in form “id \t tokens”</td>
</tr>
<tr>
<td>equals</td>
<td>Returns true if comparing two tweets with the same ID</td>
</tr>
</tbody>
</table>

*uses util.matching.regex

SimpleTweet

SimpleTweet is the basic implementation of Tweet. It provides a concrete implementation of everything required by the abstract class. It can be thought of as the most straightforward and simple (hence the name) representation of a tweet. SimpleTweet requires only an ID and text content to be constructed. When provided with these, it will automatically mine the text content for hashtags, mentions, and URLs; determine if the tweet is a retweet based on the presence of an RT token; and split the text up into tokens for later processing. It also provides implementations of all of the abstract methods required by Tweet. Since it handles generation of all of the fields and implements all of the abstract methods, SimpleTweet serves as both a rudimentary tweet representation and a base concrete implementation for other, more complex tweet representations (like AvroTweet, SVTweet, and HBaseTweet), discussed next.

AvroTweet

AvroTweet is an extension of SimpleTweet that extracts content and metadata from .avro files. It takes a single GenericRecord [18] as a parameter, from which it then pulls all of the necessary data. The framework, given a file, automatically handles deciphering the binary Avro data format and building a GenericRecord for each tweet in the file, which then gets parsed into the data structure for ease of access to all of the data. All of the data present in an AvroTweet is explained in Table 3.3.

SVTweet

SVTweet is another extension of SimpleTweet that builds data structures out of lines in a “Separated Values” (sv) file. These files use a separator character to split lines of data into columns, with each column containing a different part of the data. Common sv files include .csv files (comma separated values) and .tsv files (tab separated values). SVTweet will take these columns and store them in the key/value payload defined in the base Tweet class. By doing this, we can support any amount of arbitrary data that may be stored in the files. This is an important functionality
TABLE 3.3: The fields contained in an AvroTweet

<table>
<thead>
<tr>
<th>Field</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>archivesource</td>
<td>String</td>
<td>Archive tweet was pulled from (ex: “twitter-search”)</td>
</tr>
<tr>
<td>to_user_id</td>
<td>String</td>
<td>Unfiltered tweet text</td>
</tr>
<tr>
<td>from_user</td>
<td>String</td>
<td>Username of user who posted this tweet</td>
</tr>
<tr>
<td>from_user_id</td>
<td>String</td>
<td>ID of user who posted this tweet</td>
</tr>
<tr>
<td>iso_language_code</td>
<td>String</td>
<td>Short code representing tweet’s language (ex: “en” for English)</td>
</tr>
<tr>
<td>source</td>
<td>String</td>
<td>How tweet was posted (ex: Twitter Web, Twitter for Android, TweetDeck)</td>
</tr>
<tr>
<td>profile_image_url</td>
<td>String</td>
<td>URL of poster’s profile image</td>
</tr>
<tr>
<td>geo_type</td>
<td>String</td>
<td>How tweet’s geo tag is represented (ex: “point”, Empty string if n/a)</td>
</tr>
<tr>
<td>geo_coordinates_1</td>
<td>Double</td>
<td>First geo tag component (0 if n/a)</td>
</tr>
<tr>
<td>geo_coordinates_2</td>
<td>Double</td>
<td>Second geo tag component (0 if n/a)</td>
</tr>
<tr>
<td>created_at</td>
<td>String</td>
<td>Human-readable time tweet was created (ex: “Fri Oct 28 22:16:39 +0000 2016”)</td>
</tr>
<tr>
<td>time</td>
<td>Int</td>
<td>Epoch time tweet was created (ex 1477692999)</td>
</tr>
</tbody>
</table>

to support, since sv files do not have a defined structure like Avro files do. Some will specify the column names in the first line of the file, but this is not required, and so we cannot depend on it to determine the file schema. Instead, we define a new configuration class called SVConfig which is passed as a parameter to SVTweet.

SVConfig

SVConfig is a class defined to be passed as a parameter to SVTweet’s constructor. It is used to define several things that are required to be able to parse an sv file, including:

- The separator value that defines the columns
- The number of columns contained in the file
- The column that contains the text of each tweet
- The column that contains the ID of each tweet
- The names of any other columns of interest in the file to be stored in the tweet’s payload.

By defining these as options, the framework provides the developer with maximum flexibility to parse any kind of sv file containing any kind of data.

One other important thing to note about SVTweet is that the framework cannot currently handle files where the tweet text contains extra newline or separator characters. This would cause the data to become corrupt since the columns would not match. To handle this, the framework will disregard any lines in the file which do not have the correct number of separator characters to match the number of columns specified in SVConfig. The ideal solution would be to combine subsequent lines until the correct number of columns are represented, but due to the way collections are distributed across the cluster by Spark, this would be a very difficult and expensive process. In this case, it is the responsibility of the developer to make sure the data is formatted correctly.
HBaseTweet

At the time of this writing, HBaseTweet is still a work in progress. The plan is to have a config parameter similar to SVTweet which specifies what data is contained in which columns. The data structure will automatically handle connecting to HBase and reading data from the table. Thanks to the Spark API, building a collection of these should be a very fast process even though it will require many lookups, since it is all done in parallel.

Creating New Tweet Structures

Extensibility is a primary goal of this project. Making the creation of new data structures (to meet the needs of future developers) as easy as possible was a high priority when designing the structure of the system. More of the technical information that would be of interest to developers is covered in Chapter 4.

3.3.3 The TweetCollection Data Structure

TweetCollection is the second core data structure of the whole system. It is the main structure that will hold all of the tweets parsed out of a collection, and that with which all of the tools designed for this framework will be designed to work. A TweetCollection is just what the name indicates: a collection of Tweet objects. At its most basic, it is a wrapper around Spark’s RDD (Resilient Distributed Dataset) data structure [26]. RDD is one of the data structures Spark uses to parallelize data sets across the cluster [25]. This massive parallelization allows for huge amounts of data to be processed very quickly, which is exactly what we need to accomplish with the data structure. The TweetCollection data structure interfaces with the RDD data structure to create a distributed dataset of Tweets. In this way, we have abstracted away the need for the developer to work directly in Spark. Instead, they can simply specify a data source, set up a TweetCollection using the TweetCollectionFactory, and have the framework handle the various mapping operations and distributing the data across the cluster.

TweetCollection offers a suite of ways to clean, filter, and otherwise modify the tweet collection in ways that will be beneficial to the kinds of digital library research that will need this kind of data structure. Filtering functions modify the collection, as opposed to the contents within the collection. Included are ways to remove tweets which meet (or do not meet) specific criteria. Explicit functions filter matches or non-matches based on the contents of a tweet. For example, a researcher may only be interested in tweets within a larger collection that contain a specific hashtag. Maybe the larger event sparked some smaller discussion with the new hashtag and it all was collected together. A developer could very easily load the data into a TweetCollection, filter out all of the tweets which do not contain the hashtag of interest, and pass the new sub-collection along to the various provided tools for analysis or write the results to a file to be processed again later. There are also several utility functions, and room to add more in the future.

Table 3.4 shows a list of all of the different built-in ways to format the tweet data and return it to the caller. Table 3.5 lists all of the available filter methods, including the generic “filter” method which takes a function defined by the developer, to accept the appropriate Tweet type and return a Boolean which can be used to build a custom filter function. Table 3.6 shows the currently available utility methods, including the applyFunction method which allows the developer to define a function which takes a tweet as a parameter, modifies it in some way, and then returns it to be stored
TABLE 3.4: TweetCollection provides a set of "getter" methods which return the data formatted in convenient ways

<table>
<thead>
<tr>
<th>Function</th>
<th>Returns</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>getCollection</td>
<td>RDD[T &lt;: Tweet]</td>
<td>Returns the raw RDD of tweets</td>
</tr>
<tr>
<td>getPlaintext</td>
<td>RDD[String]</td>
<td>Returns RDD containing tweet text only</td>
</tr>
<tr>
<td>getPlaintextID</td>
<td>RDD[(String, String)]</td>
<td>Returns RDD of tuples containing the ID and text of each tweet</td>
</tr>
<tr>
<td>getTokenArrays</td>
<td>RDD[Array[String]]</td>
<td>Returns RDD of tweet text broken up into tokens</td>
</tr>
<tr>
<td>getTokenArraysID</td>
<td>RDD[(String, Array[String])]</td>
<td>Returns RDD of tuples containing ID and tokens of each tweet</td>
</tr>
</tbody>
</table>

back in the collection. In all of these figures, "T" or "t" denotes the generic type parameter, which must be a type that extends Tweet so that the data structure knows it will have access to the Tweet methods. For both of the mapping functions, the framework handles packaging up the function and distributing it across the entire collection, which is normally a complex task when generics are involved.

Creating TweetCollections

The creation of TweetCollections requires four things:

1. An ID for the whole collection
2. A reference to the SparkContext
3. A reference to the SQLContext
4. An RDD [26] of Tweets to wrap around

The first three requirements are fairly straightforward. The ID can be any string. It should provide some high level description of what is in the collection (for example: "HurricaneMatthew" or "#Blacksburg"). The Spark Context [29] and SQL

TABLE 3.5: TweetCollection’s filter methods

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>filter(t =&gt; Boolean)</td>
<td>Filters collection based on result of function parameter</td>
</tr>
<tr>
<td>filterRetweets</td>
<td>Removes all retweets from the collection</td>
</tr>
<tr>
<td>filterById(id: String, keepIf)</td>
<td>Removes all tweets with(out) specified ID</td>
</tr>
<tr>
<td>filterBy Mention(mention: String, keepIf)</td>
<td>Removes all tweets which do (or do not) contain specified mention</td>
</tr>
<tr>
<td>filterByHashtag(hashtag: String, keepIf)</td>
<td>Removes all tweets which do (or do not) contain specified hashtag</td>
</tr>
<tr>
<td>filterByUrl(url: String, keepIf)</td>
<td>Removes all tweets which do (or do not) contain specified URL</td>
</tr>
<tr>
<td>filterByTokens(tokens: Array[String], requireAll: Boolean, keepIf)</td>
<td>Removes all tweets which do (or do not) contain specified tokens. Can specify whether a tweet needs some or all of given tokens</td>
</tr>
<tr>
<td>filterByKeyValue(key: String, value: String, keepIf)</td>
<td>Removes all tweets which do (or do not) contain the required value in its payload given the key</td>
</tr>
</tbody>
</table>

TABLE 3.6: TweetCollection’s utility methods

<table>
<thead>
<tr>
<th>Function</th>
<th>Returns</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>randomSample(withReplacement: Boolean, fraction: Double)</td>
<td>RDD[T &lt;: Tweet]</td>
<td>Wrapper for RDD.randomSample</td>
</tr>
<tr>
<td>sanitize</td>
<td>n/a</td>
<td>Remove tweets with no text content (usually as a result of cleaning)</td>
</tr>
<tr>
<td>applyFunction(function: T =&gt; T)</td>
<td>n/a</td>
<td>Applies the given function to every tweet in the collection</td>
</tr>
<tr>
<td>Union(otherCollection: TweetCollection[T], filterDuplicates: Boolean)</td>
<td>n/a</td>
<td>Combines this collection with the specified collection.</td>
</tr>
</tbody>
</table>
Context [30] are provided to the developer at run time by the Spark runtime environment [27]. They are generally referred to as "sc" and "sqlContext" respectively. These should be passed as constructor parameters to the TweetCollection so that they can be referenced later by tools that may need to communicate with Spark.

The fourth parameter is the more complicated one. The collection needs to be passed an RDD of Tweet objects. At this point, it is important to address why the system is designed this way. Requiring the RDD to be created external to the data structure affords developers a lot of freedom. More advanced developers may wish to manipulate the RDD using some more advanced Spark functionalities before passing them to the TweetCollection. However, since this framework is primarily aimed at developers who wish to avoid working with Spark, this presents a complication. To remedy this, the framework provides a factory class [13] to generate TweetCollections automatically. TweetCollectionFactory is designed to use the Spark Context and SQL Context to create TweetCollections from several supported sources. Currently, it supports the following:

- ***Creation from .avro files given a path***
- ***Creation from separated values files given a path and an SVConfig object***
- ***Creation from an RDD of (String, String) tuples representing tweet IDs and their corresponding text content***
- ***Creation from a Seq of IDs and a corresponding Seq of text content***
- ***Creation from an HBaseConfig object***

The developer can choose whichever one of the creation functions suits his or her needs, and the entire process of creating an appropriate TweetCollection will be handled automatically. For example, if the developer wants to create a set of collections corresponding to some .avro files stored in the archive, he or she would simply need to instantiate a TweetCollectionFactory with a Spark Context and an SQL Context, and call the createFromAvro function specifying a collection ID (any string) and the collection number found in DLRL’s Tweet Archive DB page [34]. The factory will then handle locating the file, decoding it from Avro format, mapping its contents to an RDD of AvroTweets, and creating a TweetCollection to return to the caller. Using the TweetCollectionFactory to generate collection data structures automatically is the recommended way to create TweetCollections.
Chapter 4

Implementation

4.1 Data Structure Implementation Details

Much of the effort behind this project was spent refining the way the data structures function. Several radically different iterations were considered until the current generics-based approach was settled upon. Early versions of the project relied too heavily on the TweetCollection data structure, creating separate implementations for every type of data that may have to be read and processed. Each implementation would extend a base collection class that provided some functionality and required all data to be represented as tuples containing the tweet IDs and text content. A later implementation introduced the concept of Tweet data structures to allow for a more complete representation of a tweet, but a large majority of the data processing was still handled by the TweetCollection data structure, and a separate collection class was still necessary for every different kind of data. Finally, it was decided to move the processing of the tweet data into the tweet objects themselves, and handle dealing with different kinds of tweets with Scala Generics [17]. A detailed discussion of each of these major implementation steps is presented here to justify the development process that ultimately led to the framework as it stands today.

4.1.1 Initial Implementation

The original intention was to create multiple different tweet collection structures that would be designed to process various different kinds of data files. At the time, the goal was to be able to handle separated values files and .avro files stored in HDFS, with a general "catch-all" structure to handle RDDs. Within these collections, tweets were represented as (String, Array[String]) tuples [24] where the first element was the tweet's ID, and the second element was the tweet's text broken up into tokens. The notion of a data structure to represent the tweet content did not yet exist. Figure 4.1 displays a hierarchy of the polymorphism between the collection types.

The implementation at this point was a very naive one. It was sufficient at the time for initial proof of concept experiments, but quickly fell apart due to a few major flaws. The biggest problem, however, was that representing the tweets with nothing more than an ID and the tokens was extremely restrictive. There was no way to represent more metadata about a tweet without storing it somewhere else or extracting and re-extracting it every time it was needed.

The biggest take-away from this version of the implementation was that polymorphism was, as expected, a powerful way to make the data structures more robust and extensible. The base TweetCollection class was able to provide most of the functionality that the sub-classes would need. In fact, the sub-classes did not need to do anything other than process the input data into the (ID, tokens) tuple.
Once that was done, all of the functionality present in TweetCollection would function with no other overriding needed. This was a very flexible approach, and similar polymorphic approaches were used in every subsequent implementation of the framework, including the final release version.

### 4.1.2 Introduction of the Tweet Class

It quickly became necessary to address the lack of flexibility inherent in using (String, Array[String]) tuples rather than a more detailed representation. One approach that was considered at this point was to use Spark’s DataFrame data structure [23]. DataFrame would allow the framework to specify a column-based structure within each collection. Each collection structure would be able to define an appropriate column structure according to the data it was processing, and maintain the data within those columns as changes were made to the collection using the functions provided by the data structure. Ultimately, this approach failed for several reasons. First, the implementation was quite complicated and required a lot of setup, meaning that creating new collection data structures to represent new kinds of input data proved to be a needlessly time-consuming process when compared to other implementation approaches. Second, DataFrames were not quite flexible enough for what the framework needed to accomplish. Being able to define different columns for different data structures was helpful, but adding new columns to represent data derived after the initial construction of the DataFrame (for example, the topic labels generated by the LDA Tool) was a complicated process that required a fair amount of code. The intention of the framework is to enable developers to manipulate the collection using small amounts of easy to read code, so DataFrames were not a great choice to meet this goal.

Once DataFrames were ruled out, the next approach was to define a Scala class to represent a tweet object. Doing this would afford the system several key advantages, namely:

1. Maximum flexibility for representing tweet metadata,
2. Modular code through defining functions in the tweet classes, and
3. Simplified adding of new data to data structures when tweets implement a "payload".

With this in mind, the framework was refactored to revolve around the newly defined Tweet data structure. The original version of this data structure is shown in Table 4.1. Its similarity to the current implementation of AvroTweet (recall Table
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Table 4.1: The first implementation of the Tweet data structure

<table>
<thead>
<tr>
<th>Field</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>archivesource</td>
<td>String</td>
<td>Archive tweet was pulled from [ex: “twitter-search”]</td>
</tr>
<tr>
<td>text</td>
<td>String</td>
<td>Unfiltered text of the tweet</td>
</tr>
<tr>
<td>to_user_id</td>
<td>String</td>
<td>Unfiltered tweet text</td>
</tr>
<tr>
<td>from_user</td>
<td>String</td>
<td>Username of user who posted this tweet</td>
</tr>
<tr>
<td>id</td>
<td>String</td>
<td>Unique ID of this Tweet</td>
</tr>
<tr>
<td>from_user_id</td>
<td>String</td>
<td>ID of user who posted this tweet</td>
</tr>
<tr>
<td>iso_language_code</td>
<td>String</td>
<td>Short code representing tweet’s language [ex: “en” for English]</td>
</tr>
<tr>
<td>source</td>
<td>String</td>
<td>How tweet was posted [ex: Twitter Web, Twitter for Android, TweetDeck]</td>
</tr>
<tr>
<td>profile_image_url</td>
<td>String</td>
<td>URL of poster’s profile image</td>
</tr>
<tr>
<td>geo_type</td>
<td>String</td>
<td>How tweet’s geo tag is represented [ex: “point”, Empty string if n/a]</td>
</tr>
<tr>
<td>geo_coordinates_0</td>
<td>Double</td>
<td>First geo tag component [0 if n/a]</td>
</tr>
<tr>
<td>geo_coordinates_1</td>
<td>Double</td>
<td>Second geo tag component [0 if n/a]</td>
</tr>
<tr>
<td>created_at</td>
<td>String</td>
<td>Human-readable time tweet was created [ex: “Fri Oct 28 22:16:39 +0000 2016”]</td>
</tr>
<tr>
<td>time</td>
<td>Int</td>
<td>Epoch time tweet was created [ex: 1477692999]</td>
</tr>
<tr>
<td>tokens</td>
<td>Array[String]</td>
<td>Tweet text broken up into tokens</td>
</tr>
<tr>
<td>payload</td>
<td>Map[String, String]</td>
<td>Payload for holding extra data not covered by the fields</td>
</tr>
</tbody>
</table>

3.3) is worth noting. This implementation was based on the same fields upon which AvroTweet is now based. The intention was to mirror these fields, since they provided a very thorough description of tweet content that a wide variety of projects would potentially be able to leverage. This approach eventually proved to be rather naive as well, since not every data source would be able to populate all of the fields, or even contain enough data to derive all of them.

With the introduction of the Tweet data structure, the framework started to look similar to the way it does today. The overall structure of the framework at this point is shown in Figure 4.2. This iteration had multiple advantages over the first iteration. The data representations were more complete and encompassed more of the content that could be extracted from the source files. More core functionality was contained in the tweet classes, which increased extensibility. And, finally, the tweet classes contained a "payload" data field, which provided a way to store arbitrary key/value data. However, even with all of these newfound advantages, there was still room for improvement. First, having to create a new tweet data structure and a new collection data structure for each new type of data source was an overly complex process that could be avoided with some more clever design. Second, having several different kinds of collection structures that all accomplished ultimately the same thing was a needlessly clunky design with a high amount of reused code. These two issues highlighted the weaknesses of the multiple data structures approach. Even though having multiple data structures to represent multiple types of data proved to be convenient for tweets, the same was not true for the collection structures.

4.1.3 Applying Generics

To address the issue of redundancy and to simplify development of future data structures, a design was needed that would avoid having a different TweetCollection data structure for each new Tweet implementation. With this in mind, the TweetCollection data structure was redesigned to be a generic data structure [17]. Generic data structures are structures which take a type as a parameter. In this case, the type parameter is used to define which type of Tweet will be contained within this collection. The TweetCollection now only needed one implementation. That implementation would take a type T as a parameter, with the requirement
that \( T \) is any type which extends Tweet. The layout of this new framework is shown in Figure 4.3.

This approach has several advantages. First and foremost, it is much more easily extended than any previous approach. The base Tweet class is abstract, and requires a set of functions and fields that rely only on the text data and ID of the tweet. This means that very little data is required in order to have a basic representation of a tweet, and therefore even minimal data sources will be able to be represented by these data structures.

Second, the framework is easy to extend thanks to its highly polymorphic approach. All that is required for a new tweet representation to be accepted by the TweetCollection is that it extend the abstract Tweet class. This can be done by extending the Tweet class directly, providing functionality for each of the abstract methods, and providing content for each of the fields. However, it is even easier to extend the framework by extending the SimpleTweet class. SimpleTweet is the most basic implementation of the Tweet class. It provides implementations for

---

**Figure 4.2:** The framework with the new inclusion of the Tweet data structures

**Figure 4.3:** The current design of the framework, after the introduction of generics
each of the functions and fills all of the necessary fields using only text content and a string ID. AvroTweet, HBaseTweet, and SVTweet all extend SimpleTweet rather than Tweet and leverage its implementations of the functions and fields, while also providing additional data fields and functionality on top of the basics required by Tweet.

Finally, the use of generics allows the TweetCollection class much more flexibility. First, it allows the class to make some assumptions about the contents of the collection by requiring that the only types allowed to be stored in the collection be types which have Tweet as a superclass. This allows it to implement several filter methods to make it easier for the developer to prune the collection of unwanted content. Generics also allow TweetCollections to safely implement certain functions which rely on other functions. Since Scala is a functional programming language \[37\], the ability to define functions to map across data collections to be run in parallel by Spark is a very powerful functionality to have, and affords developers a large amount of freedom in allowing them to manipulate the tweets contained in the collection. Developers have the ability to define functions which take and return an object of the generic parameter type \(T\), and have the collection handle mapping that functions across all of the tweets in that collection using Spark.

4.2 Framework Tools

As discussed previously, one of the goals of the framework is to support the development of tools which use the data structures to run analyses on collections of tweets. These tools will be able to work with the data without having to interface with Spark and without having to manipulate raw text data. The data structures will provide data for them to process without having to extract it manually. This section details the implementation of three tools and explains how they highlight different capabilities of the framework. The explanations aim to provide some insight for future developers who want to create a tool with this framework.

4.2.1 Basic Processing of Collections

The first provided example tool is the WordCounter. This tool was created very early in the framework’s development as a proof of concept. This tool was always the first example tool that would be reworked during a new iteration of the framework since it is a very straightforward application of the framework. The tool is designed to take a collection and create a data set of \((\text{String}, \text{Int})\) pairs representing each word present in the collection and the number of times each word appears. This is accomplished with a function called \(\text{count()}\) which takes a TweetCollection as a parameter, and counts all of the words in the collection. This example is simple because it does not use any of the functionalities of the framework beyond taking the TweetCollection data structure as a parameter. This basic utilization of the collection is still powerful because it allows the tool to assume that the collection has already been cleaned and filtered in a way that suits the interests of the developer.

Figure 4.4 shows the WordCounter class, which contains the implementation of the word counter example. There are a few things to note about this code. First, the \(\text{count}()\) method takes a TweetCollection as a parameter and returns an RDD\{\((\text{String}, \text{Int})\)\} as a result. As discussed, taking TweetCollection as a parameter allows the word counter to operate on a collection containing any kind of Tweet.
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Figure 4.4: The provided word counter tool

implementation since it can assume that all of the data has been processed out of the format it was originally stored in and represented as data structures rather than plain text. The other important point to note is that the `count()` method does not manipulate the collection at all and does not return a modified collection since that is not the intention of this algorithm. Instead, it returns a data set of words and their corresponding counts. Third, note the `writeCountsToLocalFile()` function. This function is designed to write the results of the count method to a local file in some usable format for reference later. To accomplish this, the function takes a file path and an `RDD[(String, Int)]`, which is the same thing that the `count()` method returns. Creating functions to write analytics results to a file is a suggested functionality for all tools.

4.2.2 Creating and Extracting Metadata

The next included tool is the `FeatureExtractor` tool. This tool provides functionality to extract specific metadata details about tweets and return them as pairs of tweet IDs and content. For example, the developer might want to gather all of the mentions, hashtags, or URLs from a `TweetCollection` and hold them in one place for further analysis. Some of the possible outputs are shown in Figure 4.5.

Figure 4.6 shows three of the functions provided by the Feature Extractor. There are two things that are worth noting about the way these functions behave. First, the `TweetCollection` parameters enforce a generic type. The syntax `TweetCollection[_<:Tweet]` is Scala syntax meaning "A TweetCollection containing any class which extends Tweet." This specification is required to avoid compile-time errors since the functions need to make direct reference to fields contained within the `Tweet` data structures. The second thing to note, which is related to the first, is that these functions are able to directly access the `Tweet` class fields to form their result sets. This will enable tools to reference and even manipulate the data contained within the tweets to perform whatever kind of analysis the tools wish to perform.
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4.2.3 Creating New Metadata

The most complex of the provided tools is the LDAWrapper tool. The intention of the LDAWrapper is to provide an easy way for developers to perform LDA topic analysis [6] on TweetCollections. It accomplishes this by leveraging many of the capabilities of the framework. There are many key points to be highlighted when discussing the LDAWrapper, including the ability to:

1. provide default/suggested parameters for complicated analyses,
2. very easily tweak those parameters to optimize results, and
3. read and write metadata to a Tweet object while also returning a set of results.

Each of these key points is highlighted by the LDAWrapper in different ways. The first two points are highlighted in Figure 4.7, which shows an example of code from one of the case studies that is using the framework to easily optimize topic
analysis results and expose interesting topics. We can see that the developer is able to manipulate the parameters of the LDA algorithm while leaving the implementation and creation of results up to the framework. The third point is highlighted in Figure 4.8. LDAWrapper has two different kinds of results. First, it provides a summary of the topics as arrays of most important terms and term weights. Second, it provides a topic tag for each tweet in the collection. This idea of "overall" results and "per-tweet" results is encoded here. Overall results should be returned to the caller of the function so that they can be further processed or written to a file. Per-tweet results can be written back to the tweet’s payload for later reference.
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Case Studies

Since this project was designed with DLRL developers and researchers in mind, several case studies were conducted to test the functionality of the framework, and to gather feedback on its flexibility and ease of use. The case studies cover a wide variety of applications of the framework to justify its design, flexibility, and applications for future work.

5.1 Case 1: Building a New Tool

The first case study involves a project for the class CS 6604: Digital Libraries. This class allowed students to explore projects of their own design within the domain of digital libraries. In the class, I was on a team with Abigail Bartolome, Radha Krishnan Vinayagam, and Rahul Krishnamurthy. The goal of our project was to build a system which takes a tweet collection and performs sentiment analysis within topics. The system functions by performing user-guided topic analysis on a set of tweets, creating sub-collections of tweets which fall within the same topics, and performing sentiment analysis on those sub-collections. The end result is a set of these sub-collections, which can be used to gather insight into public opinion about these events.

The first step in the process is to load the collections and clean them. This process is accomplished quickly and easily with the help of the framework. Since the tool being created for this project is specifically designed to work with the collections archived on the DLRL cluster, it was straightforward to use the TweetCollectionFactory to generate collections of Tweets by simply specifying a collection ID and a collection number. The collection ID was a string describing the contents of the collection (for example "Winter Storm", "Blacksburg", or "Hurricane Matthew"), and the collection number was the number corresponding to that collection on the DLRL Tweet Archive DB web page [34]. There was a point in the development process when the tool was being tested with local files. The ability to easily switch between data sources without having to manually read new data into the Spark tools proved very useful in this regard. Cleaning was also very straightforward, and was accomplished using the framework’s provided cleaning functions. Specifically, we applied cleanStopWords(), cleanRTMarker(), cleanMentions(), cleanURLs(), cleanPunctuation(), and toLowerCase(). This resulted in a collection that was well-suited for topic analysis.

The next step was to perform topic analysis, which was also accomplished with the help of the framework. The framework provides the LDAWrapper tool, which is a tool that applies Spark’s built in LDA tool [9] to TweetCollections. The project’s user interface allows a user to adjust the topic analysis parameters to refine the results, and to specify terms to completely disregard from the topic analysis process. The LDAWrapper applies a topic label to each of the tweets, which can be
used by the tool to separate the collection into sub-collections upon which to perform topic analysis. Once the topic analysis step is complete, we make use of the LDAWrapper’s built-in ability to write its results to a local file, and then pass those files along to the sentiment analysis step which is performed with external tools.

This case study highlights two very important points. First, it highlights the ease of use of tools which are designed to be run on the data structures. Spark’s LDA tool requires a fair amount of setup, but having a tool which is designed to take a tweetCollection and use its functionality to handle that setup for you saves much development time as well as lines of code. Making use of the framework tools saved the developers roughly 25 lines of complex Spark code by performing all of the setup required to run Spark’s LDA library, and roughly 20 additional lines of similarly complex code by transforming the results of Spark’s LDA analysis into a more human-readable and easier to process format. Recall Figure 4.7 which shows example code that performs LDA analysis on a tweet collection using only five lines of code. In addition, the framework also saved the extra effort of creating a new data structure to map the topic analysis results back to the individual tweets by storing the results directly in the associated tweets’ payload fields. The framework also saved the developers many weeks of development time, especially with the topic analysis portion of the project. Radha was a member of the topic analysis team in a previous offering of CS 5604: Information Storage and Retrieval. According to his feedback, it took that team most of the semester to get Spark’s LDA tool functioning. Abigail was also in a previous offering of CS 5604 where she and her team were working on a topic analysis tool based on the code implemented by Radha and his team in the prior semester. According to Abigail’s feedback, it took her team several weeks to get LDA running, even with Radha’s team’s code guiding their efforts. This semester, with the help of the framework, the CS 6604 team was able to get LDA running in a single afternoon. The ability to save massive amounts of time like this is one of the main strengths of the framework. Work that has been done in the past should be easily accessible and reusable.

The second major point demonstrated by this case study is the flexibility that the framework provides to projects like this. For example, at one point during the project’s development, the decision was made to switch from implementing the system on the DLRL cluster to implementing on a local Cloudera virtual machine. This meant that testing now needed to be done with local .tsv files rather than the cluster’s archive files. Since the project was making use of the framework and not manually deciphering data files, only one line of code needed to be changed to read in the new data. Everything else still worked with no issue even though the files were completely different and provided different data because the analysis was being performed on the data structures rather than raw text data. This saved roughly a day’s worth of work that would have been needed to rewrite all of the code which reads in the data, and to rework the analysis code to function with the new format.

5.2 Case 2: Applying Provided Tools

The second case study is Abigail Bartolome’s initial work towards her thesis project, which focuses on linguistic analysis of tweets that discuss the three major hiking trails in the United States: the Appalachian Trail, the Continental Divide Trail, and the Pacific Crest Trail. Abigail is still refining her approach to her thesis work, and so she was interested in seeing what the topic models of her collections would look like. She used the framework’s LDAWrapper in a similar manner as the CS 6604 case
study. She was able to leverage the tool’s flexibility to refine the LDA parameters and generate meaningful topics that would help her focus her research. Figure 5.1 shows the parameters that were ultimately used to arrive at a meaningful set of topics. In the future, these parameters would be defined in a configuration file, rather than directly in the code, but this suited Abigail’s needs and allowed her to quickly make the changes she wanted to make.

Abigail was interested in using the tool because she knew what datasets she wanted to study, but she was not entirely sure what she wanted to learn from them. This tool allows her to learn about each trail community’s vocabulary and the topics that they care about. She is planning on using the framework more in the coming months to help make the process of loading, cleaning, and analyzing collections easier. She plans on working with many different collections and adding more content to each of them as time goes on. Based on feedback she has reported, the framework has already saved her several weeks of development time by eliminating the need for her to run topic analysis manually. She anticipates that the framework will save her several more weeks of development time in the future by allowing her to use pre-existing tools to explore the data sets.

5.3 Case 3: Exploring Data Sets

The third case study explores Islam Harb’s work with sets of tweets discussing Hurricane Matthew. This case is particularly interesting for two reasons. First, the Hurricane Matthew data sets are quite large, some of the largest in DLRL’s archives [11]. Data sets of this magnitude push the limits of the cluster’s resources and test the efficiency of the framework. Second, Islam is not looking for a specific type of analysis. Rather, he is seeking to learn anything he can about the data set. To accomplish this, he sought to run all of the available tools provided by the framework on each individual collection and search through the results for anything that might be interesting to the project.

Islam was unable to find time to write code himself due to other obligations this semester, but I was able to run the files he provided through the framework tools and give him a set of results. There were four provided data files, ranging in size from just under 153,000 tweets (roughly 55.5 MB) to over 200,000 tweets (roughly 74.5 MB). Each of the files was run through five processes:

1. Word Count - Find the most common words mentioned in the collection
2. Hashtag Extraction - Find the hashtags that appear in the collection
3. Mention Extraction - Find the mentions that appear in the collection
4. URL Extraction - Find the URLs that appear in the collection
5. LDA Topic Analysis - Find the topics that are being discussed
Each of these analyses was completed, and produced results within a useful amount of time. The extraction processes were the fastest, completing in under a minute each. The topic analysis was the longest, but still completed in only a few minutes thanks to the power of the cluster and the ability to process the collection in a massively parallel manner. In this case study, the suggested parameters provided in the default LDAWrapper were refined to suit our environment. Namely, it was decided to use 100 LDA iterations because with large files like this, going above 100 begins to massively slow the process down. The jump from 100 to 200 slows the process to a few hours rather than a few minutes.

The result files were given back to Islam for review, and he was quite satisfied with the ability of the framework to deliver a variety of results in a short amount of time, and with minimal code needing to be written.

5.4 Case 4: Building Metadata

The final case study documents Liuqing Li’s work towards extracting the URLs contained in tweets and expanding them into full length URLs. Twitter’s API automatically shortens every URL that gets posted in a tweet to a "t.co" link [33]. The goal is to collect these shortened URLs, expand them, and store them in an HBase table of metadata about the collections. This will be accomplished with the creation of a new tool based on the FeatureExtractor tool already included in the cluster. This tool will take a collection and return a set containing an ID, creation time, and short URLs found in the tweet. This case is especially interesting because Liuqing’s goal is to be able to create metadata like this for every collection in the archive [11], which will put the robustness of the system to the test.

Liuqing was given a recent version of the compiled framework to run on the cluster, the source code for the framework itself and all of the currently existing tools, and a brief overview of all of the available functionalities. He was then left to use everything provided to create a new tool which would extract the short URLs, expand them, and fetch the Web content from the Internet Archive. Unfortunately, there were some complications with the implementation due to the fact that the worker nodes on the cluster are not connected to the Internet. This meant that the worker nodes would have no way to fetch content from the Internet Archive. With this in mind, Liuqing decided to instead create a tool which would, for each tweet that contained one or more URLs, print its ID, Timestamp, and the URLs it contains to a file. That file could then be fed into other tools which would gather the Web content and archive it for later use.

Liuqing was able to create a tool which accomplished this and functioned on any tweet collection archived on the cluster in two afternoons’ worth of work. He was very satisfied with the functionalities provided by the framework, and estimated that the project may have taken up to a week’s worth of work without the framework simplifying the text analysis process for him.
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Discussion

This chapter will touch on a few main points that should be addressed. Thus, it preemptively answers some common questions that readers may have about the nature of my work.

6.1 Choice of Tools

The tools provided by this iteration of the framework were designed with two main goals in mind. First is to support the case studies described in Chapter 5. Second is to provide examples of different kinds of tools for future developers to base their work on. For example, LDA was the chosen topic analysis approach because it was natively supported by Spark, was needed by the CS6604 class project case study, and was a complex algorithm that would show off several different functionalities of the framework – all at the same time. Another topic analysis approach could have been implemented just as easily, but LDA met the needs of the project at the time. I would encourage future developers to explore other topic analysis algorithms and write more tools to run the algorithms on TweetCollection data structures.

6.2 Supported Data Formats

Similar to the choice of tool implementations, the supported data formats were chosen to meet the needs of development happening at the time. Directly supporting HBase, SV files, and Avro files enables a wide variety of data types to be processed into data structures with very little work. Supporting their creation from Scala sequence collections and pre-made RDD structures will enable any data format to be turned into a TweetCollection with only a small amount of extra work from the developer. It would be impractical to attempt to support every single kind of data source, but the provided functionalities encompass a large majority of the kinds of work being done right now. I would encourage future developers to develop new Tweet data structures as the need arises, rather than manually parsing the data and forcing it to conform to already-provided implementations.

6.3 TweetCollection Functionality

As in the case of the two previous sections, TweetCollection functionality was also motivated by the needs of current projects. In addition, however, it was designed to be easily extended and to support future tweet data structure representations with minimal effort. Hence it was decided to use one data structure with a generic type parameter rather than implement several different kinds of collections. This is also why the TweetCollection supports the mapping of arbitrary
functions across the collection. This functionality, in combination with the provided filtering functions which are designed to work with all tweets and give powerful functionality "out of the box," makes the data structure flexible enough to work with any tweet data structures future developers might create.

6.4 Lessons Learned

Throughout the project, there were several occasions where I would start exploring a new problem space and realize that while the framework may have been able to handle the relevant types of problems, it would have been in a clunky or inefficient way. There were multiple occasions where the entire framework had to be refactored to better accommodate a problem that should have been anticipated. The main lesson here is that I should have put more time upfront into explicitly identifying and planning for the problems the framework is trying to address. The other common issue was that of the scope of the framework. Since the intention of the framework is to help researchers solve problems, it was very tempting to spend lots of time implementing tools and functionalities for every project I knew of. Realistically, however, there needed to be a defined scope of what could be developed now and what needed to be left for future work. As the project went on, this scope eventually evolved into directly supporting the four case studies described in Chapter 5 and providing documentation for those who would like to extend the framework in the future to support other problem spaces. A well-defined scope early on would have helped the project be more focused and increased my productivity.
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Conclusions

7.1 Conclusion

This project addresses some issues which the DLRL has been facing for some time, even if they have never been seen as major issues. In the past, developers have used various methods to interface with our tweet archive, and to apply various different techniques to represent the data contained within the archive. This approach has been functional, but not optimal. Different developers doing similar things in different ways can lead to complications when other developers need to study or apply others’ work to theirs. In this thesis, I have presented a new approach which, based on the case studies presented in Chapter 5, will help development run faster and more smoothly, facilitate collaboration between research projects, and enable developers to create their work in such a way that would make it easy for other developers to reuse it in the future. It is my hope that this framework will serve to benefit the future research endeavors of those in the lab, and that it will be expanded upon by those who have needs which extend beyond its current functionalities.

7.2 Future Work

This project was designed with future work in mind, since it is meant to support the research efforts of researchers who want to work with the DLRL tweet digital library. With this in mind, I outline several areas where this project could be expanded in the future.

7.2.1 Additional Framework Tools

The most obvious way this project could be expanded in the future would be to use it to create new tools for researchers to use in their projects. One potential tool would save a tweet collection as a set of metadata and a list of tweet IDs. This kind of export tool would be within Twitter’s terms of service while allowing other teams to re-populate the collection by collecting the tweet content for each ID. There could then also be a similar tool which could take an exported collection and “refill” it with content pulled from the Twitter API based on the provided IDs.

Other potential tools include more wrapper tools, like the LDAWrapper for Spark’s LDA implementation. Spark provides a large set of useful machine learning tools in their MLlib library [22]. Any of these could have a wrapper class formed around it to handle running the tool on a TweetCollection.

Another potential tool would be a more robust cleaning suite that includes functionalities not currently present. One notable functionality that the framework is missing in its current state is the ability to filter profanity words and other explicit content from the collections. There are also some feature extraction tools which
could be implemented. For example, named entity recognition could be implemented to identify people, places, or organizations within the collection. A similar system could be implemented to identify things like addresses that are not effectively represented by the way the framework currently handles splitting the tweet text into tokens.

7.2.2 Additional Tweet Implementations

The next area which could be expanded upon is the set of Tweet data structure implementations. As discussed in Chapter 6, the current set of Tweet implementations was motivated by the needs of the projects the framework was supporting as case studies. I believe they form a solid foundation to help support research endeavors, but there are bound to be data formats which may be used in the future which are not currently supported. One example would be supporting other database technologies like MongoDB or MySQL. While those formats could be accommodated by using the "catch-all" sequence based factory method of TweetCollectionFactory, it would be beneficial for developers to directly support those formats with concrete implementations of the Tweet class.

7.2.3 Use in Future Classes and Research Projects

As mentioned in Chapter 2, this project was designed to be used by researchers in the Digital Library Research Laboratory to help with future projects and research efforts. I would encourage future offerings of CS 5604 and CS 6604 to make use of the framework to simplify their work and help the students spend less time learning how to use the tools, and therefore more time focusing on learning the concepts and addressing the problems presented in the class.
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