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ABSTRACT

Online quality assurance is crucial for elevating product quality and boosting process productivity in advanced manufacturing. However, the inherent complexity of advanced manufacturing, including nonlinear process dynamics, multiple process attributes, and low signal/noise ratio, poses severe challenges for both maintaining stable process operations and establishing efficacious online quality assurance schemes.

To address these challenges, four different advanced manufacturing processes, namely, fused filament fabrication (FFF), binder jetting, chemical mechanical planarization (CMP), and the slicing process in wafer production, are investigated in this dissertation for applications of online quality assurance, with utilization of various sensors, such as thermocouples, infrared temperature sensors, accelerometers, etc. The overarching goal of this dissertation is to develop innovative integrated methodologies tailored for these individual manufacturing processes but addressing their common challenges to achieve satisfying performance in online quality assurance based on heterogeneous sensor data. Specifically, three new methodologies are created and validated using actual sensor data, namely,

(1) Real-time process monitoring methods using Dirichlet process (DP) mixture model for timely detection of process changes and identification of different process states for FFF and CMP. The proposed methodology is capable of tackling non-Gaussian data from heterogeneous sensors in these advanced manufacturing processes for successful online quality assurance.
(2) Spatial Dirichlet process (SDP) for modeling complex multimodal wafer thickness profiles and exploring their clustering effects. The SDP-based statistical control scheme can effectively detect out-of-control wafers and achieve wafer thickness quality assurance for the slicing process with high accuracy.

(3) Augmented spatiotemporal log Gaussian Cox process (AST-LGCP) quantifying the spatiotemporal evolution of porosity in binder jetting parts, capable of predicting high-risk areas on consecutive layers. This work fills the long-standing research gap of lacking rigorous layer-wise porosity quantification for parts made by additive manufacturing (AM), and provides the basis for facilitating corrective actions for product quality improvements in a prognostic way.

These developed methodologies surmount some common challenges of advanced manufacturing which paralyze traditional methods in online quality assurance, and embody key components for implementing effective online quality assurance with various sensor data. There is a promising potential to extend them to other manufacturing processes in the future.
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GENERAL AUDIENCE ABSTRACT

This dissertation work develops novel online quality assurance methodologies for advanced manufacturing using various sensor data. Four advanced manufacturing processes, including fused filament fabrication, binder jetting, chemical mechanical planarization, and wafer slicing process, are investigated in this research. The developed methodologies address some common challenges in the aforementioned processes, such as nonlinear process dynamics and high variety in sensor data dimensions, which have severely hindered the effectiveness of traditional online quality assurance methods. Consequently, the proposed research accomplishes satisfying performance in defect detection and quality prediction for the advanced manufacturing processes.

In this dissertation, the research methodologies are constructed in both space and time domains based on different types of sensor data. Sensor data representation and integration for a variety of data formats (e.g., online data stream, profile data, image data) with the dimensionality covering a wide range (from $\sim10^0$ to $\sim10^5$) are researched to extract effective features that are sensitive to manufacturing process defects; the devised methods, based on the extracted features, utilize spatiotemporal analysis to realize timely detection and accurate prediction of process defects. These integrated methodologies have a promising potential to be extended to other advanced manufacturing processes for efficacious process monitoring and quality assurance.

The accomplished work in this dissertation is an effective effort towards sustainable operations of advanced manufacturing. The achieved performance not only enables improvement in defect
detection and quality prediction, but also lays the foundation for future implementation of corrective actions that can automatically mitigate the process defects.
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1 Introduction

1.1 Motivation

Advanced manufacturing is transforming the manufacturing industries with insertion of various innovative technologies to fulfill the ever-growing demand for high quality products in every aspect of the modern world. For instance, one popular advanced manufacturing technology, additive manufacturing, has started to change the landscape of the manufacturing and service industries by producing highly complex and personalized products, far beyond the capability of traditional subtractive manufacturing.

However, the inherent complexity of advanced manufacturing also creates severe challenges for continuous process reliability and product consistency. For example, fused filament fabrication (FFF), a popular additive manufacturing process involving thermodynamics, can produce highly complex plastic parts by depositing melted plastic filaments in a layer-wise manner. If the process deviates from the normal process state, however, the manufactured part will suffer from various defects (such as overfilling, voids, air gaps, cracks, etc.). Chemical mechanical planarization (CMP), a back-end-of-line (BEOL) process in semiconductor manufacturing involving both corrosion and erosion, can polish a copper wafer to a near-optical (arithmetic average roughness, $Sa \sim 5$ nm) quality surface finish. If the process conditions are not optimized, the polished copper wafer would end up with a burnt surface full of scratches.

Therefore, online quality assurance is desired to improve the product quality and enhance the productivity of advanced manufacturing. Currently, the rapid development of sensor technology paves the way for online quality assurance by enabling measurements on different aspects of an
advanced manufacturing process, e.g., thermocouples and infrared sensors measure the temperature, and accelerometers detect the vibration, in FFF.

Four different advanced manufacturing processes, namely, fused filament fabrication (FFF), binder jetting, chemical mechanical planarization (CMP), and the slicing process in wafer production, are investigated in this dissertation to develop integrated online quality assurance methodologies by using heterogeneous sensor data. These methodologies will be effective in helping to maintain stable operation and improve product quality for advanced manufacturing.

1.2 Research gaps

As imperative as it is, online quality assurance for advanced manufacturing faces grave challenges to be effectively deployed into various processes due to their inherent complexity, such as nonlinear process dynamics, multiple process attributes, high noise in sensor signals, etc. Furthermore, there are some vital research gaps in the area of online quality assurance for advanced manufacturing:

1) The lack of effective online process monitoring schemes for advanced manufacturing with non-Gaussian signal data;

2) The inefficiency in sensor data usage for quality assurance due to the mismatch between the stagnant methods and the expanding capacity of data collection;

3) The absence of rigorous methods to quantify product quality in an online manner for parts produced by advanced manufacturing.

These common challenges and research gaps for online quality assurance are embodied in the four investigated manufacturing processes in this dissertation, and including the following.
(i) The sensor signals, with evident asymmetry and non-normality generated from FFF and CMP, prohibit traditional statistical process control (SPC) charts from efficacious real-time process monitoring.

(ii) The high-dimensional wafer profile data, with strong spatial non-normality, are oversimplified for quality assurance in current industrial standards and existing research, leading to inefficiency in detection of out-of-control wafers.

(iii) The insufficient quantification of porosity in additive manufactured parts, either by a porosity value or by simple visualization, hampers prognostic and corrective actions to improve the part quality.

In this dissertation, these aforementioned research gaps and challenges will be properly addressed by developing integrated online quality assurance methodologies for these manufacturing processes.

1.3 Research objectives

The overarching goal of this dissertation is to develop innovative methodologies tailored for aforementioned individual manufacturing processes but addressing their common challenges to achieve satisfying performance in online quality assurance based on heterogeneous sensor data. In pursuit of this goal, the objectives of this dissertation are concretized into three elemental tasks in different advanced manufacturing processes:

1) To design real-time process monitoring methodologies for FFF and CMP, surmounting challenges caused by non-Gaussian signal data and excelling at various scenarios of process change detection (Task 1);
2) To devise an effective statistical control scheme for complex spatial profile data, capable of discovering subtle spatial features in high-dimensional wafer thickness profiles and detecting aberrant wafers with high power of test for quality assurance (Task 2);

3) To develop a novel statistical modeling methodology to quantify the spatiotemporal evolution of porosity in AM parts and achieve accurate prediction of porosity in a layer-wise manner (Task 3).

The developed methods from these three tasks constitute integrated online quality assurance methodologies, contributing to product quality improvement and productivity increase for advanced manufacturing.

1.4 Dissertation organization

The rest of the dissertation is organized as follows: in Chapter 2 the integrated methodologies are outlined, followed by presenting related research and literature; real-time process monitoring methods based on Dirichlet process mixture model are developed in Chapter 3, adaptable to various scenarios of process change detection in FFF and CMP; a statistical control scheme based on spatial Dirichlet process modeling is proposed in Chapter 4 for strict quality control in a wafer slicing process with high-dimensional non-Gaussian wafer thickness profiles; augmented spatiotemporal log Gaussian Cox process is detailed in Chapter 5, constituting a rigorous layer-wise porosity quantification and prediction for online quality assurance in binder jetting; and lastly, the dissertation research is summarized in Chapter 6, and the future work built on this dissertation is envisioned.
2 Research Methodologies and Literature Review

2.1 Overall research methodologies

In this dissertation, the integrated online quality assurance methodologies are developed to improve the product quality and boost the productivity in advanced manufacturing. This work is summarized in a research framework (“Processes – Sensors – Data – Methods”) as shown in Figure 2-1.

![Figure 2-1 The overall framework of proposed methodologies for online quality assurance.](image)

In Figure 2-1, four advanced manufacturing processes are inspected via different sensors and devices. Among them, chemical mechanical planarization (CMP) is a vital back-end-of-line (BEOL) process in semiconductor manufacturing, which aims to polish the blanket copper wafers to near-optical (arithmetic average roughness, Sa ~ 5 nm) quality surface finish; fused filament fabrication (FFF) is an additive manufacturing (AM) process in which an object is manufactured by depositing progressive layers of extruded molten material through a nozzle in a controlled manner [1-4]. Since they involve movements and heat transfer, vibration sensors (tri-axis accelerometers) and temperature sensors (thermocouples and infrared temperature sensors) are
installed on these two processes to acquire online data streams for process monitoring. The dimension of these data (i.e., the number of sensor channels) are not high (up to 13) due to the limitation of sensor installation, but these sensors can provide valuable data in the temporal domain.

Wafer slicing refers to the cutting of a silicon ingot into slices by using multiple-wire saws in wafer production with the aim to produce repeatable in-control slices in terms of geometric quality (e.g., thickness, taper, and bow) and surface quality (e.g., surface finish, surface damage). The geometric quality data can be measured by non-contact measuring methods (such as wave-length scanning interferometer and capacitance gauge), which provide a great amount of profile data (many thousands of measurements on a single wafer), viz., high-dimensional spatial data.

Binder jetting is one of the powder-based AM processes, which forms objects by using a liquid binding agent to selectively adhere powder layers. X-ray computed tomography (CT) is widely used to examine the internal structure of AM products in a layer-wise manner. CT-scanned images in the case study of a copper part fabricated by binder jetting have more than 100*100 pixels, which is very high in dimensionality ($10^4$ ~$10^5$). Moreover, its CT-scanned image data also possess spatial and temporal correlations due to the layer-wise printing.

With the increasing complexity and dimensionality of sensor data, the methodologies evolve from temporal analysis, to spatial analysis, then to spatiotemporal analysis (Figure 2-2). The first proposed methodology is real-time process monitoring for FFF and CMP based on Dirichlet process (DP) mixture model, which tackles non-Gaussian and noisy signals from heterogeneous sensors. By extending DP to spatial analysis, the second methodology (spatial Dirichlet process (SDP) modeling and statistical control scheme) is designed to model high-dimensional non-Gaussian wafer profiles and identify the aberrant wafers with high accuracy. Moreover, further
incorporating temporal correlation among data, the third methodology (augmented spatiotemporal log Gaussian Cox process (AST-LGCP)) is developed to investigate the spatiotemporal evolution of porosity in AM parts and predict the pore-prone areas in a layer-wise manner to achieve quality assurance during printing.

Figure 2-2 For the investigated four advanced manufacturing processes, the dimensions of sensor data surges exponentially with the increasing complexity of the measurements, and their corresponding methodologies evolve from temporal analysis, to spatial analysis, then to spatiotemporal analysis.

The developed integrated methodologies not only achieve superior performance in timely fault detection and accurate quality assurance for these aforementioned individual processes, but also conquer some common challenges of advanced manufacturing for efficacious online quality assurance. They have an encouraging potential to be extended to other advanced manufacturing processes in the future.
2.1.1 Task 1: Real-time process monitoring based on Dirichlet process mixture model

Due to the nonlinear dynamics of advanced manufacturing [5], the data distributions of sensor signals usually violate the Gaussian or symmetrical assumptions required by traditional statistical process control (SPC) methods. In order to accommodate the non-normality within the signal data, real-time process monitoring methodologies are proposed based on Dirichlet process (DP) mixture model.

The essential concept of these process monitoring methodologies is to represent a non-Gaussian probability distribution of signal data as a mixture of multiple Gaussian components. This implication can be stated mathematically as follows,

\[ p(x) = \sum_{j=1}^{k} \pi_j \mathcal{N}(x | \theta_j), \]

where \( x \) represents a time series collected by sensors from the process, \( p(x) \) is its data distribution, \( k \) is the number of Gaussian components \( \mathcal{N}(\cdot) \) in the mixture, each of which is modeled with weight \( \pi_j \) and parameters \( \theta_j \) (mean \( \mu_j \) and variance \( \sigma_j^2 \)). Dirichlet process (DP) mixture model is applied, which is a data-driven nonparametric Bayesian approach, to approximate a non-Gaussian distribution without any a priori knowledge of \( k \) [6].

Benefited from accurate approximation of data distribution by using DP mixture model, the real-time process monitoring concretizes into three different methods as shown in Figure 2-3. If the process states cannot be observed and labeled, (for instance, the polishing surface is impossible to be seen in CMP since it faces down against the polishing pad during the operation), recurrent hierarchical Dirichlet process (RHDP) clustering is developed to discover the transitions among different process states; if only two process states (e.g., in-control and out-of-control) exist, DP-based SPC can quickly detect deviations from the in-control process state; if more process states exist (for instance in FFF, three process states are observed: Normal, Abnormal, and Failure), the
DP-based evidence theoretic method (DP-ET) can achieve real-time process monitoring by accurately classifying the current signal data to the right process state.

These three methods for different monitoring scenarios compose of the proposed real-time process monitoring methodology based on Dirichlet process mixture model, which is detailed in Chapter 3.

![Diagram](Figure 2-3 Real-time process monitoring methodology based on DP mixture model.)

2.1.2 Task 2: Spatial Dirichlet process modeling based statistical control scheme for quality assurance with wafer thickness profiles

In order to achieve satisfying quality assurance for wafer thickness profiles from a slicing process and preventing defective wafers from being passed along to downstream production, a statistical control scheme based on spatial Dirichlet process is proposed.

The fundamental element, spatial Dirichlet process (SDP), extends the superior performance of DP mixture model for modeling multimodal data into spatial analysis, aiming for accurate spatial non-Gaussian data modeling by incorporating the clustering phenomenon among wafer profiles,
which is a research gap in the current literature. It decomposes the spatial profile data, implementing both deterministic modeling and stochastic modeling on them. The deterministic modeling is to estimate the spatial mean of the profile data, whereas the stochastic modeling is to model their randomness. The randomness can further be divided into spatial random effects (the spatial deviation) and pure error (the non-spatial deviation). It is the spatial variation that includes the non-normality within the profile data. Such profile decomposition as illustrated in Figure 2-4 systematically preserves sufficient information from the profiles. SDP further approximates the non-normality in the spatial variation by a mixture of spatial random effects. Consequently, the wafer profiles with the same spatial random effects can be clustered together due to their resemblance.

![Diagram](image)

Figure 2-4 Wafer profile modeling and geometric quality assurance are achieved by the proposed spatial Dirichlet process (SDP) and the SDP-based statistical control scheme.

Built on the SDP modeling, the statistical control scheme based on SDP is created for more accurate out-of-control wafer detection than the current methods by adopting the learned clustering information existing in wafer thickness data. Specifically, it calculates the probability of new wafers belonging to the existing clusters of the in-control wafers. The wafers having small
probabilities within the existing clusters of the in-control wafers are deemed as out-of-control. With the presence of multiple clusters in the in-control wafers, the SDP-based statistical control scheme is expected to have high sensitivity and test power in detecting out-of-control wafers.

2.1.3 Task 3: Layer-wise porosity modeling and prediction for additive manufacturing (AM) using spatial point process

Instead of limiting the porosity quantification in AM parts to a single value or mere porosity visualization, a rigorous statistical method for layer-wise porosity modeling and prediction is proposed based on spatial point process analysis by using CT scanned images. The CT scanned images of porosity in AM parts possess valuable information of pores, such as their distribution characteristics (e.g., numbers and locations) and morphological features (e.g., sizes and forms). Moreover, due to the layer-wise production of AM parts, there are potential correlations among pores on each layer and across different layers. Therefore, a spatial point process analysis, specifically augmented spatiotemporal log Gaussian Cox process (AST-LGCP), is devised to extract both distribution characteristics and morphological features of pores from CT scan images of a binder jetting part, and explore the correlations among pores within each layer and across layers, for predicting pore-prone areas.

In AST-LGCP, augmented point pattern is designed to represent the pores on each layer using the morphological features and the distribution characteristics of pores from the CT scanned images for analysis. AST-LGCP, a flexible hierarchical spatial point process model, describes the augmented point pattern with a non-parametric intensity function in the interest of effective quantification of complex point patterns. By tracking the intensity function in space-time, AST-LGCP can model the spatiotemporal evolution of porosity and predict susceptible areas on future layers based on previous layers, facilitating corrective actions for quality improvements in a
proactive way. It can be generalized into different processes for layer-wise porosity modeling and prediction due to its data-driven nature. The overall framework of the proposed methodology is summarized in Figure 2-5:

![Figure 2-5 Overall methodology of augmented spatiotemporal log Gaussian Cox process for layer-wise porosity modeling and prediction.](image)

2.2 Literature review

2.2.1 Statistical process control (SPC) for non-Gaussian sensor data

Traditional parametric SPC charts, such as Shewhart Xbar and R, cumulative sum (CUSUM), and exponentially weighted moving average (EWMA), have been widely used in various scenarios ranging from manufacturing to service industries for process improvement [7]. Despite the underlying normality and independence assumptions (NID) the effectiveness of Shewhart control charts have been attested; they are particularly useful for situations where sub-grouped measurements can be made and the process shifts are significant (> 1 standard deviation) [7]. CUSUM and EWMA control charts can be applied for both sub-grouped and individual measurements, and are particularly suited for detecting small drifts. However, the latter (EWMA) are not directionally invariant, i.e., the control chart has a certain inertia effect in reacting to process
To overcome these restrictive assumptions with traditional parametric control charts, researchers devised nonparametric SPC charts, which are also called distribution-free SPC charts. Chakroborti et al. [8] provided a comprehensive review of nonparametric SPC charts. Although a specific type of distribution does not restrain nonparametric charts, nonetheless, most are based on data ranking methods, which entail that the data is implicitly assumed to be symmetric about the median.

To overcome this drawback, Qiu and Li [9] proposed a categorization-based nonparametric SPC chart for univariate data sequences. Their method relaxes the data symmetry assumption and is shown to be effective for non-Gaussian data. However, relying on a priori categorization of data for analysis results in information loss. Particularly, the selection of the number of groups for categorization, which is a heuristic parameter, is critical to the performance of control chart.

In another article, Qiu and Li [10] devised nonparametric SPC charts leveraging Gaussian transformations, i.e., transforming data belonging to an unknown distribution to approximately Gaussian. However, the normality of transformed data cannot be universally guaranteed for cases where the data is patently multimodal and complex, such as in the CMP vibration signals used in this work.

To overcome these challenges, researchers have explored wavelet and neural network-based SPC. These techniques can accommodate complex process dynamics, and have also been applied in CMP process [11]. Wavelet analysis has been successfully implemented in modeling and monitoring of functional data in advanced manufacturing [12]. For instance, Ganesan et al. [13] developed the wavelet-based SPC approach for real-time identification of delamination defects in CMP process. Guo et al. [14] presented an approach that uses wavelet coefficients in an SPC setting for detecting process drifts. Their method involves multi-scale decomposition of a signal.
using a predetermined Harr wavelet basis function. Subsequently, they tracked the wavelet coefficients at a predetermined optimal (wavelet) level using CUSUM and EWMA control charts. Jeong et al. [15] described a similar wavelet-SPC procedure using the Symlet-8 wavelet basis function for functional data analysis of radio antenna reception patterns. Their approach uses a customized control chart with control limits derived from a statistic resembling the multivariate Hotelling’s $T^2$ [7].

Pugh [16] showed that feed-forward neural networks (NN) has significantly lower type I and type II errors compared to traditional Shewhart X-bar and R charts, and therefore could be valuable for process monitoring applications. Subsequently, several researchers [17] have developed methods that employ neural networks (NN) for process monitoring applications. As an example of NN-based process monitoring, Rao et al. [18, 19] integrated a feedback-delay embedded recurrent neural network (RNN) with Bayesian particle filtering (PF) for real-time detection of mean shift in ultraprecision diamond turning process. The evolving surface morphology of diamond turned workpieces is predicted in real-time from in situ heterogeneous sensor data using PF-updated RNN weights. The network weights are subsequently monitored in an SPC setting using mean shift clustering [20].

Although these wavelet and NN-based SPC methods are applicable to complex signals without being constrained by the underlying assumptions of data distribution, they are nonetheless computationally demanding and engender a large number of variables that have to be tracked simultaneously. Moreover, these approaches require a predetermined model or basis function, such as the structure of the NN, and the basis and scaling function for wavelet decomposition. Therefore, decision uncertainty due to model selection remains a contentious challenge.

In contrast, SPC methods with Gaussian mixture modeling (GMM) overcome these
aforementioned data distribution and model selection limitations. In this context, Choi et al. [21] and Thissen et al. [22] proposed PCA-based monitoring techniques, where GMM-derived models constructed via EM algorithms are used to approximate the data pattern. Similarly, Chen et al. [23] utilized infinite Gaussian mixture models (IGMM) to construct the control chart. DP mixture model based methods [24, 25] were applied to identify process anomalies in fused filament fabrication (FFF) - an additive manufacturing process. Moreover, statistical process control methods dealing with high-dimensional massive sensor data for online process monitoring are also emerging [26, 27].

2.2.2 Gaussian process (GP) and its applications in modeling wafer profiles

A stochastic spatial model called Gaussian process (GP) is widely used in spatial statistics for spatial data analysis due to its easy formulation and affordable computation [28-30]. A Gaussian process represents a collection of random variables, which have a joint Gaussian distribution and can be completely specified by its mean and covariance functions. The covariance function encodes the spatial correlation among the data based on the distance (i.e., observations at closer locations are likely to be more correlated) with a few parameters. Therefore, it is very computationally efficient to apply Gaussian process to model spatial data. Different extension methods of Gaussian process are capable of solving even more challenging spatial data [30-35].

In the literature about wafer applications, research based on Gaussian process (GP) is prevalent in modeling the high-dimensional data in wafer profiles [36-42]. Interpolation for wafer profiles by these GP-based modeling methods can obtain the predicted thickness values at unmeasured locations, which are useful to evaluate the overall wafer quality. For instance, Jin et al. [36] proposed to use a Gaussian process model with a minimum number of thickness measurements to depict the entire geometric profile by sequentially measuring the wafer thickness profile. It reduces
the time and cost of evaluating the geometric quality of a whole wafer. Zhao et al. [38] devised a partial derivative equation (PDE) constrained Gaussian process model, which integrates physical knowledge of the slicing process into the modeling and prediction of a wafer thickness profile. Bao et al. [39] developed a hierarchical model to characterize wafer thickness profile by decomposing it into macro-scale and micro-scale components. The macro-scale component is modeled by a third-order polynomial function, while the micro-scale component is modeled as a first-order intrinsic Gaussian Markov random field (IGMRF) with the spatial correlation between the neighboring sites. Furthermore, researchers also take into account the circular geometry of the wafer during the modeling and interpolation. Pistone and Vicario [41] formulated a spatial interpolation approach for calculating values on unmeasured locations in circular grids for a wafer. Padonou and Roustant [40] proposed a polar Gaussian process for spatial interpolation and prediction of values in circular domains by representing spatial covariance with functions of angles and radius in polar coordinates.

However, when a large amount of profile data is easily available by non-contact measuring method, such as a wavelength scanning interferometer, or a capacitance gauge, the significance of interpolation at unmeasured locations by aforementioned wafer profile modeling methods is reduced. Moreover, these methods are not extended to statistical control to detect out-of-control wafers, since they are developed for modeling an individual wafer and lack the quantification of the variations among different wafers.

Plumlee et al. [42] developed a statistical model for multiple produced wafer surfaces. It uses an additive linear model with cubic-spline basis functions for the global mean trend and a Gaussian process for the stochastic error. However, it does not include the statistical rules to determine whether the fitted model is in control or not, therefore, still not suitable for statistical control.
An additive Gaussian process (AGP) model proposed by Zhang et al. [37] is the most recently published work regarding spatial analysis of wafer profile data. Two independent Gaussian processes with different covariance structures are used to model thickness profiles for multiple wafers and quantify variations among wafers: the first Gaussian process is used to approximate the mean geometric profile of multiple wafers, while the second is used to quantify the spatially correlated deviations from the mean profile. It not only outperforms abovementioned spatial models for wafer profile data, but also overcomes the limitations of quality monitoring: it establishes a new statistical control scheme based on the developed AGP model to detect the out-of-control wafers with high sensitivity.

From the aforementioned literature review [37, 41, 42], one evident but remaining untapped characteristic of the wafer profile data among the aforementioned wafer models is the clustering phenomenon existed in wafer data (i.e., after grouping the wafers according to their homogeneous profiles (refer to Figure 4-1(b)), the variation within each cluster is much smaller than the variation among different clusters). Even with AGP model, the state-of-the-art in GP-based spatial modeling, without considering the clustering phenomenon in wafer data, the AGP-based statistical control scheme is prone to miss detection because it cannot distinguish different spatial data but still with the same spatial correlation structure [30, 37].

Such data underutilization can be addressed by the proposed spatial Dirichlet process (SDP) modeling and SDP-based statistical control scheme, extension of Dirichlet process based SPC [43] into spatial analysis. Since the proposed SDP modeling not only estimates the spatial correlation structure of the spatial data but also captures the clustering phenomenon among them, the proposed SDP-based statistical control scheme can effectively detect the out-of-control wafers even when
they still have the same spatial correlation structure with the in-control wafers, therefore, having higher power of test than the state of the art AGP-based statistical control scheme.

2.2.3 Porosity detection and quantification in products made by additive manufacturing (AM)

Porosity is a frequent and prominent defect in powder-based AM processes, namely, directed energy deposition (DED), laser and electron beam powder bed fusion (LPBF and EPBF), and binder jetting (BJ) [44]. Porosity has a negative influence on the mechanical performance of AM parts, leading to premature failure, and remains an impediment to wider application of AM processes [45, 46].

Porosity occurs typically due to: (a) the part design, (b) material properties, (c) machine-related errors, and (d) processing and environmental conditions [44]. For example, in powder bed fusion AM process, incomplete melting of particles due to insufficient energy leads to acicular pores at the meso-scale (10 µm to 100 µm); while excessive energy leads to material vaporization and hence micro-level gas pores (< 10 µm) [47-49]. In ceramic or metal parts fabricated with binder jetting, pores are mainly generated due to low dosing of the powder bed, i.e., insufficient amount of powder is raked across the powder bed [50-52]. Since the nature of porosity is contingent on its root cause, thorough quantification of its attributes (type, size, form, and location) is a prerequisite for process improvement.

As a common practice, percentage porosity i.e., the percentage of pores relative to the bulk volume of the part, is used to quantify porosity in AM parts [45]. The porosity value is obtained by several well-established methods, such as Archimedes method [53, 54], ultrasonic testing [45, 55], microscopic image analysis methods [56, 57], and X-ray computed tomography (CT) [58-60]. While Archimedes’ method delivers the most reliable and accurate result of porosity based on measured density, it provides no spatial and morphological information of porosity. In contrast,
microscopic analysis and X-ray computed tomography (CT) methods capture the layer cross-section information. These techniques, apart from providing a volume measurement of porosity, can be used to analyze the morphological features and occurrence of pores [58-60].

The CT method to assess porosity in AM parts provides non-destructive measurement of the internal morphology [58, 61, 62]. The application of CT in AM can be traced back to the early nineties, when it was mainly used for reverse engineering purposes, and has gradually evolved since then as an established method for AM part qualification [63]. For instance, Taud et al. [64] measured overall percentage porosity in AM parts from CT scans by calculating the ratio of the number of voxels representing pores to the number voxels representing the bulk material. Siddique et al. [58] applied dimensional measurements of individual pores from CT scans in their characterization of fatigue performance. Likewise, Tammas-Williams et al. [61] identified areas of a part frequently afflicted with porosity from CT scans by visualizing the pores in a reconstructed 3D space. However, investigation of the distribution and propagation of pores within a layer and across different layers from CT scan images, and the subsequent layer-wise prediction of areas where pores are liable to occur, remain an open research problem.

2.2.4 Point process analysis and its applications

As a component of spatial statistics, point process analysis aims to investigate the distribution-related characteristics and mutual dependence of events occurring within a defined region of interest [28, 65]. More specifically, point processes use dimensionless points to capture the number and the locations of events within a region of interest through a stochastic intensity function [28, 65].

Examples of point processes are common in the natural sciences, such as ecology and epidemiology [66, 67]. For instance, the spreading of certain tree species (as events) in a forest (as
the region of interest) [66]. The use of point process analysis has recently gained traction in manufacturing. For instance, Zhou et al. [68] used point process analysis to explain the clustering phenomena of particles in the manufacture of nanocomposites. Likewise, Dong et al. [69] invoked point process modeling to quantify the mixing of nanoparticles within composite materials. However, the application of point process analysis for modeling porosity in AM remains unexplored.

Among point processes, spatiotemporal log Gaussian Cox process (ST-LGCP) is a hierarchical modeling approach [70, 71]. ST-LGCP models capture complex spatial heterogeneity and temporal correlation among events through a nonparametric intensity function that encapsulates a random process in space-time. ST-LGCP is the latest embodiment in spatiotemporal point process analysis, and is further improved in this paper to investigate the spatiotemporal evolution of porosity in AM parts.

A salient aspect of ST-LGCP is that it reduces events within the region of interest to dimensionless points by disregarding the morphological aspects (shape and size) of the events. Accordingly, ST-LGCP introduces a bias which is magnified in the modeling of porosity in AM, because, pores in AM parts have different sizes and shapes contingent on the causal process phenomena. For example, in powder bed fusion, gas pores which are largely spherical occur at the micro-scale (< 10 µm), while elongated acicular pores occur at the meso-scale (10 µm to 100 µm) [72]. Disregarding the effect of pore morphology (size and shape) is therefore not physically tenable and will inevitably lead to inaccurate prediction of porosity [69]. The augmented ST-LGCP (AST-LGCP) framework proposed in this work overcomes this inherent morphology-related limitation of ST-LGCP by formulating the spatiotemporal distribution of pores through an augmented point pattern which includes the morphological features (size and form) of pores.
3 Real-time Process Monitoring based on Dirichlet Process Mixture Model

In advanced manufacturing, the data signals are usually generated by complex nonlinear dynamics, such as the vibration sensor data acquired from the FFF and CMP processes, the data distribution may not be Gaussian. This poses a significant challenge for process modeling and monitoring with traditional methods based on the presumption of normality and symmetry of data. Pertinently, since a non-Gaussian distribution can be modeled by using a mixture of Gaussian distributions, such impediments could be overcome.

Dirichlet process (DP) mixture model, which is a data-driven nonparametric Bayesian approach, approximates an empirical (arbitrary) data distribution via a mixture of finite Gaussian distributions without a priori knowledge of the number of mixture components. Such distinctive feature can be used in process monitoring in advanced manufacturing systems, where the signal data from sensors usually have arbitrary distributions.

The goal of this chapter is to develop different real-time monitoring methodologies for different advanced manufacturing processes based on Dirichlet process mixture model. These processes are fused filament fabrication (FFF) and chemical mechanical planarization (CMP). Due to their difference in process and obtained sensor data, the real-time monitoring methods will be different depending on the production of the product and the monitoring intentions.

3.1 Introduction

3.1.1 Fused filament fabrication (FFF) process

Fused filament fabrication (FFF) is an additive manufacturing (AM) process in which an object is manufactured by depositing progressive layers of extruded molten material [1-4]. In FFF, typically
a thermoplastic material is heated past its glass transition temperature and extruded through a nozzle in a controlled manner. Thermoplastic polymers, such as ABS and PLA, given their relatively low glass transition temperatures (approximately 105 °C and 65 °C, respectively), are the materials of choice in FFF. Although thermoplastic materials are ubiquitous in FFF, the process has evolved to accommodate novel materials and application areas, e.g., mortar, clay, and lunar regolith [73, 74]. In AM processes, such as FFF, major challenges with respect to process reliability and consistency remain to be resolved [2, 75-77]. In the absence of real-time process monitoring, quality control in FFF is largely limited to offline techniques [78, 79], leading to high scrap rates [3]. Therefore, there is a need to develop effective process control and monitoring techniques in FFF [80]. Equipped an FFF machine (MakerBot Replicator 2X) with multiple in situ sensors, such as accelerometers (vibration sensors) and temperature sensors. The schematic diagram of our sensor-instrumented FFF setup is shown in Figure 3-1. This setup allows real-time monitoring and detection of FFF process drifts from ideal conditions, so that quick corrective action can be taken and product defects can be reduced. Combined the sensor data using an integrated Bayesian Dirichlet process (DP) mixture model and evidence theoretic (ET) approach to FFF detect process drifts. By analyzing the in situ sensor data, process defects can be identified at an early stage.

![FFF Material Extrusion](image1.png)

(a) FFF Material Extrusion

![FFF Machine](image2.png)

(b) FFF Machine

Figure 3-1 (a) Schematic of the FFF process. (b) Schematic of the FFF setup instrumented with multiple in situ sensors used in this work for measuring process conditions in real-time.
3.1.2 Chemical mechanical planarization (CMP) process

CMP is a vital back-end-of-line (BEOL) process in semiconductor manufacturing. Semiconductor wafer defects resulting from CMP process drifts can lead to high yield losses [81]. It is therefore desirable to ensure defect-free operation in CMP by employing real-time *in situ* sensor-based process monitoring approaches [82]. Various sensors, such as acoustic emission, force, and vibration sensors, have been applied for CMP process monitoring [82-90]. Miniature wireless MEMS devices are particularly attractive for *in situ* monitoring applications due to their weight, and energy efficiency. MEMS vibration sensors have been successfully used hitherto for model-based monitoring, material removal rate estimation, and endpoint detection in CMP process [87, 88].

We use a Buehler Automet 250 benchtop CMP apparatus for our experiments. Further details of the setup and experimental outcomes are available in our recent publication (Ref. [82]). A tri-axis MEMS vibration sensor (ADXL 335) manufactured by Analog Devices Inc. is mounted on the apparatus to collect sensor data. The sensor signals are sampled at 670 Hz and transmitted wirelessly to a desktop computer with a matching wireless receiver unit. The CMP setup and wireless sensor network are shown in Figure 3-2 (a) and (b). Blanket copper wafer disks of Φ1.625 inch (40.625 mm) are polished in KOH-based alkaline colloidal silica slurry medium, which has a constant flow rate of 20ml/min. Near-optical (arithmetic average roughness, Sa ~ 5 nm) quality surface finish blanket copper wafers are obtained by polishing with a *priori* identified optimal processing conditions (Figure 3-2(c) and (d)) [91].

However, sensor signals acquired from CMP process are complex; they may violate normality and linearity conditions. Consequently, traditional SPC and mean shift clustering approaches may not lend towards detection of CMP process anomalies.
3.1.3 Real-time process monitoring methods based on DP mixture model

The essential concept of monitoring methods based on DP mixture model is to represent a non-Gaussian probability distribution as a mixture of multiple Gaussian distributions. This implication can be stated mathematically as follows,

\[
p(x) = \sum_{j=1}^{k} \pi_j N(x | \theta_j),
\]

where \( x \) represents a time series collected by sensors from the process, \( p(x) \) is its data distribution, \( k \) is the number of Gaussian components \( \mathbb{N}(\cdot) \) in the mixture, each of which is modeled with weight \( \pi_j \) and parameters \( \theta_j \) (mean \( \mu_j \) and variance \( \sigma_j^2 \)). In reality \( k \) may be unknown. We apply the Dirichlet process (DP) mixture model, which is a data-driven nonparametric Bayesian approach to approximate a non-Gaussian distribution without any a priori knowledge of \( k \) [6].

Figure 3-2 (a) (b) Buehler Automet® 250 experimental CMP setup with the integrated wireless sensor, (c) (d) near-specular CMP finished copper wafers.
The process monitoring methods for FFF and CMP are built on the fact that DP mixture model enables accurate modeling of data distributions in different process states, and then developed according to their own characteristics.

3.2 Research methodology

3.2.1 Dirichlet process (DP) mixture model

DP mixture model is a data-driven nonparametric Bayesian approach to approximate an empirical (arbitrary) data distribution via a mixture of finite Gaussian distributions without a priori knowledge of the number of mixture components [6, 92]. DP mixture model is advantageous over the parametric estimation methods, such as EM algorithm [93], due to its nonparametric characteristics in estimating data distributions. It can estimate complex data distribution with a few simple probability density function. It has been applied to broad areas, such as bioinformatics, healthcare, document clustering and image processing [94-97].

In Dirichlet process, the limit for the number of clusters $k$ goes to infinity [92]. In other words, when $k \to \infty$, the conditional prior distribution for the component indicators reaches its limit as follows,

$$p(c_i = j|c_{-i}, \alpha) \propto \begin{cases} \frac{n_{-i,j}}{N - 1 + \alpha} & \text{if existing component } j \text{ is chosen,} \\ \frac{\alpha}{N - 1 + \alpha} & \text{if a new component is created,} \end{cases}$$

(3)

where $c = (c_1, ..., c_N)$ are indicators of data points for components, $\alpha$ is the concentration parameter, $n_j$ is the number of data points in Gaussian component $j$, $N$ is the number of data points, $N = \sum_{j=1}^{k} n_j$. The subscript $-i$ indicates all indices except $i$, and similarly, $n_{-i,j}$ indicates the number of observations in component $j$ for all data points except point $i$. 
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For each component indicator $c_i$ drawn conditioned on all other component indicators from the multinomial distribution, there is a corresponding component parameter $\theta_i$ drawn from a base distribution $G_0$. This result signifies a Dirichlet process (DP) mixture model, which can be used to model a set of observations $(x_1, ..., x_i, ..., x_N)$, with latent variables of $\theta = (\theta_1, ..., \theta_i, ..., \theta_N)$ as follows,

$$G \sim DP(\alpha, G_0),$$

$$\theta_i \sim G,$$

$$x_i \sim N(. | \theta_i),$$

where $DP(\alpha, G_0)$ is the Dirichlet process (DP) with base distribution $G_0$ and concentration parameter $\alpha$; $G$ is a random discrete distribution drawn from $DP(\alpha, G_0)$; each $\theta_i$ is drawn from the discrete distribution $G$; and each data point $x_i$ (which may include statistical features, e.g., mean, variation, etc., from the sensor data) is drawn from a normal distribution with parameter $\theta_i$.

Because the empirical distribution $G$ is discrete, the same values can be assigned to multiple $\theta_i$. Data points which have the same latent value belong to the same component [6, 92]. Furthermore, on integrating out $G$, the following conditional distribution for $\theta_i$ is obtained [98],

$$\theta_i | \theta_{-i}, G_0, \alpha \sim \frac{\alpha}{N - 1 + \alpha} G_0 + \sum_{j=1}^{N-1} \frac{1}{N - 1 + \alpha} \delta(\theta_j),$$

where $\delta(\theta_j)$ is the Dirac delta function peaked on $\theta_j$. It is noted that DP has the clustering tendency within its components, i.e., first, a few number of distribution components could sufficiently represent all the existing data; second, the component with more data have higher probability to generate new data.

Subsequently, combining the prior distribution for $\theta_i$ of data $i$ in (5) and the likelihood function in (4) results in the following posterior distribution for Gaussian components parameters,
\[ p(\theta_i = j | \theta_{-i}, x_i) \sim \begin{cases} 
\frac{n_{-ij}}{N - 1 + \alpha} N(x_i | \theta_j) & \text{if existing component } j \text{ is chosen (a),} \\
\frac{aq}{N - 1 + \alpha} H(\theta | x_i) & \text{if a new component is created (b),} 
\end{cases} \]

where \( q = \int G_0(\theta)N(x_i | \theta)d(\theta) \), \( H(\theta | x_i) = \frac{g_0(\theta)N(x_i | \theta)}{\int g_0(\theta)N(x_i | \theta)d(\theta)} \). Equation (6(a)) shows the probabilities of \( \theta_i \) having the same value with existing Gaussian component parameter \( \theta_j \), and (6(b)) is the posterior probability of \( \theta_i \) choosing a new value which is randomly generated from \( H(\theta | x_i) \).

There is no direct way to compute the posterior distribution of \( \theta \) under a Dirichlet process prior. Approximate inference methods are required for DP mixtures and Markov chain Monte Carlo (MCMC) sampling methods have become the methodology of choice [99-103]. For instance, Gibbs sampling algorithms is used to get posterior distribution of \( \theta \) in DP mixture model when conjugate priors are used [104]. It will provide accurate and flexible data distribution modeling.

The joint posterior distribution for the parameters of all existing components \( \{\theta_l, \ l = 1, 2, \ldots\} \) can be obtained. If the base distribution \( G_0 \) is chosen to be conjugated with data distributions, a closed form of posterior distribution could be obtained. If the base distribution \( G_0 \) and data distributions are chosen as Gaussian distribution, the posterior distribution is mixture of Gaussian distributions, known as Gaussian mixture model [6, 105, 106].

3.2.2 Multi-sensor real-time detection of process anomalies in FFF using Dirichlet process (DP) mixture model and evidence theory (ET)

A novel data-driven approach based on DP mixture model is developed for online monitoring in FFF. Specifically, a non-parametric Bayesian Dirichlet process (DP) mixture model is used to classify the process into three process states, namely, normal operation, abnormal operation, and
build failure [106]. These DP models will be invoked in an evidence theoretic (ET) framework for real-time detection of process drifts using online sensor data [107].

There are two steps in our proposed method for AM online process monitoring:

1) In the first step, complex non-linear and non-Gaussian signals from individual sensors under different process states are represented using DP mixture model (Figure 3-3 (left)) [106]. During the offline training phase, DP mixture model is used to estimate the underlying probability density function of heterogeneous sensor data;

2) In the second step, Dempster-Shafer evidence theory (ET) [107] is used to integrate the signal patterns from seven different sensor signals and classify the process state based on the DP mixture distributions. Incoming sensor data (Figure 3-3 (right)) can be classified in real-time by using this two-stage algorithm.

Figure 3-3 The summary of the Dirichlet process (DP) mixture model and evidence theory (ET) approach developed in this work for real-time monitoring of process states in FFF.

Step 1 - Dirichlet Process Mixture Model for Non-Gaussian Data

We observed that the FFF sensor signal patterns acquired from our experiments were distinctly non-Gaussian owing to the complex dynamics of the process (see Figure 3-4). Nonetheless, Gaussian mixture models can be used to model complex nonlinear probability distributions by convex combination of Gaussian distributions [108]. Figure 3-4 shows the probability density
function of IR temperature data for different process states; the distribution of values is evidently complex and non-Gaussian. For example, in the normal process state, the distribution of meltpool temperature can be modeled as a mixture of two Gaussian distributions.

Therefore, all the distribution of sensor data could be represented by (2). Our approach using Dirichlet process (DP) modeling relaxes the need to determine the value of $k$ beforehand, by adaptively modeling the signal distribution using an infinite DP mixture model and determining $k$ in a data driven manner. Thus, using the DP modeling approach, even complex sensor signal patterns having an arbitrary probability distribution, can be approximated in the form of (2). For further mathematical details of DP mixture model, are discussed in depth in our recent research (see Refs. [109, 110]).

Step 2 - Dempster-Shafer Evidence Theory

In the previous step, by using DP mixture model, we can model the signal patterns from different sensors separately. The aim of this stage is to combine this information in order to provide a cohesive decision regarding the process state. Dempster-Shafer evidence theory (ET) [107] takes into consideration the conflicts among the sources of evidence to handle uncertainty during
information fusion, and has been widely used for multi-sensor condition monitoring purposes [111-113].

For instance, considering the case where we have N sensors and M process states (corresponding to different build conditions in AM processes), for a new sensor signal, we want to determine which state it belongs to by using the information collected from the N sensors. For each sensor and each state, the distribution of sensor signal can be estimated using Eq. (1). Thus, each of these N sensors will have a probability $p$ associated to a state. We denote the probability of the process state $j$ from sensor $k$ as $p_{jk}$. We wish to evaluate the overall probability of the process being in state $j$ by fusing information from multiple sensors. We achieve this using Dempster-Shafer evidence theory (ET). These sensor-state probabilities can be arranged in the form of a matrix $P$ as follows:

$$P = \begin{bmatrix}
p_{11} & p_{12} & \cdots & p_{1N} \\
p_{21} & p_{22} & \cdots & p_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
p_{M1} & p_{M2} & \cdots & p_{MN}
\end{bmatrix}.$$  \hspace{1cm} (7)

The values in column $k$ ($[p_{1k} \cdots p_{Mk}]^T$, $k = 1, 2, \ldots, N$) indicate how the kth sensor supports each of the M process states, hence, $\sum_{j=1}^{M} p_{jk} = 1$ ($k = 1, 2, \ldots, N$). We now describe the procedure to populate the matrix $P$ from the previous DP mixture modeling stage in the following manner.

First, we obtain the likelihood estimate $f(y)$ that the process is in a particular state given an incoming data point $y$ by a type of sensor from the LHS of Eq. (1). Next, these likelihood estimates are normalized for each of the N sensors, so that the probabilities over all states sum to one. The normalized values for different states from the distribution $f$ for sensor $k$ are essentially the sensor-state probabilities in the column $k$ of the matrix $P$. With the information in Eq. (1) available, if the types of process states are assumed to be independent, the probability mass function for process states $j$ can be computed as follows using the evidence theory [114]:

30
\[ m_j = \prod_{k=1}^{n} p_{jk} / (1 - \sum_{j=1}^{M} \prod_{k=1}^{n} p_{jk}), \]  

(8)

where \( m_j \) represents the fused probability mass function for process states \( j (j = 1, 2, \ldots, M) \), we term it state probability. The denominator \( 1 - \sum_{j=1}^{M} \prod_{k=1}^{n} p_{jk} \) in Eqn. (8) is the normalization factor; \( \sum_{j=1}^{M} \prod_{k=1}^{n} p_{jk} \) is in effect the probability mass associated with conflicting information among the \( n \) sources. From Eqn. (8), we can obtain the state probability estimate \( (m_j) \) for process state \( j \) for different sensor combinations. We select the combination with the highest state probability \( m_j \). Thus, a fused decision regarding the process states can be made in real-time.

3.2.3 Dirichlet process (DP)-based SPC for monitoring non-Gaussian data signals

A control chart is a visual tool that is used for monitoring whether a process or system at a given time is under the influence of common cause (chance) variation or special cause (assignable) variation [7, 115]. The limits of the control charts represent thresholds that are obtained when a system operates wholly under common cause variation (in-control (IC) condition). In IC condition, the monitoring statistic falls within the control limits threshold. If special causes take effect, the control chart should presumably signal a change in terms of the monitoring statistic drifting outside the control limits (out-of-control (OOC) condition). Thus, the control chart is effectively a two-state or binary classifier as it signals only IC or OOC process states. The control chart does not identify, explicitly, the type of anomaly/special cause.

DP-based SPC for detecting process anomalies is introduced by using Dirichlet process mixture model which approximates an empirical data distribution as a mixture of Gaussian components. In DP-based SPC, the likelihood values of new data are calculated under IC data distribution acquired by DP mixture model. Process changes are detected once the likelihood values drop, indicating such data are not likely generated under IC condition. An effective way to detect the OOC...
operation is by monitoring average log-likelihood value in a subgroup of incoming data under IC data distribution as in (9),

$$\frac{1}{w} \log \left[ L(x_1, \ldots, x_i, \ldots, x_w | \theta_1, \theta_2, \ldots, \theta_j) \right] = \frac{1}{w} \sum_{i=1}^{w} \log \left[ \sum_{k=1}^{j} \pi_k \mathcal{N}(x_i | \theta_k) \right], \quad (9)$$

where $x_i$ is the incoming data, $j$ is the number of components for mixture distribution for IC condition, $w$ is the subgroup size of testing data. The larger the value of $w$, the more reliable the detection of OOC operation, but a longer delay is caused to detect process changes. Based on empirical results, we choose $w$ as the minimal number of observations to achieve the average run length (ARL₀) for type I error of likelihood values below a certain value, e.g., 0.05, in order to balance fast detection and detecting accuracy.

By the central limit theorem, the average log-likelihood values of incoming data are approximately normally distributed. Therefore, the problem of monitoring original complex non-Gaussian data reduces to a scheme of monitoring normally distributed average log-likelihood values. For simplicity, we construct the DP-based SPC by closely emulating the framework of the CUSUM chart with the average log-likelihood values as the monitoring target. Therefore, representing the average log-likelihood value in time epoch $t$ as $y_t$, we have monitoring statistics for DP-based SPC:

$$\begin{align*}
C^+_t &= \max[0, y_t - (\mu_0 + K) + C^+_t-1], \\
C^-_t &= \max[0, (\mu_0 - K) - y_t + C^-_t-1],
\end{align*} \quad (10)$$

with the control limits (threshold) for the chart set at

$$H = L\sigma, \quad (11)$$

where $\sigma$ and $\mu_0$ are the standard deviation and mean of the sequential data $y_t$ under IC condition; the parameters $K$ and $L$ are adjusted for a given average run length criteria (ARL₀) [7]; the average log-likelihood value $y_t$ is obtained from (9). The cumulative sums $C^+_t$ and $C^-_t$ are tracked over
time, if these quantities are greater than $H$, then OOC status is signaled. The cumulative sums $C_t^+$ and $C_t^-$ are never negative.

3.2.4 Recurrent hierarchical Dirichlet process (RHDP) for evolutionary clustering of process states

Towards identifying different types of process anomalies from a continuous sensor data stream, two extensions to DP models are forwarded to accommodate the following aims:

1) Estimating distribution characteristics within a contiguous time epoch given the autocorrelation in the data.

2) Tracking the evolution of the data distribution between time epochs.

The first aim is realized using the recurrent Dirichlet process (RDP) method proposed by Ahmed and Xing [116]. The second involves using the hierarchical Dirichlet process (HDP) developed by Teh et al. [117]. The integration of these two entities is accomplished in this work, and is termed recurrent hierarchical Dirichlet process (RHDP). Specifically, the RDP and HDP parts resolve the following questions:

- RDP – What are the characteristics of the data distribution at the current time epoch, given the knowledge of the distribution characteristics at the previous time epochs?
- HDP – What category is the process state (anomaly/fault) at the current time epoch, given the distribution characteristics estimated using RDP?

In other words, RDP determines characteristics of data distribution at the current time epoch by including information from previous time epochs, while HDP enables data to be classified by allowing distributions falling under the same DP model to be clustered together. The overall framework of the proposed methodology is summarized in Figure 3-5.
For complex manufacturing processes, each process state manifests in unique signal distributions. A control chart cannot classify the differences in process states because the control limits are estimated based on the so-called, in-control state alone. In order to identify the specific process anomalies (drifts), we herewith propose recurrent hierarchical Dirichlet process (RHDP) clustering.

Recurrent hierarchical Dirichlet process (RHDP) model could not only estimate the data distribution at each time epoch in a sequential manner, but also consider the evolution of distributions between time epochs. For instance, during the physical process, as depicted in Figure 3-6, the following four possibilities exist:

1) the signals dynamics remain stationary (no change);
2) new components may emerge;
3) the parameters of mixture components may change over time; and
4) an existing component may die.

Therefore, to classify the process, it is essential to track the evolution of mixture components between time epochs.
Recurrent Dirichlet process (RDP) model is proposed by Ahmed and Xing [116] to overcome the challenge in DP modeling. In other words, the autocorrelation of the data is not accounted in the basic DP modeling. The recurrent Dirichlet process (RDP) model divides time series data into contiguous sequential epochs (windows); data points within the same epoch are assumed to be exchangeable, while the temporal order is maintained across epochs. Thus, the autocorrelation in consecutive epochs is accounted in the RDP model. In the implementation of RDP, the incoming sensor data is divided using a sliding window technique; the data inside a sliding window is an epoch.

The concept of hierarchical Dirichlet process (HDP), which is essentially a multiple-level Dirichlet process, as proposed by Teh et al. [117]. Unlike with DP, in a two-level HDP model, the parent Dirichlet process $G_0$ is a random variable distributed with concentration parameter $\gamma$ and base distribution $H$. The so-called child Dirichlet processes $G_j$'s have concentration parameter $\alpha$ and base distribution $G_0$. Since $G_0$ is discrete, the child Dirichlet processes $G_j$'s share atoms (mixture components) with each other. Data distributions parametrized by $G_j$'s with the same atoms, will have the similar Gaussian components, and therefore could be clustered together [117].
Given a temporal dataset, RHDP model could be used to monitor the distribution evolution among multiple sequential epochs, subsequently the time epochs with similar distribution characteristics can be grouped/clustered together [117, 118]. The RHDP model is formulated as,

\[
G_0 | \gamma \sim DP(\gamma, H), \\
G^t | \alpha \sim DP(\alpha, G_0), \\
\theta^t | G^t \sim G^t, \\
x^t_i | \theta^t_i \sim \mathbb{N}(\cdot | \theta^t_i),
\]

where \(x^t_i\) for \(i = 1, \ldots, N^t\) are observations in time epoch \(t\); \(\mathbb{N}(\cdot | \theta^t_i)\) denotes the Gaussian component parameterized by \(\theta^t_i\), which is sampled from the child Dirichlet process \(G^t\).

Data in different epochs are modeled by using Gaussian mixture distributions with parameters \(\{\theta^t_1, \ldots, \theta^t_{N^t}\}\) sampled from \(G^t\). If the process is stationary, the parameters of the mixture distribution would remain constant. However, if there is a change in the underlying process, entailing a change in the data distribution, the current data distribution will not suit the new data, i.e., the existing parameters drawn from \(G^t\) will not appropriately model the new data. Accordingly, new samples for \(G_0\) will be drawn from the base function \(H\) of parent Dirichlet process.

We can estimate marginal distributions of mixture component at two levels of DP by integrating out \(G_0\) and \(G^t\). The conditional distribution for \(\theta^t_i\) can be calculated by integrating out \(G^t\) as follows,

\[
\theta^t_i | \theta^{t-1}, \theta^t_1, \ldots, \theta^t_{i-1}, G_0, \alpha \sim \\
\frac{1}{N^{t-1} + i - 1 + \alpha} \left[ \sum_{j \in t-1 \cup tj^t} (n_{j,i}^{t-1} + n_{i,j}^t) \delta(\phi^t_j) + \alpha G_0 \right],
\]

(13)
where \( \phi_j^t \) represents the distribution parameter of mixture component \( j \) at time epoch \( t \). Notice that in (13) \( G_0 \) is not fixed, but distributed as Dirichlet process.

The subsequent step is to integrate out \( G_0 \) to get the conditional distribution for \( \phi_j^t \). Since \( G_0 \) is distributed as Dirichlet process, it can be integrated out as follows,

\[
\phi_j^t | \phi_j^{t-1}, \phi_1^t, ..., \phi_{j-1}^t, H, \gamma \sim \\
\frac{1}{M^{t-1} + j - 1 + \gamma} \sum_{l \in \mathcal{L}^{t-1} \cup \mathcal{L}^t} (m_{l}^{t-1} + m_{-j,l}^{t}) \delta(\tau_l) + \gamma \mathcal{H},
\]

where \( \tau_l \) denotes a value drawn from base distribution \( \mathcal{H} \), \( M^{t-1} \) is the number of all Gaussian components in epoch \( t - 1 \), \( m_{l}^{t-1} \) is the number of Gaussian components associated with \( \tau_l \) at time epoch \( t - 1 \), \( m_{-j,l}^{t} \) is the number of the Gaussian components except components \( j \) associated with \( \tau_l \) at time epoch \( t \), and \( \mathcal{L}^t \) denotes the collection of samples drawn from \( \mathcal{H} \) at epoch \( t \).

Subsequently, we obtain the posterior probability distributions for both the component values of Dirichlet process \( G_0 \) in (15), and its child Dirichlet process \( G^t \) in (16),

\[
p(\phi_j^t = \ell | \phi_j^{t-1}, \phi_1^t, ..., \phi_{j-1}^t, \{c(x_i^t) = j\}) \sim \\
\begin{cases} 
(M_{-j}^{t-1} + m_{-j,l}^{t})F(\phi_j^t | \tau_l) & \text{if component } \ell \text{ is chosen}, \\
\gamma \mathcal{S}(\tau | \phi_j^t) & \text{if a new component is created},
\end{cases}
\]

where \( s = \int H(\tau)F(\phi_j^t | \tau)d(\tau) \), \( T(\tau | \phi_j^t) = \frac{H(\tau)F(\phi_j^t | \tau)}{\int H(\tau)F(\phi_j^t | \tau)d(\tau)} \); and \( F(\phi_j^t | \tau_l) \) is the probability of \( \phi_j^t \) getting the value of \( \tau_l \), which can be represented by likelihood of all data belonging to component \( j \) in the mixture distribution at epoch \( t \) (i.e., all data with indicator \( c(x_i^t) = j \)).

\[
p(\theta_i^t = j | \theta_i^{t-1}, \theta_i^t, ..., \theta_{i-1}^t, x_i^t) \sim \\
\begin{cases} 
(n_{j}^{t-1} + n_{-j,l}^{t})\mathcal{N}(x_i^t | \theta_j^t) & \text{if component } j \text{ is chosen}, \\
\alpha q R(\theta | x_i^t) & \text{if a new component is created},
\end{cases}
\]

where \( q = \int G_0(\theta)\mathcal{N}(x_i^t | \theta)d(\theta) \), \( R(\theta | x_i^t) = \frac{G_0(\theta)\mathcal{N}(x_i^t | \theta)}{\int G_0(\theta)\mathcal{N}(x_i^t | \theta)d(\theta)} \).
In (16), \( x_i^t \) represents data observation \( i \) during time epoch \( t \); \( \theta_i^t \) represents the distribution parameter for data \( x_i^t \) at time epoch \( t \); \( \phi_j^t \) represents the \( j \)th atom value of child Dirichlet process \( G^t \) (i.e., mixture component \( j \) at time epoch \( t \)). If the base distributions \( H \) is Gaussian, i.e., it is conjugate with distribution of observations, then the integrals in (15) and (16) have analytical solutions.

RHDP could attain unsupervised clustering of process states by monitoring the change of mixture components among time epochs, i.e., the evolution of sequential data distributions. RHDP clustering includes the following two major steps:

1) RDP modeling is used for sequential process data, which are segregated into sliding windows. Gibbs sampling is adopted to update the data distribution, and Pearson’s Chi-square goodness of fit (GoF) test is used to evaluate the accuracy of distribution modeling.

2) Cluster data of which the mixture distributions are from the same realizations in HDP. The average log-likelihood value of current data under previous distribution is continuously calculated and monitored as follows,

\[
\frac{1}{w}\log[L(x_1^t, ..., x_i^t, ..., x_w^t | \theta_1^{t-1}, \theta_2^{t-1}, ..., \theta_j^{t-1})] = \frac{1}{w} \sum_{i=1}^{w} \log \left[ \sum_{k=1}^{j} \pi_k \mathcal{N}(x_i^t | \theta_k^{t-1}) \right],
\]

(17)

where \( x_i^t \) is the incoming data in epoch \( t \), \( j \) is the number of components in epoch \( t - 1 \). If the average log-likelihood values calculated as (17) remain stable and without significant drop, it indicates that the data in these consecutive windows have the similar distribution, therefore, could be clustering as one process state. This is computationally amenable than tracking the change of mixture components.

In this way, by tracking the evolution of mixture distributions at consecutive time epochs using RHDP model, process drifts in complex manufacturing processes, such as semiconductor CMP,
can be monitored, and different process states (e.g., different anomalies) can be identified. We demonstrate this assertion herewith using a numerical example.

3.3 Simulation studies

3.3.1 Application of DP-based SPC for process monitoring

In this section, we show that DP-based SPC can capture changes in the data despite the underlying distribution being asymmetric and multimodal. We compare the results with two conventional control charts, namely, exponentially weighted moving average (EWMA) and cumulative sum (CUSUM) [7]. The traditional control charts monitor the raw data values, while the DP-based SPC uses the average log-likelihood values in (9) within the CUSUM framework in (10). For comparison purposes, we use the following two average run length criteria (ARL) as widely used for performance evaluation of control charts: ARL₀ and ARL₁ [7].

We now test the hypothesis that DP-based SPC has superior ability (i.e., smaller ARL₁) in capturing the changes in incoming data compared to EWMA and CUSUM given identical ARL₀. The following three scenarios are investigated:

Case N1: Detecting mean shifts in univariate, unimodal Gaussian and non-Gaussian distributions.

Case N2: Detecting mean shifts in univariate, multimodal non-Gaussian distributions.

Case N3: Detecting shifts in a multivariate, nonlinear, quasi-periodic data from the Rössler chaotic attractor [119].

3.3.1.1 Case N1: DP-based SPC for data from univariate, unimodal Gaussian and non-Gaussian distributions

The aim of this study is to ascertain the ARL₁ performance of DP-based SPC towards detecting a shift in mean (location parameter) of a distribution. Furthermore, we contrast the ARL₁ performance of DP-based SPC with that of EWMA and CUSUM control charts.
This study is conducted with data generated from two basic univariate distributions: the Gaussian distribution with mean $\mu$ and variance 1, $\mathcal{N}(\mu, 1)$; and the Chi-squared distribution with one degree of freedom, $\chi^2_1$. The mean of these distributions will be shifted from the in-control state of zero mean, and the ARL$_1$ will be evaluated for CUSUM, EWMA, and DP-based SPC.

We note that the latter distribution ($\chi^2_1$) is inherently asymmetric (right skewed), and is theoretically equivalent to a F distribution, $F(1, \infty)$. Both the Gaussian and Chi-squared distributions are approximated by mixtures of Gaussian components using DP mixture model, as exemplified in Figure 3-7.

![Figure 3-7 True pdf, Gaussian components, and approximated distribution by DP mixture model for data generated from (a) $\mathcal{N}(\mu, 1)$ and (b) $\chi^2_1$.](image)

![Figure 3-8 Case N1 results - OOC ARL$_1$ values of different control charts when ARL$_0$ is fixed at 500, and actual IC data generated from (a) $\mathcal{N}(\mu, 1)$ and (b) $\chi^2_1$. Scale on the y-axis is in natural logarithm.](image)

The out-of-control (OOC) data are obtained by mean shift, ranging from -1.0 to 1.0 with a step of 0.2. The control limit is acquired by adjusting parameter $L$ in (11) to obtain average ARL$_0$ in 5,000
repetitions at 500 under IC condition; the ARL$_1$ values are reported based on 10,000 replications. The average ARL$_1$ results for the EWMA, CUSUM, and DP-based SPC are reported in Figure 3-8. The following observations can be tendered from Figure 3-8:

i. Figure 3-8 (a): When the normality assumption is not violated, as the case with the Gaussian distribution $\mathcal{N}(\mu, 1)$, CUSUM and EWMA perform better (lower ARL$_1$) than DP-based SPC.

ii. Figure 3-8 (b): If the data is patently non-Gaussian, i.e., the normality condition as in the case of $\chi^2$ is violated, then the ARL$_1$ of DP-based SPC is smaller than EWMA and CUSUM control charts.

3.3.1.2 Case N2: DP-based SPC for data from univariate, multimodal, non-Gaussian distributions

In this case study, the data are obtained from an underlying bimodal distribution consisting of $\mathcal{N}(10, 1)$ and $\chi^2$. As evident in Figure 3-9, DP mixture model closely approximates the data distribution, which corroborates our assertion that DP mixture model can capture complex distributions.

As in the previous case (Case N1) OOC data are obtained by shifting the mean of the data in the range of -1.0 to 1.0 with a step of 0.2. Once again, the control limit is acquired by adjusting parameter $L$ in (11) to obtain average ARL$_0$ of 5,000 repetitions at 500 under IC condition, and ARL$_1$ results from a 10,000-replication study are reported (Figure 3-10).

It can be inferred from Figure 3-10 that under a multimodal distribution, and when the data is patently non-Gaussian and asymmetric, the performance of EWMA and CUSUM is considerably inferior to DP-based SPC; the ARL$_1$ of DP-based SPC is smaller than EWMA and CUSUM. Indeed, the performance of the DP-based SPC is almost identical to Figure 3-8 (b), thus further affirming that the DP-based SPC is not influenced by symmetry and modes of the underlying data.
3.3.1.3 Case N3: DP-based SPC for multivariate, nonlinear, quasi-periodic data

Real-world signals customarily portray strong nonlinearity and high dimensionality; such behavior has been observed in several practical instances in manufacturing processes, including CMP [19, 120, 121]. In this case study, we show that DP mixture model can accommodate multidimensional data depicting nonlinear quasi-periodic dynamics [121].

The three-dimensional Rössler system, as delineated in (18), is used in this case study [119]; it consists of three coupled ordinary differential equations to define a continuous-time dynamical system, which exhibits chaotic nonlinear behavior predicated by the choice of three parameters, namely, $a$, $b$, and $c$ in (18) [119].
\[
\frac{dx}{dt} = -y(t) - z(t), \\
\frac{dy}{dt} = x(t) + a \cdot y(t), \\
\frac{dz}{dt} = b + z(t) \cdot [x(t) - c].
\] (18)

We fix the parameters as follows: \(a = 0.2, b = 0.2, c = 5\). The Rössler system depicts prominent chaotic dynamics under these conditions; the dynamics of the Rössler system has been extensively investigated by Crutchfield et al. [119]. The Rössler attractor state-phase diagram obtained as a result of (18) are shown in Figure 3-11 (a). We note that, in this simulation, data generated from the Rössler system of (18) are purposely contaminated with Gaussian white noise \(\mathbb{N}(0, \sigma^2 I_3)\), where \(I_3\) is the identity matrix of order 3; the effect of variance \(\sigma^2\) on ARL\(_1\) of DP-based SPC is tested in this case study. Shown in Figure 3-11 (b) is a sample 1,000 data points from the contaminated Rössler attractor. Next, DP mixture model is used to approximate the data distribution of Rössler contractor using a mixture of multivariate Gaussian distributions. 1,000 new data points are generated from the DP approximated distribution of the contaminated Rössler attractor as shown in Figure 3-11(c). It is apparent from Figure 3-11(c) that the data generated from the DP approximated distribution resembles closely the data sampled from the contaminated Rössler attractor Figure 3-11 (b). The Chi-square goodness of fit (GoF) test attests that there is no significant difference between the actual and DP approximated data in Figure 3-11 (b) and (c), respectively.

Figure 3-11 (a) The Rössler attractor delineated in (18), (b) a sample 1000 data points from the Rössler attractor contaminated with white noise \(\mathbb{N}(0, I_3)\), (c) a new sample from the approximated distribution of the Rössler attractor.
In order to detect the effects of mean and variance shifts, OOC data are generated as follows (the IC state is the data obtained from (18) with white noise $\mathbb{N}(0, I_3)$:

- for the mean shift case, OOC data are obtained by translating the original data from (18) in all directions $(x(t), y(t), z(t))$ in the range of 0.5 to 2.5 (step size 0.5);
- for variance shifts, the OOC data are obtained by contaminating original data with different levels of Gaussian noise $\mathbb{N}(0, \sigma^2 I_3)$ with variance $(\sigma^2)$ ranging from 1.5 to 4 (step size 0.5).

The ARL$_0$ of the multivariate extension of the EWMA (MEWMA), Hotelling’s $T^2$ multivariate control chart, and DP-based SPC is maintained at 500 to obtain the control limit, and ARL$_1$ is assessed [7]. We use the Hotelling’s $T^2$ instead of the CUSUM, because the Hotelling’s $T^2$ is easier to implement than to extend the CUSUM to the multivariate case, and it is also considered one of the standard multivariate control charts [122].

Figure 3-12  Case N3 results - OOC ARL$_1$ values of three SPC methods when IC ARL$_0$ is 500; scale on the y-axis is in natural logarithm. (a) ARL$_1$ results for mean shifts, (b) ARL$_1$ detection for data variation $\sigma^2$.

As in previous cases (Case N1 and N2), the ARL$_1$ results from 10,000 replications are reported for the three control charts. The ARL$_1$ results of the DP-based SPC are compared with Hotelling’s $T^2$ and MEWMA in Figure 3-12. It can be inferred, based on the evidence presented in Figure 3-12, that the DP-based SPC has significantly smaller ARL$_1$, i.e., DP-based SPC is able to detect data shifts and variability earlier than either of the conventional control charts compared (Hotelling’s $T^2$ and MEWMA) for multivariate, nonlinear, quasi-periodic data.
Note on Computational Time: For univariate data (Case N1 and Case N2), the computational time of DP-based SPC is about 0.02ms per data point, and that of EWMA and CUSUM is about 0.005ms per data point; for the complex multivariate data (Case N3), the computational time of DP-based SPC is about 0.2ms per data point, and that of MEWMA and Hotelling’s $T^2$ is about 0.02ms per data point (with Intel® Core™ i7-4770 CPU@ 3.40GHz). Although DP-based SPC is slower than traditional SPC charts, it is fast enough (~50KHz for one-dimensional data, and ~5KHz for three-dimensional multivariate data) to handle many manufacturing processes (e.g., in CMP, the sampling frequency of vibration sensors is ~670Hz), and it is superior in monitoring complex signal data.

3.3.2 RHDP clustering analysis for simulated data in sequential epochs

The aim of this case study is to demonstrate the ability of the RHDP clustering to group non-Gaussian, nonstationary sequentially acquired time series data. We show that by using numerically generated data the unsupervised clustering technique of RHDP identifies specific process states contingent on their data distributions.

As noted in the preceding section, we continuously monitor the average log-likelihood value of new data as in (17). For a stationary process, the data distribution does not change over time, therefore average log-likelihood values remain stable. If the average log-likelihood values were to change dramatically, it indicates that the current data is not generated from the existing distribution but from a new one. Therefore, all the time epochs preceding the change of log-likelihood values are grouped into the same cluster, given their distribution similarity. Additionally, we note that a transition period between two process states is inevitable, because RHDP model splits the data into time epochs (windows), consequently, some windows will contain data from two temporally adjacent process states.
In this study, we define following three mixture distributions from which the data is sequentially generated (Figure 3-13 (a)):

- $D_1: x_t \sim 0.5\mathcal{N}(0,0.2) + 0.5\mathcal{N}(1.5,1)$
- $D_2: x_t \sim 0.2\mathcal{N}(0,0.5) + 0.8\mathcal{N}(3,0.5)$
- $D_3: x_t \sim 0.5\mathcal{N}(0,0.5) + 0.5\mathcal{N}(2,0.7)$

Figure 3-13 (a) Generated three-part data from different Gaussian mixture distributions, (b) average log-likelihood values of data in time epochs. Three different shades indicate data from distributions $D_1$, $D_2$ and $D_3$, and the white areas between different parts of data are transition periods.

Referring to Figure 3-13 (a), the data naturally clusters into three parts, as shaded by different colors. The corresponding average log-likelihood values as estimated using RHDP are shown in Figure 3-13 (b). The unshaded parts indicate the transition periods.

We report results from a ten-replication study, and compare the clustering results from RHDP with mean shift method [20], a frequently used unsupervised clustering method; mean shift uses the raw data as opposed to utilizing average log-likelihood values by RHDP. Since the labels of sequential data are known, in order to evaluate the effectiveness of RHDP in terms of percentage of correctly clustering data, we use the F-score (precision and sensitivity) as the evaluation metric.
The higher the F-score, the more accurate the model is. The clustering results are presented in Table 3-1, and it is evident that RHDP clustering has both higher precision and sensitivity compared to mean shift, consequently, the F-score for RHDP clustering is significantly higher than mean shift (98% vs 85%). This is because RHDP utilizes all the characteristics of data distribution to compute average log-likelihood values (see (17)), while mean shift only uses the average values of data.

Table 3-1 F-score results for data series with three distributions – comparison of RHDP clustering vs. mean shift (The values in the parenthesis are the standard deviation).

<table>
<thead>
<tr>
<th></th>
<th>RHDP CLUSTERING</th>
<th>MEAN SHIFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D_1</td>
<td>D_2</td>
</tr>
<tr>
<td>PRECISION</td>
<td>0.9872</td>
<td>0.9784</td>
</tr>
<tr>
<td></td>
<td>(0.0117)</td>
<td>(0.0150)</td>
</tr>
<tr>
<td>SENSITIVITY</td>
<td>0.9913</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.0194)</td>
<td>(0)</td>
</tr>
<tr>
<td>F-SCORE</td>
<td><strong>0.9892</strong></td>
<td><strong>0.9891</strong></td>
</tr>
<tr>
<td>AVERAGE F-SCORE</td>
<td><strong>0.9898</strong></td>
<td></td>
</tr>
</tbody>
</table>

**Note on Computational Time:** Due to continuous updates to the distribution estimates on sequential data, the computational time of RHDP clustering is about 1.3ms per data point (200-point window with 10-point overlap is used in this simulation), and that of mean shift is about 0.03ms per data point (with Intel® Core™ i7-4770 CPU@ 3.40GHz). Still the computational time of RHDP clustering is fast enough (with sampling frequency ~700Hz) for our application in CMP.

### 3.4 Application results

#### 3.4.1 Application of integrated DP mixture model and ET approach in FFF process

We now apply the integrated Bayesian Dirichlet process (DP) mixture model and evidence theoretic (ET) approach (DP-ET) for classifying FFF data contingent on the three process states demarcated at the beginning of Sec. 3.2.2. The F-score metric (range 0~1) is used to quantify the
accuracy of this integrated DP-ET approach in comparison to other signal analysis approaches. The F-score can be interpreted as a combination of the precision and sensitivity [123]. Precision (or positive predictive value (PPV)) measures the proportion of true positives among test outcome positives, while sensitivity (or true positive rate (TPR)) measures the proportion of actual positives which are correctly identified as such. An algorithm with high F-score tends to make correct and reliable classification decisions.

The balanced F-score is the harmonic mean of precision and sensitivity:

\[
F\text{-score} = 2 \times \frac{\text{PPV} \times \text{TPR}}{\text{PPV} + \text{TPR}},
\]

Before we proceed to apply this approach to our experimentally acquired FFF data, we note the following:

i. the sensors measuring the table (bed) and extruder temperature are static because they are not responsive to process dynamics, in that the machine controller will try to maintain the setting regardless of the build status; and

ii. the ambient temperature is an independent variable; the door can be opened or closed at any time.

Therefore, it is not tenable to assume that the table, extruder, and ambient temperature sensors are capable of capturing the process dynamics. We will therefore not include these sensors in our analysis. This leaves us with a total of seven sensor signals to consider, i.e., vibration in the three Cartesian axes acquired from each of the accelerometers mounted on the table \(V_T\) and extruder \(V_E\), and the meltpool temperature \(T_{IR}\) measured using the non-contact IR temperature sensor. However, because we have a total of seven sensor signals to study, there would be \(2^7 - 1 = 127\) combinations. Considering that testing all combinations is unreasonable, we cull the number of sensor combinations using the following physical basis.
In the experimental setup, consider the accelerometer mounted on the extruder. This accelerometer has three signal channels to detect vibration of the extruder in X, Y, and Z axes. Thus, we can construct a three-dimensional mixture model for this accelerometer, since it measures the dynamics of one machine element, namely, the extruder. From a physical perspective, this implicitly assumes that the three channels of the accelerometer are statistically correlated or dependent, which is reasonable given that machine tool elements have coupled dynamics. Thus, there will be three mixture models for sensors (extruder vibration, table (or bed) vibration, melt pool) in our setup. And the number of their combinations will be reduced to $2^3-1=7$. Dempster-Shafer evidence theory can fuse any combination from all the sensors to get the best model with maximum accuracy. The F-scores for all these seven combinations are presented in Table 3-2 for the three different process states.

Table 3-2 Comparison of F-scores for the three pre-defined process states in FFF using our proposed DP-ET approach for various sensor combinations. The numbers in the parentheses indicate standard deviation over four cross-validation samples. Typically, the DP-ET approach using all three sensors, i.e., extruder vibration ($V_E$), table (or bed) vibration ($V_T$), and IR melt pool temperature ($T_{IR}$), demonstrates high precision and accuracy (97%) classification of the failure state.

<table>
<thead>
<tr>
<th>Process State</th>
<th>$V_E$</th>
<th>$V_T$</th>
<th>$T_{IR}$</th>
<th>$V_E + V_T$</th>
<th>$V_E + T_{IR}$</th>
<th>$V_T + T_{IR}$</th>
<th>$V_E + V_T + T_{IR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>0.500</td>
<td>0.586</td>
<td>0.741</td>
<td>0.538</td>
<td>0.738</td>
<td>0.806</td>
<td>0.777</td>
</tr>
<tr>
<td></td>
<td>(0.066)</td>
<td>(0.108)</td>
<td>(0.327)</td>
<td>(0.117)</td>
<td>(0.067)</td>
<td>(0.113)</td>
<td>(0.075)</td>
</tr>
<tr>
<td>Abnormal</td>
<td>0.343</td>
<td>0.378</td>
<td>0.529</td>
<td>0.339</td>
<td>0.538</td>
<td>0.654</td>
<td>0.775</td>
</tr>
<tr>
<td></td>
<td>(0.079)</td>
<td>(0.117)</td>
<td>(0.411)</td>
<td>(0.124)</td>
<td>(0.213)</td>
<td>(0.241)</td>
<td>(0.062)</td>
</tr>
<tr>
<td>Failure</td>
<td>0.492</td>
<td>0.668</td>
<td>0.911</td>
<td>0.639</td>
<td>0.876</td>
<td>0.901</td>
<td>0.974</td>
</tr>
<tr>
<td></td>
<td>(0.138)</td>
<td>(0.116)</td>
<td>(0.156)</td>
<td>(0.128)</td>
<td>(0.124)</td>
<td>(0.124)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>Average F-score</td>
<td>0.445</td>
<td>0.544</td>
<td>0.727</td>
<td>0.505</td>
<td>0.717</td>
<td>0.787</td>
<td>0.842</td>
</tr>
</tbody>
</table>

The following inferences can be drawn from these results (see Figure 3-14):

1) When the vibration sensors are used alone or in combinations of vibration sensors without the IR sensor, the average F-scores are generally the lowest. This means using the vibration sensors alone would not be desirable.
2) The IR temperature sensor gives the most information about the process among all the sensors, because melting temperature is a direct indicator of filament extrusion and layer binding. However, it may not reliable to use the IR temperature alone for classification purposes due to large variance in the result (probably due to ambient condition fluctuations).

3) The combination of all sensors generally gives high average F-scores and low variance for all process states. Especially in abnormal and failure status, it has the highest average F-scores and lowest variance among all the combinations.

![Figure 3-14](image)

Figure 3-14 Comparison of F-scores for various sensor combinations using DP-ET approach. The error bars are one standard deviation (σ) long.

To illustrate the superiority of Dempster-Shafer evidence theory in accurate decision making, the DP-ET approach is compared with the high-dimensional DP mixture model in terms of classification accuracy. For this purpose, a seven-dimension DP mixture model is built with the same sensor information and compared with the best results from Table 3-2. The F-scores for the two methods are presented in Table 3-3 for the three different process states. The DP-ET approach gives the highest average F-scores and lowest variance for all process states (see Figure 3-15). This shows that the developed DP-ET approach is superior to the more complex high-dimensional DP mixture model.

Table 3-3 Comparison of F-scores for the three pre-defined process states in FFF using high-dimensional DP mixture modeling and our proposed DP-ET approach. The numbers in the parentheses indicate standard deviation over four
cross-validation samples. Typically, DP-ET outperforms the traditional DP approach.

<table>
<thead>
<tr>
<th>Process State</th>
<th>High-dimensional DP</th>
<th>DP-ET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>0.645 (0.096)</td>
<td>0.777 (0.075)</td>
</tr>
<tr>
<td>Abnormal</td>
<td>0.623 (0.181)</td>
<td>0.775 (0.062)</td>
</tr>
<tr>
<td>Failure</td>
<td>0.927 (0.069)</td>
<td>0.974 (0.030)</td>
</tr>
<tr>
<td>Average F-score</td>
<td>0.732</td>
<td>0.842</td>
</tr>
</tbody>
</table>

The poor performance of high-dimensional DP may be caused by sparseness of training data. In contrast, the DP-ET approach fuses decisions from three lower dimensional DP mixture models (the maximum dimension is three) achieving the best performance since the training data may be adequate in lower dimension space.

Four different conventional classification algorithms are used to compare with our DP-ET approach. These are Quadratic Discriminant Analysis (QDA), Naïve Bayesian Classifier (NBC), Support Vector Machine (SVM), and Probabilistic Neural Networks (PNN) [124-128]. The F-scores for all of these approaches are presented in Table 3-4 for the three different process states.

Table 3-4 Comparison of F-scores for the three pre-defined process states in FFF with four widely-used classification approaches. The numbers in the parentheses indicate standard deviation over four cross-validation samples. Our proposed DP-ET approach outperforms these popular methods in classifying the respective process states.

<table>
<thead>
<tr>
<th>Process States</th>
<th>QDA</th>
<th>NBC</th>
<th>SVM</th>
<th>PNN</th>
<th>DP-ET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>0.713 (0.073)</td>
<td>0.725 (0.173)</td>
<td>0.728 (0.018)</td>
<td>0.622 (0.108)</td>
<td>0.777 (0.075)</td>
</tr>
<tr>
<td>Abnormal</td>
<td>0.644 (0.130)</td>
<td>0.652 (0.206)</td>
<td>0.550 (0.259)</td>
<td>0.388 (0.086)</td>
<td>0.775 (0.062)</td>
</tr>
<tr>
<td>Failure</td>
<td>0.919 (0.095)</td>
<td>0.886 (0.090)</td>
<td>0.680 (0.181)</td>
<td>0.689 (0.091)</td>
<td>0.974 (0.030)</td>
</tr>
<tr>
<td>Average F-score</td>
<td>0.759</td>
<td>0.754</td>
<td>0.653</td>
<td>0.566</td>
<td>0.842</td>
</tr>
</tbody>
</table>

The following inferences can be drawn from these results (see Figure 3-16):
1) The DP-ET approach gives the highest average F-scores and generally the lowest variance for all process states. This implies that the DP-ET approach can detect the onset of FFF process anomalies more reliably and consistently than the other classification approaches studied.

2) PNN generally gives the lowest average F-scores for all process states. QDA, NBC and SVM give higher F-scores than PNN, but they show large variance in F-scores. This is probably because these methods are prone to be affected by the amount of training data. For instance, variance of F-scores becomes larger in the abnormal process state (where the training data is small) than the other two process states.

![Figure 3-16 Comparison of F-scores for the three pre-defined process states in FFF with four widely-used classification approaches. The error bars are one standard deviation (σ) long.](image)

3.4.2 Application of DP-based SPC and RHDP clustering in CMP process

In our experimental tests, certain CMP process parameters are deliberately changed to induce precisely controlled defects on the semiconductor wafer (e.g., scratches on the wafer). The following practical case studies are illustrated in this section.

1) Case E1 – changes in polishing load or downforce;

2) Case E2 – wear of the polishing pad; and

3) Case E3 – sequential changes in processing conditions.

The first two of the above cases are instances where DP-based SPC will be applied for detecting
process anomalies; the last case, Case E3, involves identification of specific anomalies using RHDP clustering.

*Case E1 – Capturing changes in CMP polishing load (downforce) with data slightly violating normal assumption*

The polishing load is one of the most significant factors in CMP and determines not only physical aspects, such as the nature of tribological contact, but also key process output variables, namely, material removal rate, within wafer non-uniformity, surface quality, etc. [81].

In this experiment, a change in polishing load (downforce) is monitored based on acquired vibration sensor data. As depicted in Figure 3-17 (a), after a low load (5 lb.) is active for the first half time, the load is suddenly increased to a high load (8 lb.) condition. All other factors, namely, head speed and base speed are maintained constant at 60 RPM and 150 RPM, respectively. We acquire 4000 data points in total, amounting to about 6 seconds of polishing, during which the change of load occurs approximately midway. A visible prominent shift in signal mean, as well as variation, is evident; the signal mean and variation increase with an increase in downforce.

CUSUM, EWMA, and DP-based SPC are applied to the same time series data, allowing us to compare their ARL\(_1\) results. The control limits are adjusted *a priori* to maintain identical type I error probabilities (\(\alpha\)-error) at 5%, this translates to an ARL\(_0\) of 200. The results from a ten-replication study are presented in Figure 3-17 (b). Moreover, it is observed that the CMP vibration data departs from Gaussian distribution as indicated by the Anderson-Darling goodness-of-fit test. Depending on the severity (p-value) of the non-Gaussian nature of the data distribution, the DP-based SPC charts are faster (low ARL\(_1\)) compared to the CUSUM and EWMA charts. For instance, referring to Table 3-5, the DP-based SPC detects the change in polishing load within ~ 21ms (14 data points) on average, whereas CUSUM and EWMA require ~ 27ms (18 data points).
Case E2 – Capturing wear of CMP polishing pad with data severely violating normal assumption

Degradation of the polishing pad is caused by wear overtime, selection of sub-optimal process conditions, or improper post-process handling [82]. For instance, inadequate post-process cleaning allows the residual slurry to dry and coagulate on the pad. Also, some portions of the polishing pad may be sheared away during polishing, thus exposing the underlying hard layer. Such polishing pads are glazed, i.e., the fibers of the polishing pad become entangled and lose the ability to retain slurry abrasives [82]. Polishing with a glazed pad leads to deep scratches and non-uniform wafer morphology [82].

The DP-based SPC aims to detect a degraded pad condition. It is constructed by training the in-control (IC) mixture distribution with operational data using good pads, then applied to monitor CMP runs. This is akin to building a Phase I control chart based on an a priori in-control process state [7]. The degraded pad is treated as the shifted process state.

In the case study, in order to verify the efficiency of DP-based SPC in detecting a degraded pad, we combine data from two experiments. The first half of the data (2000 data points, ~ 3 sec) is obtained from an experiment where a new pad is used, while the second half is gathered from an experiment conducted with a glazed pad. DP-based SPC is compared with CUSUM and EWMA in terms of detection of the pad condition change.
Figure 3-18 (a) depicts the vibration time series data gathered under the following CMP conditions: 8 lb. contact load, 150 RPM base speed and 60 RPM head speed. We discern from Figure 3-18 (a) that, not only does the mean of the vibration signal change, but also the variance of the signal slightly increases.

Moreover, compared to the previous in this instance, the vibration signals are found to depart more severely from Gaussian behavior. Therefore, DP-based SPC significantly outperforms the other two methods; it detects the pad wear earlier than CUSUM, and twice as quicker than EWMA control charts. Referring to Table 3-5, the DP-based SPC detects the change in pad wear within ~ 47ms (31 data points) on average, whereas CUSUM requires ~ 56ms (37 data points), and EWMA over 140ms (99 data points).

In addition, another polishing experiment is conducted to show the effectiveness of DP-based SPC in detecting signal change with a mildly-used pad (neither brand new nor glazed). From Figure 3-19 (a), it is noticed that there is a slight mean shift of vibration signals after switching to the mildly-used pad. Comparing with the results in Fig. 13(b), the time of detecting pad degradation by DP-based SPC increases to ~ 65ms (43 data points) on average, and CUSUM increases to ~ 71ms (48 data points) on average. Yet DP-based SPC still outperforms EWMA and CUSUM.
The ARL$_1$ results from the foregoing cases are summarized in Table 3-5. The following inferences can be obtained:

- If the in-control data slightly deviate from Gaussian distributed as in Case E1, then DP-based SPC detects the process anomalies nearly as quickly as EWMA and CUSUM.
- If the normality or symmetry conditions for the data distributions are violated severely as in Case E2, then DP-based SPC significantly outperforms CUSUM and EWMA.

These results agree closely with the implications from the numerical studies. It is noticed that the relative performance of DP-based SPC against traditional SPC drops with experimental data: while numerical case studies are generated from highly non-Gaussian and nonlinear systems ($\chi^2_1$, bimodal data, or Rössler attractor), the experimental data manifest a modicum of similarity to Gaussian data [18, 82].

Table 3-5 Comparison of ARL$_1$ values for two predefined process anomalies with traditional SPC and DP-based SPC. The units are in milliseconds (ms).

<table>
<thead>
<tr>
<th>CASE</th>
<th>DP-SPC</th>
<th>EWMA</th>
<th>CUSUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASE E1: LOAD CHANGE</td>
<td>21</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>CASE E2: PAD WEAR</td>
<td>47</td>
<td>140</td>
<td>56</td>
</tr>
<tr>
<td>CASE E2: PAD DEGRADATION</td>
<td>65</td>
<td>102</td>
<td>69</td>
</tr>
</tbody>
</table>
Case E3 – Identifying multiple sequentially occurring CMP process anomalies using RHDP clustering

After having demonstrated the utility of DP-based SPC for detecting process anomalies in the last two cases, we now apply the RHDP unsupervised evolutionary clustering approach explained in Sec. 3.2.4 for identifying multiple sequentially occurring faults in CMP. This is important from an application standpoint for CMP process, since if the process is out of control, it is valuable to know what type of anomaly is prevalent so that the appropriate corrective action can be taken.

In this study, three different kinds of CMP process operating conditions are sequentially activated during a single experimental run, these are:

- The normal condition ($C_1$) occurs under nominally optimal process conditions, viz., 5 lb. polishing load, 150 RPM base speed, and 60 RPM head speed.
- Condition $C_2$ occurs after 3 seconds of operation (~2000 data points), the polishing load is increased to 8 lb. (the other settings are maintained at constant) for 3 seconds.
- Condition $C_3$ is when the slurry feed is low for 3 seconds (2000 data points) while the polishing load is kept at 8 lb.

Vibration signal patterns acquired for this experiment are presented in Figure 3-20.

Figure 3-20 Vibration data time series for the multiple process states (Case E3), including normal condition ($C_1$), high load ($C_2$) and low slurry ($C_3$).

Comparison between RHDP clustering and mean shift method is also based on F-score (precision
and sensitivity) borrowed from classification. The results for Case E3, presented in Table 3-6, indicate that despite the continual change in CMP operating conditions, RHDP clustering identifies the different process states with higher precision and sensitivity compared to the conventional mean shift clustering method. For our three process states, RHDP clustering achieves an average F-score of 0.7923, which is about 10% higher than mean shift method. Moreover, the sampling frequency of RHDP clustering is ~700Hz, faster than the sampling frequency of vibration sensors (~670Hz) in CMP experiments.

Table 3-6 Clustering results for multiple process states in CMP experiment – comparison of RHDP clustering vs. mean shift (the values in the parenthesis are the standard deviation)

<table>
<thead>
<tr>
<th></th>
<th>RHDP CLUSTERING</th>
<th>MEAN SHIFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C1</td>
<td>C2</td>
</tr>
<tr>
<td>PRECISION</td>
<td>0.8834</td>
<td>0.7699</td>
</tr>
<tr>
<td></td>
<td>(0.0746)</td>
<td>(0.1942)</td>
</tr>
<tr>
<td>SENSITIVITY</td>
<td>0.7750</td>
<td>0.7822</td>
</tr>
<tr>
<td></td>
<td>(0.1554)</td>
<td>(0.1911)</td>
</tr>
<tr>
<td>F-SCORE</td>
<td>0.8256</td>
<td><strong>0.7760</strong></td>
</tr>
<tr>
<td>AVERAGE F-SCORE</td>
<td><strong>0.7923</strong></td>
<td></td>
</tr>
</tbody>
</table>

3.5 Summary

In this chapter, Dirichlet process based real-time process monitoring methods are developed for FFF and CMP process.

Real-time process monitoring is proposed by combining Dirichlet Process (DP) mixture model with evidence theory to classify process states in FFF using heterogeneous sensor signals. We demonstrate that this approach can identify FFF process failures (e.g., nozzle clog) with high accuracy and reliability (average F-score ~ 85%). Consequently, this DP-based evidence theoretic framework can be valuable for real-time detection of AM process anomalies, thereby advancing closed loop process control in the future.
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DP-based SPC and RHDP clustering are tested on an experimental chemical mechanical planarization (CMP) setup with obtained wireless vibration signals. They outperform traditional methods under conditions where the sensor signal patterns are nonlinear and non-Gaussian. Practical outcomes from this research are as follows: DP-based SPC detects the onset of CMP process anomalies, such as changes in pad wear, within 50 milliseconds of their inception. In contrast, the traditional methods, such as exponentially weighted moving average (EWMA) control chart has a delay of over 140 milliseconds. RHDP clustering model classifies with about 80% fidelity (F-score) multiple, sequential process drifts; traditional mean shift clustering accounts for F-score under 70%.

Consequently, this work addresses one of the significant challenges for process monitoring in advanced manufacturing applications. As part of our future research, we aim to improve the DP based modeling in the following manner:

- To increase the accuracy of distribution approximation by using extracted features instead of raw data in DP model;
- To improve the computational tractability of RHDP clustering model for high dimensional data by incorporating dimension reduction techniques.
The objective of this chapter is to develop a statistical control scheme based on spatial modeling for wafer thickness profiles data in an industrial wafer slicing process. The current industrial practice uses the summary quality features for quantifying wafer thickness, such as total thickness variation, bow, and warp, which, however, underuse the abundant profile measurements and may lead to inconsistent product quality assurance. The existing spatial modeling and statistical quality control schemes for wafer thickness profiles do not take into account the clustering phenomenon among the wafers, therefore are insensitive to out-of-control wafers. In this chapter, the proposed spatial Dirichlet process (SDP) modeling utilizes the spatial clustering phenomenon existing in wafer thickness profile data and consequently the developed SDP-based statistical control scheme can detect the aberrant spatial data with higher power of test than the state of the art method. A key advantage of the proposed SDP modeling stems from its adaptive means in determining the clusters in the spatial data by using Dirichlet process modeling with a nonparametric and data-driven nature. Its effectiveness is validated by numerical simulation studies, and an actual experimental application with wafer thickness profiles acquired from an industrial wafer slicing process. The proposed SDP-based statistical control scheme detects the out-of-control wafers with much smaller type II error than the benchmark method in the comparison study.

4.1 Introduction
As raw materials for manufacturing integrated circuits, high-quality semiconductor wafer products are the prerequisite for the advancement of electronic products and Internet-based technologies. The production of wafers includes a series of sequential processes, such as ingot growth, grinding, slicing, lapping, etching, polishing, and cleaning. Each of them has a significant impact on the final product quality [129].

Slicing is one of the most critical operations in the wafer production. It refers to the cutting of the silicon ingot into slices by using multiple-wire saws with the aim to produce repeatable in-control slices in terms of geometry quality (e.g., thickness, taper, and bow) and surface quality (e.g., surface finish, surface damage) [130]. Failing to meet this aim either requires extra processing steps or rejects wafers, which directly impacts production cost and wafer yield [129]. Moreover, damages occurring during this early stage can carry over to produce defective finished devices in the following processes.

Quality features according to industrial standards [131, 132], such as total thickness variation (TTV), bow, warp, etc. [129] are usually used to summarize the wafer geometric quality. However, they only provide limited information about the geometric quality due to their utilization of a few measurements. Consequently, their contributions to rejecting out-of-control wafers and providing production insight are compromised.

With rapid development of sensor technology [133, 134], the availability of a great amount of wafer profile measurements (more than thousands on a single wafer) provides the opportunity to complement the limited geometric quality summaries by using spatial analysis for wafer profile data. The measurements are usually obtained by non-contact measuring methods (such as a wavelength scanning interferometer, or a capacitance gauge). For instance, the measurements of a real wafer thickness profile (provided by our industrial collaborator) from a slicing process are
illustrated in Figure 4-1 (a). There are about 3800 thickness measurements on a single wafer, as indicated by small black dots. Such profiles provide plenty of information about the geometric quality of the wafer. Each measurement on the thickness profile of a wafer includes both the thickness value and the location (i.e., the coordinates). Therefore, the profile measurements are eligible for spatial statistical analysis [28, 29, 65].

Figure 4-1 An example of the thickness profile of a wafer in a slicing process; (b) The thickness profiles of twenty wafers in the slicing process show clear clustering phenomenon.

The obtained wafer profile data also have their own complexity as shown in Figure 4-1. First, a large number of the measurements on a single wafer profile provide very high-dimensional data (more than thousands). Such data impose a great challenge for modeling and computation (e.g., implementing matrix inverse operation). Second, strong spatial correlation exists among the measurements at different measured locations, causing data redundancy. Yet it also provides opportunities to reduce data dimension. Third, spatial deviation caused by non-randomness error exists among the wafer profiles. Failing to incorporate it in statistical modeling would cause inaccurate description of the wafer profile data. Last, wafer profile data show clustering phenomenon. Such phenomenon was often neglected in previous research of wafer spatial modeling.
Specifically, clustering phenomenon among wafer profile data was reported by Pistone and Vicario [41]. The clustering phenomenon is indeed noticed from the real wafer thickness profiles in Figure 4-1 (b), by which the wafers can be grouped into different clusters. For instance, among the twenty wafers from the slicing process in Figure 4-1(b), the wafers in the first four rows can form four different clusters with the homogeneous thickness profiles (having similar thickness values at every location) in each cluster, while the wafers at the fifth row are different from all above four clusters. Admittedly, other clustering results are also possible if choosing different criteria for the homogeneity among the wafer thickness profiles. The major observation obtained here is that wafers can be clustered according to their homogeneity in thickness profiles (refer to Figure 4-1(b)).

To address the challenges of utilizing wafer profile data for quality assurance, a statistical control scheme based on spatial Dirichlet process (SDP) modeling is developed in this chapter to flexibly model the wafer thickness profiles by capturing their spatial correlation and spatial clustering phenomenon existing in wafer thickness profiles and thus effectively detect the out-of-control wafers. The proposed SDP modeling can adaptively cluster the wafer thickness profile in a data driven. Thus, no prior assumption of cluster number and structures is needed.

4.2 Research methodology

Inspired by Dirichlet process mixture model and spatial statistics, a statistical modeling by spatial Dirichlet process (SDP) is proposed, and further, an SDP-based statistical control scheme is devised. The proposed SDP modeling incorporates the deterministic modeling and stochastic modeling of the spatial data, where deterministic modeling is to estimate the spatial mean of the spatial data and stochastic modeling is to model randomness in the spatial data. The randomness in the spatial data can further be divided into spatial random effects (spatial deviation) and pure
error (non-spatial deviation). Therefore, the formulated SDP approaches can be illustrated under the framework of the spatial linear model [29] as shown in Figure 4-2.

![Overall methodology of the proposed SDP approaches under the spatial linear model structure.](image)

In the proposed SDP modeling, measured locations are denoted by \( s = (s_1, s_2, \ldots, s_n) \). The observed values \( Y = (Y(s_1), Y(s_2), \ldots, Y(s_n)) \) at the locations \( s \) are modeled in (20) under the framework of spatial linear model [28, 65]:

\[
Y = \mu + G + \epsilon, \tag{20}
\]

where \( \mu \) is the spatial mean at the locations \( s \), \( G \) is the spatial random process inducing the spatial deviation to the observations at the locations \( s \), and \( \epsilon \) is the pure error at the locations \( s \) distributed as \( \mathbb{N}(0, \tau^2 I) \) (also called nugget effects to model the residuals and additional variability from replications) [28, 135]. The proposed SDP modeling utilizes the spatial correlation among measured locations to reduce the high dimensionality and estimates the spatial deviation by including spatial random effects, which capture the clustering phenomenon among the wafer profiles.

In the proposed SDP modeling, the spatial mean \( \mu \) are obtained by Zernike polynomial regression which performs well for spatial data with circular patterns [136], such as wafer profiles shown in Figure 4-1. The spatial random process \( G \) is modeled by a spatial Dirichlet process (SDP), which
not only guarantees the similar spatial correlation among the observations, but also adaptively approximates the spatial random effects for different wafer clusters. It is noticed that only the spatial random effects contribute to the wafer clustering phenomenon, since spatial mean is the same for all the wafers and pure error is independent among all the wafers. Therefore, the proposed SDP-base statistical control scheme targets on detecting out-of-control spatial data generated from aberrant spatial random effects.

4.2.1 Spatial mean fitting by Zernike polynomial regression

The spatial mean of the wafer profile data is obtained by Zernike polynomial regression [40]. Zernike polynomials form a complete, orthogonal basis over a unit disk, which is popular for spatial data within a circular area [136]. Zernike polynomials basis consists of even and odd functions, which are defined at a location $\mathbf{s} = (\rho, \phi)$ as

$$
\begin{cases}
  Z_n^m(\rho, \phi) = R_n^m(\rho) \cos(m\phi), & \text{even function,} \\
  Z_n^{-m}(\rho, \phi) = R_n^m(\rho) \sin(m\phi), & \text{odd function,}
\end{cases}
$$

where $m$ and $n$ are nonnegative integers with $n \geq m$, $\phi$ is the angle, $\rho$ is the radial distance $0 \leq \rho \leq 1$, and $R_n^m$ are the radial polynomials defined in (22) [136].

$$R_n^m(\rho) = \begin{cases}
\sum_{k=0}^{n-m} \frac{(-1)^k(n-k)!\rho^{n-2k}}{k!(n+m-2k)!(n-m-2k)!}, & n-m \text{ is even,} \\
0, & n-m \text{ is odd.}
\end{cases} \quad (22)$$

Therefore, the spatial mean value $\mu(\mathbf{s})$ at location $\mathbf{s} = (\rho, \phi)$ could be written in terms of Zernike polynomial basis as

$$\mu(\mathbf{s}) = \sum_{i=-m}^{m} \sum_{j=0}^{n} \alpha_{i,j} Z_j^i(\rho, \phi), \quad (23)$$
where $\alpha_{i,j}$ is the coefficient for Zernike polynomial basis.

4.2.2 Spatial randomness modeling by spatial Dirichlet process (SDP)

In the spatial linear model, the spatial random effects, generated from a spatial random process, are the source of spatial variation. Unlike the pure error, which generates non-spatial variation, the spatial random effects can be attributed to certain causes, such as different machines or operational conditions in manufacturing. Therefore, estimating the spatial random effects among different clusters of spatial data not only differentiates product quality, but also provides insight for operational conditions and production diagnosis. In the chapter, the spatial random process which generates spatial random effects is modeled by spatial Dirichlet process (SDP) with Gaussian process as its base distribution. This spatial random process is able to adaptively estimate the spatial random effects and cluster the observations according to the homogeneity of their spatial random effects in a data-driven way.

The advantage of our proposed SDP modeling is to find the clustered data without a prior of the number of clusters and the form of the spatial random effect for each cluster. By setting a random process (here is SDP) as the prior of the spatial random effects, the proposed SDP modeling obtains the posterior of the spatial random effects, which is also a random process. The posterior provides the number of clusters within the spatial data and the shared spatial random effect for each cluster. There is no parametric form for the spatial random effects either.

4.2.2.1 Spatial Dirichlet process

Dirichlet process (DP) is a stochastic process in Bayesian nonparametric modeling [6, 101, 137]. It is usually used as a prior for a mixture model, since DP does not require any \textit{a priori} knowledge of the number of mixing components ($k$). The mixture model can be learned by a data-driven nonparametric Bayesian approach. DP has the form of $DP(\nu, G_0)$, with a precision parameter $\nu$
and a base distribution $G_0$. The base distribution $G_0$ is the mean of realizations from DP, and the precision parameter $\nu$ control the spread of components in a realization.

In the proposed spatial Dirichlet process (SDP) modeling, a Gaussian process is adopted as the base distribution. A Gaussian process is a stochastic process such that any finite subcollection of random variables has a multivariate Gaussian distribution. For instance, a realization $\theta$ from a Gaussian process $GP_0$ with mean $0$ and covariance function $K(\cdot, \cdot)$ is distributed as

$$\theta \sim N(0, K(\cdot, \cdot)).$$  \hspace{1cm} (24)$$

The covariance function $K(\cdot, \cdot)$ is usually represented by a kernel function based on the assumption of a shorter distance resulting in a higher correlation. For instance, the exponential kernel function can be used in the covariance function as $K(s_1, s_2) = \sigma^2 \exp(-\phi |s_1 - s_2|)$, where $\sigma^2$ is the variance, $\phi$ is the decay parameter in the covariance function.

By adopting Gaussian process $GP_0$ as the base distribution in the Dirichlet process prior, the mixture model is extended into spatial analysis, since the Gaussian process $GP_0$ ensures the spatial correlations among data. A realization $G$ from $SDP(\nu, GP_0)$ is discrete and admits the representation as $G = \sum_{l=1}^{\infty} \omega_l \delta_{\theta_l}$, where $\omega_1 = z_1$, $\omega_l = z_l \prod_{r=1}^{l-1} (1 - z_r)$, $l = 2, 3, \ldots$, with $\{z_r, r = 1, 2, \ldots\}$ i.i.d. from $Beta(1, \nu)$, and $\delta_{\theta_l}$ denotes a point mass at $\theta_l$, with $\{\theta_l, l = 1, 2, \ldots\}$ i.i.d. from $GP_0$ [138].

In a mixture model for spatial data $F(\cdot) = \sum_{l=1}^{L} \pi_l F(\cdot | \theta_l)$, the number $L$ of its unique components, the parameters $\theta_l (l = 1, \ldots L)$ and mixture weight $\pi_l (l = 1, \ldots L)$ for each unique component can all be obtained by applying SDP prior and observed spatial data in a Bayesian estimation [6, 105, 106].

Assuming the format of the components $F(\cdot | \cdot)$ are known, and the observation $Y_p$ is generated from its respective component with parameter $\theta_{(p)} : Y_p \sim F(\cdot | \theta_{(p)})$, $\theta_{(p)} \in \{\theta_l, l = 1, \ldots, L\}$.
1, 2, ..., L; p = 1, ..., P, L \ll P. When a spatial Dirichlet process $SDP(\nu, GP_0)$ is used as the prior for the mixture model, the conditional distribution of $\theta_{(p)}$ is

$$
\theta_{(p)}|\theta_{(1)}, \ldots, \theta_{(p-1)}, GP_0, \nu \sim \frac{\nu}{p - 1 + \nu} GP_0 + \sum_{l=1}^{L} \sum_{j=1}^{p-1} \delta_{\theta_l}(\theta_{(j)})
$$

where $\delta_{\theta_l}$ is Dirac delta function with point mass at $\theta_l$. It is noted in (25) that SDP has the clustering functionality, i.e., the spatial data $Y_p$ (or their respective component parameters $\theta_{(p)}$, $p = 1, ..., P$) could be grouped into a few clusters and sufficiently be represented by a few unique component parameters ($\theta_l, l = 1, ... L, L \ll P$).

The posterior conditional distribution on $\theta_{(p)}$ can be calculated using Bayes’ law from (26) given the observations $Y_p$ ($p = 1, ..., P$) are exchangeable.

$$
\theta_{(p)}|\Theta_{(-p)}, Y_p, GP_0, \nu \sim \frac{\nu \cdot g(\theta|Y_p)}{p - 1 + \nu} \int F(Y_p|\theta)GP_0(\theta) d\theta + \sum_{l=1}^{L} F(Y_p|\theta_l) \delta_{\theta_l}(\theta_{(j)})
$$

where $\Theta_{(-p)}$ includes the parameters for $P$ observations except the one for the $p$th observation, and $g(\theta|Y_p) = \frac{F(Y_p|\theta)GP_0(\theta)}{\int F(Y_p|\theta)GP_0(\theta) d\theta}$.

By Gibbs sampling from (26), the joint posterior distribution for the parameters of all existing unique components $\{\theta_l, l = 1, 2, ..., L\}$ can be obtained, and the mixture weight $\{\pi_l, l = 1, ... L\}$ for each component can be estimated by the number of observations in that component [6, 102, 138]. The implementation of Gibbs sampling is introduced in Appendix.

4.2.2.2 Spatial Dirichlet process (SDP) modeling

By using the spatial Dirichlet process as prior, the spatial linear model in (20) can be formulated as a spatial mixture model. In a random field $Y_D \equiv \{Y(s): s \in D\}$, $D \in \mathbb{R}^d$, let $s = (s_1, s_2, ..., s_n)$ denote $n$ specific distinct locations in $D$, observations $Y_p = (Y_p(s_1), Y_p(s_2), ..., Y_p(s_n))$, ($p = 1, 2, ... P$) are obtained at locations $s$:
\( Y_p|G, \tau^2 \sim \sum_{l=1}^{L} \omega_l \mathbb{N}(\mu + \theta_l, \tau^2 I_n), \)
\[
G = \sum_{l=1}^{L} \omega_l \theta_l, \quad (27)
\]
\( G \sim SDP(\nu, GP_0). \)

where \( \mu \) is the spatial mean of the observations, \( \theta_l \) is the spatial random effect for cluster \( l \) and the parameter for component \( l \) in the mixture model, \( \omega_l \) is mixture weight for component \( l \), \( G \) is a realization from the SDP prior with precision parameter \( \nu \) and base distribution \( GP_0 \). \( GP_0 \) is a Gaussian process with mean \( 0_n \) and covariance matrix \( K(\cdot, \cdot | \sigma^2, \phi) := \sigma^2 H_n(\phi) \) parameterized by the variance \( \sigma^2 \) and the decay parameter \( \phi \) in correlation matrix \( H_n(\phi) \). It is noticed that spatial Dirichlet process modeling can adaptively cluster the spatial data into \( L \) cluster with respective spatial random effects.

Analyzed by the spatial linear model in (20) the spatial mean \( \mu \) of the observations is obtained by Zernike polynomial regression. Since the spatial mean \( \mu \) will be the same for all the observation and it has no effect on the clustering of observations, it can be subtracted from the observed data during the analysis for spatial random effects. Without loss of generality, we set spatial mean \( \mu = 0 \), then the observations can be updated in the format of a mixture model:

\( Y_p|G, \tau^2 \sim \sum_{l=1}^{L} \omega_l \mathbb{N}(\theta_l, \tau^2 I_n), \)
\[
G = \sum_{l=1}^{L} \omega_l \theta_l, \quad (28)
\]
\( G \sim SDP(\nu, GP_0). \)

Under the Bayesian nonparametric scheme, after applying appropriate priors on parameters and hyperparameters as in (29), the proposed SDP modeling could be fitted by the MCMC algorithms \([6, 102, 138]\). The implementation of MCMC algorithm is introduced in Appendix.
\[ \tau^2 \sim \text{InvGamma}(\alpha\tau, \beta\tau), \]
\[ \nu \sim \text{Gamma}(\alpha\nu, \beta\nu), \]
\[ \sigma^2 \sim \text{InvGamma}(\alpha\sigma, \beta\sigma), \]
\[ \phi \sim U(0, \beta\phi) := [\phi]. \]

(29)

where \( \alpha\tau, \beta\tau, \alpha\nu, \beta\nu, \alpha\sigma, \beta\sigma, \beta\phi \) are relevant hyperparameters selected by some knowledge and trial-and-error [105].

4.2.3 Spatial Dirichlet process (SDP) based statistical control scheme

By clustering the spatial observations and estimating the spatial random effects with spatial Dirichlet process (SDP), the proposed SDP modeling not only estimates the spatial correlation structure but also models the clustering phenomenon among the spatial data. Since the spatial random effects possess information to differentiate the product quality and possibly the operational conditions, the change of spatial random effects in the spatial data could potentially indicate a change in the product quality and the operational conditions.

An SDP-based statistical control scheme is proposed here to detect the variations in product quality according to the changes in spatial random effects among spatial data. In Phase I, in-control spatial data are collected and divided as the training dataset, the validation dataset, and the testing dataset. In order to establish the statistical monitoring scheme, the training dataset from in-control spatial data are used to acquire the mixture model (as the spatial linear model in (20) and the mixture model in (28)) for the in-control conditions. The spatial random effects among the training set are identified by the proposed SDP modeling. There might be one or more spatial random effects among the training dataset, depending on their operational conditions.

The negative log-likelihood value under the mixture model is used as monitoring statistic as in (30) in order to simplify monitoring original complex spatial data into monitoring a nearly
normally-distributed statistic value. Due to the approximate normality of negative log-likelihood values, the control limits can be set by calculating statistic values of the validation dataset for a given type I error (e.g., \( \alpha = 0.01 \)) [7]. The testing dataset is used to verify the effectiveness of the trained SDP-based statistical control scheme.

\[
S = -\log[L(Y|\theta_1, ..., \theta_i, ..., \theta_L)] = -\log \sum_{l=1}^{L} \omega_l \mathcal{N}(Y|\theta_l).
\]

(30)

In Phase II, the proposed SDP-based statistical control scheme is used to check the conforming of the new spatial data by calculating their negative log-likelihood values under the trained in-control mixture model. Product quality changes are detected once the monitoring statistic (negative log-likelihood values) drifts outside the control limits (out-of-control).

By adaptively clustering the spatial observations based on their homogeneity, the proposed SDP modeling provides a flexible description about the spatial observations. Moreover, the proposed SDP-based statistical control scheme is sensitive to the change of spatial data but robust to the minor variations among spatial data within each cluster.

**4.3 Simulations for spatial Dirichlet process modeling and statistical control**

In this section, the first simulation is implemented to verify the effectiveness of the proposed spatial Dirichlet process in modeling spatial data, especially when multiple clusters exist in the spatial data. Later, the second simulation is employed to validate the detection efficiency of the proposed SDP-based statistical control scheme about the out-of-control spatial data in terms of Missed Detection (type II error). The additive Gaussian process (AGP)-based statistical control scheme, the state-of-the-art method regarding spatial analysis with wafer profile data [37], is used as a benchmark for a good faith comparison with our proposed method. As detailed in the literature review in the Section 2.2.2, the AGP model not only outperforms other Gaussian process based
methods in terms of modeling multiple thickness profiles and quantifying variations among wafers, but also overcomes the limitations of quality monitoring and establishes a new control scheme for detecting the out-of-control wafers with high sensitivity. The AGP model employs both modeling and statistical control scheme for wafer profiles data, it is the most relevant work to our research in this area of spatial modeling for wafer profile data.

4.3.1 Complex spatial data modeling with spatial Dirichlet process

The aim of the first simulation is to verify that the proposed spatial Dirichlet process (SDP) modeling is sufficient to summarize complex spatial data. Its sufficiency is validated by checking whether the posterior distributions of the parameters estimated by the proposed SDP modeling cover the true values in the underlying model, which generated the spatial data.

In this simulation, the underlying model to generate the simulated spatial observations is a zero-mean Gaussian process with variance $\sigma^2 = 2$, decay parameter $\phi = 0.1$. Spatial random effects are drawn from this underlying model and the spatial observations are obtained by adding pure error with variance $\tau^2 = 0.1$ to the spatial random effects. The spatial mean is assumed to be zero for the sake of the simplicity of the simulation, since the spatial random effects are the major contributor to the clustering phenomenon among the spatial observations. Each spatial random effect has impact on one cluster of observations. These spatial random effects incur different spatial variations for different data clusters, but they maintain the same spatial correlation structure from the underlying Gaussian process model.

For the simulated spatial data, two conditions are considered: two clusters of spatial observations and five clusters of spatial observations. For instance, the training data for the condition with two clusters of spatial observations are shown in Figure 4-3, where two different spatial random effects are generated from the underlying model and two clusters of observations are obtained by adding
pure error on each spatial random effect. These obtained spatial observations satisfy our assumption for the proposed SDP modeling: spatial data with clustering phenomenon.

Figure 4-3 The simulated two spatial random effects and the spatial observations generated from the two spatial random effects by adding pure errors.

In this simulation, the training locations are selected by using the maximin Latin hypercube designs (LHD) [139]. As in Figure 4-4 two designs are chosen in the simulation: 50 measured locations and 100 measured locations.

Figure 4-4 Two designs of measured locations in the simulation: (a) 50 measured locations and (b) 100 measured locations.

Therefore, total four cases are investigated in the simulation:

Case A1: two clusters of spatial observations with 50 measured locations;
Case A2: two clusters of spatial observations with 100 measured locations;
Case A3: five clusters of spatial observations with 50 measured locations;
Case A4: five clusters of spatial observations with 100 measured locations.
In each case, we simulate ten observations for every spatial random effect by adding pure errors to form the training dataset, which is used to estimate the parameters of the underlying model by using the proposed SDP modeling. Since the posterior distributions of the parameters estimated by the proposed SDP modeling do not have close form, MCMC algorithms are used to obtain their posterior distributions as introduced in Appendix. The MCMC is implemented for 10000 iterations with first 1000 iterations as the burning period. Furthermore, 100 replicates are implemented for each case. The estimates of the number of spatial random effects, spatial variance $\sigma^2$, decay parameter $\phi$ and pure error variance $\tau^2$ for the 100 replicates are shown in Figure 4-5 and summarized in Table 4-1.

![Figure 4-5](image)

**Figure 4-5** The estimates of the number of spatial random effects, spatial variance $\sigma^2$, decay parameter $\phi$ and pure error variance $\tau^2$ from 100 replicates for Case A1 (a-d), Case A2 (e-h), Case A3 (i-l), and Case A4 (m-p). The red vertical lines indicate the true values.

**Table 4-1** The estimates of the parameters in the underlying model for the abovementioned four cases by using spatial Dirichlet process modeling. Mode and range are used to summarize the estimation.

<table>
<thead>
<tr>
<th>Case</th>
<th>Mode $\sigma^2 = 2$</th>
<th>Mode $\phi = 0.1$</th>
<th>Mode $\tau^2 = 0.1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>1.855</td>
<td>0.095</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>1.112</td>
<td>0.070</td>
<td>0.439</td>
</tr>
<tr>
<td></td>
<td>Mode</td>
<td>Range</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>------</td>
<td>-------</td>
<td>---</td>
</tr>
<tr>
<td>A2</td>
<td>2.040</td>
<td>1.161</td>
<td>0.095</td>
</tr>
<tr>
<td>A3</td>
<td>1.900</td>
<td>1.519</td>
<td>0.093</td>
</tr>
<tr>
<td>A4</td>
<td>1.830</td>
<td>2.518</td>
<td>0.05</td>
</tr>
</tbody>
</table>

By comparing the results in the aforementioned four cases, it can be inferred from Figure 4-5 and Table 4-1 that:

1. The proposed SDP modeling is able to identify the right number of clusters in the spatial data most of the time, especially when spatial data have a few clusters and a small number of measured locations. For instance, in Cases A1, A2 and A3, the proposed SDP modeling identifies the right number of clusters in the spatial data at least 65 times out of 100 replicates. Not identifying the exact number of clusters is reasonable due to its data-driven nature (e.g., in cases when the two clusters of generated spatial observation are indeed similar and therefore clustered as one group, or when the observations generated from one spatial random effect look different after adding pure error and therefore are separated into two groups). In Case A4, the proposed SDP modeling identifies the right number of clusters only 37 times out of 100 replicates. The reason is that the proposed SDP modeling becomes a bit volatile due to its sensitivity to the choice of the hyperparameters when the number of measured locations increases.

2. The proposed SDP modeling is sufficient to estimate the parameters of the underlying model which generates the clustered spatial data. It is noticed in Figure 4-5 all the true values of the three parameters (variance $\sigma^2$, decay parameter $\phi$, and pure error variance $\tau^2$) are within the posterior distributions in all the four cases, except the pure error variance $\tau^2$ in Case A1.

4.3.2 SDP-based statistical control scheme for complex spatial data
The aim of the second simulation is to test the effectiveness of the proposed SDP-based statistical control scheme in detecting out-of-control spatial data. It is compared with a benchmark method - additive Gaussian process (AGP) based statistical control scheme - in terms of Missed Detection (type II error). The AGP method can model multiple thickness profiles and quantify variations among wafers. Therefore, the established new AGP-based statistical control scheme overcomes the limitations of quality monitoring and achieves prominent detection of changes in spatial data with different spatial correlation structures [37].

Under the assumption of this chapter, the spatial data are clustered and the spatial random effects are the contributors to the differences among the clustered spatial data. Without loss of generality, the spatial mean is assumed as zero, and the spatial random effects are drawn from a zero-mean Gaussian process with variance $\sigma^2 = 2$, decay parameter $\phi = 0.1$. The in-control data are generated by adding pure error with variance $\tau^2 = 0.1$ to the generated spatial random effects.

The in-control statistical control model is trained by 100 in-control training data, then the control limits are obtained by calculating the monitoring statistic of 10000 in-control validation data as in (9) and achieving type I error as 0.01 under the trained statistical control model. In order to verify the effectiveness of detecting out-of-control data, type II error of the proposed SDP-based statistical control scheme on the 10000 out-of-control data is obtained and compared with the AGP-based statistical control scheme. 100 replicates are implemented to reduce the bias caused by the generation of the spatial random effects for the in-control statistical model.

Four different types of out-of-control spatial data are used for the proposed SDP-based statistical control scheme: (1) out-of-control spatial data come from a new spatial random effect; (2) out-of-control spatial data come from a new Gaussian process with increased variance parameter $\sigma^2$; (3)
out-of-control spatial data come from a new Gaussian process with increased decay parameter $\phi$; and (4) out-of-control products have increased variance $\tau^2$ of pure error.

The aim of the first type of out-of-control data is to investigate the efficiency of detecting out-of-control spatial data with the increasing number of clusters among in-control data. We set the in-control model to include from one up to five clusters of spatial data. For the other types of out-of-control data, the aim is to investigate the efficiencies of detecting out-of-control spatial data with the changes of parameters, therefore the in-control model is fixed to have two clusters of spatial data.

Two cases are investigated in the simulation:

   Case B1: spatial observations with 50 measured locations;
   Case B2: spatial observations with 100 measured locations.

The comparisons of type II error between the proposed SDP-based statistical control scheme and the AGP-based statistical control scheme under the two cases with four types of out-of-control data are shown in Figure 4-6. It is noted from Figure 4-6 that the relative performances of the AGP-based statistical control scheme and the proposed SDP-based statistical control scheme are not quite affected by the number of measured locations as in Case B1 and Case B2.

![Figure 4-6 Out-of-control data detection efficiency by the AGP-based statistical control scheme and the proposed SDP-based statistical control scheme in terms of type II error for Case B1(a-d) and Case B2 (e-h).]
For the out-of-control spatial data come from a new spatial random effect, increasing the number of clusters in the in-control data incurs miss detection for both statistical control schemes based on AGP and the proposed SDP. However, since the proposed SDP modeling can identify the clusters in the in-control data and label the spatial data not in the existing clusters, the type II error for the proposed SDP-based statistical control scheme is much lower than the AGP-based statistical control scheme.

For the out-of-control spatial data come from a new Gaussian process with increased parameters (either the variance $\sigma^2$ or the decay parameter $\phi$), a large increase of the parameter results in an obvious change in the out-of-control data, therefore reduces miss detection for both statistical control schemes based on AGP and the proposed SDP. The proposed SDP-based statistical control scheme has consistently low type II error, since it is based on checking whether spatial data are within the existing clusters or not, very sensitive to the out-of-control data by modeling clusters in the in-control data.

For out-of-control products having increased variance $\tau^2$ in pure error, the detection efficiency of both methods increases with the increased variance of the pure error on the observations. Since the proposed SDP modeling takes into account the pure error term in the modeling, the proposed SDP-based statistical control scheme has lower type II error than the AGP-based statistical control scheme.

Therefore, it can be inferred from Figure 4-6 that the proposed SDP-based statistical control scheme has high sensitivity to out-of-control spatial data, since it models the in-control spatial data by taking into account the clustering phenomenon among the spatial data. It outperforms the AGP-based statistical control scheme when the in-control spatial data do have clustering phenomenon.
When no clustering phenomenon exists among spatial data, the proposed SDP modeling has similar performance to the GP-based modeling because the base distribution of SDP is a Gaussian process. This scenario is under Case B1 and Case B2 with two types of simulated out-of-control spatial data: (1) the out-of-control spatial data come from a new Gaussian process with increased variance parameter $\sigma^2$; (2) the out-of-control spatial data come from a new Gaussian process with increased decay parameter $\phi$. The comparisons of type II error between the proposed SDP-based statistical control scheme and the AGP-based statistical control scheme under the two cases with two types of out-of-control data are shown in Figure 4-7.
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Figure 4-7 Out-of-control data detection efficiency by the AGP-based statistical control scheme and the proposed SDP-based statistical control scheme in terms of type II error for Case B1(a-b) and Case B2 (c-d) under the scenario of no clustering phenomenon existing among spatial data.

It is noted from Figure 4-7 that if there is no clustering phenomenon among the in-control spatial data, the proposed SDP-based statistical control scheme would have the similar type II error rate in detecting the out-of-control spatial data as the AGP-based statistical control scheme. Consequently, from the above simulations with two scenarios of spatial data (with and without clustering phenomenon), it is evident that the proposed SDP-based statistical control scheme indeed has superior performance in detecting out-of-control spatial data over the benchmarked AGP-based statistical control scheme when spatial data has clustering structures.
4.4 Application of spatial Dirichlet process approaches for wafer thickness profiles

Eighty-eight wafers are provided by our industrial collaborator. These wafers are obtained from a slicing process, which is the early stage of wafer manufacturing, by cutting an ingot with multiwire saws [130]. Poor quality wafers should be identified and discarded at the early stage in the production to avoid unnecessary costs, since their rough surfaces and non-uniform thickness impact the geometric quality of final products. The motivation of applying the proposed SDP-based statistical control scheme on these wafers is to model their thickness profiles shown in Figure 4-1 by taking into account their homogeneity (refer to Figure 4-1(b)) and consequently achieve effective out-of-control wafer detection. By taking the advantage of clustering phenomenon among wafers, the proposed SDP-based statistical control scheme has high sensitivity to detect out-of-control wafers.

In the proposed SDP modeling, the wafer thickness profiles are decomposed into the spatial mean, the spatial random effects, and the pure error as in (20). The spatial mean of the 88 wafers shown in Figure 4-8 (a) is obtained by Zernike polynomial regression with truncated basis. The estimated coefficients of truncated Zernike polynomial basis are shown in Table 4-2. The profile residuals shown in Figure 4-8 (b) are obtained by subtracting the spatial mean from the measurements and analyzed by spatial Dirichlet process to find the spatial random effects for different clusters.

![Figure 4-8](image)

Figure 4-8 (a) The spatial mean of 88 wafers obtained by Zernike polynomial regression; (b) the profile residuals of 20 wafers including spatial random effects (spatial deviation) and pure error (non-spatial deviation).
Table 4-2 The coefficients of truncated Zernike polynomial basis for estimating the spatial mean of 88 wafers from the slicing process.

<table>
<thead>
<tr>
<th>Basis indices</th>
<th>( l )</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>2</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( j )</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Coefficients</td>
<td>( a_{ij} )</td>
<td>209.82</td>
<td>-5.95</td>
<td>-4.51</td>
<td>-5.04</td>
<td>-1.16</td>
</tr>
</tbody>
</table>

4.4.1 Measurement sampling with profile data reduction

It is noted from Figure 4-8 (b) that for each wafer the values on the profile residual at the same horizontal level are quite similar. If we observe the wafer profile residuals from the left-side view, they can be reduced to spatial data only along one axis as shown in Figure 4-9. Such data reduction can be justified by process knowledge that the wafers are sliced in the vertical direction by the multiple-wire saws [130].

Figure 4-9 Top view and left-side view of eight wafer profile residuals. The data in the first row (a-d) belong to one cluster and both top view and left-side view show the homogeneity; the data in the second row (e-h) are all different.

Furthermore, the data reduction from wafer profile residuals to one-dimensional profiles is verified by investigating the proportion of total variance of the wafer profile residuals explained by the one-dimensional profiles. The wafer profile residuals are stratified into different groups along the horizontal levels. As observed in Figure 4-9, the data within each horizontal group are speculated to have small variation, whereas the data variation among groups would have significant contribution to the total variance of the wafer profile residuals. The percentage of total variance explained by the variation among groups for each wafer is calculated and shown in Figure 4-10.
Among the 88 wafers, there are 74 wafers, where more than 70% of the total variance is explained by the variation among the stratified horizontal groups. It means the one-dimensional profiles preserve most information about the wafer profile residuals, and validates the proposed data reduction. In addition, for the several wafers, where less than 70% of the total variance is explained by the variation among the horizontal groups, their spatial residuals are often tilted along the horizontal level, causing large data variation within each horizontal group.

![Graph showing variance explained by one-dimensional profile](image)

**Figure 4-10** The percentage of total variance explained by the variation among groups for each wafer. 74 wafers have more than 70% total variance explained by the data variation among groups.

Therefore, in the spatial analysis of wafers from a slicing process, the computation can be greatly simplified with little compromise to the clustering information in the spatial data by taking the cutting direction into account. As shown in Figure 4-9, the wafers in the first row (Figure 4-9 (a-d)) belong to one cluster, and their spatial profiles in the left-side view are similar (close to zero with minor variation); the wafers in the second row (Figure 4-9 (e-h)) are quite different, and so are their spatial profiles in the left-side view.

The available wafers are classified into two groups as in-control (IC) and out-of-control (OOC) based on the variation of the profile residuals. Among 88 wafers, total 70 wafers are classified as
in-control since they have relatively flat profile residuals as shown in Figure 4-9 (a-d), and total 18 wafers are classified as out-of-control since their profile residuals are highly fluctuating as shown in Figure 4-9 (e-h). By using such classification, the objective of this case study is to verify the efficiency of detecting out-of-control wafers (highly fluctuating thickness) by the proposed SDP-based statistical control scheme. Thirty measured points are selected by maximin LHD [139] along the spatial profiles as shown in Figure 4-9. Ten-fold cross validation is implemented to obtain the proposed SDP-based statistical control model with 70 in-control wafers. The control limit is set with type I error ($\alpha = 0$) by calculating the monitoring statistic as in (30) for the testing dataset in cross validation. The proposed SDP-based statistical control scheme is evaluated by using 18 out-of-control wafers.

The parameter estimation by the proposed SDP modeling is listed in Table 4-3. Furthermore, the proposed SDP modeling identifies six clusters among the in-control wafers based on the homogeneity of the profile residuals as shown in Figure 4-11. These clusters are formed in a data-driven way with different numbers of wafers, where some clusters have positive deviations (thicker) and others have negative deviations (thinner), and the profile residuals in each cluster look similar.

Based on the obtained SDP model, if new profile residuals do not belong to the identified in-control clusters, they probably are out-of-control. The proposed SDP-based statistical control scheme detects the out-of-control wafers by evaluating the likelihood value of the profiles residuals belonging to the in-control clusters as in (30).

Table 4-3 The parameter estimation by spatial Dirichlet process model with spatial profile residuals at 30 measured locations. Mode and range are used to summarize the estimation.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma^2$</th>
<th>$\phi$</th>
<th>$\tau^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode</td>
<td>0.579</td>
<td>0.050</td>
<td>0.152</td>
</tr>
<tr>
<td>Range</td>
<td>0.350</td>
<td>0.002</td>
<td>0.741</td>
</tr>
</tbody>
</table>
Figure 4-11 Six clusters of profile residuals are identified by the proposed SDP modeling. Different clusters have different numbers of wafers. Within each cluster, the profile residuals are similar, centering on the spatial random effect with some pure errors.

The effectiveness of the proposed SDP-based statistical control scheme in detecting the out-of-control wafers is shown in Figure 4-12 and Table 4-4. The monitoring statistic used in the proposed SDP-based statistical control scheme is the negative log-likelihood value $S$ as shown in (30). The result of one cross validation is shown in Figure 4-12, where all 18 out-of-control wafers are detected with evidently larger monitoring statistic values than the control limit.

Figure 4-12 The proposed SDP-based statistical control scheme correctly detects all the out-of-control (OOC) wafers with unusually high negative log likelihood values in one fold of cross-validation.
The type II error of the ten-fold cross validation is summarized in Table 4-4 for the comparison between the proposed SDP-based statistical control scheme and the AGP-based statistical control scheme, with the same type I error (\( \alpha = 0 \) due to limited testing dataset). The AGP-based statistical control scheme detects the out-of-control wafers with high sensitivity [37]. It is noted that by considering the clustering phenomenon existing among the wafer profiles, the average type II error for the proposed SDP-based statistical control scheme is significantly lower than AGP-based statistical control scheme (0.039 vs 0.122) with the wafer thickness profiles from the slicing process.

Table 4-4 Type II error of testing the out-of-control (OOC) wafers - comparison of the proposed SDP-based statistical control scheme and the AGP-based statistical control scheme with sampling from one-dimensional profiles.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Type II error of ten-fold cross-validation</th>
<th>Avg.</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGP (Benchmark)</td>
<td>0.056 0 0 0.056 0.389 0.278 0.444 0</td>
<td>0.122</td>
<td>0.177</td>
</tr>
<tr>
<td>SDP (Proposed)</td>
<td>0.056 0 0 0 0 0.222 0.111 0</td>
<td>0.039</td>
<td>0.074</td>
</tr>
</tbody>
</table>

4.4.2 Measurement sampling with maximin Latin hypercube designs (LHD)

Another sampling strategy, maximin LHD [139] without considering the vertical slicing direction, is applied on the profile residuals in Figure 4-8. Fifty measured points are selected from the total 3800 measured points for the proposed SDP-based statistical control scheme, as shown in Figure 4-4. In contrast, fifty sampled points from the total 3800 measured points varies among wafers for the benchmark AGP-based statistical control scheme. Such sampling is to cater for the characteristic of AGP: it is capable of formulating spatial statistical control scheme with varying samples from different wafers.

By using this sampling strategy, total eight clusters are found among the in-control wafer by the proposed SDP modeling. The numbers of wafers in these clusters are 12, 11, 10, 8, 8, 6, 4 and 4 respectively. The proposed SDP-based statistical control scheme achieves superior detection of
out-of-control wafers by considering the clustering phenomenon existing among the wafer profiles (Table 4-5). Its average type II error is significantly lower than AGP-based statistical control scheme (0.062 vs 0.350). Comparing to the type II error results in Table 4-4, it is noticeable that the average type II error of the SDP-based statistical control scheme is consistent for these two sampling strategies. However, AGP-based statistical control scheme has much larger type II error with the maximin LHD sampling and varying samples among wafers. Despite the fact that the AGP-based statistical control scheme can detect the defective wafers with different measured points, missing the alignment among the measured points in the training data could lead to insufficient number of samples at each measured points and the increase of variation in the in-control model, consequently, resulting in the failure of detecting the out-of-control wafers with high power of test.

In this case study, total 88 wafers from a slicing process show clear clustering phenomenon and sufficiently verify the effectiveness of proposed SDP approaches. It can be inferred from this case study with wafer thickness profiles:

(1) The proposed SDP modeling can cluster the spatial profile data in a nonparametric data-driven way in terms of homogeneity of the spatial random effects.

(2) The proposed SDP-based statistical control scheme takes advantage of spatial data clustering and possesses high test power and sensitivity in detecting out-of-control spatial data.

Table 4-5 Type II error of testing the out-of-control (OOC) wafers - comparison of the proposed SDP-based statistical control scheme and the AGP-based statistical control scheme with sampling from maximin Latin hypercube designs.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Type II error of ten-fold cross-validation</th>
<th>Avg.</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGP (Benchmark)</td>
<td>0.333 0.278 0.222 0.333 0.167 0.611 0.333 0.556 0.389 0.278</td>
<td>0.350</td>
<td>0.139</td>
</tr>
<tr>
<td>SDP (Proposed)</td>
<td>0.056 0.056 0.111 0.056 0.056 0.056 0.056 0.056 0.056 0.056</td>
<td>0.062</td>
<td>0.018</td>
</tr>
</tbody>
</table>
(3) By incorporating process characteristics such as the cutting direction in a wafer slicing process, the proposed SDP modeling can simplify computation with little compromise to the spatial data clustering.

4.5 Summary

In this chapter, the spatial Dirichlet process (SDP) modeling and the SDP-based statistical control scheme are proposed to achieve flexible spatial data modeling and effective out-of-control profiles detection when clustering phenomenon exists in the spatial data. Their effectiveness is verified by numerical simulations and an experimental case study about wafer thickness profiles from a slicing process. From the numerical simulations, it is evident that the proposed SDP modeling is adequate to model complex spatial data with multiple clusters; and the proposed SDP-based statistical control scheme can achieve aberrant spatial data detection with high sensitivity and test power by taking advantage of clustering phenomenon within the spatial data. From the experimental case study, it is shown that the proposed SDP-based statistical control scheme is sensitive to the out-of-control spatial data and robust to the in-control spatial data. The practical outcome of this case study is that the proposed SDP-based statistical control scheme detects out-of-control wafers with higher power of test (average type II error of 0.039 from the 10-fold cross validation) than the benchmark method (average type II error of 0.122 from the 10-fold cross validation). Consequently, this work improves the product modeling and quality assurance in wafer profile data applications.

Clustering phenomenon among product quality data possesses additional information about the products and the processes. By incorporating such clustering phenomenon into modeling, the proposed SDP modeling and the formulated SDP-based statistical control scheme attain flexible modeling, accurate anomaly detection, and even process diagnosis. For instance, an out-of-control
wafer may indicate the malfunction of the wire saw (e.g., exhaustion of diamond splinters, partial breakage of the wire saw, etc.). These approaches can be easily generalized to different processes so long as their spatial data have clustering phenomenon.

As part of our future research, we aim to improve the proposed SDP modeling in the following manners:

- To integrate the estimation of the spatial mean by Zernike polynomial regression into the MCMC algorithm;
- To incorporate the anisotropy among spatial data into the spatial Dirichlet process modeling.
5 Spatiotemporal Modeling and Prediction of Layer-wise Porosity in Additive Manufacturing

The objective of this chapter is to model and predict the layer-wise evolution of porosity in parts made using additive manufacturing (AM) processes. This is an important research area because porosity has a direct impact on the functional performance of AM parts, such as fatigue life and strength. To realize this objective, an augmented spatiotemporal log Gaussian Cox process (AST-LGCP) model is proposed. The AST-LGCP approach quantifies the spatial distribution of pores within each layer of the AM part, and tracks their temporal evolution across layers. The spatiotemporal modeling of porosity in AM parts leads to deeper understanding of where (at what location), when (at what layer), and to what extent or severity (size and number) pores are formed in a part. This is a significant improvement over the current approach used to quantify porosity, namely, the percentage porosity relative to the bulk part volume. Unmasking the spatiotemporal behavior of pores is the first-step towards initiating remedial corrective actions, e.g., by changing the process parameters or part design. Accordingly, this work is a consequential step towards the future goal of online quality assurance of AM parts. In this paper, the AST-LGCP approach is used to predict the spatiotemporal behavior of porosity for metal parts made using a binder jetting AM process (ExOne R2). Based on non-destructive X-Ray computed tomography (CT) scans of the part, the approach predicts the areas with high risk of porosity with statistical fidelity ~85% (F-score). This approach is extensible to other AM processes such as powder bed fusion.

5.1 Introduction

The potential of additive manufacturing (AM) to transcend design and material constraints associated with traditional subtractive and formative manufacturing processes has been
conclusively demonstrated in the preceding decade [80]. For instance, functional metal AM parts made from Inconel and Titanium are entering service in aerospace and biomedical industries [80]. Despite its transformative potential, the wider exploitation of AM is encumbered due to poor process repeatability and frequent occurrence of defects. For instance, porosity is known to significantly curtail the part mechanical strength and fatigue life [72, 140]. Currently, a common quantifier for porosity in AM parts is the percentage porosity relative to the bulk volume of the part. Percentage porosity does not reveal descriptive information of pores, for example, whether there is an underlying pattern to which pores form and propagate [141].

A salient aspect of AM is that the raw material is deposited and formed simultaneously layer-by-layer. Hence, not only does the integrity of certain areas impacts that of adjacent areas within the same layer, but also the integrity of the previous layer influences subsequent layers [44, 140]. This within-layer and across-layers dependence motivates the investigation of the spatiotemporal aspects of defect formation in AM. Specifically, this work focuses on understanding the spatiotemporal behavior of porosity in a specific type of AM process called binder jetting (also called 3D Printing, 3DP).

The scientific rationale for this work is that porosity attributes such as the number, location, size, form, and type of pores are intimately connected to distinctive process phenomena [44]. By tracking and quantifying these porosity attributes a deeper understanding of the causal process phenomena is obtained. This understanding is the first-step for initiating offline or online corrective actions to improve product quality. In other words, the process parameters and design features can optimized based on quantifying the spatiotemporal dynamics of porosity formation [48, 49]. Despite significant recent developments in using X-ray computed tomography (CT) data for visualizing the internal structure of AM parts, quantitative methods for systematically
analyzing the CT scan images towards quantifying the layer-wise evolution of porosity are still not reported in the literature. This work satisfies the extant research gap [58, 61].

The objective of this work is to quantify and predict the spatiotemporal evolution of porosity in AM parts using an augmented spatiotemporal log Gaussian Cox process (AST-LGCP) model. The approach uses CT data to isolate where (at what location), when (at what layer), and to what extent or severity (size and number) pores are formed. AST-LGCP is subsequently applied to understand the spatiotemporal behavior of pores for parts made using binder jetting AM process.

The central hypothesis is that the occurrence of pores is not independent, but that there is a spatial correlation in the distribution of pores on each layer and a temporal correlation in the distribution of pores from layer-to-layer (as shown in Figure 5-1). By modeling this spatiotemporal aspect of porosity, the occurrence of pores can be predicted with certain statistical fidelity. For instance, Figure 5-1 (a) shows a copper part made using binder jetting. The part design and the printing direction are indicated in Figure 5-1(b). The CT scan of the part, and zoomed in portions within its cylindrical stem region are shown in Figure 5-1(c) and Figure 5-1(d) respectively. The pore

Figure 5-1 (a) A copper product fabricated by binder jetting. (b) A CT scan image with pores on the stem of the product. (c) Sequential zoomed images of pores on the stem. It is noticed that the pores on these sequential layers are dependent in space-time.

The central hypothesis is that the occurrence of pores is not independent, but that there is a spatial correlation in the distribution of pores on each layer and a temporal correlation in the distribution of pores from layer-to-layer (as shown in Figure 5-1). By modeling this spatiotemporal aspect of porosity, the occurrence of pores can be predicted with certain statistical fidelity. For instance, Figure 5-1 (a) shows a copper part made using binder jetting. The part design and the printing direction are indicated in Figure 5-1(b). The CT scan of the part, and zoomed in portions within its cylindrical stem region are shown in Figure 5-1(c) and Figure 5-1(d) respectively. The pore
patterns for three consecutive layers show that pores tend to cascade across layers and occur repeatedly in certain regions.

The rest of the chapter is structured as follows: the proposed AST-LGCP is detailed in Sec. 5.2; further corroboration of AST-LGCP with a numerical case study and application to a copper part fabricated using binder jetting is presented in Sec. 5.3; and conclusions and avenues for further research are summarized in Sec. 5.4.

5.2 Research methodology

The framework of the overall research methodology is summarized in Figure 5-2.

The proposed AST-LGCP methodology for layer-wise porosity modeling and prediction includes four steps:

**Step 1** (Sec. 5.2.2): Pores on each CT scan image (i.e., a layer) are represented by augmented point patterns.

**Step 2** (Sec. 5.2.3 and Sec. 5.2.4): AST-LGCP is formulated for spatiotemporal analysis.
**Step 3** (Sec. 5.2.5): Parameters for AST-LGCP are estimated using the Metropolis-Adjusted Langevin algorithm (MALA).

**Step 4** (Sec. 5.2.6): The porosity-prone areas on next layers are predicted using AST-LGCP.

Key notations that appear in the following sections are summarized in Table 5-1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>The region of interest, $W \subseteq \mathbb{R}^d$</td>
</tr>
<tr>
<td>$u$</td>
<td>Spatial location of a pore, $u \in W$</td>
</tr>
<tr>
<td>$t$</td>
<td>Layer number of the sequential images of an AM part, $t \in [1, T]$</td>
</tr>
<tr>
<td>$n_t$</td>
<td>Number of the pores in an augmented point pattern on layer $t$</td>
</tr>
<tr>
<td>$Z_t$</td>
<td>Augmented point pattern in the region of interest $W$ on layer $t$ with $n_t$ pores at locations $u_1, u_2, ..., u_{n_t}$</td>
</tr>
<tr>
<td>$Y_t$</td>
<td>A realization from the Gaussian process in AST-LGCP on layer $t$</td>
</tr>
<tr>
<td>$X$</td>
<td>Covariate of the realization in the Gaussian process</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Parameters for the covariates in the Gaussian process</td>
</tr>
<tr>
<td>$C_Y$</td>
<td>Covariance function in the Gaussian process</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>Variance parameter in the covariance matrix for the Gaussian process</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Spatial scale parameter in the covariance matrix for the Gaussian process</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Temporal scale parameter in the covariance matrix for the Gaussian process</td>
</tr>
<tr>
<td>$\Lambda_t$</td>
<td>Intensity function for the augmented point patterns in AST-LGCP on layer $t$</td>
</tr>
<tr>
<td>$\bar{f}_t$</td>
<td>Average severity parameter representing the average size of the points within the region of interest $W$ on layer $t$</td>
</tr>
<tr>
<td>$D_{i,j}$</td>
<td>The $(i, j)$ cell in the discretized grid over the region of interest $W$</td>
</tr>
<tr>
<td>$M$</td>
<td>The number of grid tracks (row or column) in the discretized region of interest</td>
</tr>
<tr>
<td>$\tilde{Z}_t$</td>
<td>Discretized point pattern on layer $t$, restructured as a $M \times M$ vector, with elements $\tilde{Z}<em>{(i,j),t}$ in cell $D</em>{i,j}$</td>
</tr>
<tr>
<td>$\tilde{Y}_t$</td>
<td>Discretized random realization from the Gaussian process in AST-LGCP on layer $t$, restructured as a $M \times M$ vector, with elements $\tilde{Y}<em>{(i,j),t}$ in cell $D</em>{i,j}$</td>
</tr>
</tbody>
</table>
5.2.1 Introduction to spatiotemporal log Gaussian Cox process (ST-LGCP) modeling

ST-LGCP is defined as a hierarchical model, the first-level of which is a Gaussian process (GP) that accommodates a nonparametric intensity function $A_t$, where $t$ is an AM part layer and $Y_t$ is a realization from the GP [70, 71].

$$A_t = \exp(Y_t),$$  \hspace{1cm} (31)

$$Y_t \sim \text{GP}(X'\beta, C_Y),$$  \hspace{1cm} (32)

where mean $E(Y_t) = X'\beta$, $X$ is the covariate of the realization $Y_t$ ($t = 1,...,T$), $\beta$ is the parameters for the covariates. The covariance function $C_Y$ is typically represented as a distance-based kernel function with the assumption that a shorter distance results in higher correlation. The radial basis function is a popular choice due to its compact form since it involves only three parameters, namely, variance ($\sigma^2$), spatial scale parameter ($\phi$) and temporal scale parameter ($\theta$). Accordingly, a separable spatiotemporal covariance function can be written as [28],

$$C_Y((u, t), (s, v)) = \text{cov}[Y_t(u), Y_v(s)]$$

$$= \sigma^2 \exp\left(-\frac{|u - s|}{\phi}\right) \exp\left(-\frac{|t - v|}{\theta}\right),$$  \hspace{1cm} (33)

where $u$ and $s$ are two locations within the region of interest $W$ on the layer $t$ and the layer $v$ of CT scan images respectively, $(u, t) \in W \times [1, T], (s, v) \in W \times [1, T]$.

In the second-level of ST-LGCP, a spatiotemporal point process $Z_t$ is used to model the point pattern data on layer $t$. Conditional on the intensity function $A_t$ from the first level formulated by (31), the spatiotemporal point process $Z_t$ for the layer-wise porosity modeling is an inhomogeneous Poisson process on the layer $t$

$$Z_t \sim \text{Possion}[A_t],$$  \hspace{1cm} (34)

with the expected number of pores on the layer $t$ image as
5.2.2 Data representation by augmented point pattern

Before proceeding to the details of AST-LGCP, the augmented point pattern and average severity parameter are defined.

**Definition 1 (Augmented point pattern):** An augmented point pattern is a set of spatial pairs \( \{(\mathbf{u}_i, r_i) : i = 1, \ldots, n\} \) depicting the point \( i \) in a region of interest \( \mathcal{W} \) with its centroid coordinate \( \mathbf{u}_i \) and its morphology \( r_i \).

The morphology \( r_i \) could take different formats to describe the morphological features of the points, such as the size and the form. In this work, \( r_i \) is defined as a matrix representing the circumscribed rectangle of a pore, with element equal to 1 if the corresponding pixel belongs to the pore.

Figure 5-3 illustrates the use of augmented point pattern for a CT scan from an AM part. While the CT scan is a RGB image (Figure 5-3(a)), the augmented point pattern in Figure 5-3(b) represents a set of spatial pairs. To illustrate, a pore demarcated in Figure 5-3(b) is represented by a spatial pair \( (\mathbf{u}, \mathbf{r}) \) in the augmented point pattern, where location \( \mathbf{u} \) is the centroid coordinate of the pore \( \mathbf{u} = (29, 36) \), and morphology of the pore is translated as a matrix \( \mathbf{r} \).

![CT scan and augmented point pattern](image)

Figure 5-3 (a) A CT scan image from a metal part manufactured by binder jetting. Pores are shown as dark spots in this RGB image. (b) The visualization of augmented point pattern for this CT scan. Pores are represented by a set of spatial pairs with location and morphology. The pore in the circle occupies five pixels, and hence its information about size and form is captured.
Since the augmented point pattern has the morphological features (e.g., size and form) of pores, an average severity parameter is defined to quantify the detrimental impact of pores.

**Definition 2 (Average severity parameter):** An average severity parameter $\bar{f}$ is defined as the average size of all the pores within a region of interest $W \subset \mathbb{R}^d$ on a layer. It is calculated from an augmented point pattern $\{(u_i, r_i) : i = 1, \cdots, n\}$ as

$$\bar{f} = \frac{1}{n} \sum_{i=1}^{n} e_C^T r_i e_R,$$

(36)

where $e_C$ and $e_R$ are all-ones column vectors with lengths equal to the column number and row number of morphology $r_i$ respectively. According to this definition, larger pores on a layer lead to higher average severity parameter, which is in alignment with practical observations \[142\].

5.2.3 Augmented spatiotemporal log Gaussian Cox process (AST-LGCP)

AST-LGCP is defined as a hierarchical model; the first-level is to model the intensity function, which depicts the distribution-related characteristics in the augmented point pattern; the second-level is to model the augmented point pattern of pores.

In the first-level of AST-LGCP, a Gaussian process (GP) is used to accommodate the complex form of a intensity function $Λ_t$ for the augmented point pattern on the layer $t$ in a nonparametric manner with its realization $Y_t$ \[70, 71\]. The intensity function $Λ_t$ can be calculated via a realization $Y_t$ on the layer $t$ as

$$Λ_t = \frac{\exp(Y_t)}{\bar{f}_t},$$

(37)

where $\bar{f}_t$ is the average severity parameter for the layer $t$ (see Definition 2), which denotes the average size of the pores on this layer.
In the second-level of AST-LGCP, a spatiotemporal point process \( Z_t \) on the layer \( t \) is used to model the augmented point pattern data. Conditional on the intensity function \( \Lambda_t \) from the first-level formulated by (37), the spatiotemporal point process \( Z_t \) for the layer-wise porosity modeling is an inhomogeneous Poison process on the layer \( t \),

\[
Z_t \sim \text{Possion}[\Lambda_t],
\]

with the expected number of pores on the layer \( t \) image as,

\[
E[n_t|\Lambda_t] = \int_{u \in W} \Lambda_t(u) du = \frac{\int_{u \in W} \exp(Y_t(u)) du}{f_t}.
\]

(38)

5.2.4 Discretization of augmented spatiotemporal log Gaussian Cox process (AST-LGCP)

The proposed AST-LGCP approach uses a Gaussian process to model the complex intensity function of augmented point patterns in a nonparametric manner. Despite its flexibility, the Gaussian process poses a computational challenge in spatiotemporal analysis. Since the dimension of its realization \( Y_t \) as shown in Eqn. (32) for layer \( t (t = 1, \ldots, T) \) depends on the number of pores on the particular layer, the computational complexity in tracking the pores across layers becomes untenable. To overcome this difficulty, the CT scan images are discretized into a grid [143, 144]. Discretizing a region of interest (e.g., a unit square) on a grid with \( M \times M \) cells as shown in Figure 5-4, where \( M \) is the number of horizontal (vertical) cells in the grid. The cell on the row \( i \) and column \( j \) is represented as \( D_{i,j} = \left[ \frac{i-1}{M}, \frac{i}{M} \right] \times \left[ \frac{j-1}{M}, \frac{j}{M} \right] \), \( (i = 1, 2, \ldots, M, j = 1, 2, \ldots, M) \), with the centroid \( \tilde{u}_{i,j} = (\frac{2i-1}{M}, \frac{2j-1}{M}) \). With discretization, the observed point pattern \( Z_t \) within the region of interest on layer \( t \) is translated into a \( M \times M \) matrix with elements \( \tilde{Z}_{(i,j),t} (i = 1, 2, \ldots, M, j = 1, 2, \ldots, M) \) equaling the number of pixels from a certain pore in cell \( D_{i,j} \), which is reshaped as a vector \( \tilde{Z}_t \). In the same vein, the realization of Gaussian process \( Y_t \) is discretized to a \( M \times M \) matrix with elements \( \tilde{Y}_{(i,j),t} (i = 1, 2, \ldots, M, j = 1, 2, \ldots, M) \) , and then reshaped into a vector of a
multivariate Gaussian random variable $\tilde{Y}_t$. The discretization facilitates the subsequent computation by making both $\tilde{Z}_t$ and $\tilde{Y}_t$ on all the layers ($t = 1, \cdots, T$) have the same dimension $(M \times M)$. The choice of discretization is contingent on the smoothness of the realizations of the Gaussian field.

Due to discretization, a pore can occupy more than one cell depending on its size and form, in such a case it will be represented by the numbers of pixels in these cells together. That is, if a pore occupies two neighboring cells $D_{i,j}$ and $D_{i,j+1}$ on layer $t$, then $\tilde{Z}_{(i,j),t}$ and $\tilde{Z}_{(i,j+1),t}$ are used together to represent this pore. For instance, the augmented point pattern in Figure 5-4(b) is discretized with a $38 \times 38$ grid with each cell including 16 pixels (Figure 5-4(c)), the pore \{$u = (29, 36), r = \begin{bmatrix} 1 & 1 & 1 \\ 0 & 1 & 1 \end{bmatrix}$\} occupies two cells $D_{12,9}$ and $D_{12,10}$, and is represented by the number of pixels of the pore in these two cells together (one pixel and four pixels in these two cells, respectively, in this example), thus, assigning $\tilde{Z}_{(12,9)} = 1$ and $\tilde{Z}_{(12,10)} = 4$.

Moreover, since $\tilde{Z}_{(i,j),t}$ and $\tilde{Z}_{(i,j+1),t}$ represents a pore, the spatial correlation between $\tilde{Y}_{(i,j),t}$ and $\tilde{Y}_{(i,j+1),t}$ in the latent Gaussian distribution should be 1. If the exponential kernel is chosen to
calculate the correlation among different cells of pores, then the correlation matrix of the Gaussian distribution would also be an exponential function, except some entries with value 1, corresponding to these cells occupied by certain pores. Such a correlation matrix is an effective representation for the discrete augmented point pattern. However, it increases the computational cost.

Calculating the covariance between the two nonadjacent cells with the furthest distance of a pore from an augmented point pattern:

\[
\text{cov}[\tilde{Y}_{(i-a,j),t}, \tilde{Y}_{(i,j+b),t}] = \sigma^2 \exp\left(-\frac{||\tilde{u}_{i-a,j} - \tilde{u}_{i,j+b}||}{\phi}\right)
\]

\[
= \sigma^2 \exp\left(-\frac{(a^2 + b^2)^{0.5}}{\phi M}\right)
\]

\[
= \sigma^2 \exp\left(-\frac{d}{\phi M}\right) \approx \sigma^2,
\]

where \(M\) is the number of horizontal (vertical) cells in the grid, \(d\) is the maximum distance of the two cell (\(a\) and \(b\) are distances along two dimensions).

In the discretized AST-LGCP for pore modeling, the covariance matrix of the multivariate Gaussian random variable \(\tilde{Y}_t\) can be approximated by a distance-based kernel function as in (40), if the following three assumptions are satisfied:

1) The pores are not overly big, i.e., \(d\) is small;

2) the grid is reasonably fine, i.e., \(M\) is large; and

3) the spatial correlation is not negligible, i.e., \(\phi\) is large.

The justification of the above statement is as follows. In the case study with a metal part fabricated by using binder jetting, a fine grid with \(M = 50\) is used to discretize the CT scan image. The pores observed typically span less than 10 cells \((d < 10)\), and the spatial scale parameter \(\phi\) is also
estimated around 10 ($\phi \approx 10$). Consequently, $\exp\left(-\frac{d}{\phi M}\right) \approx 1$. Therefore, based on the CT scan images for the AM part, the choice of these parameters with a simple parametric exponential kernel as in Eqn. (40) is found to be adequate for the covariance matrix in the discretized format of AST-LGCP. This leads to the following discretized format of AST-LGCP model. The Gaussian process at the first-level is approximated by multivariate Gaussian distribution $\mathbb{N}()$ on the computational grid:

$$
\tilde{Y}_t \sim \mathbb{N}(\tilde{X}\beta, C_{\mathcal{Y}}),
$$

where $\tilde{X}$ is the covariates of $\tilde{Y}_t$ on the computational grid on layer $t$ ($t = 1, \ldots, T$), and a separable spatiotemporal covariance function is defined as

$$
C_{\mathcal{Y}}((\tilde{u}_{i,j}, t), (\tilde{u}_{i',j'}, t')) = \text{cov}[	ilde{Y}_{(i,j),t}, \tilde{Y}_{(i',j'), t'}] = \sigma^2 \exp\left(-\frac{\|\tilde{u}_{i,j} - \tilde{u}_{i',j'}\|}{\phi}\right) \exp\left(-\frac{|t - t'|}{\theta}\right),
$$

where $(i,j)$ and $(i',j')$ are the indices of cells occupied by pores ($i, i' = 1, 2, \ldots, M; j, j' = 1, 2, \ldots, M$) on the layer $t$ and the layer $t'$ respectively ($t, t' \in [1, T]$). Denote $\eta = \{\sigma^2, \phi, \theta\}$ for notation simplicity in the MCMC algorithm in Sec. 5.2.5.

A spatiotemporal point process $\tilde{Z}_t$ for layer $t$ is at the second-level with the intensity function

$$
\tilde{\Lambda}_t = \frac{\exp(\tilde{Y}_t)}{\bar{f}_t},
$$

where $\bar{f}_t$ is the average severity from (36) on layer $t$, which is estimated as the ratio between the number of pores ($\tilde{n}_t$) and the number of cells ($\tilde{N}_t$) occupied by pores on layer $t$: $\bar{f}_t \approx \frac{\tilde{n}_t}{\tilde{N}_t}$.

Conditional on the intensity function $\tilde{\Lambda}_t$, the spatiotemporal point process $\tilde{Z}_t$ is expressed as an inhomogeneous Poisson point process as follows,
\[
\tilde{Z}_t \sim \text{Poisson}[\tilde{A}_t],
\]
and the expected number of pores in region \(W\) is calculated as
\[
E[n_t|\tilde{A}_t] \cong \sum_{i=1}^{M} \sum_{j=1}^{M} \tilde{A}_{(i,j),t} \ast C_A.
\]

where \(\tilde{A}_{(i,j),t}\) is the Poisson rate in the cell \(D_{i,j}\) of the computational grid at layer \(t\), and \(C_A\) is the cell area.

5.2.5 Parameter estimation in AST-LGCP

Bayesian estimation is used to obtain the posterior distribution of the parameters from the prior belief functions of parameters and the observed augmented point patterns. This leads to a way for estimating parameters in AST-LGCP, which includes the parameters \((\eta, \beta)\) of the Gaussian process and the random process \(\tilde{Y}_t\) (used for predicting the intensity function \(\tilde{A}_t\) in the region of interest) in (41)-(43) [143, 144].

Through space-time discretization, the likelihood function of the augmented point patterns (to layer \(t\)) \(\pi(\tilde{Z}_1, ..., \tilde{Z}_t|\eta, \beta, \tilde{Y}_t)\) and the priors \(\pi(\eta, \beta, \tilde{Y}_t)\) are obtained from finite dimensional distributions over the region of interest, enabling parameter estimation for Gaussian the process \((\eta, \beta)\) and prediction for the random process \(\tilde{Y}_t\) in a Bayesian framework.

\[
\pi(\eta, \beta, \tilde{Y}_t|\tilde{Z}_1, ..., \tilde{Z}_t) \propto \pi(\tilde{Z}_1, ..., \tilde{Z}_t|\eta, \beta, \tilde{Y}_t)\pi(\eta, \beta, \tilde{Y}_t)
\]
\[
= \pi(\tilde{Z}_1, ..., \tilde{Z}_t|\eta, \beta, \tilde{Y}_t)\pi(\eta)\pi(\beta)\pi(\tilde{Y}_t).
\]

Accordingly, \(\pi(\tilde{Y}_t)\) is the corresponding finite dimensional Gaussian distribution in the grid on layer \(t\), and the likelihood function \(\pi(\tilde{Z}_1, ..., \tilde{Z}_t|\eta, \beta, \tilde{Y}_t)\) is a joint distribution of multiple Poisson distributions in the cells up to layer \(t\). \(\pi(\eta)\) and \(\pi(\beta)\) are Gaussian distributions with mean and variance set as the estimated values from minimum contrast parameter estimation [144].
Consequently, the posterior distribution \( \pi(\tilde{Y}_t | \tilde{Z}_1, ..., \tilde{Z}_t) \) can be obtained by marginalizing \( \eta \) and \( \beta \) in Eqn. (46) [144].

A Metropolis-adjusted Langevin algorithm (MALA), a Markov chain Monte Carlo approach, is used to obtain sample-based estimate for the posterior distributions where the target distribution \( \pi(\eta, \beta, \tilde{Y}_t | \tilde{Z}_1, ..., \tilde{Z}_t) \) is approximated by sequential samples \( \{\eta^{(j)}, \beta^{(j)}, \tilde{Y}_t^{(j)}\}_{j=1}^N \) from a Markov chain whose stationary distribution is the target [145, 146]. The design of the proposed density \( q \) herein is a mix of random walk and Langevin kernels. It is used to exploit the gradient information on the target to help guide movements towards areas of higher posterior probability [147]. The samples drawn from the proposal density \( q \) are accepted in a probabilistic way. The samples are drawn from the proposal density \( q \) and are accepted in a probabilistic way. For instance, in the \( j \)th step of the algorithm, a candidate \( \{\eta^*, \beta^*, \tilde{Y}^*\} \) is drawn from the proposal density \( q(\eta^*, \beta^*, \tilde{Y}^* | \eta^{(j-1)}, \beta^{(j-1)}, \tilde{Y}^{(j-1)}) \) and accepting it as the \( j \)th sample, i.e., setting \( \{\eta^{(j)}, \beta^{(j)}, \tilde{Y}^{(j)}\} = \{\eta^*, \beta^*, \tilde{Y}^*\} \), with probability

\[
\min\left\{1, \frac{\pi(\eta^*, \beta^*, \tilde{Y}^* | \tilde{Z}_1, ..., \tilde{Z}_t)}{\pi(\eta^{(j-1)}, \beta^{(j-1)}, \tilde{Y}^{(j-1)} | \tilde{Z}_1, ..., \tilde{Z}_t)} \frac{q(\eta^{(j-1)}, \beta^{(j-1)}, \tilde{Y}^{(j-1)} | \eta^*, \beta^*, \tilde{Y}^*)}{q(\eta^*, \beta^*, \tilde{Y}^* | \eta^{(j-1)}, \beta^{(j-1)}, \tilde{Y}^{(j-1)})}\right\}.
\]

(47)

### 5.2.6 Porosity prediction for future layers in AST-LGCP

Since the observations are time-dependent, a further step prediction of the intensity function and then the porosity-prone areas become possible, and subsequently contributes to AM online quality assurance. Represented in the grid, the task here is to predict the multivariate Gaussian distribution of \( \tilde{Y}_{T+1} \) given the observed data \( \{\tilde{Z}_1, ..., \tilde{Z}_T\} \) up to layer \( T \) as in \( \pi(\tilde{Y}_{T+1} | \tilde{Z}_1, ..., \tilde{Z}_T) \), and consequently estimate the intensity function of observed augmented point patterns \( \tilde{A}_{T+1} \) with the mean of \( \tilde{Y}_{T+1} \) with [143, 144]. A practical approach is to adopt recent observed data
\{\bar{Z}_{T-L}, ..., \bar{Z}_T\}, (L is a user-defined lag parameter), which have a bigger impact on the future observations, to predict the distribution \(\pi(\bar{Y}_{T+1} | \bar{Z}_{T-L}, ..., \bar{Z}_T)\) [70]. The conditional independence properties of the model imply \(\pi(\bar{Y}_{T+1} | \bar{Z}_{T-L}, ..., \bar{Z}_T)\) follows a multivariate normal distribution with mean

\[
E(\bar{Y}_{T+1} | \bar{Z}_{T-L}, ..., \bar{Z}_T) = \xi E(\bar{Y}_T | \bar{Z}_{T-L}, ..., \bar{Z}_T) + (1 - \xi) \bar{X}' \beta, \tag{48}
\]

and variance,

\[
\text{var}(\bar{Y}_{T+1} | \bar{Z}_{T-L}, ..., \bar{Z}_T) = \xi^2 \text{var}(\bar{Y}_T | \bar{Z}_{T-L}, ..., \bar{Z}_T) + (1 - \xi)^2 \mathcal{C}_{\bar{Y}}, \tag{49}
\]

where \(\xi = \exp(-\theta)\) represents the temporal evolution of porosity across layers; \(\pi(\bar{Y}_T | \bar{Z}_{T-L}, ..., \bar{Z}_T)\), viz., the distribution of \(\bar{Y}_T\), can be estimated from Eqn. (46) by MALA in Sec.5.2.5.

Finally, the predicted intensity function in the region of interest is calculated from (48) as follows,

\[
\bar{A}_{T+1} = \exp\left( E(\bar{Y}_{T+1} | \bar{Z}_{T-L}, ..., \bar{Z}_T) \right). \tag{50}
\]

The predicted intensity function indicates the potential for pores to occur within the region of interest based on the information from previous layers. High intensity at certain locations suggests high probability of the occurrence of pores at those locations. It is utilized to characterize the spatial distribution of pores on the future layers and predict the high-risk areas prone to the occurrence of pores.

### 5.3 Application of AST-LGCP for prediction of porosity

In this section, the proposed AST-LGCP is first illustrated with numerically generated sequences of pores, and subsequently, applied to a metal part fabricated using binder jetting AM process. The aim to predict the porosity distribution in a subsequent layer given the porosity of preceding layers.

In addition, the spatiotemporal log Gaussian Cox process (ST-LGCP) [70] is also proposed for this new application of layer-wise porosity prediction in AM part.
The prediction results are compared with a benchmark method in terms of the statistical fidelity (F-score). The benchmark method is an empirical approach previously applied by Tammas-Williams et al. [61], that directly uses all the pores on previous layer images for prediction and defines the areas with pores on existing layers as the high-risk areas on the next layer.

5.3.1 Spatiotemporal analysis for numerically simulated porosity data

Five sets of data with spatiotemporally correlated pores are numerically generated from the spatiotemporal model using Eq. (37) - (38), where the spatial scale parameter (\( \phi \)) and temporal scale parameter (\( \theta \)) determine the spatiotemporal correlation among the simulated pores, and the variance (\( \sigma^2 \)) regulates the dispersion of the pores within the region of interest and across different layers. One such set of the sequential images generated numerically is shown in Figure 5-5. These images are generated by setting \( \sigma^2 = 4 \), \( \phi = 10 \), and \( \theta = 10 \). The aim of this study is to predict the high-risk areas with occurrence of pores on the fifth layer based on the previous four layers. The reason for choosing the previous four layers is due to the gradual decrease in the temporal correlation between layers. The temporal correlation between layer 1 and the fifth layer in this study is decreased to \(~0.6\).

AST-LGCP is used to model the obtained augmented point patterns from the simulated data in Figure 5-5. Using Metropolis-adjusted Langevin algorithm (MALA), 5000 iterations of sampling are implemented for AST-LGCP with the first 1000 iterations as burn-in period. The model
converges swiftly after the burn-in period. The parameter estimates (variance $\sigma^2$, spatial scale parameter $\phi$, temporal scale parameter $\theta$) by using AST-LGCP are summarized in Table 5-2, from which the parameters estimated by AST-LGCP are within 8% of their true values.

Table 5-2 Parameter estimates (variance $\sigma^2$, spatial scale parameter $\phi$, temporal scale parameter $\theta$ in (42)) using the proposed AST-LGCP. The numbers in parenthesis are the standard deviation of the estimates (4000 iterations in MALA).

<table>
<thead>
<tr>
<th>Parameter notations in the spatiotemporal model</th>
<th>$\sigma^2$</th>
<th>$\phi$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>True values of parameters for simulated data (Figure 5-5)</td>
<td>4</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Parameter estimates using AST-LGCP</td>
<td>3.750</td>
<td>9.246</td>
<td>10.781</td>
</tr>
<tr>
<td>Relative error between the estimates and the true values</td>
<td>6.25%</td>
<td>7.54%</td>
<td>7.81%</td>
</tr>
</tbody>
</table>

With a separable covariance structure in AST-LGCP, the spatial covariance among the pores within a layer are shown in Figure 5-6 (a), whereas the temporal correlation among the pores across layers are shown in Figure 5-6 (b). It is noted that both spatial correlation and temporal correlation decreases with the increasing distance within a layer and with progressive layers. Moreover, the predicted intensity function in the region of interest for the fifth layer using AST-LGCP is shown in Figure 5-6 (c), which indicates areas prone to porosity and their corresponding severity.
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Figure 5-6 For the set of simulated data in Figure 5-5, (a) spatial covariance of the pores along the distance, (b) temporal correlation of the pores among sequential layers, and (c) the predicted intensity function in the region of interest for the fifth layer.

The statistical accuracy of AST-LGCP and ST-LGCP in predicting the porosity-prone areas in the future layers is compared with the empirical approach used by Tammas-Williams et al. [61]. The
identified high-risk areas are juxtaposed in Figure 5-7. The empirical approach overestimates the occurrence of pores by identifying overly segmented high-risk areas (Figure 5-7(b)); ST-LGCP underestimates the high-risk areas (Figure 5-7 (c)); AST-LGCP marks several relatively large and contiguous areas (Figure 5-7 (d)).
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Figure 5-7 (a) The simulated pores on the fifth layer; (b) overly segmented high-risk areas identified by the empirical approach (benchmark method); (c) small high-risk areas identified by ST-LGCP; and (d) relatively large and continuous high-risk areas identified by the proposed AST-LGCP.

A statistical measure, F-score (a combination of precision and sensitivity), is used to quantify the accuracy of the three methods in predicting the porosity-prone areas on the next layer [123]. In this context, precision represents the percentage of real pores among the predicted ones, and sensitivity indicates the percentage of real pores correctly identified. In the implementation of F-score calculation for AST-LGCP, three major steps are taken:

1) Normalize the predicted intensity in the region of interest \( \hat{A}_{T+1} \) in Eqn. (50) into cell-wise probability of the occurrence of pores;

2) Threshold the cell-wise probability by setting the probability to zero if it is smaller than the threshold for inactive cell or keeping the probability value if it is larger than the threshold for active cell;

3) Consider the region within active cells as the prediction of pores, and the region within inactive cells as the prediction of normal condition. With these F-score can be calculated as,
Precision = \frac{\text{areas of active cells with pores}}{\text{total areas of active cells}},

\text{Sensitivity} = \frac{\text{number of pores within active cells}}{\text{total number of pores}}, \tag{51}

F - \text{score} = 2 \times \frac{\text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}}.

The empirical approach and ST-LGCP adopt the same steps to calculate the F-score for an adequate comparison. Since the empirical approach does not generate an intensity function, it assigns probability one to the cells with pores from previous layers, and probability zero to the cells without pores from previous layers in step 1).

The F-score results for the total five sets of simulated sequential images are summarized in Table 5-3. From this, it is evident that AST-LGCP has the highest F-score in predicting high-risk areas on the next layer. It has high precision and sensitivity, since it has robust performance in tracking the pores on the next layers by incorporating the pore size into modeling. In contrast, ST-LGCP has low sensitivity because of its tendency to underestimate the porosity-prone areas since it disregards the pore morphology information. The empirical approach has very low precision, because it ignores the spatiotemporal correlation among pores and generally overestimates the high-risk areas.

Table 5-3 F-score results for five sets of simulated data – Comparison of the empirical approach, ST-LGCP, and AST-LGCP (The values in the parenthesis are the standard deviation for five replications).

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Sensitivity</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical approach</td>
<td>0.6866 (0.1470)</td>
<td>0.9589 (0.0368)</td>
<td>0.7910 (0.0835)</td>
</tr>
<tr>
<td>ST-LGCP</td>
<td>0.7898 (0.0846)</td>
<td>0.7744 (0.1428)</td>
<td>0.7627 (0.0420)</td>
</tr>
<tr>
<td>AST-LGCP</td>
<td>0.8089 (0.1061)</td>
<td>0.9779 (0.0186)</td>
<td>0.8884 (0.0460)</td>
</tr>
</tbody>
</table>

5.3.2 Application of AST-LGCP for quality assurance in binder jetting
In this case study, the effectiveness of AST-LGCP in predicting high-risk areas prone to pores on the next layer is verified with a copper part (Figure 5-1(a)) made on the authors’ binder jetting machine (ExOne R2).

Binder jetting: an additive manufacturing process in which a liquid bonding agent is selectively deposited to join powder materials [148]. As shown in Figure 5-8, the jetted binder droplets interact with the powder particles to form primitives that stitch together to form a cross-sectional layer. Once a layer is deposited, a new layer of powder is recoated on top of the previous layer, which is then printed and stitched to the previous layer by the liquid binder. The layer-by-layer process is repeated to create the complete green part, which will be placed in a sintering furnace to vaporize the binder and bind the powder particles together to obtain the final product. The part may also be subjected to a secondary infiltration process with a lower melting alloy to minimize porosity. For example, copper parts are infiltrated with brass after sintering. In this work, the secondary infiltration process is not conducted to maintain a single-phase material.

The copper part with intricate features made using binder jetting was shown in Figure 5-1 (a). CT scanning is used to visualize the internal morphology on the stem region of the part as in Figure 5-1 (c). CT scans from layers 16 through 21 are shown in Figure 5-9. The denser material is rendered with bright color, while hollow features and pores are displayed with dark color.
Figure 5-9 Sequential CT scan images on the stem region of the copper part made in binder jetting are selected for layer-wise porosity modeling and prediction.

The number of pores within the selected region on each layer is extracted from the CT scans and plotted in Figure 5-10. From Figure 5-10, a definite trend is evident in the range of layers (layer 10 – layer 40). The temporal correlation is estimated to be at least six layers. Hence, ignoring the temporal correlation by assuming that the pores between layers are independent is not physically tenable.

Figure 5-10 The number of pores within the selected region on each layer is extracted from the CT scans of the copper product. The range of layers (layer 10 - layer 40) are used for layer-wise porosity prediction.

In this case study, AST-LGCP is used to predict the high-risk areas prone to pores on the next layer based on the historical data of previous layers. The pores on the thirty images shaded in Figure 5-10 (layer 11 - layer 40) are predicted based on information from the previous six layers. In this demonstration, AST-LGCP is applied on the obtained augmented point patterns from the images (layer 16 - layer 21) in Figure 5-9 for spatiotemporal analysis of layer-wise pore evolution. The predicted high-risk areas on layer 22 by AST-LGCP, ST-LGCP and the empirical approach
are shown in Figure 5-11 for comparison. The empirical approach identifies the segmented porosity-prone areas (Figure 5-11(b)) by directly using all the pores from previous layers for prediction; ST-LGCP finds relatively large areas with low local intensity (Figure 5-11(c)) in that it reduces pores into dimensionless points; hence it lends to underestimate the severity of the pores; In contrast, AST-LGCP marks relatively large and continuous areas with high local intensity (Figure 5-11(d)) by accounting for the size of the pores and also the decrease in temporal correlation among previous images.
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Figure 5-11 (a) The pores on the layer 22; (b) overly segmented high-risk areas identified by the empirical approach (benchmark method); (c) high-risk areas with low local intensity identified by ST-LGCP; and (d) high-risk areas with high local intensity identified by the proposed AST-LGCP.

The F-score results for predicting the porosity for total thirty layers (layer 11 - layer 40) are summarized in Table 5-4. AST-LGCP has ~ 5% higher F-score in predicting high-risk areas on the next layer than the two methods. ST-LGCP also has high precision and sensitivity. As discussed in Sec.5.3.1, the performance of ST-LGCP would improve with small pores. In contrast, the empirical approach has the inferior sensitivity because the identified high-risk is too segmented to achieve efficient prediction for the small pores. In a practical context, lower porosity leads to higher mechanical strength and conductivity of AM parts [149, 150]. With accurate layer-wise porosity prediction by the proposed AST-LGCP, corrective action could be initialized for improving product quality of AM parts.
Table 5-4 F-score results for predicting total thirty layers (layer 11 - layer 40) – Comparison of the empirical approach, ST-LGCP, and AST-LGCP (The values in the parenthesis are the standard deviation).

<table>
<thead>
<tr>
<th></th>
<th>Empirical approach</th>
<th>ST-LGCP</th>
<th>AST-LGCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.7698 (0.1441)</td>
<td>0.7227 (0.1226)</td>
<td><strong>0.7871 (0.1051)</strong></td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.8451 (0.1190)</td>
<td>0.9428 (0.0582)</td>
<td><strong>0.9526 (0.0560)</strong></td>
</tr>
<tr>
<td>F-score</td>
<td>0.7978 (0.1085)</td>
<td>0.8121 (0.0896)</td>
<td><strong>0.8564 (0.0638)</strong></td>
</tr>
</tbody>
</table>

In addition, the effects of different number of previous layers in predicting the porosity on the next layer by AST-LGCP are investigated. The prediction accuracy reaches the peak average F-score value with six previous layers for prediction as shown in Figure 5-12.

Furthermore, apart from the prediction for pore-prone areas, the number of pores on next layers is also predicted. While the empirical approach uses the moving average of numbers on previous six layers; ST-LGCP and AST-LGCP calculate the predicted number of pores on next layer through Eqn. (35) and (39), respectively. The predicted trend for layer 11- 40 by these three methods is juxtaposed in Figure 5-13.
5.4 Summary

This research proposed an augmented spatiotemporal log Gaussian Cox process (AST-LGCP) to understand and predict the spatiotemporal behavior of pore formation in additive manufacturing. Specifically, AST-LGCP first represents the pores observed from CT scan images of an AM product with augmented point patterns, including the information about the number, location, size and form of the pores. It further utilizes the spatial and temporal correlations among the pores on different layers, and predicts the areas susceptible to pores on next layers. The AST-LGCP approach is applied to parts made using binder jetting; it predicts the areas susceptible to porosity with statistical fidelity approaching ~85% (F-score).

This is a fundamentally new analytical direction to understand and quantify porosity in AM parts. The practical outcome is that porosity-prone areas of a part can be ascertained, and the appropriate design or process parameters can be modified in advance. Given its data-driven nature, the
proposed approach can be readily generalized to different powder-based AM processes. Two main focuses of the forthcoming research are:

- To verify the repeatability of AST-LGCP in porosity prediction by using parts from different AM processes, and improve its prediction for multiple subsequent layers ahead;
- To diagnose the root causes of the porosity in AM parts, and optimize part design or process parameters accordingly for quality improvement.
6 Conclusions and Future Work

In this dissertation, integrated methodologies for online quality assurance are developed and deployed for four complex advanced manufacturing processes, namely, fused filament fabrication (FFF), chemical mechanical planarization (CMP), wafer slicing, and binder jetting to improve product quality and enhance productivity. These integrated methodologies successfully utilize a great variety of measurement data (e.g., online signal streams, profile data, and images), and achieve effective online quality assurance for the individual advanced manufacturing processes. The common challenges in the above manufacturing processes, such as nonlinear process dynamics, multiple process attributes, and non-Gaussian sensor signals are addressed successfully by the developed methodologies, which are more adaptable and robust than traditional methods, and are promising to be generalized to other complex advanced manufacturing processes.

Moreover, this dissertation bridges the existing gaps in online quality assurance for advanced manufacturing, namely, (1) overcomes restrictive Gaussian or symmetry assumptions in statistical process control by approximating the non-Gaussian sensor signal with Dirichlet process mixture model; (2) discovers subtle spatial features in wafer thickness data for comprehensive modeling and strict quality assurance; and (3) formulates efficient quality quantification and prediction for porosity. Therefore, the research in the dissertation constitutes a step further along the lines of online quality assurance for advanced manufacturing.

Specifically, three innovative online quality assurance methodologies utilizing spatiotemporal analysis with heterogeneous sensor data are developed and implemented, and they achieve superior performance in timely fault detection and accurate quality assurance for these advanced manufacturing processes.
Real-time process monitoring based on Dirichlet process (DP) mixture model constitutes an effective online quality assurance methodology for advanced manufacturing with strong non-Gaussian sensor signals. It eliminates the restrictive assumption of normality or symmetry central to traditional statistical process control methods, and achieves timely process monitoring for FFF and CMP by three specific methods with different prerequisites. The DP evidence theoretic method applied in FFF attains accurate real-time process state classification and detection of process anomalies. This method identifies the FFF process failures (e.g., nozzle clog) with high accuracy and reliability (average F-score ~ 85%). DP-based SPC and RHDP clustering are employed in CMP for detecting process changes and clustering process states by adequately handling the non-Gaussian and high-noise vibration signals. DP-based SPC detects the onset of CMP process anomalies in only the half of the time used by traditional methods, such as the exponentially weighted moving average (EWMA) control chart. The RHDP clustering model identifies multiple, sequential process drifts with high accuracy (F-score ~ 80%).

Spatial Dirichlet process (SDP) modeling innovatively tackles the challenging non-Gaussian spatial profile data of wafer thickness by exploring the clustering phenomenon within wafers. With accurate modeling of in-control profiles, the proposed SDP-based statistical control scheme achieves effective out-of-control profile detection for quality assurance. This work emulates existing statistical control schemes for spatial profile data. When applied to the wafer thickness profile data from a slicing process, the SDP-based statistical control scheme detects out-of-control wafers with a higher power of test (average type II error of 0.039) than the benchmark method (average type II error of 0.122), and is therefore capable of preventing defective wafers being passed along to downstream production.
Layer-wise porosity modeling and prediction establish a new systematic methodology to investigate the spatiotemporal evolutions of pores in additive manufacturing (AM) from CT scans and predict pore-prone areas on consecutive layers, for online quality improvement. This research has a consequential impact on quality assurance in additive manufacturing, because porosity directly impacts the functional performance of AM parts and early corrective action is desired to improve product quality. The proposed augmented spatiotemporal log Gaussian Cox process (AST-LGCP) incorporates both point patterns (numbers and locations) and morphological features (sizes and forms) of pores into a spatiotemporal analysis, provides an insightful view of pores within a spatiotemporal structure, and accurately predicts the pore-prone areas on subsequent layers of the part with statistical fidelity (F-score ~ 85%). This work advances the porosity quantification and online quality improvements in AM.

In the future, two research areas are of great interest built on this dissertation:

1) Video-based online quality assurance

Video has become a prevalent data format in various areas with the easy accessibility of cameras for primary data acquisition. It preserves complete information in space-time with ample details. Therefore, adoption of video in online quality assurance would enhance the accuracy and responsiveness for process monitoring and product quality improvement. Severe challenges, however, can be foreseen regarding data analytics: first, difficulties in tracking targets among a complex background; second, complication in coping with massive high-dimensional data in real-time; and third, challenges in balancing computational efficiency and analytical accuracy. Some components from this dissertation are potentially helpful to overcome these challenges: for instance, data representation with augmented point pattern for investigating event occurrence instead of using raw video data,
data compression by clustering images in the video before analysis, and spatiotemporal analysis for the video by exploring spatial and temporal correlations.

2) Voxel-based porosity quantification for AM parts

Pores essentially are 3D objects scattered in AM parts. Describing pores with voxels from CT scans and extending the proposed pixel-based porosity quantification to voxel-based porosity quantification are a natural and necessary step in future work. Pores in voxels preserve even more morphological features of pores, such as shapes, volumes, etc., which provide comprehensive basis for analyzing the impact of part design and process conditions. Exploring spatial correlation among these pores in 3D space provides more accurate quantification of dependence among the pores than on 2D layer. Therefore, voxel-based porosity quantification could be used for process diagnosis with distribution characteristics and pore morphologies, and quality improvement with feedback to the part design and the process parameters.
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Appendix

The MCMC procedures for the proposed SDP modeling include the updating of the spatial random effects, the parameters of base distribution – Gaussian process (variance parameter $\sigma^2$ and decay parameter $\phi$), the precision parameter $v$, and the variance parameter $\tau^2$ in the pure error by iterating the following four steps [65, 138]. The priors for these parameters are defined in (29).

**Step 1:** Updating the spatial random effects requires the full conditional of spatial Dirichlet process (SDP) as in (26),

$$
\theta_{(p)}|\Theta_{(-p)}, Y_p, GP_0, v \sim \frac{v \cdot g(\theta|Y_p)}{p - 1 + v} \int F(Y_p|\theta)GP_0(\theta) \, d\theta + \sum_{l=1}^{L} F(Y_p|\theta_l) \sum_{j \neq p}^{P} \frac{\delta_{\theta_l}(\theta(j))}{p - 1 + v},
$$

where $\theta_{(p)}$ is the respective spatial random effect for observation $Y_p, p = 1, ..., P$; $\Theta_{(-p)}$ includes the spatial random effects for $P$ observations except for $Y_p$; the unique spatial random effects for all the observations are included in the set $\Theta_L = \{\theta_l\}, l = 1, ...L$, and $\theta_{(p)} \in \Theta_L, p = 1, ..., P, L \ll P$; the observation $Y_p \sim F(\cdot|\theta_{(p)}), p = 1, ...P, g(\theta|Y_p) = \frac{F(Y_p|\theta)GP_0(\theta)}{\int F(Y_p|\theta)GP_0(\theta) \, d\theta}$.

**Step 2:** Updating the parameters of the base distribution – Gaussian process (variance parameter $\sigma^2$ and decay parameter $\phi$) by the following full conditionals,

$$
\sigma^2|\Theta_L, L, \phi \sim InvGamma(\tilde{\alpha}_\sigma, \tilde{\beta}_\sigma),
$$

where $\tilde{\alpha}_\sigma = \alpha_\sigma + 0.5 \cdot n \cdot L, \tilde{\beta}_\sigma = \beta_\sigma + 0.5 \sum_{l=1}^{L} \theta_l^T H_n^{-1}(\phi) \theta_l, n$ is the number of the measured locations for spatial data.

$$
\phi|\Theta_L, L, \sigma^2 \sim [\phi] (\det(H_n(\phi)))^{-\frac{L}{2}} \exp \left( -\sum_{l=1}^{L} \frac{\theta_l^T H_n^{-1}(\phi) \theta_l}{2\sigma^2} \right).
$$

**Step 3:** Updating the precision parameter $v$ by the following full conditional,

$$
v|\Theta, Y, \eta \sim \lambda \cdot Gamma(\alpha_v + L, \beta_v - \log(\eta)) + (1 - \lambda) \cdot Gamma(\alpha_v + L - 1, \beta_v - \log(\eta)),
$$
where $\lambda = \frac{\alpha_0 + L - 1}{\alpha_0 + L - 1 + P (\beta_0 - \log(\eta))}$, $\eta | v, \mathbb{Y} \sim Beta(v + 1, P)$, and observation set $\mathbb{Y} = \{Y_p\}$, $p = 1, \ldots, P$.

**Step 4:** Updating the variance parameter $\tau^2$ in pure error by the following full conditional,

$$
\tau^2 | \Theta, \mathbb{Y} \sim InvGamma(\tilde{\alpha}_\tau, \tilde{\beta}_\tau),
$$

where $\tilde{\alpha}_\tau = \alpha_\tau + 0.5 \cdot n \cdot P$, $\tilde{\beta}_\tau = \beta_\tau + 0.5 \sum_{p=1}^{P} (Y_p - \theta_{(p)})^T (Y_p - \theta_{(p)})$. 