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(ABSTRACT)
When capturing a real-world, networked system using a simulation model, features are usually omitted or represented by probability distributions. Verification and validation (V & V) of such models is an inherent and fundamental challenge. Central to V & V, but also to model analysis and prediction, are uncertainty quantification (UQ), sensitivity analysis (SA) and design of experiments (DOE). In addition, network-based computer simulation models, as compared with models based on ordinary and partial differential equations (ODE and PDE), typically involve a significantly larger volume of more complex data. Efficient use of such models is challenging since it requires a broad set of skills ranging from domain expertise to in-depth knowledge including modeling, programming, algorithmics, high-performance computing, statistical analysis, and optimization. On top of this, the need to support reproducible experiments necessitates complete data tracking and management. Finally, the lack of standardization of simulation model configuration formats presents an extra challenge when developing technology intended to work across models. While there are tools and frameworks that address parts of the challenges above, to the best of our knowledge, none of them accomplishes all this in a model-independent and scientifically reproducible manner.

In this dissertation, we present a computational framework called GENEUS that addresses these challenges. Specifically, it incorporates (i) a standardized model configuration format, (ii) a data flow management system with digital library functions helping to ensure scientific reproducibility, and (iii) a model-independent, expandable plugin-type library for efficiently conducting UQ/SA/DOE for network-based simulation models. This framework has been applied to systems ranging from fundamental graph dynamical systems (GDSs) to large-scale socio-technical simulation models with a broad range of analyses such as UQ and parameter studies for various scenarios. Graph dynamical systems provide a theoretical framework for network-based simulation models and have been studied theoretically in this dissertation. This includes a broad range of stability and sensitivity analyses offering insights into how GDSs respond to perturbations of their key components. This stability-focused, structure-to-function theory was a motivator for the design and implementation of GENEUS.

GENEUS, rooted in the framework of GDS, provides modelers, experimentalists, and research groups access to a variety of UQ/SA/DOE methods with robust and tested implementations without requiring them to necessarily have the detailed expertise in statistics, data management and computing. Even for research teams having all the skills, GENEUS can significantly increase research productivity.
Uncertainties are ubiquitous in computer simulation models especially for network-based models where the underlying mechanisms are difficult to characterize explicitly by mathematical formalizations. Quantifying uncertainties is challenging because of either the lack of knowledge or their inherent indeterminate properties. Verification and validation of models with uncertainties cannot include every detail of real systems and therefore will remain a fundamental task in modeling. Many tools are developed for supporting uncertainty quantification, sensitivity analysis, and experimental design. However, few of them is domain-independent or supports the data management and complex simulation workflow of network-based simulation models.

In this dissertation, we present a computational framework called GENEUS, which incorporates a multitude of functions including uncertain parameter specification, experimental design, model execution management, data access and registrations, sensitivity analysis, surrogate modeling, and model calibration. This framework has been applied to systems ranging from fundamental graph dynamical systems (GDSs) to large-scale socio-technical simulation models with a broad range of analyses for various scenarios. GENEUS provides researchers access to uncertainty quantification, sensitivity analysis and experimental design methods with robust and tested implementations without requiring detailed expertise in modeling, statistics, or computing. Even for groups having all the skills, GENEUS can help save time, guard against mistakes and improve productivity.
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Chapter 1

Introduction

1.1 Background and Overview

Uncertainties are pervasive in simulation models regardless of their underlying mathematical formalism or actual implementation due to the incomplete knowledge, inexact initial and boundary conditions, and randomness of model parameters. In order to guarantee the quality of models, it is essential to understand how well the real system is captured, what the influential parameters are, how uncertainties propagate through the model and how model discrepancies can be reduced. This understanding can be gained from model verification and validation (V & V) which involves the assessment of the fact that the model implemented is actually what one intended to implement (verification) and assessment that the model mimics the system it was intended to capture (validation) [45].

Earlier, many of the computer simulation models were concerned with numerical methods (e.g. solving differential equations), focusing largely on regular structures with more uniform discretization or grids [19, 39, 114]. Network-based computer simulation models, on the other hand, involve highly irregular structures. Typically, they will represent the interactions of the modeled systems in a direct manner using a graph where edges encode actions and interactions among agents which are represented by vertices. A formal basis for network-based simulation models is graph dynamical systems (GDSs). GDSs are discrete dynamical systems and are sometimes referred to as generalized cellular automata. A GDS can be represented by a 4-tuple \((G, K, F, W)\) consisting of a graph \(G(V, E)\) with vertex set \(V\) and edge set \(E\); a vertex state space \(K\); a set of vertex functions \(F\) governing the state transition of each vertex; and an update scheme \(W\) orchestrating the ordering in which the vertex functions are executed. GDS serves as a formal framework of network-based simulation models. An important theme in the research of discrete dynamical systems is...
examining the robustness of system dynamics with respect to perturbations [16, 17, 58, 60, 100, 135, 148]. Perturbations can exist in every component of GDS including graph structure, vertex function, vertex state and update scheme. Usually, their forms and effects are uncertain. Mathematical, computational and algorithmic analysis of the stability of GDS framework under uncertain perturbations will stand as a theoretical foundation of the validation of actual network-based simulation models.

Generally speaking, model validation techniques for all models, whether equation-based or network-based, are the same. The goal is to ensure that the model as implemented is indeed the model that was designed and intended. A simulation model can be represented as follows:

\[ y = f(x_1, \ldots, x_p; \theta_1, \ldots, \theta_q) = f(X; \theta), \quad X \in \mathcal{T}, \quad \theta \in \mathcal{S}, \]  

where \( X = (x_1, \ldots, x_p) \) is the model input, \( \theta = (\theta_1, \ldots, \theta_q) \) is the model parameter, \( y \) is an output variable, \( f \) is the system function that may or may not have an explicit analytic formula, \( \mathcal{T} \) and \( \mathcal{S} \) are the model input space and model parameter space, respectively. For computer simulations, any model represented by Equation 1.1 is usually regarded as a “black box”, that is to say, the actual mathematical form is unknown (structural uncertainties). Knowledge about model inputs \( X \) and model parameters \( \theta \) can also be incomplete or imprecise (input uncertainties and parameter uncertainties). Uncertainty quantification (UQ) is the process that captures all these uncertain factors of the model, propagates them through the model and represents them adequately in the simulation outcomes [103]. Sensitivity analysis (SA) in the context of UQ studies how uncertainties of the model output can be apportioned among the inputs. Both of them are important components of model verification and validation [138]. Since the scale of modern network-based models grows fast with increasing computational demand, a concrete design of experiment (DOE) with economic size is essential to improve the efficiency of UQ/SA analysis, save computational time and resources [55, 141]. As a matter of fact, model validation including uncertainty quantification, sensitivity analysis, and experimental design will last throughout the lifetime of the model.

By nature, network-based simulation models often require large data sets as well as a large variety of datasets; these requirements place heavy demands on both data management and computation. As an example, an infectious disease simulation experiment for the United States uses a synthetic population network with 280 million nodes [167]. Naturally, the data volume will continue to increase as infrastructure systems such as transportation and power grid models are integrated for more comprehensive analyses. Experiments involving data sets of this scale will bring even greater challenges to data management and
computing infrastructures. When performing model validation, the challenges will be intensified since it is usually accompanied by experimental designs involving a large number of cells, each with multiple replicates. Management of a large number of experiment instances along with the associated input/output/configurations is nontrivial. Moreover, it is often desirable that model validation can be done by a third-party in addition to or rather than by the modelers themselves to guarantee the credibility, a process sometimes referred to as independent verification and validation (IV&V) [45]. For this, it is highly desirable to ensure the experimental results are reproducible. However, the involved process of conducting such analyses complicates matters. There is a lack of standardized model configurations as well as ways to actually invoke the simulation models, which makes it challenging to even execute the workflows, not even considering the possible statistical designs involved. The challenge is compounded by the need to integrate domain experts (who typically lack modeling and computing skills), and the needs for advanced expertise covering programming, high-performance computing, statistical analysis, and data management.

Motivated by above-mentioned aspects, in this dissertation, we focus on three major research themes: First, we designed and developed a computational framework GENEUS, which is a comprehensive environment supporting simulation model execution, experimental designs, data management, uncertainty quantification and sensitivity analysis for a variety of network-based simulation models. Second, we explored stability theory for a collection of graph dynamical systems with respect to uncertain perturbations to every GDS component. This forms our major theoretical research contribution. Last but not least, we conducted UQ/SA/DOE studies in several application scenarios by using GENEUS. These case studies involve simulation models with different forms, computational scales and data requirements. We showed that GENEUS can meet various application requirements, facilitate model validation procedures, reduce manual effort and improve human productivity.

1.2 Motivating Study

In 2012, we conducted the sensitivity analysis of a simulation model capturing the transportation system in a large urban setting. The work that we present in [2] is a part of a project employing disaggregated network-based simulation methods to model the collective human behavior in the aftermath of a large-scale nuclear detonation in Washington D.C. The entire simulation model, where the transportation module is one of the components, seeks to answer questions such as how human behavior and various policies affect the number of lives saved.
Validation of such a model is highly challenging for several reasons. First, it covers many aspects such as initial data, ability to reproduce known outcomes, and preservation of functional invariants. Since this is a hypothetical scenario, it hard to fully reproduce the ground truth data. However, it is still useful to investigate the model parameters which can help understand the model itself. In [2], we focus on how the ambient traffic density parameters affect the travel times and route choices of the individuals of the population in our model. These parameters are not easily estimated, particularly in the given context, and they directly influence travel times and routes which in turn impact the health and behavior of the individuals and vice versa. Second, this is a data and computationally intensive simulation system. The simulations were run on a large 60 node multi-core cluster. One complete run (around 120 iterations) takes about 35 hours and requires a few terabytes (TB) of space. Therefore, a full factorial design is not feasible for simulations of such a scale. Third, management of the simulation workflow and manipulating the simulation data are nontrivial tasks even for those who developed the model. It is highly challenging for other researchers who are not familiar with the simulation model and data specification to repeat the experiment.

These difficulties we faced in this study actually motivated our work. In the next few sections, we summarize the research challenges and several major research questions that will be covered in this thesis.

1.3 Challenges

Validation of network-based simulation model is challenging both in theory and in practice. In method, UQ/SA/DOE techniques are still under development; in theory, stability and validation of the mathematical model of the network-based model is generally hard; in practice, performing UQ/SA/DOE and model validation is non-trivial. The major challenges of our research are summarized as follows.

1.3.1 Technical Challenges in Uncertainty Quantification.

Modeling uncertainty is challenging. Generally speaking, there are two types of uncertainties: aleatory uncertainty (statistical uncertainty) and epistemic uncertainty (systematic uncertainty), where the former is owing to the natural randomness in a model and the latter is due to lack of knowledge. How to characterize different model uncertainties appropriately is non-trivial because of the limited information available and insufficient measurements. When a large number of
uncertain parameters are involved and the correlation structure is complex, it is difficult to model the uncertainties precisely.

**Propagating uncertainty is challenging.**
Propagation of uncertainties often involves a large number of simulation runs. Many simulation models are complex to configure and computationally demanding. How to manage the experimental design, simulation workflow and the associated data sets are challenging.

**Identifying quantities of interest (QoI) is challenging.**
UQ and SA are with respect to a specific quantity of interest (QoI), which is a measurand of simulation results. However, in many cases, QoIs are not directly observable from raw simulation outcomes. Identifying an appropriate QoI and extracting it from the output data are crucial but challenging tasks.

**Developing uncertainty quantification theory is challenging.**
A lot of theoretical techniques have been developed for modeling uncertainties, propagating uncertainties and quantitatively evaluating uncertainties. However, mathematical, algorithmic and computational techniques for uncertainty quantification are still evolving and there exist many open questions.

1.3.2 Theoretical Challenges in Stability of Graph Dynamical Systems.

**Rigorous stability analysis is challenging.**
Many stability theories are for finite discrete dynamical systems with particular graph structure, node function, and update scheme. However, it is hard to determine the system dynamics for a GDS in general. The effects of perturbations to GDS components is still not well understood.

**Exploring the phase space efficiently is challenging.**
Brute-force computation of the phase space of graph dynamical system is not feasible in most scenarios. Computational complexity results suggest that such an exploration is unlikely to exist.

1.3.3 Application Challenges in UQ/SA/DOE.

**UQ/SA/DOE studies are computationally challenging.**
Large network-based simulation models usually involve tremendous amount of data and require extensive computing resources. How to manage the complex simulation workflow
Performing UQ/SA/DOE in practice is challenging. It requires knowledge including statistical analysis, simulation model configuration, programming for high-performance computing (HPC), data management, domain expertise and so on. It is challenging especially for those without a full set of required skills. In addition, the lack of standardization of data formats, configuration specifications, model invocation and execution mechanisms make it hard to generalize the simulation and experimentation workflow.

1.4 Research Questions and Objectives

In the following subsections, we articulate the major research questions and objectives.

1.4.1 Computational Framework for UQ/SA/DOE

There are many types of tools for supporting uncertainty quantification, sensitivity analysis, experimental design and other V & V related studies [1, 160, 163]. Some tools are specific to a particular domain and most of them were designed for models based on ordinary and partial differential equations (ODE and PDE). ODE and PDE based models are ubiquitous in all sciences and their applications. However, with the increase in computational power during the recent decades [79], network-based models have become a very viable alternative. The question is:

- Can we design and implement a domain-independent, extensible, easy-to-use computational framework for supporting uncertainty quantification, sensitivity analysis and experimental design of network-based simulation models?

To address this question, our research goal is to design and construct a computational model validation framework that possesses the following properties: (i) it can accommodate a variety of network-based simulation models in different application domains, (ii) the framework can handle large-scale simulation workflow including model execution, big data management, efficient analysis, etc., (iii) the framework is supposed to be loosely-coupled such that it can be extended by adding new functions, algorithmic implementations and simulation models, (iv) it has clearly defined interfaces such that the startup time for using the software and the required computing knowledge are minimal.
1.4.2 Validation and Stability of Graph Dynamical Systems

At a core mathematical level, the notion of sensitivity with respect to perturbation and initial condition is a key for validation. Naturally, sensitivity can be addressed for each system component for a given fixed initial condition: (i) perturbation of the vertex states, (ii) perturbation of the vertex functions, (iii) perturbation with respect to an ensemble of networks and (iv) perturbation with respect to an ensemble of update schemes. A central question for validation in all these cases is the robustness of the system dynamics under perturbations. We will address following research questions:

- What are the criteria for a specific graph dynamical system that lead to only fixed points as its limit cycles? How do update scheme and network structure affect the limit cycle structure? How to quantify the sensitivity with respect to the node state perturbations? Can we calibrate the parameters of one or multiple GDS component to achieve the desired system dynamics?

A prerequisite for properly addressing model validation of network-based simulation models is a precise formal framework in which they can be represented. Graph dynamical system serves as such a mathematical framework. Therefore, developing a theory for the purpose of answering the questions above is crucial to address the model validation network-based simulation models.

1.4.3 Validation of Network-based Simulation Models

Network-based simulation models have been widely used in many urban computation scenarios [2, 6, 126, 136]. Following are some related research questions of such kind simulation models:

- What are the most influential model input parameters? How do input uncertainties propagate through the simulation model and affect the output? Is there a way to efficiently explore the parameter space that saves computing resources without losing representativeness?

We address these questions in different application scenarios: (i) devise the most effective intervention strategies for containing a pandemic outbreak, and quantify the uncertainties in a disease model; (ii) develop a network-based approach for modeling the seasonal flow of agricultural produce and examine its role in the dispersal of pest spread.
1.5 Research Contributions

1.5.1 GENEUS Software Tool

What is GENEUS

GENEUS is a software package with a multitude of functions including uncertain parameter specification, experimental design, model execution management, data access and registrations, sensitivity analysis, surrogate modeling, model calibration and so on. It is domain-independent in that it can accommodate various simulation models with different data, configuration and execution requirements ranging from theoretical graph dynamical systems to practical large-scale simulation models. It handles the model execution and data management issues in a transparent manner so that the domain experts do not need to concern themselves with HPC and big data management issues. With an environment like GENEUS, one can contribute robust and tested implementations for statistical analysis. Otherwise, a team would be challenged to do this and possibly be prone to faulty algorithms and implementations. Specifically, it has following features:

- By design, GENEUS supports a large number of simulation models through the introduction of a standardized configuration format and streamlines the model execution workflow though its model wrapper component.

- It integrates a large number of experimental designs, including adaptive designs, as well as many UQ/SA methods though its plug-in design.

- GENEUS incorporates a standardized specification of DOE/SA/UQ; thus it supports analysis in a model-independent manner.

- The GENEUS registry records all simulation data dependencies and supports scientifically reproducible experiments.

- The registry has a built-in management system with digital library functions for systematically exploring simulation outcomes and cells of experimental designs.

- GENEUS is a flexible system that can function in a standalone manner through its server and can also be embedded within other applications.

- GENEUS is extensible and allows developers/domain experts to contribute to its UQ/SA/DOE algorithm library.
• GENEUS provides domain experts and other researchers lacking the full set of skills (e.g., modeling, computing, data management, and statistical analysis) robust access to its UQ/SA/DOE methods in support of for example model validation.

Who will use GENEUS?

Any individual modeler, experimentalist, or research group can use GENEUS to design experiments, quantify uncertainties, and assess model parameters for network-based computer simulation models. GENEUS provides researchers access to UQ/SA/DOE methods with robust and tested implementations without requiring detailed expertise in modeling, statistics, or computing. Even for groups having all the skills, GENEUS can help save time, guard against mistakes and improve productivity.

What is the state-of-the-art?

Existing tools including DAKOTA, PSUADE, and UQ-PyL are designed for traditional equation-based simulation models which often involve smaller data sets than the network-based simulation models. DAKOTA [1] provides comprehensive parameter studies, uncertainty quantification, and optimization algorithms running on supercomputer platforms. PSUADE [160] is a C++ based open-source software package. It runs on Linux-like systems only through command line interfaces. UQ-PyL [163] is a Python UQ tool-kit with a graphical user interface that improves the user experience. All of the above-mentioned systems incorporate comprehensive UQ/SA/DOE methods and solutions. We believe each individual software or a combination of them can facilitate the model validation life cycle. However, to the best of our knowledge, most of them lack a standardized model invocation mechanism, a data management scheme for handing large amount datasets in diverse formats, and support for repeatable experiments. Even if fundamental UQ/SA/-DOE methods are the same, big data and complex simulation workflow management are challenging tasks. Motivated by this, GENEUS is designed as a generic system that can accommodate a variety of computer simulation models through the standardized model configuration format and model specific wrapper code. It provides many UQ/SA/DOE methods and handles big data management and model execution in computer simulation experiments transparently. All these features make GENEUS a flexible and easy-to-use system.
Why GENEUS instead of other tools?

Comparing with existing tools, GENEUS has several distinguishing features. First, GENEUS generalizes the configuration format for network-based computer simulation models. By design, it has an XML-based model configuration format such that different simulation models can be initialized uniformly. A model wrapper will handle the actual configuration translation and model execution. This can reduce the chance of errors owing to the manual model configuration. It can also allow for automatic experimental design, model execution, and analysis. Second, GENEUS has a central registry system that records data dependencies of simulation models and experimental details such that experiments can be easily repeated. In addition, simulation outcomes are saved in the registry where they can be easily retrieved through the registry API, in this way, analysis can be performed independently of model execution. This could accelerate the research life cycle. Finally, GENEUS is a loosely-coupled extensible ecosystem: each component can function independently without awareness of other parts. Such design makes GENEUS easy to maintain and evolve. Methods and algorithms are implemented as plug-ins such that GENEUS UQ/SA/DOE library can be extended. All these features make GENEUS a distinguishing ecosystem that can facilitate UQ/SA/DOE workflow in the context of model validation.

1.5.2 Stability Theory of Graph Dynamical Systems.

As mentioned earlier, perturbations can be made to every component of graph dynamical system, and the consequences of the perturbations are uncertain. In this thesis, we derived several sufficient stability criteria with respect to perturbations to system components.

Dynamic bi-threshold system

We considered a generalized dynamic bi-threshold system, where the up- and down threshold values are mutable as the system dynamic evolves. The changeable threshold function can be viewed as a perturbation to the vertex functions. We proved that under certain conditions, the sequential systems only have fixed points as limit sets and the periodic orbits have maximal size 2 under the synchronous update method, regardless of how the up- and down-thresholds evolve.
Block-sequential threshold dynamical systems

We studied the attractor structure of standard block-sequential threshold dynamical systems. In a block-sequential update, the vertex set of the graph is partitioned into blocks, and the blocks are updated sequentially while the vertices within each block are updated in parallel. We studied how the underlying graph structure influences the limit cycle structure of block-sequential systems. We derived a sufficient condition on the graph structure so that the system has only fixed points as limit cycles. We also identify several well-known graph families that satisfy this condition.

Activity in Boolean networks

We study the perturbation to vertex states. We first extended the notion of activity [145] which measures the probability that a perturbation in an initial state produces a different successor state than that of the original unperturbed state. Then, we took into account a collection of actual graph structures and determined the activity for them.

1.5.3 Applications of GENEUS in Different Domains

To illustrate the design concept and usability of GENEUS, we explored different application scenarios and successfully incorporated various simulation models with GENEUS.

Modeling interventions for pandemics

We developed a large experimental design for testing the effect of different intervention strategies. In this study, we incorporated GENEUS with EpiFast [31], which is a stochastic simulation model for disease propagation over large contact networks.

Modeling spread of invasive species

We conducted sensitivity analysis for modeling the commodity flow in the context of invasive species spread in Nepal by using GENEUS. These case studies prove the usage of GENEUS and its application of UQ/SA/DOE in actual network-based simulations.
1.6 Dissertation Organization

The remainder of the dissertation is organized as follows. In Chapter 2, we further articulate some basic concepts and review the existing related research results. In Chapter 3, we present the design and technical details of GENEUS system. In Chapter 4, we present the theoretical results in stability of a collection of graph dynamical systems with respect to various perturbations. In Chapter 5, we show the application case studies by using GENEUS for model validation. Finally, we will conclude the dissertation with discussion and several open questions.
Chapter 2

Literature Review

2.1 Uncertainty Quantification, Sensitivity Analysis, and Experimental Design

Forward uncertainty propagation investigates how uncertain outputs propagate from the variability listed in the sources of input uncertainties. As Roy et al. state in [137], “Uncertainty is classified as either (i) *aleatory* – the inherent variation in a quantity that, given sufficient samples of the stochastic process, can be characterized via a probability density distribution, or (ii) *epistemic* – uncertainty due to lack of knowledge by the modelers, analysts conducting the analysis, or experimentalists involved in validation.” Many tools such as DAKOTA [1] uses probability distribution functions and interval analysis to capture aleatory uncertainties and epistemic uncertainties, respectively. Another widely adopted representation of input uncertainties is spectral methods such as *polynomial chaos expansions* (PCE) [52] which employ multivariate orthogonal polynomials to characterize particular input probability distributions. An important advantage of PCE is that it forms a functional relationship between responses and their uncertain inputs rather than estimating point probabilities. For many other methods of modeling input uncertainties, see [26, 27, 75] and references therein.

In [124], Owhadi et al. propose an *optimal uncertainty quantification* framework. They state, “given a set of assumptions and information about the problem, there exist optimal bounds on uncertainties: these are obtained as values of well-defined optimization problems corresponding to extremizing probabilities of failure, or of deviations, subject to the constraints imposed by the scenarios compatible with the assumptions and information.” Such framework often involves extremely large problem space and propagating the input
uncertainties is a challenge. Uncertainty propagation often involves sampling the input parameter space according to particular probability distributions. Monte Carlo (random) method is straightforward but usually requires a large number of sample points to achieve a desired convergence rate, thus is not always feasible especially when the simulation model is computational demanding. Nowadays, computer experiments often adopt sparse space-filling sampling techniques that seek to make the samples spread uniformly within the parameter space with economic sample size [55]. As an example, Latin Hypercube Sampling (LHS) [112] is a popular method adopted by many experiment practitioners. It works for an arbitrary number of dimensions, where each sample point is the only one in each dimension. However, it is not guaranteed to provide good uniform properties in an $n$-dimensional hypercube, which is its major known drawback. Many variants of LHS can remedy this by adding more restrictions. For instance, orthogonal array based LHS [158] with strength $r$ is able to achieve a uniformity over the $r$-dimensional sub-space. Other criteria-based spacing-filling designs are also developed, see [141] and its references. A more advanced experimental design technique known as the adaptive design [43, 44, 47, 164] (or active learning) uses information from previous experimental data. Adaptive design starts with an initial experimental design (e.g. LHS), then adaptively chooses samples in order to optimize particular criteria, e.g., finding most uncertain region within the parameter space. It usually constructs a statistical surrogate model (meta model) [43, 110] that can be used as a predictor of next sample points of interest. A surrogate model is also widely used as an alternative emulator of an expensive simulation [38, 77].

Sensitivity analysis (SA) measures how uncertainty in the output of a mathematical model or system (numerical or otherwise) can be apportioned to uncertainties in its inputs [74, 84, 97, 140]. SA can be divided into two groups: local sensitivity analysis and global sensitivity analysis. The local SA monitors the changes of the response by varying one parameter at a time while making other parameters constant, thereby it is also referred as one-at-a-time method (OAT/OFAT) [119]. The sensitivity is then measured by partial derivatives of the output $Y$ with respect to the input parameter $X_i : \left| \frac{\partial Y}{\partial X_i} \right|$. On the other hand, the global SA investigates not only the individual parameter effect but also the interactions among them [78, 138, 140, 153]. This kind of sensitivity analysis decomposes the output variance in terms of input parameters and their increasing order of interactions as

$$V(X) = \sum_i V_i(x_i) + \sum_{i<j} V_{i,j}(x_i, x_j) + \cdots + V_{1...s}(x_1, \ldots, x_s).$$

(2.1)

Note that this variance decomposition method can evaluate the influence of individual parameters (first term right-hand side) as well as higher order interacting effects (remaining terms). However, it is worth noting that effects of high order interactions are neglected in many situations since they are either insignificant or computationally expensive to
evaluate.

Given experimental results of simulations, inverse uncertainty quantification estimates the discrepancy between computational models (bias correction) and real systems; it also estimates and reduces parameter uncertainties (parameter calibration) [161]. Generally speaking, this is a harder task than forward uncertainty propagation because it requires ground truth data, which is often limited or unavailable. On the other hand, inverse problems often need an iterative process to update the analysis results according to the new incoming information. In Bayesian calibration [77, 95], uncertainties in input parameters are captured by a “prior” distribution. If priors are updated when physical experiment results or historical ground truth data are available, then one obtains a posterior distribution after the calibration process. The calibrated model is expected to be more credible and accurate.

Uncertainty quantification, sensitivity analysis and design of experiment remain core methodologies in model verification and validation and is a very active research area with many open questions.

### 2.2 Graph Dynamical Systems

Graph dynamic system (GDS) is a finite discrete dynamical system that generalizes the concept of Boolean networks (BN) [92, 135, 147] and cellular automata (CA) [64, 83, 165]. It is designed precisely to capture relationships or interactions (graph edges) between agents (graph vertices) of network-based simulation models and to allow for rigorous formal analysis [117]. Research and applications of graph dynamical systems are often compared with models based on ordinary and partial differential equation (ODE and PDE). ODE- and PDE-based models are ubiquitous in all sciences and their applications. However, with the increase in computational power during the last decades [80, 167], graph dynamical system models have become a very viable alternative. In particular, for large network-based systems, graph dynamical systems represent a natural, and perhaps more suited approach for modeling and analysis.

There is often a split between finite and infinite graph dynamical system. The infinite case is concerned with the systems where the network is infinite, examples include infinite cellular automata [17, 42] and interacting particle systems [104]. For the finite system, a useful way to classify the work is through (i) the update scheme, (ii) the structure of the network, (iii) the vertex state set, and (iv) whether it is deterministic or stochastic. For parallel update, one has generalized cellular automata as defined in the above-mentioned literature. The asynchronous update schemes includes sequential update [22] and more general block sequential update scheme [5, 118]. A second split goes for the structure of the network. A large portion of
theory is concerned with regular lattice. Most works on finite cellular automata fall into this category. The split of vertex state set is generally Boolean and non-Boolean systems with the Boolean systems being those for which the state set is \{0, 1\}. Stochastic systems are those which include one or more stochastic aspect (e.g., functions, network structure, update mechanism). For example, *Probabilistic Boolean networks* are constructed as for Boolean networks, but the vertex functions are chosen in a stochastic manner [147–149].

A concern that is often raised regarding the analysis of finite dynamical system models is that of *computational tractability* [23, 25, 90, 156]. As a simple example, consider the question of determining if a Boolean network has a fixed point. This is equivalent to an SAT-type problem and, in its general form, is computationally hard. There are libraries such as NetworkX [120] and GaLib [59] exposing a collection of graphs and computational algorithms that allow for conducting computational experiments.

As a formal representation of network-based simulation models, validation and stability of graph dynamical system remains a fundamental question and has drawn extensive attentions [9, 17, 58, 108, 148]. In [148], Shmulevich and Kauffman define the notion of *activity* and *sensitivity* with respect to the perturbation of a vertex state, which essentially measures the short-term stability of the system. Other works [98, 100] consider the long-term stability properties such as stability of attractors and stability with respect to the domain of attraction. Generally, these stability studies concentrate on perturbations to all aspects of the system components: network structure vertex state, vertex function, and update scheme. Much of our work will also address the question that how various sources of perturbations impact the system dynamics.

### 2.3 Related Existing Frameworks

To the best of our knowledge, there exist systems that cover subsets of features of our proposed framework, but they lack the design needed for integrating all parts. Examples of subsets include *(i)* methods for model validation, uncertainty quantification, sensitivity analysis and experimental design of computer simulation models *(ii)* standardized simulation initialization and management, and *(iii)* scientific data registry system. In the following, we review central tools and methods from each of these categories.

DAKOTA (Design Analysis Kit for Optimization and Terascale Application) [1] developed by Sandia National Laboratories, provides comprehensive parameter studies, uncertainty quantification, and optimization algorithms running on supercomputer platforms. PSUADE (Problem Solving Environment for Uncertainty Analysis and Design Exploring) [160] is a C++ based open-source software package. It runs on Linux-like systems.
only through command line interfaces. UQ-PyL (Uncertainty Quantification Python Laboratory) [163] is a Python UQ tool-kit with a graphical user interface that allows more friendly user experience. UQLab (Uncertainty Quantification in MATLAB) [111] is an MATLAB-based software for uncertainty quantification. MUQ [127] is a collection of tools for constructing models and a collection of UQ-focused algorithms for working on those models. This toolkit is developed by uncertainty quantification group at MIT. It has multiple UQ algorithms implemented, but has limitations in applications for external simulation models. We believe each individual software or a combination of them can facilitate the model validation life cycle. Unfortunately, most of them lack a standardized model invocation mechanism, a data management scheme for handing large amount datasets in diverse formats, and support for repeatable experiments.

As indicated in [68], scientific data and workflow management is a major challenge in simulation science, especially for those using network-based models with complex structures and vast data throughput. Systems like Kepler [13] provide comprehensive solutions for scientific workflow and data management. Other systems including SAFE [131] and JAMES II [54] focus on simulation experiment automation. However, they are either domain-specific or not related to model validation.

Various related statistical design libraries are also available, many of which are written in Python or R, such as pyDOE [133] and AlgDesign [10]. Other options include commercial software, for example, SPSS and JMP. Frameworks like DAKOTA have internal algorithm library and can be used externally through the interface they provide. Scikit-learn [130] is a comprehensive machine learning package in Python, which incorporates various statistical surrogate model implementations that can be used as models of the model in adaptive sampling and Bayesian calibration problems.

Finally, There are standalone data registry systems [61], but again, they do not directly support UQ/Sa/DOE for network-based simulations.

To the best of our knowledge, many existing tools are aimed at simulation models based on differential equations or some other algebraic forms [1, 160, 163], while network-based simulation models have a fundamental difference in the sense that they always behave like a “black box” such that their underlying dynamics are difficult to describe directly, i.e. the function $f$ in Equation 1.1 does not have an explicit form, thereby the model validation process is not exactly the same with numerical models. In addition, many tools focus on the specific application domain, such as biology [54] and computational fluid dynamics, instead, we do not presume any application area. Finally, few system has a complete mechanism to record the experiment workflow and data flow as we do, as a result, it is hard to archive the experiment results or repeat a completed experiment. We remark
our system is domain-independent and mainly concentrates on network-based models. Moreover, the entire experiment procedures are stored in a registry system such that they can be recovered in an easy way.
Chapter 3

GENEUS: a General Framework for Experimental Design, Uncertainty Quantification, and Sensitivity Analysis

3.1 Introduction

Many existing frameworks for uncertainty quantification (UQ), sensitivity analysis (SA) and design of experiment (DOE) are designed for traditional equation-based simulation models with compact model descriptions, which generally involve less data throughput. On the contrary, the inherent data and computationally intensive nature of network-based computer simulation models gives rise to fundamental challenges when it comes to executing typical experimental designs. In particular, this applies to model validation. Manual management of the complex simulation workflows along with the associated data will often require a broad combination of skills and expertise. Examples of skills include domain expertise, mathematical modeling, programming, high-performance computing, statistical designs, data management as well as the tracking all assets and instances involved. This is a complex and error-prone process for the best of practices, and even small slips may compromise model validation and reduce the human productivity in significant ways.

In this chapter, we present a framework called GENEUS that addresses the challenges of model validation just mentioned. The components of our framework form an ecosystem consisting of (i) model unification through a standardized model configuration format, (ii) simulation data management, (iii) support for experimental designs, and (iv) methods for uncertainty quantification, and sensitivity analysis, all ultimately supporting the process of model validation. It is an extensible design where domain experts from e.g. experimental
design can contribute to the collection of available algorithms and methods. Additionally, our solution directly supports reproducible computational experiments and analysis, which in turn facilitates independent model verification and validation.

In this section, we discuss challenges for designing such a system, motivations that guide the design, and our major contributions. In Section 3.2, we present the overall system architecture, and the detailed system implementation will be elaborated in the following sections.

3.1.1 Challenges and Motivations

Computational challenges for network-based simulation models

Network-based simulation models (also known as agent-based simulation models) typically represent the interactions of the modeled systems using a graph where nodes denote agents and edges encode actions among them. In this way, they can provide understanding into both local interactive behaviors and global system dynamics. Although they give a more direct representation of modeled systems, network-based simulation models did not become widespread until modern high-performance computing (HPC) techniques emerged because such type of models often involves large data sets and require intensive computational resources. Even with contemporary HPC equipment, experiments with network-based models can cost a lot of time and resources. For instance, an epidemic propagation experiment performed on Chicago synthetic population network, which contains 9.04 million nodes, will produce 954 GB data. The execution of this experiment will take more than 10 hours by using 48 cores of a high-performance computing cluster. The problem scale will continually expand if larger scenarios such as global pandemic simulation are considered. As a matter of fact, how to efficiently manipulate the large data set associated with the network-based model and improve the computational efficiency remains major challenges in this area.

When performing uncertainty quantification and sensitivity analysis, this challenge will become severer for the reason that UQ/SA is usually accompanied with the experimental design which will create multiple simulation runs and replications. Computational demand will accordingly increase with expanding experiment runs and replications, which will give rise to fundamental computational challenges.
Big data challenges for uncertainty quantification.

Quantifying uncertainty requires a large number of model evaluations, except for the tremendous resulted computational overheads mentioned earlier, this will bring great challenges in big data management. Many existing frameworks provide sophisticated solutions and algorithms such as sampling methods, surrogate modeling, adaptive experimental design, inverse model calibration and so on. Examples include DAKOTA, PSUADE, UQ-PyL, etc., see Chapter 2. Unfortunately, many of these existing tools tend to overlook the big-data management challenges, therefore, are not suitable for supporting UQ/SA in network-based simulation models with large data sets.

Motivated by this, we designed our framework such that it can handle UQ/SA problems as well as data management issues. This will alleviate the technical difficulties from the user’s side such that they are able to concentrate on the UQ/SA analysis.

Configuration standardization challenges for simulation models.

A simulation workflow is a collection of methods (programs, scripts) with matching invocation configurations applied to existing data sets (input). It will, in turn, gives rise to new data sets which are the simulation outcomes. A major obstacle one comes across is dealing with complex model configurations. A simulation model may have one or more configuration files in heterogeneous formats. For example, EpiFast [31] has one main configuration file and several sub-configuration files in different formats and structures. It is generally hard to manipulate the unstructured model configurations without a standard. Operations such as locating the statistical factors, varying a group of parameters, maintain and reuse existing configuration elements and so on are done manually are easy to result in errors. In addition, to enable general experimental design for a diversity of simulation models, it is essential to design a standardized configuration format for uniform model invocation.

Moreover, in simulation science, it may be easy to write a model configuration for a particular simulation model. However, repeated model configuring is tedious, easily error-prone and likely to have limited choices in experimental design methods. A standardized configuration format not only prevents such human-initiated errors but also provides a possibility for allowing general experimental design method.
Compatibility challenges for general UQ/SA environments

A general environment is supposed to be compatible, extensible and easy to integrate. The standardized model configuration format allows a uniform model invocation, however, the actual execution of the simulation model requires a translation from the standardized configuration format into the model-native format. In addition, UQ/SA problems are often very domain/application-specific. How to handle the diverse model and analytical requirements is still challenging.

3.1.2 Contribution

Motivated by above mentions points, we have developed GENEUS - a general computational environment for supporting uncertainty quantification, sensitivity analysis, and experimental design of network-based simulation models. We summarize the key features of GENEUS as follows:

GENEUS introduces a standardized model configuration format

We have designed a standardized XML-based configuration specification that fuses heterogeneous configurations into an integral hierarchical-structured format. It incorporates a tree architecture, where a leaf node denotes an atomic configuration parameter specified by a key-value pair and an inner node represents a group of parameters with all its descendants belongs to the same group. The value of an inner node will be a registry ID that refers to a data object. With this hierarchical design, it is possible to vary both a single configuration parameter and a group of parameters at the same time. This design enables assembling arbitrary parameters into a complex parameter which will be recorded in a central registry system. Any individual parameter or group of parameters can be easily accessed and reused if future experiment requires. We also provide APIs for parameter navigation within the standardized configuration file such that one can get access to any parameter regardless of its actual location. There will be a model wrapper code that converts between the standardized format and the model-native format, all in a transparent and automatic manner.

GENEUS addresses data management challenges for UQ/SA

Conducting UQ/SA study often needs to iterate through the experiment cells and perform analysis over the map from the model input to the simulation outcome. For network-
based simulation models, the input/output can be simple scalar values or arbitrary complex objects. To manage the experiment cells and their associated data sets, GENEUS incorporates an internal registry system to record the simulation workflow and the data dependencies. This central registry system is built upon a relational database which allows queries of experimental data set such that fast analysis is accelerated for UQ/SA studies.

Another important purpose of such central registry system is for supporting repeatable experimental design. Since detailed simulation procedures are recorded in a database, one can easily extract the required information for repeating the experiments without having to reprogram or reconfigure the model. This feature also allows for independent model verification and validation that is usually for satisfying the third-party’s requirement.

**GENEUS streamlines uncertainty quantification workflow.**

Many existing UQ/SA frameworks put emphasis on uncertainty quantification algorithm implementation and tend to overlook the model execution and data management issues. This is resulted from the fact that many equation-based simulation models are easy to configure and of small scale in terms of data volume. They often separate the analysis and the model execution and focus on the former. However, in our opinion, analysis and model execution are inseparable especially for large-scale network-based simulation models because in many cases an analytic strategy is restricted by the limited computational resources and thus cannot be performed without a sophisticated execution budget plan.

GENEUS is a framework that takes into account the model execution and data management challenges. It exposes possible UQ/SA solutions to domain experts and let them focus on the analysis and experimental design problems instead of the intimidating big-data issues.

**GENEUS is a general and extensible framework.**

GENEUS incorporates a *model wrapper*, which is a program dealing with model level requirements, such as configuration file translation, execution environment setup, data preprocessing and so on. The model wrapper serves as an adapter between GENEUS and simulation models. Construction of a model wrapper needs programming effort from the user’s side, however, this is a one-time effort. We provide a developer’s manual that can help the users create customized model wrapper code.

GENEUS has a UQ/SA/DOE algorithmic library which contains a list of common analytic methods. However, a general framework is supposed to be extensible and compatible with customized methods. Considering this, we implemented these methods as plug-ins and
GENEUS supports the fast addition of new algorithms.

Last but not least, GENEUS is a general environment in the sense that it can be easily integrated with other systems including simulation models, similar UQ/SA frameworks, or other tools that only needs partial functions of GENEUS. GENEUS has a loosely-coupled design: each component is unaware of other units and can function independently. This design allows GENEUS to work as a driving engine for streamlining UQ/SA/ED workflow, also, to work as an embedded tool for external systems.

3.2 System Overview

Figure 3.1 illustrates the overall architecture design of GENEUS system. It has a loosely coupled design with several major components. First, a model configuration module generalizes configuration format for a variety of simulation models. It allows uniform model invocation and supports for general experimental design. This module consists of a suite of XML/XSD grammar with associated supporting code. With the standardized simulation model configuration format, it is possible to conduct experimental design in a uniform manner because model-specific constraints are handled transparently by a model wrapper code, which is the second important component. Model wrapper processes model-native requirements, in particular, it translates the standardized configuration file into the model-compatible format and handles model execution requests. Third, GENEUS has an internal experiment management system. The key of the experiment management system is a central registry built upon a relational database, in which study and experiment instances, associated configurations and data sets are indexed. Operations related to simulation data management are done through a collection of registry APIs. Finally, GENEUS has an algorithm library that contains many uncertainty quantification, sensitivity analysis, and experimental design methods. Each method is implemented as a plug-in such that adding and updating method can be easily managed. It is worth noting that all of the core components are standalone, and are not aware of other components. In this way, each single component can provide services for external applications, GENEUS can also function as a self-contained software package for any individual researcher or research group conducting UQ/SA/DOE studies.

In addition to the core components, we assume several supporting infrastructures. First, a physical data storage portion will handle the actual data. It will deal with arbitrary combinations of the hardware and the storage methods (flat files, DBMS, RDF, etc.) and will interact with the resource management module via generic APIs. Second, platforms such as Sim infrastructure [33] support a general environment for high-performance computing
Figure 3.1: An overall system architecture.

(HPC). It is worth noting that although the supporting infrastructures are necessary, we do not assume any particular form of them such that this framework remains independent from the platform.

The design concepts and implementation details will be elaborated in the following sections.

3.3 Standardized Model Configuration

3.3.1 Background and Motivation.

Designing a standardized configuration specification is challenging.

Felfernig states in [56]: “Informally, configuration can be seen as a special case of design activity, where the artifact being configured is assembled from instances of a fixed set of well-defined component types which can be composed conforming to a set of constraints.”

This definition is informal but clearly points out that software configuration consists of two major elements: (composed) configuration components and a set of constraints. For functionality, the configuration provides approaches to initialize the program, to control of the program behavior and to expose the program execution details. In the context of computer simulation, configurations can be simulation model parameter settings or
program runtime configurations. In this dissertation, configuration refers to the former if not explicitly indicated and the program/software usually refers to the simulation model. Nevertheless, designing model configurations is a non-trivial task. First of all, Model configurations can be as simple as a single command line argument, they can also have very complex structures with intricate dependencies among the configuration entries. A simple format with key-value pairs as configuration entries is easy to develop, however, many requirements such as varying a group of parameters simultaneously is difficult to fulfill because of the inherent design limitation. Configurations with complex structures, on the other hand, are challenging for the domain expert to properly work with, therefore make the model hard to behave in a preconceived manner. Secondly, a standardized model configuration is not only essential for uniform model invocation mechanism, but also a requirement of the general experimental design. Experimental design involves frequently inspecting model parameters and setting up their values. Navigation through an unstructured file(s) is nettlesome and error-prone, thereby hamper appropriate experimental design practices. As a result, standardization of model configuration is an essence for a general environment like GENEUS. However, different simulation models have tremendous diversity in configuration format, it is non-trivial to design a standardized, customizable, experimental design-oriented configuration format.

**Features that are essential to a comprehensive standardized model configuration**

A standardized model configuration is supposed to support highly variant models and allows for the design of customized functions, but still, has a uniform structure from the view of high-level callers or users. It would benefit from having following features:

(i) **Standardized structure representation**: a standardized configuration structure is not only easy to maintain from the system administrator’s side but also easy to learn and work with for users. There are many possible choices of configuration architectures such as main/sub-configuration structure, function-oriented configuration, hierarchical configuration format and so on. Regardless of the design pattern, a standardized configuration format is supposed to capture both simple and complex configuration instances. In a nutshell, The standardized structure represents the common knowledge base for various simulation models.

(ii) **Customizable components**: to incorporate with different simulation models, the standardized configuration format is supposed to capture model-specific requirement such as particular constraints on configuration entries. This represents the domain-specific knowledge of simulation models.
(iii) **Standardized interfaces:** each model-specific configuration format has its own proprietary characters. This makes the integration of such configuration formats tricky for higher-level applications such as experimental design module. Standardized configuration interfaces provide services including creating the configuration, adding/deleting configuration entries, locating experiment parameter, setting parameter value, grouping entries, registering configuration entries and so on. The standardized interfaces will encapsulate the low-level operations as services such that the efforts of development and maintenance are reduced. In addition, they also provide a generic approach for developing a user’s interface.

(iv) **Reduced development and maintenance efforts:** the development of configuration specification is conducted in cooperation between technical experts and domain experts. The development procedure can be very challenging and expensive, as a result, the effort for constructing/modifying such standardized configuration specification is an important evaluation metric of system usability.

(v) **Reusable configuration entries:** As stated in (iv), resources required to develop and maintain configuration specifications are substantial. In many cases, an experiment instance changes a small part of the model configuration and most remaining configuration components are unchanged. Modern model development and experiment setting are quite modular, so as configuration specifications should be. This gives rise to the reusability consideration of model configurations. A reusable configuration format is supposed to have a fairly modular design and support for convenient configuration component registration and retrieval.

### 3.3.2 Design Concept

Model-driven architecture (MDA) is a software design pattern launched by the Object Management Group (OMG) in 2001 [154]. One of the main aims of MDA is to separate the platform-independent model (PIM) and the platform-specific model (PSM). In the context of simulation model configuration, this essentially means a separation of common configuration knowledge and model/domain specific knowledge. We adopt the MDA design philosophy: GENEUS incorporates a formal simulation model configuration grammar defining the common configuration architecture. Each simulation model has its own configuration specification complying to the grammar that represents the model-native constraints.

In our design, we generalize the structure of configuration specification as a tree architecture. Basically, there are two types of configuration elements: simply elements and complex elements. A simple element is an atomic configuration entry represented by a leaf node,
and a complex element captured by a tree branch is composed of a collection of elements (simple/complex) underneath the branch. This is a fairly modular design such that one can assemble arbitrary complex configuration elements as needed. Each complex configuration element is registered in a central registry system (see Section 3.4.2), in this way, it can be easily accessed and reused by other applications. For each simulation model, there will be a base configuration file complying to this standardized structure and account for model-specific requirements or constraints. This base configuration file serves as a template representing the model/domain-specific knowledge.

In addition, the design of composed configuration elements allows for varying a group of parameters simultaneously. This has a lot of practical applications. For example, in [159], the researchers seek to determine if the same influenza vaccination strategies would have the same level of effectiveness when applied to two different US metropolitan areas, Miami and Seattle, which have very distinct demographic properties. In this experiment, vaccination intervention is applied to the population with particular demographic properties such as age-group, occupation etc. This involves grouping demographic features and applying different intervention strategies to different demographic groups. By using our standardized configuration format, each demographic group can form a complex configuration object which is registered with a unique ID. As a result, the creation of a demographic group is a one-time effort. For studies like [159], human productivity can be significantly improved because the model configuration is managed in a reusable manner and the chance of errors is reduced.

The standardized configuration format is implemented in extensible markable language (XML), this will be elaborated in the next section. The model-specific constraints are captured by XML Schema Definition (XSD) and Schematron which is a rule-based validation language for making assertions about the presence or absence of patterns in XML. We also provide APIs for many operations such as creating configuration specification, edit configuration file, parameter navigation, parameter setup, export individual simple/composed parameter object, import parameter object from existing file, etc. In this way, users will not see the XML files directly, but use the interfaces we provide.

Finally, this architecture is able to capture many complex configuration structures. As mentioned earlier, the model configuration can be significantly diversified, both in format and in structure. Common configuration format/language includes XML, JSON, INI, YAML, plain text and so on. Translation of GENEUS standardized configuration format is model-specific and will be handled by the model wrapper. Our design is aimed to capture many diverse configuration structures. The simple element in the standardized configuration specification captures key-value pairs in a straightforward way. For many other complex types such as section element in JSON and INI, list elements in YAML are
treated as complex elements and represented by tree branches. As a concrete example, Figure 3.2 gives a typical EpiFast configuration file. EpiFast configuration consists of one main configuration file and multiple sub-configuration files which are referenced in the main configuration file, see entries marked by the red boxes in Figure 3.2. Typically, experiment parameters can lie in any configuration file and it is difficult to locate them for experimental design or setting up parameter values. In the standardized configuration format, these sub-configuration files are treated as tree branches. With the parameter navigation API we provide, fast parameter locating is possible. As a matter of fact, this tree structure and simple/composed elements provide an approach to constructing many complex configuration specifications.

```
ConfigVersion = 2009
ContactGraphFileFormat = EFIG6Bb
ContactGraphFile = LBR_430-socnet.efi
Transmissibility = 3.07537688442e-05
InfectiousPeriodFormat = DISTRIBUTION
InfectiousPeriodFile = Infectious.Period.Distribution
IncubationPeriodFormat = DISTRIBUTION
IncubationPeriodFile = Incubation.Period.Distribution
EpidemicSeedType = RANDOM_SEEDS_FIRST_DAY
EpidemicSeedNumber = 5
EpidemicSeedFile = subpop_all.txt
SimulationRandomSeed = 7654321
InterventionFile = Intervention
IterationNumber = 10
LogFile = log/EFL
OutputFile = out/EFO
OutputLevel = 2010
SimulationDuration = 200
```

Figure 3.2: An example EpiFast main configuration file. Entries marked by red boxes denote references to sub-configuration files.

3.3.3 XML/XSD-based Configuration Specification Grammar

The standardized configuration format is implemented in extensible markable language (XML). XML has many known advantage as a configuration language such as its good
cross-platform capability, human- and machine-readable features. However, comparison of configuration languages and other domain-specific languages is out of the scope of this thesis. The basic unit of the XML configuration specification is the parameter element, which is defined by a complex XSD element type shown in Figure 3.3. One can observe that the parameter element has a recursive definition, which means one parameter element can have one or multiple other parameter elements as its sub-elements. This essentially defines the composed/complex configuration element. We assign several attributes to the parameter element including parameter key, data type, exposed flag for marking experiment factor, optional flag, and default value. The complete XSD grammar is given in Appendix A.

```xml
<xsd:complexType name="parameterType">
  <xsd:sequence>
    <xsd:element name="value" type="xsd:string"/>
    <xsd:element name="parameter" type="parameterType"
      minOccurs="0" maxOccurs="unbounded"/>
  </xsd:sequence>
  <xsd:attribute name="key" type="xsd:string" use="required"/>
  <xsd:attribute name="type" type="xsd:string" use="required"/>
  <xsd:attribute name="exposed" type="xsd:boolean" use="required"/>
  <xsd:attribute name="optional" type="xsd:boolean" use="required"/>
  <xsd:attribute name="default" type="xsd:string" use="optional"/>
</xsd:complexType>
```

*Figure 3.3: Formal XSD definition of parameter type.*

Figure 3.4 gives an exemplary XML configuration file that corresponds to the EpiFast configuration shown in Figure 3.2. Here “InterventionFile” is a sub-configuration file that is represented by a tree branch of the main configuration root, and “school_closure_compliance” is an exposed statistical factor located in the intervention file; it is a leaf node in the standardized format.

Manipulation of such standardized XML configuration is handled through XPath operations wrapped by a Python code.

It is worth noting that this standardized configuration format is designed for a variety of simulation models instead of any particular one. There will be a model wrapper code that converts to and from the model-native format, all in a transparent and automatic manner. Figure 3.5 shows how to use the standardized configuration format to initialize
<parameters>
    <parameter key='ConfigureVersion' type='int'
                exposed='false' optional='false'>
        <value>2009</value>
    </parameter>
    <parameter key='ContactGraphFormat' type='string'
                exposed='false' optional='false'>
        <value>Infectious.Period.Distribution</value>
    </parameter>
    ...
    <parameter key='InfectiousPeridFile' type='string'
                exposed='false' optional='false'>
        <value>EFIG6Bb</value>
        <ID>dataset_112</ID>
    </parameter>
    ...
    <parameter key='InterventionFile' type='string'
                exposed='false' optional='false'>
        <value>Intervention</value>
        <ID>dataset_114</ID>
    </parameter>
    <parameter key='InterventionFile/school_closure_compliance'
                type='float' exposed='true' optional='false'>
        <value>0.5</value>
    </parameter>
    ...
</parameters>

**Figure 3.4:** Corresponding XML standardized configuration file for EpiFast shown in Figure 3.2. Some configuration entries are omitted.
experiments. The user will select factors, levels, experimental design type though the user interfaces at a standardized level.

![Diagram](image.png)

Figure 3.5: Using standardized configuration format to initialize experiments.

### 3.4 Central Registry System

#### 3.4.1 Motivation

The lack of experiment management scheme reduces human productivity.

A computer simulation experiment is a workflow consists of following steps: (i) select experiment parameters and simulation responses; (ii) design experiment; (iii) execute simulation model with specific parameter configuration; (iv) collect experiment results and perform the analysis.

In many situations, this pipeline is handled independently by different people and on different platforms. For example, selection of model parameter and responses needs inputs from domain experts; model configuration and execution are usually done by computer scientists; and data analysis is accomplished by data scientists and statisticians. On the other hand, model configuration, model execution, and data analysis do not necessarily happen on the same machine. As a result, computer simulation experiments often involves collaboration among people with various background and distributed computing resources. If big data sets are involved, data manipulation including data preprocessing, data transportation, data access, etc. will intensify the challenge.

In [28], Bengtsson et al state, “Our industrial partner often experiences disturbances in
production and material handling processes where parts are missing or lost. This problem causes delays in the manufacturing processes and gets even more complicated by the global supply chain. To minimize the disturbances, the industrial partner is investigating potential investments in new tracking technology.” Indeed, in practical simulation engineering, many efforts are spent on preparing input data from different sources, configuring the simulation model, setting up the experiment, collecting and processing simulation outcomes and tracking the simulation workflow. Usually, they are done manually, errors are easy to happen and the lack of efficient management of computer simulation experiments becomes a major reason for low human productivity.

**Systematical experiment management supports for repeatable simulation experiments.**

Sargent writes [142]“Independent verification and validation (IV&V), uses a third (independent) party to decide whether the simulation model is valid. The third party is independent of both the simulation development team(s) and the model sponsor/user(s). The IV&V approach should be used when developing large-scale simulation models, whose developments usually involve several teams. This approach is also used to help in model credibility, especially when the problem the simulation model is associated with has a high cost. ” As a result, a credible simulation experiment is expected to be repeatable. Due to the complexity of large-scale simulation models and third party personals’ limited knowledge about the model, the cost of model validation is usually quite significant, especially when extremely high model confidence is required.

As a matter of fact, repeatability becomes a basic requirement in experimental science [14]. IV&V researchers need documentation to understand experimental results. To support easily repeatable experiments, a management system is essential to index and record distributed data sources, model configurations, simulation outcomes and so on.

### 3.4.2 Registry Design

Our solution for experiment management is to integrate a central registry system in GENEUS. The registry is a central place to record any digital objects including data classes, datasets, configuration files, simulation model specification, etc. Data type, data class, and data set are fundamental concepts for data management. On a specification level, using the notion of data types, one can specify templates or definition for data sets. These definitions are called data classes. Generally, with this data architecture, arbitrary complex data object such as synthetic contact networks, input/output data sets, model configuration files, simulation workflow specifications, experiment instance can be regarded as data sets with
respect to specific data classes definition. They will be managed systematically through the registry system.

The actual registry system is built upon a relational database management system. It records simulation model, individual UQ/SA/DOE study instance, each experiment run and its associated configuration file, input data sets, model parameter values, and simulation outcomes. Note that study instances are the basic units in GENEUS, and they are very problem-specific. For example, an Ebola disease parameter sensitivity analysis study uses EpiFast as the underlying simulation model; it has a collection of experiment runs that are resulted from particular experimental design method; each experiment run has multiple replications. The registry system records all the intricate relations among studies, experiment runs, replications, along with their associated configuration specifications, dependent data sets, execution environment and so on. This will allow systematical book-keeping and easy recovery of any completed experiments. Table 3.1 gives detailed database schema design.

On top of the relational database, we provide high-level services such as register, delete, update, retrieval of any recorded digital object. The benefits of this design have two folds: first, for those who need to repeat a completed study, she/he can obtain all necessary information such as simulation model specification, study location and working directory, experimental design information, input/output data sets, and a map from model parameter values to response values. This information can help the researcher to easily repeat the experiment without many efforts. Second, the high-level services allow fast data access which is very useful for particular analyses like the adaptive experimental design (or adaptive design for short). Adaptive design often involves frequent data inspection of the previous experiment runs, with registry services like retrieval and summarize, this adaptive procedure can be automated.

3.5 UQ/SA/DOE Capabilities

Quantifying uncertainties is problem-specific: it can be as simple as drawing scatter plots that display response values against input parameters; it can also mean in-depth analysis with intensive function evaluations. In GENEUS, we provide a multitude of methods for uncertainty quantification, sensitivity analysis as well as the design of experiment. They are summarized in the following sections.
<table>
<thead>
<tr>
<th>Table name</th>
<th>Description</th>
<th>Role</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>model</td>
<td>Simulation model information.</td>
<td>Primary key</td>
<td>model_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attribute</td>
<td>model_name</td>
</tr>
<tr>
<td>study</td>
<td>Study instances. A study instance consists of a collection of experiment instances.</td>
<td>Primary key</td>
<td>study_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Foreign key</td>
<td>model_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attribute</td>
<td>study_name, time, system, working_directory, description</td>
</tr>
<tr>
<td>experiment</td>
<td>Experiment instances.</td>
<td>Primary key</td>
<td>experiment_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Foreign key</td>
<td>experiment_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attribute</td>
<td>experiment_name, time, system, cell_directory, description</td>
</tr>
<tr>
<td>base_configuration</td>
<td>Standardized configuration template. Each study has one base configuration file.</td>
<td>Primary key</td>
<td>base_config_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Foreign key</td>
<td>study_id, model_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attribute</td>
<td>base_config_name, system, location, description</td>
</tr>
<tr>
<td>configuration</td>
<td>Configuration file for each experiment instance.</td>
<td>Primary key</td>
<td>config_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Foreign key</td>
<td>experiment_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attribute</td>
<td>config_name, system, location, description</td>
</tr>
<tr>
<td>data_class</td>
<td>Data class definition.</td>
<td>Primary key</td>
<td>data_class_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attribute</td>
<td>data_class_name, format, description</td>
</tr>
<tr>
<td>data_set</td>
<td>Physical datasets. Each dataset belongs to a specific data class.</td>
<td>Primary key</td>
<td>data_set_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Foreign key</td>
<td>data_class_id</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attribute</td>
<td>data_set_name, format, system, location, description</td>
</tr>
</tbody>
</table>

*Table 3.1: Detailed database schema (core tables) for central registry system.*
3.5.1 Design of Experiment Methods

As mentioned earlier, computationally expensive computer simulations usually prevent exploring the parameter space exhaustively. The efficient design of experiment is essential for performing UQ/SA studies. Traditional DOE methods such as factorial design consider a small number of factors and levels, which is not applicable for modern computer experiments. Space-filling design techniques such as Latin hypercube sampling, and orthogonal array etc. are developed and become more and more popular in the past decades because one of their important features is that they are able to cover as much as the experimental space with a small number of sample points. They can thereby save considerable computational time and resource comparing with random Monte Carlo method and traditional experimental designs.

In GENEUS, we integrate both classical and space-filling design methods such that one can choose the design type flexibly according to the actual study, see Table 3.2 for a list of implemented DOE methods. Many design algorithms are derived from pyDOE [133], which is an open source python DOE package.

3.5.2 Parameter Study and Sensitivity Analysis

Researchers often want to test individual parameter effect as well as joint effects of two or more parameters (interactions) with or without uncertainties’ present. The uncertainty of the output can be characterized by using a few basic statistical quantities including

<table>
<thead>
<tr>
<th>Design type</th>
<th>Design Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional designs</td>
<td>Full-factorial design [115]</td>
</tr>
<tr>
<td></td>
<td>Fractional-factorial design [115]</td>
</tr>
<tr>
<td></td>
<td>Plackett-Bruman design [132]</td>
</tr>
<tr>
<td></td>
<td>Box-Behnken design [36]</td>
</tr>
<tr>
<td></td>
<td>Central-Composite design [115]</td>
</tr>
<tr>
<td>Space-filling designs</td>
<td>Monte-Carlo design [141]</td>
</tr>
<tr>
<td></td>
<td>Latin Hypercube sampling (LHS) [112]</td>
</tr>
<tr>
<td></td>
<td>Orthogonal array design (OA) [73]</td>
</tr>
<tr>
<td></td>
<td>OA-based Latin hypercube design [158]</td>
</tr>
</tbody>
</table>

*Table 3.2: Integrated experimental design methods.*
moments and confidence levels, which uniquely determine the probability distribution. In GENEUS, these statistical quantities can be automatically calculated and they can be delivered as a collection of diagrams.

We will integrate both local and global sensitivity analysis methods, specifically, the Morris One-at-A-Time (MOAT) for studying individual parameter and variance-based methods including ANOVA, Sobol sensitivity and Fourier Amplitude Sensitivity Test (FAST). Many sensitivity analysis methods require tens of thousands of model runs to achieve an accurate approximation of the variance, which is very difficult when considering the overhead. Therefore, we developed metamodels as surrogates of the actual simulation models for sensitivity study, this will be elaborated in the next section.

3.5.3 Surrogate Models and Adaptive Experimental Design

Surrogate models are regarded as “models of models”. They are widely used in regression, machine learning to interpret existing data and identify the underlying functional relations. In our context, they can be used as an alternative to the real simulation models. For example, a UQ study may require 1000 model runs to obtain the desired accuracy, however, the computational budget can only afford 500 runs. Then, one can consider to fitting a surrogate model by using the data from the initial 500 runs and evaluate the surrogate model instead. Another important use of the surrogate model is to guide the experimental design, specifically, help to predict next potential sample point to experiment. This means selecting samples adaptively based on information from previous design in a sequential manner. The example purposes of adaptive design include locating the most uncertain area of the parameter space or achieve a particular optimization goal such as maximizing the minimal distance between the sample points.

The simplest surrogate model is the linear model which assumes a linear relationship between the input and output. If the data present an observable nonlinear pattern, one can choose higher order polynomials as underlying model, however, there is a risk of over-fitting. As a matter of fact, there are a lot of studies on model selection and finding a trade-off between the interpretation power and the over-fitting problem (Occam’s razor principle) [57]. It is worth noting that among the many choices of surrogate models, Gaussian process (GP) [134] is very popular within the UQ society. GP assumes every finite collection of random variables follow a multivariate normal distribution. It can be uniquely determined by a mean function and a variance function. In the Gaussian process model, the correlation of data points is stronger if they are closer to each other, which makes sense in many application scenarios. Other surrogate models include support vector machine (SVM), regression trees, nearest neighbors and so on.
<table>
<thead>
<tr>
<th>Category</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity analysis</td>
<td>Fourier Amplitude Sensitivity Test (FAST) [139]</td>
</tr>
<tr>
<td></td>
<td>Morris one at a time (MOAT) [116]</td>
</tr>
<tr>
<td></td>
<td>Sobol Sensitivity Analysis [152]</td>
</tr>
<tr>
<td></td>
<td>Surrogate model-based sensitivity analysis [123]</td>
</tr>
<tr>
<td></td>
<td>Analysis of variance (ANOVA) [115]</td>
</tr>
<tr>
<td>Surrogate modeling</td>
<td>Gaussian process [134]</td>
</tr>
<tr>
<td></td>
<td>Generalized linear model [141]</td>
</tr>
<tr>
<td></td>
<td>Random forest [37]</td>
</tr>
<tr>
<td></td>
<td>Support vector machine (SVM) [151]</td>
</tr>
<tr>
<td>Calibration &amp; parameter</td>
<td>Bayesian method [77]</td>
</tr>
<tr>
<td>optimization</td>
<td>Genetic algorithm [113]</td>
</tr>
<tr>
<td></td>
<td>Simulated annealing [82]</td>
</tr>
<tr>
<td></td>
<td>Surrogate model-based optimization [77]</td>
</tr>
</tbody>
</table>

*Table 3.3: UQ/SA-related algorithms.*

In GENEUS, we incorporate a collection of surrogate models, see Table 3.3. They can be used for different purposes such as supporting model calibration and adaptive experimental design.

### 3.5.4 Model Calibration

As stated earlier, the inverse problem is an important category of UQ studies. Given physical experiment data and computer simulation results, this type of UQ method assesses the discrepancy between reality and simulation models (bias correction) and estimates the values of unknown parameters (parameter calibration).

In our work, we adopt the Bayes’ view, i.e. regard probability as the confidence level of an event. The model calibration process then relies on the Bayesian framework. We assign initial probability distributions to unknown parameters based on the estimation of the experts or pioneer studies and then update the parameters against available data, after each iteration, we obtain a posterior of the model parameters. Usually, this process also
employs a surrogate model for the iterative function evaluations. In GENEUS we provide a pipeline for supporting a broad range of model calibration workflows.

### 3.6 GENEUS Workflow

Previous Sections (3.3, 3.4 and 3.5) present the detailed design and implementation of major components. In this section, we will introduce the typical GENEUS workflows as an illustration of usability of the software package, see Figure 3.7. It is worth mentioning that GENEUS documentation and complete API description is distributed with the software.

**Experimentation workflow**

Experimentation workflow is the major process running in GENEUS whenever a simulation model execution is required. As is shown the pipeline marked by blue arrows in Figure 3.7, one can first define the model parameters through the parameter specification section in GENEUS configuration file, which is also in XML format, see Figure 3.6 as an example. Generally, there are two types of parameters: a continuous parameter is given by its range (upper and lower bound), number of levels and the probability distribution it follows, the model configuration module will discretize the parameter into levels according to the distribution, whereas a discrete parameter is directly given by a list of values. Experimental design is specified by giving necessary information such as the design type, the number of sample points and replications and so on via the experimental design API. Then, the experimental design module will crank out a collection of corresponding experiment cells containing standardized configuration files which will be translated to executables by the model wrapper for model execution. The input/output data sets and model configuration files will be recorded by the central registry such that analysis module could fetch the necessary data only through the registry API.

**Model configuration workflow**

The model configuration workflow is the associated operations for the standardized model configuration format. It involves creating a new configuration template for a simulation model; editing existing configuration file by adding, deleting and changing any configuration elements; save a configuration element (either an atomic element or a tree branch representing a group of elements) to a file or register it to the central registry; load a
Figure 3.6: A snapshot of parameter specification in case study 5.3
configuration element into a existing configuration file. These operations are done through the model configuration API and can assemble arbitrary configuration specification.

Data management workflow

The data management workflow handles all the data requests such as finding the location of the input/output data sets for a simulation experiment. In addition, it realizes a powerful function: iterating through the experiment cells. For example, by using the cell iteration API, one can extract the outcome or other information of a simulation experiment corresponding to an arbitrary combination of parameter settings. This will facilitate easy post-simulation analysis such that the analysis workflow is independent of the model execution procedure. The registry management API handles normal database operations such as inserting/deleting data set and so on.
UQ/SA analysis workflow

With the above-mentioned design, UQ/SA analysis can be independent with the model execution if only it has been finished and the results have been registered. For different UQ/SA problems, it is possible to specify the customized analysis via the UQ/SA analysis API, for example, choosing the sensitivity analysis type and metrics.

In Figure 3.7, the box on the top gives common APIs available in GENEUS, this can also illustrate the capability and usability of GENEUS system.

3.7 Reduction in Human Effort

Figure 3.8 provides turn-around time for the UQ studies of several simulation models: graph dynamical system calculation tool, pest diffusion model, and EpiFast. These times were estimated by using a constructive cost model (COCOMO). COCOMO was developed by Barry Boehm to predict the work effort and development time required for a software development project [34]. It estimates the human effort based on the size of the project represented by the lines of source code. The model parameters are derived from fitting a regression formula using data from 163 historical projects. It is important to note that COCOMO is size oriented, therefore, this method may not cover the effort required for system design. Many researches have reservations with respect to the use of this model. However, here we present a starting point for additional and more in-depth studies regarding human productivity.

We split the UQ/SA study into six phases: model configuration, data preparing, experimental design, model execution, postprocessing, and analysis. Figure 3.8 shows that GENEUS is able to reduce human effort significantly in model configuration, data preparing, experimental design, postprocessing, and analysis. However, the model execution time will depend largely on the complexity of the simulation model itself, thus, the turn-around time cannot be reduced in this phase. It is worth mentioning that for each simulation model, development of the model wrapper will require some time, however, this is an one-time effort that is only required when new simulation model is integrated. Even if considering the model wrapper development time, the total turn-around time can still be reduced by using GENEUS system.
Figure 3.8: Human effort reduction by using GENEUS for GDS calculation tool, pest diffusion model, and EpiFast.

### 3.8 Summary

In this chapter, we present the design philosophy and technical details behind GENEUS. As a summary, GENEUS is a computational framework for supporting uncertainty quantification, sensitivity analysis and experimental design. Apart from the core UQ/SA/DOE capabilities, it has several distinguishing features: 

1. **By design**, GENEUS supports a large number of simulation models through the introduction of a standardized configuration format and streamlines the model execution workflow through its model wrapper component.
2. **It integrates** a large number of experimental designs, including adaptive designs, as well as many UQ/SA methods through its plug-in design.
3. **GENEUS incorporates** a standardized specification of DOE/SA/UQ thus it supports analysis in a model-independent manner.
4. **The GENEUS registry** records all simulation data dependencies and supports scientifically reproducible experiments.
5. **The registry** has a built-in management system with digital library functions for systematically exploring simulation outcomes and cells of experimental designs.
6. **GENEUS** is a flexible system that can function in a standalone manner through its running server and can also be embedded within...
other applications. (vii) GENEUS is extensible and allows developers/domain experts to contribute to its algorithm library. (viii) GENEUS provides domain experts and other researchers lacking the full set of skills (e.g., modeling, computing, data management, and statistical analysis) robust access to its UQ/SA/DOE methods in support of for example model validation.

However, there are currently some limitations of GENEUS: integration of new simulation models still requires extra efforts. Specifically, the model wrapper module needs to be provided by the user. Moreover, the execution and computational efficiency of this framework depends largely on the simulation model itself and in most cases, overshadows the overall running time. However, the increase in human productivity and reduction in inadvertent errors is expected to be significant. We have not yet had the time to conduct a formal study or survey to quantify this, but from our own hands-on experience with this class of simulation models, this saving is tremendous. Moreover, the standardized format has several additional advantages waiting to be addressed. For example, it supports automated and instant GUI construction (through the standardized configuration file) which in turn provides domain experts immediate ways to specify model configurations and conduct studies.

To summarize, GENEUS provides a novel solution for supporting model validation of large-scale network-based simulations. Any individual modeler, research group, or third party can benefit from using this system to conduct the model validation studies as well as other analyses.
Chapter 4

Stability of Graph Dynamical Systems

4.1 Introduction

4.1.1 Background

A large range of complex phenomena such as biological social and technical systems can be modeled as discrete dynamical processes taking place over networks [53, 92, 93]. Many dynamical system models have been proposed to capture such systems. Examples include cellular automata (CA) which were originally introduced by von Neumann [162], Boolean networks (BN) proposed by Kauffman in [92, 93], Random Boolean Networks (RBN), see [144, 146], automata networks [63], and polynomial dynamical systems (PDS), see [85, 86]. Graph dynamical systems (GDSs) generalizes the concepts of cellular automata and Boolean networks and focuses on discrete dynamics evolving as

\[ x(t+1) = F(x(t)), \quad \text{where} \quad F: K^n \rightarrow K^n \]  (4.1)

is a map on a suitable space \( K^n \). In this thesis, we take \( K = \{0, 1\} \) unless stated otherwise. System states are denoted by \( x = (x_1, \ldots, x_n) \in K^n \).

The focus of the work in this thesis is on systems of the form (4.1) that are constructed from four components. The first is a finite graph \( X \) with vertex set \( V \) and edge set \( E \). Each vertex \( v \) has a state \( x_v \) from a finite set \( K \), which is the second component. Thirdly, for each vertex \( v \) there is a vertex function \( f_v \) that is used to map \( x_v(t) \) to \( x_v(t+1) \) based on the vertex states in the 1-neighborhood of \( v \) (including \( x_v \)) and thus governs the local dynamics. Finally, an update method that governs how the vertex functions assembly to a map \( F \) of the form (4.1) to produce the global dynamics. From the point of view of modeling, the
vertex state captures the state of a particular agent such as the health state in an epidemic model. The vertex function encodes the evolution of the agent’s state as a function of its own state and those of its neighbors in the graph X. The update scheme governs how the collection of agent states is updated collectively in a time step. As a matter of fact, GDS represent a powerful mathematical and computational model for network-based simulation models, applicable to for example epidemic spread on social contact networks [31, 53], transportation system modeling with vehicles and humans as agents [2, 6] and systems in computational biology [21].

A general theme in the research of finite discrete dynamical systems is the stability of system dynamics with respect to system components and initial conditions. Assuming that one has a precise mathematic model, one needs an additional notion to address V & V: equivalence, which evaluates the similarity of different system dynamics. For a given measure, stability assessments will allow one to analyze system robustness under perturbations of system components including (i) vertex state, (ii) vertex function, (iii) graph structure and (iv) vertex state update scheme. In this chapter, we summarize our research results on stability theory of graph dynamical systems, which serves as an important motivation and theoretical guidance for the design of GENEUS system. All results are published work, therefore, we only summarize the main propositions, theorems, and corollaries here, while the detailed proofs are referred to our published papers [4, 5, 7, 166]. In Section 4.5, we present how to use the GENEUS framework to fast configuring a GDS computational tool and exploring a large system configuration space. At the end of this section, we also give an example application of GENEUS to a theoretical GDS problem.

4.1.2 General Terminology

We first introduce the necessary definitions and terminology associated the GDS model and its extensions. A graph dynamical system is specified as a four-tuple $\mathcal{S} = (G, K, F, W)$, where $G(V, E)$ is an undirected graph with vertex set $V$ and edge set $E$ representing the underlying network, and we assume that $G$ has $n$ vertices (also referred to as nodes); $K$ is a finite domain denoting the vertex state space. Here we consider $K = \{0, 1\}$ in this thesis; Next, $F = \{f_1, f_2, \ldots, f_n\}$ is a collection of functions, with $f_i : K^n \rightarrow K$ being the transition function associated with vertex $v_i$ for $1 \leq i \leq n$. Note that $f_i$ will in general depend nontrivially only on the states of vertex $i$’s closed 1-distance neighborhood denoted by $n[i]$, and let $x[i] \in \prod_{i \in n[i]} K_i$ be the corresponding projection of the system state $x = (x_1, x_2, \ldots, x_n)$ onto $n[i]$. Hence, we note that this type of transition function captures the local interaction implied by the underlying graph structure; finally, the update scheme $W$ governs how the functions $f_i$ are composed to produce the dynamics of the
system as a whole. For example, in the synchronous update scheme, all vertices compute their local function value and update their state synchronously at each time step. For the sequential update scheme, a total order \( w = (w_1, w_2, \ldots, w_n) \in W \) is specified. The vertices compute their local function values and update their states in the order specified by \( w \).

With above terminology, we have the following definition.

**Definition 4.1.** The sequential graph dynamical system map \( F_w : K^n \rightarrow K^n \) is the composition

\[
F_w = F_{w_n} \circ F_{w_{n-1}} \circ \cdots \circ F_{w_2} \circ F_{w_1}.
\]

The associated synchronous graph dynamical system map is defined by

\[
F(x_1, x_2, \ldots, x_n) = (f_1(x[1]), f_2(x[2]), \ldots, f_n(x[n])).
\]

A system state (also called configuration in some literature) \( x \) of a GDS is an \( n \)-vector \((x_1, x_2, \ldots, x_n)\), where \( x_i \in K \) is the value of vertex \( v_i \) for \( 1 \leq i \leq n \). If a GDS has a (one step) transition from system state \( x \) to system state \( x' \), we say that \( x' \) is a successor of \( x \) and \( x \) is a predecessor of \( x' \).

For graph dynamical system map \( F \), the phase space of \( F \) with map \( \phi : K^n \rightarrow K^n \) is a directed graph \( \Gamma(\phi) \) with vertex set \( K^n \) (all possible system states) and all edges \((x, \phi(x))\) for \( x \in K^n \). A state on a cycle in \( \Gamma(\phi) \) is a periodic point of \( \phi \), whereas a state on a cycle of length one is a fixed point. The set of such points are denoted by \( \text{Per}(\phi) \) and \( \text{Fix}(\phi) \), respectively. We also refer to \( \omega(x) \), the limit set of \( x \in \{0, 1\}^n \), which is the set of periodic points reachable from \( x \). It is worth noting that the phase space can capture the system dynamic of a particular GDS. However, for a GDS over a domain \( K \), where the underlying graph has \( n \) vertices, the number of nodes in the phase space is \(|K|^n\), therefore, exhaustively exploring the phase space structure is usually not feasible. In this chapter, we will give our major contributions on the stability of the phase space structure for several classes of graph dynamical systems.

## 4.2 Dynamic Bi-threshold GDS

### 4.2.1 Background and Motivation

Many real-world phenomena can be described by threshold functions. For example, if the contact duration of two individuals reaches a specific time, disease transmission can happen; if the number of one person’s friends who believe an opinion reaches a particular threshold, this person will be influenced and tend to adopt the opinion. As a matter of fact, this class of functions is widely adopted in modeling biological systems [46, 89, 91], social
behaviors [41, 94], pandemic spread [150], and pest control [29]. For many applications, the threshold values for a vertex state transition from 0 to 1 and from 1 to 0 are not necessarily the same. For example, a smoker tends to gain addiction easier than to quit smoking. Therefore, in [99], Kuhlman et al extended the standard Boolean threshold function to bi-threshold function $\theta_{v,k^\uparrow,k^\downarrow}(x_1, \ldots, x_N) : \{0, 1\}^N \rightarrow \{0, 1\}$ defined by

$$\theta_{v,k^\uparrow,k^\downarrow}(x_1, \ldots, x_N) = \begin{cases} 1, & \text{if } x_v = 0 \text{ and } \sum_{j=1}^{N} x_j \geq k^\downarrow \\ 0, & \text{if } x_v = 1 \text{ and } \sum_{j=1}^{N} x_j < k^\downarrow \\ x_v, & \text{otherwise,} \end{cases}$$

where the integers $k^\uparrow$ and $k^\downarrow$ are called the up- and down-thresholds, respectively. Here $v$ is a designated vertex and $N = d(v) + 1$ where $d(v)$ is the degree of $v$ in $X$. Note that one will get the standard threshold system when the up- and down-thresholds are the same.

In our work, we further extend the bi-threshold system to a more general system: the up- and down-thresholds may depend on the vertex and we write $(k^\uparrow)_v$ and $(k^\downarrow)_v$ for the vertex-indexed sequence of up- and down-thresholds. Note that the threshold values will evolve through time instead of stay static. We call a graph dynamical system with such time-varying bi-threshold vertex function dynamic bi-threshold system.

The motivation for introducing this type of system is that for many applications, the up- and down-thresholds are not static, but are instead governed by the dynamics itself. In the case of epidemics such as malaria [150], for example, the acquired partial immunity will generally increase upon exposure to the parasite. From the point of view of modeling, this can be captured through an increase in the threshold $k^\uparrow$ upon the transition from susceptible ($S$ or 0) to infected ($I$ or 1).

On the other hand, from the view of model validation, the dynamical bi-threshold system provides a more flexible model that can be calibrated. One can view the change of the up- and down-threshold values as a type of function perturbation, and our major contribution in this research is to give the sufficient condition on the dynamics of the up- and down-threshold that ensure the stability of synchronous and sequential system. This work is published in [166], we will first give some necessary definitions in Section 4.2.2 and then summarize the results in Section 4.2.3.

### 4.2.2 Preliminaries

In contrast to maps $F$ whose vertex functions are static bi-threshold functions as in (4.4), we here consider systems where the up- and down-thresholds $k^\uparrow_v$ and $k^\downarrow_v$ of each vertex $v$...
may evolve with time. Let $T_v^\uparrow$ and $T_v^\downarrow$ be the set of permissible thresholds defined by
\begin{equation}
T_v^\uparrow = \{a_v, a_v + 1, a_v + 2, \ldots, b_v\} \text{ and } T_v^\downarrow = \{a'_v, a'_v + 1, a'_v + 2, \ldots, b'_v\}. \tag{4.5}
\end{equation}
for integers $a_v \geq 0, a'_v \geq 1, b_v \leq d(v) + 1$ and $b'_v \leq d(v) + 2$. We include both thresholds in the state of each vertex which gives us vertex states of the form $(x_v, k^\uparrow_v, k^\downarrow_v)$. For the case where the up- and down-threshold values change only upon a transition of $x_v$, we also keep track of how many times $x_v$ has transitioned from 0 to 1 or from 1 to 0. For this reason, we include a transition index in the vertex state. In this paper, we therefore consider vertex states of the form
\begin{equation}
M_v = [0, 1] \times T_v^\uparrow \times T_v^\downarrow \times T \tag{4.6}
\end{equation}
where $T$ is a suitable space capturing the transition index. For convenience, we also introduce $M'_v = [0, 1]^{d(v) + 1} \times T_v^\uparrow \times T_v^\downarrow \times T$. We write vertex states as $s_v = (x_v, k^\uparrow_v, k^\downarrow_v, \tau_v)$. The system state is $s = (s_1, s_2, \ldots, s_n) \in M = \prod_v M_v$. We can now define the notion of dynamic bi-threshold systems:

**Definition 4.2.** A dynamic bi-threshold system is a GDS map where each vertex function is of the form $f_v: \prod_{v' \in \mathcal{V}[v]} M_{v'} \longrightarrow M_v$ and defined by
\begin{equation}
f_v(s[v]) = (\theta^\uparrow_{v, k^\uparrow_v, k^\downarrow_v}(x[v]), g_v(x[v], k^\uparrow_v, k^\downarrow_v, \tau_v), h_v(x[v], k^\uparrow_v, k^\downarrow_v, \tau_v))
\end{equation}
for some functions $g_v: M_v^* \longrightarrow T_v^\uparrow \times T_v^\downarrow$ and $h_v: M_v^* \longrightarrow T$ governing the evolution of thresholds and transition index, respectively.

We will consider the case where $g_v$ and $h_v$ only depend on $x[v]$ through $x_v$ and $\theta^\uparrow_{v, k^\uparrow_v, k^\downarrow_v}(x[v])$.

**Transition-based dynamic threshold systems.** We start with some preliminary observations. First, the state of any vertex $v$ initially transitions as $\ldots, 1, 0, 1, 0, 1, \ldots$ along every trajectory. By this we do not imply that the vertex state transitions in every iteration, rather we only record when a transition occurs. Eventually a vertex state may become fixed as the orbit may reach a fixed point or a periodic orbit where $x_v$ is constant. If we assume that the thresholds $k^\uparrow_v$ and $k^\downarrow_v$ may only change upon a transition of $x_v$ we obtain the transition-based dynamic threshold systems. For this class of systems one may pre-compute the thresholds $k^\uparrow_v$ and $k^\downarrow_v$ along a trajectory. The transition number may also be pre-computed from its initial value. Clearly, this depends on the fact that $x_v$ can only take on values 0 and 1. If the vertex state space has size 3 or larger, then this is no longer that simple.

For transition-based system, the function $h_v$ would typically return $\tau_v + 1$ whenever the state of vertex $v$ transitions and would return $\tau_v$ otherwise. Note that we may also use iteration number (time) as transition index. In this case, the function $h_v$ would always return $\tau_v + 1$. The above definition thus captures non-autonomous graph dynamical
systems. In some cases we may disregard the transition index altogether. If that is the case, we will simply set $T = \{0\}$. When we do consider the transition-index, we will generally be concerned with trajectories starting at $\tau_v = 0$.

### 4.2.3 Results

#### Preliminary observation

In this section, we consider the long-term dynamics of GDS maps with dynamic bi-threshold functions under parallel and sequential update methods. Our first result is concerned with the case when limit sets of dynamic and static bi-threshold systems coincide.

**Proposition 4.3.** Let $F$ be a dynamic bi-threshold system. If both components $k_v^{\uparrow}$ and $k_v^{\downarrow}$ of each function $g_v$ in Definition 4.2 are monotone along every trajectory, then every limit set of $F$ coincides with that of a static bi-threshold GDS map with the same update scheme.

Under the stated conditions, the up-threshold of each vertex is either monotonically non-increasing or monotonically non-decreasing. The same holds for the down-thresholds. Since the threshold state spaces $T_v^{\uparrow}$ and $T_v^{\downarrow}$ are finite, and the up- and down-thresholds are bounded, there exists an integer $r \geq 0$ for any state $s$ such that the up- and down-thresholds are constant on the set $\{F^{r+t}(s)\}$ for $t \geq 0$. This in turn implies that the dynamics of $F$ eventually coincides with that of a static bi-threshold system. This essentially proves Proposition 4.3.

Even though it may be clear, we remark that the static bi-threshold GDS maps referenced in the proof generally depends on the particular state $s$, or more precisely, the orbit through $s$.

For the class of transition based dynamic threshold systems, we may assume, without loss of generality, that $k_v^{\uparrow}$ only changes upon the transition where $x_v$ is mapped from 0 to 1. This is clear since $k_v^{\downarrow}$ is of no relevance when $x_v = 1$. The same holds for $k_v^{\downarrow}$ for transitions where $x_v$ is mapped from 1 to 0. Consequently, for maps $g_v$ of the form

$$g_v(x[v], k_v^{\uparrow}, k_v^{\downarrow}, \tau_v) = \begin{cases} 
(k_v^{\uparrow} + \Delta^{\uparrow}_{01}, k_v^{\downarrow}), & \text{if } x_v \text{ is mapped from 0 to 1,} \\
(k_v^{\uparrow}, k_v^{\downarrow} + \Delta^{\downarrow}_{10}), & \text{if } x_v \text{ is mapped from 1 to 0,} \\
(k_v^{\uparrow}, k_v^{\downarrow}), & \text{otherwise,}
\end{cases}$$

where $\Delta^{\uparrow}_{01}$ and $\Delta^{\downarrow}_{10}$ are constants, we may apply Proposition 4.3 to conclude that the long-term dynamics coincide with static bi-threshold systems.
Limit sets of synchronous dynamic bi-threshold systems

The following theorem characterizes the periodic orbit size when we project from the full state $((x)_v, (k^+_v)_v, (k^-_v)_v, (\tau_v)_v)$ onto the $x = (x_v)_v$-component for synchronous dynamics.

**Theorem 4.4.** Let $F$ be a synchronous, transition-based dynamic neural network map with constant transition-index. Then the projection of every periodic orbit of $F$ onto its $x$-component has period at most two. In particular, if $k^+_v$ or $k^-_v$ has period $p > 2$ on a periodic orbit, then the $x$-component on this orbit is fixed.

The proof is basically a strengthening of Theorem 3.1 in [99] which in turn extended a result of Goles and Olivos [62] on neural networks. The detailed proof is provided in our published paper [166] and thus omitted here for the sake of brevity.

Stability of sequential dynamic bi-threshold systems

In transition-based dynamic threshold systems, if $x_v$ can take on only two values, $k^+_v$ and $k^-_v$ can be pre-computed along a trajectory as a function of the transition index $\tau_v$, which we may denote by $k^+_v(\tau_v)$ and $k^-_v(\tau_v)$. For this class of threshold systems we may without loss of generality assume that $k^+_v$ only changes upon the transition where $x_v$ is mapped from 0 to 1. This is clear since $k^+_v$ is of no relevance when $x_v = 1$. The same holds for $k^-_v$ for transitions where $x_v$ is mapped from 1 to 0. Therefore, the map $g_v$ can be expressed as

$$g_v(x[v], k^+_v, k^-_v, \tau_v) = \begin{cases} (k^+_v(\tau_v + 1), k^-_v(\tau_v)), & \text{if } x_v \text{ is mapped from 0 to 1,} \\ (k^+_v(\tau_v), k^-_v(\tau_v + 1)), & \text{if } x_v \text{ is mapped from 1 to 0,} \\ (k^+_v(\tau_v), k^-_v(\tau_v)), & \text{otherwise.} \end{cases}$$

(4.7)

**Theorem 4.5.** Consider a transition-based dynamic SDS. If there exists a $\tau_{\text{max}}$ such that for all vertices $v$ and $\tau \geq \tau_{\text{max}}$, $\Delta_v(\tau) = k^+_v(\tau) - k^-_v(\tau) < 2$ then, it has only fixed points as limit sets and from any initial configuration, a fixed point is reached in at most $(n \tau_{\text{max}} + 1)(3m + 2n + 1)$ time steps where, $m$ and $n$ are the numbers of edges and vertices in the underlying graph $X$ respectively.

The proof of Theorem 4.5 uses a method involving potential functions to study the dynamics of SDS. This was introduced by Barrett et al. [23] for bounding the transient lengths in the case of standard threshold sequential dynamical systems. Since then, this technique has been used to characterize the dynamics of general static bi-threshold systems [99] and block-sequential systems [118], but see also [66]. Here we also omit the detailed proof which is given in [166].
4.2.4 Discussion

In this section we show our result published in [166], where we have extended bi-threshold systems to include dynamically evolving thresholds. This provides a more realistic venue for modeling complex phenomena, such as adaptive biological, social and technical systems. We have shown the remarkable result that synchronous, transition-based, dynamic bi-threshold GDS maps may only have periodic orbits of size 1 or 2.

It is worth noting that this extension of dynamic bi-threshold system can be viewed as a perturbation to the vertex functions, we derived sufficient stability conditions with respect to this type of perturbations such that the GDS maps may only have fixed points or periodic orbits of length 2.

4.3 Graph Structure and Update Scheme

4.3.1 Background and Motivation

As mention in Section 4.1, in the synchronous update scheme, every vertex function is applied simultaneously, while in a sequential update scheme, vertices are updated one by one according to a total order defined on the vertex set. A generalization of these schemes is the block-sequential update. Here, the vertices are partitioned into blocks, and vertices within the blocks are updated synchronously while the blocks themselves are updated sequentially.

Two interesting questions which have been repeatedly addressed in the past are: given a graph dynamical system, (i) what is the maximum possible length of a limit cycle? (ii) what conditions lead to only fixed points as limit sets? There are several notable previous results concerning synchronous and sequential threshold systems. Goles and Olivos [62] and Barrett et al. [23] independently, using different methods, showed that sequential threshold systems exhibit only fixed points as limit cycles. In [62, 63], it was shown that for synchronous update there can be limit cycles of length at most two. Their result is applicable to the more general case of weighted threshold functions. Kuhlman et al. [99] considered these questions regarding bi-threshold systems. They showed that, while synchronous systems can have limit cycles of length at most two, sequential systems can have arbitrarily long limit cycles.

Motivated by these results, we study how the underlying graph structure influences the limit cycle structure of block-sequential systems. Mortveit [118] showed that if the blocks
are of size at most 3, then there will be only fixed points. The author also conjectured that the limit cycle length can be at most two for arbitrary block size. However, this was disproved recently by Goles and Montealegre [65]. Unlike the sequential or synchronous cases, these systems can have arbitrarily long limit cycles. In [63], the more general setting of weighted threshold functions were studied. They gave a sufficient condition for the system to have only fixed points.

We derive a sufficient condition on the graph structure so that the system has only fixed points as limit cycles. We also identify several well-known graph families that satisfy this condition. Related to the main theme of this thesis, this work actually investigates how graph structure and updates scheme will affect the stability of the system dynamics because fixed points are steady states in the phase space that once reached will never leave. In this Section, we summarize our results published in [5] and illustrate our research contribution in block-sequential threshold systems.

4.3.2 Preliminaries

Let \( X \) be a simple undirected graph on \( n \) vertices with vertex set \( V[X] \) and edge set \( E[X] \). Let \( B = \{B_1, B_2, \ldots, B_m\} \) be a block partition of \( V[X] \). For \( S \subseteq V[X] \), let \( \text{deg}_S(v) \) denote the number of neighbors of \( v \) in the graph induced by \( S \), and let \( \text{deg}(v) \) be its degree in \( X \). Recall that \( x_v \) denotes the vertex state of \( v \). Since we are considering Boolean systems, \( x_v \in \{0, 1\} \). Let \( x = (x_1, x_2, \ldots, x_n) \) be the system state. Let \( n[v] \) denote the sorted sequence of the closed neighborhood of \( v \), and let \( x[v] \) denote the restriction of \( x \) to \( n[v] \).

Every vertex is assigned a threshold function \( f_v : \{0, 1\}^{\text{deg}(v)+1} \rightarrow \{0, 1\} \) defined as follows:

\[
f_v(x[v]) = \begin{cases} 1, & \text{if } \sum_{v' \in n[v]} x_{v'} \geq k_v, \\ 0, & \text{otherwise,} \end{cases}
\]

(4.8)

where \( k_v \in \mathbb{N} \) with \( k_v \geq 1 \) is the threshold of \( v \). For a block \( B \) and system state \( x \), the map \( F_B(x) : \{0, 1\}^n \rightarrow \{0, 1\}^n \) is given by

\[
(F_B(x))_v = \begin{cases} f_v(x[v]), & \text{if } v \in B, \\ x_v, & \text{otherwise}. \end{cases}
\]

(4.9)

The block-sequential map \( F : \{0, 1\}^n \rightarrow \{0, 1\}^n \) is defined as

\[
F = F_{B_m} \circ F_{B_{m-1}} \circ \cdots \circ F_{B_1}.
\]

(4.10)

The two special cases of the block-sequential update scheme are sequential and parallel update schemes. The sequential update corresponds to each vertex belonging to a distinct
block, i.e., for \( i = 1, \ldots, n, |B_i| = 1 \) and therefore, \( m = n \). In the parallel update, there is only one block, i.e., \( m = 1 \) and \( B_1 = V[X] \).

### 4.3.3 Results

**Main result**

In this work [5], we examine standard threshold systems from a structural perspective. Our main objective was to identify conditions on the underlying graph structure which lead to only fixed points. Our main result is given below.

**Theorem 4.6.** Let \( X \) be a simple graph with vertex set \( V[X] \) and edge set \( E[X] \). Let \( \mathcal{B} \) be a block partition of \( V[X] \). If every block \( B \in \mathcal{B} \) satisfies Condition (4.11) below, then, any block-sequential standard threshold system induced by \( \mathcal{B} \) for any update order on the blocks has only fixed points as limit sets. Also, the transient length is at most \( \left( |E[X]| + |V[X]| + 1 \right)/2 \).

\[
\text{For any non-empty } B' \subseteq B \text{ and any assignment } y \text{ of vertex states for } B', \|B'\| - 2|\Lambda_{B'}(y)| - |B'| < 0, \text{ where, } \|B'\| \text{ is the number of edges in the subgraph induced by } B' \text{ and } \Lambda_{B'}(y) = \{ \{u, v\} \in E[X] | u, v \in B', \text{ and } y_u = y_v \}.\]

An interesting feature of Theorem 4.6 is that Condition (4.11) only applies to the individual blocks and is independent of the connections between the blocks. The proof uses the potential function argument introduced in [23]. We build on the framework provided by [118] and extend the results of that paper. We note that Condition (4.11) is not a necessary condition. Consider any graph with arbitrary block partition where each vertex has threshold 1. This is a progressive threshold system, i.e., a vertex will never transition from 1 to 0. Hence, it has only fixed points even though the blocks may not satisfy Condition (4.11).

**Block decomposition**

In the graph theory literature, a *block* is a maximal connected subgraph without a cut vertex [50]. Every block can either be a maximal 2-connected subgraph, an edge, or an isolated vertex. Since the term “block” has already been used to mean something else in this paper, we will henceforth refer to maximal connected subgraphs as *subblocks*. Every graph can be decomposed into subblocks. Since they satisfy maximality, any two subblocks overlap in at most one vertex, which, if it exists, is a cut vertex of the graph. This is illustrated with an example in Figure 4.1(a). Let \( C \) be the set of cut vertices and \( S \) be the
set of subblocks. The block graph is the bipartite graph on the vertex set $C \cup S$ where for $c \in C$ and $S \in S$, $\{c, S\}$ is an edge if and only if $c \in S$. It can be easily shown that the block graph is a tree. See Figure 4.1(b) for the block graph of the example.

**Figure 4.1:** An example of (a) a block decomposition and (b) the corresponding block graph.

**Theorem 4.7.** Let block $B$ be such that all of its subblocks satisfy Condition (4.11). Then, $B$ satisfies Condition (4.11) too.

**Simple graph classes which satisfy Condition (4.11)**

We will show that some graph classes such as trees, odd cycles, and complete graphs satisfy Condition (4.11). Even though these are very simple graphs, to the best of our knowledge, these results have not been obtained before using any other method. Throughout this section, $B$ corresponds to a block in $X$ and $B' \subseteq B$. The collection of graph classes are given by following propositions.

**Proposition 4.8.** If $B$ induces following graph classes in $X$, then, it satisfies Condition (4.11):

(i) Tree.
(ii) Odd cycle.
(iii) Clique.
(iv) Block $B$ of size 4 other than the 4-cycle, see Figure 4.2.
(v) Wheel graph with odd cycle.

Not that a wheel graph is formed by connecting a single vertex to all vertices of a cycle.
Remark 4.9. Note that one can configure an example corresponding to a 4-cycle (C₄) for which not satisfies Condition (4.11) (See Figure 4.3(a)). Moreover, this configuration corresponds to a limit cycle of length 2. So, a natural question to ask is whether graphs which do not have a C₄ as a vertex-induced subgraph not satisfy Condition (4.11) for all x. Unfortunately, the answer is no. Figure 4.3(b) is an example where an induced-C₄-free graph has a limit cycle of length two.

Figure 4.3: Configurations lead to limit cycles of length two: if the black vertices are in state 0, then the white are in 1, and vice versa. (a) Block C₄ where all vertices have threshold 2 and (b) an induced-C₄-free graph with the black vertices having threshold 2 and white vertices 3.

Remark 4.10. Note that there exists a wheel graph with an even cycle corresponding to a limit cycle of length 2, see Figure 4.4. In this example, suppose the threshold value of the central vertex is 3 and all other vertices have threshold value 2. Then, one can verify that the central vertex will remain 0 and the other vertices will change states alternatively in pairs, i.e. this configuration leads to a length 2 limit cycle.

4.3.4 Discussion

In [5], we studied the limit cycle structure of standard threshold dynamical systems with block-sequential update. We identified a sufficient condition for the system to have only
fixed points as limit sets. There are several possibilities to consider for the future. Even though the condition depends only on the blocks and not the graph as a whole, it seems to be restrictive. One direction to explore is to find more general conditions which take into account edges between the blocks too. Another direction would be to look at bi-threshold systems.

It is worth noting that this study actually examines the stability criteria under the perturbation to the GDS graph structure and update scheme. It gives sufficient conditions such that graph dynamical systems with particular graph structures will only have fixed points as limit sets.

4.4 Activity and Sensitivity of Graph Dynamical Systems

4.4.1 Background and Motivation

The study of stability and the response to perturbations of graph dynamical systems is central to increased understanding of their dynamical properties. We discussed effects of perturbations of the graph structure, vertex functions and update scheme in above sections. In this section, we summarize our work in [4], where we consider noise applied to vertex states. Specifically, we want to know the following:

What is the probability that $F(x)$ and $F(x + e_i)$ are different?

Here $i$ is a vertex while $e_i$ is the $i^{th}$ unit vector with the usual addition modulo 2. In [145], Shmulevich and Kauffman considered Boolean networks over regular graphs with $f_j = f$ for all vertices $j$, that is, a common vertex function. They defined the notion of activity of $f$ with respect to its $i^{th}$ argument as the expected value of the Boolean derivative of
With respect to its \( i \)th variable. Under their assumptions, this may give a reasonable indication of the expected impact of perturbations to the \( i \)th variable under the evolution of \( F \). However, this approach does not consider the impact of the dependency graph structure.

We remark that Layne et al. compute the activities of nested canalyzing functions given their canalyzing depth, extending results in [145] on canalyzing functions, see [102].

This question of sensitivity has also been studied when \( x \) is restricted to attractors in order to assess the stability of long-term dynamics under state noise. The notion of threshold ergodic sets (TESs) is introduced in [135] and studied further in [100, 106]. The structure of TESs captures long-term stability under state perturbations of periodic orbits and the resulting mixing between attractors that may happen as a result.

Other tools for analyzing the sensitivity of vertex noise includes Lyapunov exponents, see for example [16, 17], although this is perhaps mostly relevant or suited for the infinite case such as cellular automata over (infinite) regular lattices. Also, the notion of Derrida diagrams has been used to quantify how Hamming classes of states separate on average [48, 58] after one or \( k \) transitions under \( F \). Derrida diagrams, however, are mainly analyzed through numerical experiments via sampling. Moreover, analyzing how Hamming classes of large distance separate under \( F \) may not be so insightful – it seems more relevant to limit oneself to the case of nearby classes of vertex states.

Returning to the original question, we note that \( F(x) \) and \( F(x + e_i) \) may only differ in the coordinates \( j \) for which \( f_j \) depends on \( x_i \). The answer to the question therefore depends on the vertex functions in the 1-neighborhood of \( i \) in the dependency graph \( X \), and therefore the structure of the induced subgraph of the 2-neighborhood of \( i \) in \( X \) with the omission of edges connecting pairs of vertices both of distance 2 from \( i \). We denote this subgraph by \( X(i;2) \), see Figure 4.5.

To determine the activity of vertex \( i \) one will in general have to evaluate \( F \) over all possible states of \( X(i;2) \), a problem which, in the general case, is computationally intractable. We will address three cases in this paper: the first case is when \( X(i;2) \) is a tree, the second case is that of elementary cellular automata (a special case of the former case), and the case where \( X \) is a regular, square, 2-dimensional lattice. Work for other graph classes is in progress and we comment on some of the challenges in the Summary section. Here we remark that a major source of challenges for analytic computations is the introduction of type-3 and type-4 edges as illustrated in Figure 4.5. Lack of symmetry adds additional challenges. The activity of a vertex can be evaluated analytically using the inclusion-exclusion principle, and type-3 and type-4 edges impact the complexity of the combinatorics.

A goal of the work on activity started here is as follows: when given a network \( X \) and vertex functions \( (f_i)_i \), we would like to rank the vertices by activity in decreasing order.
Just being able to identify for example the ten (say) vertices of highest activity would also be very useful. This information would allow one to identify the vertices for which state perturbations are most likely to produce different outcomes, at least in the short term. We will first introduce necessary definition and then summarize our main result in [4].

4.4.2 Preliminaries

In [4] we analyze short-term stability of dynamics through the function $\alpha_{F,i}: K^n \rightarrow \{0, 1\}$ defined by

$$
\alpha_{F,i}(x) = \mathbb{I}[F(x + e_i) \neq F(x)]
$$

(4.12)

where $\mathbb{I}$ is the indicator function and $e_i$ is the $i^{th}$ unit vector with $1 \leq i \leq n$. In other words, $\alpha_{F,i}(x)$ measures whether perturbing $x$ by $e_i$ results in a different successor state under $F$ than $F(x)$.

**Definition 4.11.** The activity of $F$ with respect to vertex $i$ is the expected value of $\alpha_{F,i}$ using the
uniform measure on $K^n$:

$$\bar{\alpha}_{F,i} = \mathbb{E}[\alpha_{F,i}] . \quad (4.13)$$

The activity of $F$ is the vector

$$\bar{\alpha}_F = (\bar{\alpha}_{F,1}, \bar{\alpha}_{F,2}, \ldots, \bar{\alpha}_{F,n}) , \quad (4.14)$$

while the sensitivity of $F$ is the average activity $\bar{\alpha} = \sum_{i=1}^n \bar{\alpha}_{F,i} / n$.

For a randomly chosen state $x \in K^n$, the value $\bar{\alpha}_{F,i}$ may be interpreted as the probability that perturbing $x_i$ will cause $F(x + e_i) \neq F(x)$ to hold. This activity notion may naturally be regarded as a measure of sensitivity with respect to initial conditions.

From (4.12) it is clear that $\bar{\alpha}_{F,i}$ depends on the functions $f_j$ with $j \in n[i]$ and the structure of the distance-2 subgraph $X(i;2)$, see Figure 4.5. The literature (see, e.g. [102, 145]) has focused on a very special case when considering activity. Rather than considering the general case and Equation (4.12), they have focused on the case where $X$ is a regular graph where each vertex has degree $d$ and all vertex functions are induced by a common function $f: K^{d+1} \rightarrow K$ through $f_v(x[v]) = f(x[v])$. In this setting, activity is defined with respect to $f$ and its $i^{th}$ argument, that is, as the expectation value of the function $\mathbb{E}[f(x + e_i) \neq f(x)]$ where $x \in K^{d+1}$. Clearly, this measure of activity is always less than or equal to $\mathbb{E}[\alpha_{F,i}]$. Again, we note that this simpler notion of activity does not account for the network structure of $X(i;2)$.

### 4.4.3 Results

**Preliminary results**

For the evaluation of $\bar{\alpha}_{F,i}$ we introduce some notation. In the following we set $K = \{0, 1\}$, write $N_i$ for the size of $X(i;2)$, and $K(i) = K^{N_i}$ for the projection of $K^n$ onto the set of vertex states associated to $X(i;2)$. For $j \in n[i]$, define the sets $A_j(i) \subset K(i)$ by

$$A_j(i) = \{ x \in K(i) \mid F(x + e_i)_j \neq F(x)_j \} .$$

These sets appear in the evaluation of $\bar{\alpha}_{F,i}$, see Proposition 4.12. For convenience, we also set

$$A^{m}_j(i) = \{ x \in A_j(i) \mid x_i = m \} ,$$

for $m = 0, 1$. We write $\tilde{A}_j(i) = A^0_j(i)$ and $\binom{n}{k}$ for binomial coefficients using the convention that it evaluates to zero if either $k < 0$ or $n - k < 0$.

The following proposition provides a somewhat simplified approach for evaluating $\bar{\alpha}_{F,i}$ in the general case.
Proposition 4.12. Let $X$ be a graph and $F$ a map over $X$ as in (4.1). The activity of $F$ with respect to vertex $i$ is

\[
\bar{\alpha}_{F,i} = \Pr\left( \bigcup_{j \in n[i]} A_j \ | \ x_i = 0 \right) = \Pr\left( \bigcup_{j \in n[i]} \bar{A}_j \right).
\]

(4.15)

Proposition 4.12 actually gives a way to calculate the activity with respect to an individual vertex and the evaluation of Equation (4.15) can often be done through the inclusion-exclusion principle. As an example, we have following proposition for complete graph.

Proposition 4.13. If $F$ is the Boolean network induced by the nor-function over $K_n$, where $K_n$ is a complete graph with $n$ vertices, then

\[
\bar{\alpha}_{F,i} = \frac{1}{2^{n-1}}.
\]

and if $F$ is induced by the $k$-threshold function over $K_n$, then

\[
\bar{\alpha}_{F,i} = \frac{(n-1)}{2^{n-1}}.
\]

In the computations to follow, we will frequently need to evaluate the probability of the union of the $A_j$’s. For this, let $B$ denote the union of $A_j$’s for all $j \neq i$. We then have

\[
\Pr\left[ \bigcup_{j \in n[i]} A_j \right] = \Pr(A_i \cup B) = \Pr(B) + \Pr(A_i \cap B^c) = 1 - \Pr(B^c) + \Pr(A_i \cap B^c),
\]

(4.16)

where $B^c$ denotes the complement of $B$.

**Activity of elementary cellular automata**

Let $F$ be the ECA map over $X = \text{Circle}_n$ with vertex functions given by $f : [0,1]^3 \rightarrow [0,1]$, where $\text{Circle}_n$ is a circle graph on $n$ vertices. We will assume that $n \geq 5$; the case $n = 3$ corresponds to the complete graph $K_3$ and the case $n = 4$ can be done quite easily. Here we have

\[
\bar{\alpha}_{F,i} = \Pr(\bar{A}_{i-1}(i) \cup \bar{A}_i(i) \cup \bar{A}_{i+1}(i)).
\]

Applying the definitions,

\[
\bar{A}_j(i) = \{ x = (x_{i-1}, x_{i-1}, x_i = 0, x_{i+1}, x_{i+2}) \ | \ f(x[j]) \neq f((x + e_i)[j]) \}
\]

(4.17)

for $j \in n[i] = \{i-1, i, i+1\}$ with indices modulo $n$. 


**Proposition 4.14.** The activity for $k$-threshold ECA is

$$\tilde{a}_{F,i} = \begin{cases} 
0, & \text{if } k = 0 \text{ or } k > 3, \\
1/2, & \text{if } k = 1 \text{ or } k = 3, \\
7/8, & \text{if } k = 2.
\end{cases}$$

Clearly, for $k = 0$ and $k > 3$ we always have $F(x + e_i) = F(x)$ so in these cases it follows that $\tilde{a}_{F,i} = 0.$ The cases $k = 1$ and $k = 3$ are symmetric, and, using $k = 1$, we have

$$\tilde{A}_{i-1} = \{(0, 0, 0, x_{i+1}, x_{i+2})\}, \quad \tilde{A}_i = \{(x_{i-2}, 0, 0, x_{i+2})\}, \quad \text{and} \quad \tilde{A}_{i+1} = \{(x_{i-1}, x_{i-1}, 0, 0, 0)\}.$$ 

By the inclusion-exclusion principle, it follows that

$$|\tilde{A}_{i-1} \cup \tilde{A}_i \cup \tilde{A}_{i+1}| = |\tilde{A}_{i-1}| + |\tilde{A}_i| + |\tilde{A}_{i+1}| - |\tilde{A}_{i-1} \cap \tilde{A}_i| - |\tilde{A}_{i-1} \cap \tilde{A}_{i+1}| - |\tilde{A}_i \cap \tilde{A}_{i+1}| + |\tilde{A}_{i-1} \cap \tilde{A}_i \cap \tilde{A}_{i+1}|$$

$$= 3 \times 4 - 2 - 1 - 2 + 1 = 8.$$ 

This yields $\tilde{a}_{F,i} = 8/2^4 = 1/2.$ The proof for the case $k = 2$ is similar to that of $k = 1$ so we leave this to the reader.

**Remark 4.15.** If we instead use the nor-function, then $\tilde{a}_{F,i} = 1/2$ when $n \geq 5.$

**Remark 4.16.** More generally, an ECA rule $f : \{0, 1\}^3 \rightarrow \{0, 1\}$ may be represented by an integer $0 \leq r(f) \leq 255$, or simply $r$. Each triple $(x_{i-1}, x_i, x_{i+1})$ can be viewed as a binary number $0 \leq j \leq 7$ where $x_{i-1}$ is taken as the most significant digit. Let $x^j$ denote the triple corresponding to the integer $j$ and set $a_j = f(x^j)$. We can then represent $f$ as the 8-tuple $a = (a_0, a_1, \ldots, a_7).$ The associated rule number is $r(f) = \sum_{0 \leq j \leq 7} a_j \cdot 2^j$. From this and through either inclusion/exclusion or exhaustive enumeration (perhaps easier), one can obtain the activity value of all ECA through conditions on the $a_j$ values.

**Remark 4.17.** In [145], activity is defined with respect to the function $f$ instead of $F$ and its $i^{th}$ argument. With this context,

$$\tilde{a}_{f,i}(x) = \mathbb{E}\left[ \prod f(x + e_i) \neq f(x) \right].$$

Using their definition of activity for ECA with a function of three Boolean variables, the only possible values for activity of ECA are 0, 1/4, 1/2, 3/4, and 1. The fact that our new notion of activity gives $\tilde{a} = 7/8$ for threshold-2 Boolean networks demonstrates that network structure does indeed impact results.

Additionally, we always have $\tilde{a}_{f,i} \leq \tilde{a}_{F,i}$. As an example, for a circle graph of girth $\geq 5$ and threshold-1 functions (i.e., $k = 1$) it can be verified that $\tilde{a}_{f,i} = 1/4$. It was shown above that in this case $\tilde{a}_{F,i} = 1/2.$
Activity over $d$-regular trees

A natural starting point for analyzing activity is the case where the graph $X$ is a $d$-regular tree. The reason is that in this case the sets $A_j$ (or more precisely, the sets $n[j]$) with $j \neq i$ only have vertex $i$ in common. As a result, when we condition on $x_i = m$, the resulting sets are independent. This fact will hold if the girth of the graph is at least 5, so the results we give are applicable to this broader graph class. We remark that a $d$-regular tree is an infinite tree where all vertices have degree $d$. Alternatively, one may consider this to be finite trees where all vertices either have degree $d$ or degree 1. In the latter case, our result only applies to vertices whose neighbors all have degree $d$. We have following propositions for Boolean bi-threshold function (Equation (4.4)) and nor function.

**Proposition 4.18.** Let $X$ be a $d$-regular graph of girth $\geq 5$, and $F$ the Boolean network over $X$ with the bi-threshold vertex functions as in Equation (4.4). Then the activity of $F$ with respect to vertex $i$ is given by

$$
\bar{\alpha}_{F,i} = 1 - \frac{1}{2d^2} \left[ 2^d - \left( \frac{d - 1}{k^\uparrow - 1} \right) - \left( \frac{d - 1}{k^\perp - 2} \right) \right]^d + \frac{1}{2d^2 + 1} \sum_{k = k^\uparrow, k^\perp} \left( \frac{d}{k - 1} \right) \left[ 2^{d-1} - \left( \frac{d - 1}{k^\uparrow - 2} \right)^{k-1} \left[ 2^{d-1} - \left( \frac{d - 1}{k^\perp - 1} \right)^{d-(k-1)} \right. \right.
$$

**Proposition 4.19.** Let $X$ be a $d$-regular graph of girth $\geq 5$ and $F$ the Boolean network over $X$ induced by the nor-function. Then the activity of $F$ with respect to $i$ is given by

$$
\bar{\alpha}_{F,i} = 1 - \left( 1 - \frac{1}{2d} \right)^d + \left( \frac{1}{2} - \frac{1}{2d} \right)^d .
$$

The detailed proof of Proposition 4.18 and 4.19 can be found in [4, 8].

Activity over square lattices

In this section we consider graphs with girth-4 edges or girth 4. Here the 1-neighborhoods $n[j]$ with $j \neq i$ may intersect, the key aspect we want to address here. As an example, the reader may verify that for threshold-2 functions and Circle$_4$, the activity of any vertex is $3/4$ and not $7/8$ as when $n \geq 5$ in Proposition 4.14.

To be specific we take the graph $X$ to be a regular, square 2-dimensional lattice. It may be either infinite or with periodic boundary conditions. In the latter case, we assume for
simplicity that its two dimensions are at least 5. This graph differs from the 4-regular tree by the introduction of type-4 edges: sets $A_j$ and $A_{j+1}$ of $n(i)$, when conditioned on the state of vertex $i$, are no longer independent. The graph has cycles of size 4 containing $i$. We first illustrate this case using nor-functions as these allow for a somewhat simplified evaluation as compared to what happens for threshold functions.

**Proposition 4.20.** Let $X$ be the 2-dimensional lattice as above where every vertex has degree 4, and let $F$ be the Boolean network over $X$ induced by nor-functions. Then the activity of $F$ for every vertex $i$ is $\bar{\alpha}_{F,i} = 1040/2^{12} = 0.254$.

**Proposition 4.21.** Let $X$ be a rectangular grid (torus) in which every vertex has degree 4, and $F$ the map over $X$ with the threshold vertex functions. Then the activity of $F$ with respect to vertex $i$ is given by

\[
\alpha_{F,i} = \left(\frac{1}{2^{12}}\right) \left[\gamma_1 - \gamma_2 + \gamma_3 - \gamma_4 + \gamma_5 \right],
\]

where

\[
\gamma_1 = 2^{10} \cdot \left(\frac{4}{k-1}\right),
\]

\[
\gamma_2 = 2^{7} \left[\left(\frac{3}{k-1}\right)^2 + \left(\frac{3}{k-2}\right)^2\right] + 2^{5} \left(\frac{4}{k-1}\right)^2,
\]

\[
\gamma_3 = 2^{4} \left[\left(\frac{3}{k-1}\right)^2 \left(\frac{2}{k-1}\right) + 2 \left(\frac{3}{k-2}\right) \left(\frac{3}{k-1}\right) \left(\frac{2}{k-2}\right) \left(\frac{2}{k-1}\right) + \left(\frac{3}{k-2}\right)^2 \left(\frac{2}{k-1}\right)\right],
\]

\[
\gamma_4 = \left[\left(\frac{2}{k-1}\right)^4 + 4 \left(\frac{2}{k-1}\right)^2 \left(\frac{2}{k-2}\right)^2 + 4 \left(\frac{2}{k-1}\right) \left(\frac{2}{k-2}\right)^2 \left(\frac{2}{k-3}\right) + 4 \left(\frac{2}{k-2}\right)^4 \left(\frac{2}{k-3}\right)\right] + \left(\frac{2}{k-3}\right)^4 \left(\frac{2}{k-3}\right)\right],
\]

\[
\gamma_5 = \sum_{x \in M} I[x_{j_\ell} + x_{\beta_\ell} + x_{\beta_{\ell+1}} + x_{c_\ell} \neq k-1],
\]

where $M$ is the subset of states associated to $X(i;2)$ for which the Hamming norm of its elements projected to the components $j_\ell$ with $1 \leq \ell \leq 4$ is $k-1$, that is, $|x_{j_1}, x_{j_2}, x_{j_3}, x_{j_4}|_H = k-1$, and where $x_{j_\ell}, x_{\beta_\ell}$ and $x_{c_\ell}$ are the states of the vertices $j_\ell, \beta_\ell$ and $c_\ell$ as given in Figure 4.6.

The detailed proof of Proposition 4.20 and 4.21 can be found in [4, 8].

We have shown the graph of the activity as a function of the threshold value $k$ in Figure 4.7. Note that for thresholds in the range $1 < k < 5$, the activity for the threshold function is
Figure 4.6: A subgraph of the square lattice including $X(i; 2)$ at center.

<table>
<thead>
<tr>
<th>Graph</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-lattice</td>
<td>0.2539</td>
<td>0.7095</td>
<td>0.9009</td>
<td>0.7095</td>
<td>0.2539</td>
</tr>
<tr>
<td>4-regular tree</td>
<td>0.2641</td>
<td>0.7370</td>
<td>0.9046</td>
<td>0.7370</td>
<td>0.2641</td>
</tr>
</tbody>
</table>

Table 4.1: Activity value (rounded to four decimal places) as a function of the threshold $k$ for the 4-regular square lattice and the 4-regular tree. Thresholds 0 and 6 omitted.

considerably larger than that for the nor-function given immediately above (Figure 4.7 and Table 4.1.)

Activity over triangular lattices

A triangular lattice is a regular graph with type-3 edges and a girth of 3 as indicated in Figure 4.8(a). In this case, the structure of the intersections among sets $A_j$ (with $j \neq i$) is more involved than for the square lattice case, and type-3 edges are introduced. In principle, the derivations are similar to those of the square lattice case. Rather than giving a similar argument to the proof of Proposition 4.21, we limit ourselves to showing the graph of the activity as a function of the threshold value $k$, see Figure 4.8(b), but see also Table 4.2 for the approximate values.
Activity over the Erdős-Rényi random graphs

Here, we provide an upper bound for the expected activity in $G_{n,p}$ for the uniform $k$-threshold function using the union bound. While bound obtained this way may not turn out to strong, the work in this section takes the first steps towards analyzing activity over ER random graphs.

First, let $B[n,p]$ denote the binomial random variable and let

$$f(t; n, p) = \Pr(B[n,p] = t) = \binom{n}{t} p^t (1-p)^{n-t}.$$  

Since we are considering a family of graphs, we find it necessary to redefine some of the terminology developed earlier. Let $i$ be the vertex under consideration. Let $\tilde{\alpha}_{F,i}(G)$ denote the activity for $G \in G_{n,p}$. The expected activity $\mathbb{E}[\tilde{\alpha}_{F,i}] := \mathbb{E}_{G(n,p)}[\tilde{\alpha}_{F,i}]$.

Note that, by symmetry $\tilde{\alpha}_{F,i}$ is the same for all $i \in \{1, \ldots, n\}$. Next, recall the definition
of $\bar{A}_j(i)$ (or $\bar{A}_j$ in short). Here, we modify it as $\bar{A}_j(G)$ to denote the set of states $x$ which satisfy $x_i = 0$ and $F(x + e_i)_j \neq F(x)_j$ in $G$.

**Proposition 4.22.** If $F$ is the Boolean network induced by the $k$-threshold function over $G(n, p)$, then $\mathbb{E}[\bar{\alpha}_{F,i}] \leq f(k - 1; n - 1, p/2) + \frac{(n-1)p}{2} \left( f(k - 1; n - 1, p/2) + f(k - 2; n - 2, p/2) \right)$.

See [4, 8] for the proof of the above Proposition.

### 4.4.4 Discussion

In this section, we present our work published in [4, 8], where we have introduced an extension of the notion of activity proposed by Shmulevich and Kauffman [145]. This extension takes into account the impact of the network structure when studying $\mathbb{E}[\mathbb{I}[F(x) \neq F(x + e_i)]]$, which estimates how likely the perturbation $e_i$ will cause successor states to diverge.

Naturally, orbits that initially separate may later converge, reflecting that $x$ and $x + e_i$ may belong to the same attractor basin. Nonetheless, this notion of activity provides a measure of sensitivity with respect to initial conditions that account for network structure. Investigating long-term activity, that is, the probability that perturbing a state in the $i^{th}$ coordinate will cause $x$ and $x + e_i$ to have different limit sets, is an interesting direction for future research. Involving the attractors of $F$, we naturally expect this to be challenging work, even in most special cases.
Possibly interesting avenues for further work includes studying asynchronous systems. If the vertex functions are applied sequentially according to for example a permutation update sequence, are there effective ways of relating activity and the permutation? If so, are there principles connecting network structure and update sequence that allows one to minimize or maximize the activity of one or more vertices? Our results also show that the activity for the $d$-regular trees using threshold functions is larger than those of the corresponding square and triangular grids. Clearly, the combinatorial arguments become more involved with the presence of type-3 and type-4 edges. In general, what can be said about the impact of these classes of edges on activity?

Finally, we considered arbitrary initial states $x \in K^n$. What can be said about activity if we restrict $x$ to be a periodic point? Some initial results on attractor activity are given in [100].

4.5 Application of GENEUS in Graph Dynamical Systems

4.5.1 Exploring GDS System Configurations in GENEUS

As discussed earlier, the system dynamics of a GDS is collectively determined by its components including vertex states, vertex functions, update scheme and graph structure. In many applications, we need to identify a system configuration such that particular dynamical properties are achieved. However, this is generally a hard task due to the fact that, as a discrete finite dynamical system, small changes to the system configuration of a GDS may lead to very different system dynamics. As a result, finding a GDS system with specific dynamical properties involves exploring a large configuration space exhaustively. With the design of standardized model configuration format and experimental design module, GENEUS can facilitate such studies in a systematic manner.

Figure 4.9 gives an example standardized XML configuration file for the GDS computational tool. With this design, graph structure, vertex functions and update scheme are parameterized such that systematical experimental design and fast system configuring are enabled. The dedicated model wrapper will automatically handle the invocation of the GDS calculation tool and evaluate the phase space with respect to specific requirement. In the next section, we will present an application of GENEUS to graph dynamical system.
Figure 4.9: An example standardized configuration file for the GDS tool.
4.5.2 Preservation of Phase Space Structure

In Section 4.3, we have shown that update scheme has a significant effect on the GDS system dynamics. Macauley and Mortveit have proved that sequential graph dynamical system maps $F_w$ and $F_{\sigma_s(w)}$ have the same cycle structure, where $F_{\sigma_s(w)}$ is a cyclic left s-shift of the permutation $w$ [107]. A natural question is: how much of the entire phase space structure including both transient paths and cycles are preserved under the cyclic left shift operation over the vertex states update sequence?

Figure 4.10 gives an example illustrating the concept above: consider the Circle4 graph with nor functions and update sequence $w = (1, 3, 2, 4)$. The red edges represent the preserved potion of the phase space for the left 1-step shifted update sequence $\sigma_1(w) = (3, 2, 4, 1)$.

![Figure 4.10: The phase spaces of sequential nor-GDS with update sequences $w = (1, 3, 2, 4)$ and $\sigma_1(w) = (3, 2, 4, 1)$.](image)

If we consider the cyclic 1-shift we have following conjugating relationship between $F_w$ and $F_{\sigma_1(w)}$:

$$F_{\sigma_1(w)} \circ F_{w_1} = F_{w_1} \circ F_w. \quad (4.26)$$

As a simple proof, if we expand the left hand side of above equation, by definition we have,

$$F_{\sigma_1(w)} \circ F_{w_1} = F_{w_1} \circ F_{w_n} \circ F_{w_{n-1}} \circ \cdots \circ F_{w_2} \circ F_{w_1} = F_{w_1} \circ F_w.$$
Therefore, $F_{w_1}$ has a significant effect of the map from the phase space $\Gamma(F_w)$ to $\Gamma(F_{\sigma_1(w)})$. The complete structural implications are still not well understood and this is a work in progress. However, we have used GENEUS to search a large number of GDS configurations and found a system where a large portion of the phase space structure is preserved under the left 1-shift operation on its update sequence: If we consider a GDS map $F_w$ shown in Figure 4.11 with update sequence $w = (2, 0, 1, 3, 4)$, then $F_{\sigma_1(w)}$ preserves 93.75% of the phase space structure of $F_w$.

![Figure 4.11: Circle5 graph with 2 diagonal edges. Vertices are associated with Boolean bi-threshold functions: vertex 2 has up- and down-threshold values 4 and 2, respectively; other vertices have up- and down-threshold values 1 and 2, respectively.](image)

**4.6 Summary**

The study of stability and the response to perturbations of graph dynamical systems is central to understanding of their dynamical properties. Perturbations may take many forms, with examples including perturbations of the dependency graph, the vertex states, the vertex functions, the update scheme or combinations of these.

In this chapter, we summarized our theoretical results on the stability of graph dynamical systems with respect to various types of perturbations. In Section 4.2, we have extended bi-threshold systems to include dynamically evolving thresholds. This provides a more realistic venue for modeling complex phenomena, such as adaptive biological, social and technical systems. We have shown the result that synchronous, transition-based, dynamic bi-threshold GDS maps may only have periodic orbits of size 1 or 2. In Section 4.3, we studied the limit cycle structure of standard threshold dynamical systems with block-sequential update. In a block-sequential update, the vertex set of the graph is partitioned into blocks, and the blocks are updated sequentially while the vertices within blocks
are updated in parallel. We identified a sufficient condition for the system to have only fixed points as limit sets. We also demonstrate several well-known graph families that satisfy this condition. In Section 4.4, we have introduced an extension of the notion of activity proposed by Shmulevich and Kauffman [145]. We take into account the actual graph structure of the graph dynamical system. The notion of activity measures the probability that a perturbation in an initial state produces a different successor state than that of the original unperturbed state. It captures the notion of sensitive dependence on initial conditions and provides a way to rank vertices in terms of how they may impact predictions. We give basic results that aid in the computation of activity and apply this to graph dynamical systems with threshold functions and nor functions for elementary cellular automata, $d$-regular trees, square lattices, triangular lattices, and the Erdős-Rényi random graph model.

Graph dynamical system is an important mathematical foundation of network-based simulation models. Theoretical research on the stability and robustness of GDS with respect to external noise or perturbations forms an essential component of model validation of network-based simulation models. The results presented in this chapter therefore serves as the major theoretical contribution of this dissertation.
Chapter 5

Applications in Network-based Simulation Models

5.1 Introduction

By nature, network-based simulation models often require large data sets as well as a large variety of data sets placing heavy demands on both data management and computation. As mentioned in the motivational example in Section 1.2 of Chapter 1, the network of transportation system in Washington D.C. has around 50,000 nodes and 230,000 links. The simulations were run on a large 60 node multi-core cluster. One complete run (around 120 iterations) takes about 35 hours and requires a few TB of space.

When performing model validation, the challenges will be intensified since the model validation process is usually accompanied by experimental designs involving a large number of cells, each with multiple replicates. Management of a large number of experiment instances along with the associated input/output/configurations is nontrivial. Moreover, it is often desirable that model validation can be done by a third-party in addition to or rather than by the modelers themselves to guarantee the credibility, a process sometimes referred to as independent verification and validation (IV&V) [45]. For this, it is highly desirable to make sure the experiment results are reproducible. However, the involved process of conducting such analysis complicates matters. There is a lack of standardized model configurations as well as ways to actually invoke the simulation models, which makes it challenging to even execute the workflows, not even considering the possible statistical designs involved. The challenge is compounded by the need to integrate domain experts (who typically lack modeling and computing skills), and the needs for advanced expertise covering programming, high-performance computing, statistical analysis, and
data management.

These challenges actually motivate and guide the design of GENEUS system. In this chapter, we will illustrate the capabilities of GENEUS by several application case studies. These case studies are actual simulation experiments with large data sets involved. We will show how GENEUS facilitates such large-scale simulation experiment and improves the efficiency in both management and human productivity.

5.2 Model Validation of Networked Epidemics

5.2.1 Scenario

Infectious diseases constitute a major public health challenge all over the world. The 2014 Ebola outbreak in Western Africa and the recent Zika virus have caused hundreds of thousands of deaths and brought significant threat to human lives and society [101]. New infectious diseases are emerging and there is still no cure for many of them. According to a World Health Organization (WHO) report [76], every year transmissible influenza result in an estimated three to five million cases of severe illness and 250,000 to 500,000 deaths. Planning a response to an outbreak of a pandemic is a high public health priority. Due to ethical and practical reasons, controlled experiments are often impossible in epidemiology. Fortunately, computational models allow us to identify the spatial-temporal dynamics of epidemics and can therefore help policy makers forecast the epidemic propagation pattern, plan medical facility placements, and prepare response strategies.

Social contact network-based simulations have been widely used for modeling pandemic outbreaks [30, 101]. Often, this type of simulation model incorporates highly resolved synthetic representations of the person-to-person contact patterns of people in a specific geographical region, which is central to modeling disease transmission. Computational epidemiologists have conducted simulations to test the effectiveness of a set of potentially feasible intervention strategies [3, 71], and made considerable contributions to combating infectious diseases.
5.2.2 Simulation Method

Modeling disease transmission over contact networks

Many simulation tools for modeling infectious disease have been developed [24, 31, 32]. In this case study, we use EpiFast [31] for our illustration experiments. EpiFast is a stochastic simulation model for disease propagation over large contact networks. It has been used in many studies with sophisticated settings to evaluate various dynamic interventions like vaccination and to provide decision support for public health policy makers.

In EpiFast, the person-to-person contacts are formally represented by a network $G(V, E, W)$, where $V$ is the node set, $E$ is the edge set, and $W$ is the edge weight set. In this network, nodes correspond to individuals and edges represent contacts between two end nodes. An edge $e = (u, v)$ with weight $w(e)$ denotes that node $u$ has contact with node $v$ for a duration $w(u, v)$ throughout the day, and during which the disease may transmit from $u$ to $v$ with probability $p(w(e))$. The function $p$ typically depends on specific disease infectivity.

Many stochastic simulations adopt the standard SEIR disease model which is widely used in epidemiology [31]. Each person is in one of the four health states at any time: susceptible (S), exposed (E), infectious (I) and removed (R). A person is in the susceptible state until she/he becomes exposed. The person will remain exposed for an incubation period, during which she/he is not infectious. Then the person becomes infectious and remains so for an infectious period. Finally, she/he becomes removed (or recovered) and remains so permanently. With the SEIR model, the disease spreads in a population in the following way: it can only be transmitted from an infectious node to a susceptible node. On any day, if node $u$ is infectious and $v$ is susceptible, disease transmission from $u$ to $v$ occurs with probability

$$p(w(u, v)) = 1 - (1 - r)^{w(u, v)},$$

(5.1)

where $r$ is the disease transmissibility, the probability of disease transmission for a contact of one unit time. Infections from multiple infectious individuals to a susceptible individual are treated as independent events. Thus, the disease propagates probabilistically along the edges of the contact network.

Targeted layered containment strategies of influenza pandemic

In [71], Halloran et al. developed targeted layered containment strategies of an influenza pandemic happening in the Chicago area by using stochastic, spatially structured, network-based simulation models. To control the pandemic spread, a set of interventions were considered. They combined antiviral treatment and household isolation of identified
cased, prophylaxis and quarantine of their household contacts, closure of schools, social distancing in the workplace. Because these interventions include both targeted and general strategies, they are called targeted-layered containment (TLC) approaches. In [71], the researchers examined different levels of ascertainment of symptomatic influenza cases, and compliance with the interventions and cumulative illness attack rate (total number of infected people – past and present) threshold for initiating interventions.

In this case study, we revisit the TLC simulation experiment and use our framework to streamline the study pipeline.

### 5.2.3 Experiment Description

One uncertain factor of the model is the transmissibility of a disease. This uncertainty also poses challenges for estimating how transmissible a future pandemic will be. Typically, the transmissibility is measured by using the reproductive number, that is, the number of secondary cases for each primary case. In our study, it is characterized by the probability of transmission per unit of contact time between two persons \( r \) in Equation 5.1, which is a real number. As a matter of fact, transmissibility is a dominant factor that affects the cumulative attack rate significantly, and this will be shown in the experiment results.

Interventions for an ascertained case include antiviral treatment for the infected individual, targeted antiviral prophylaxis of household contact, home isolation (ill person is isolated in the home but not isolated from housemates), and quarantine of household contacts (household contacts are all quarantined within the home). General population-wide interventions are summarized as follows:

**School closure.** All schools, including primary, middle and high schools are closed at a particular threshold cumulative illness attack rate. Students are expected to stay at home with certain compliance levels.

**Work closure.** At a particular threshold cumulative illness attack rate, workplaces are closed and contacts are reduced by a certain percentage and also by a certain compliance level.

**Social distancing.** Community social distancing results in fewer public activities. Examples include closing shopping centers, and reducing visits to restaurants and other public locations. After a particular threshold attack rate, people are encouraged to stay at home with a certain compliance.

These interventions are triggered when a threshold fraction of the population becomes infected. In [71], several scenarios were considered based on different levels of the threshold
values which varied from 1% to 0.01%. Different combinations of intervention compliance levels were also examined, but in a coarse manner (such as 30%, 60%, 90%). An advantage of our experimental design module and automated model configuration method is that one is able to run hundreds and even thousands of simulations to explore the parameter space more thoroughly, something that was effectively impossible in the original study.

5.2.4 Experiment Setup

Model configuration

Figure 5.1 shows an example EpiFast main configuration file, which contains references to a collection of sub-configuration files. Typically, experiment parameters can be in either the main configuration file or any sub-configuration file. Sub-configuration files are organized in a rather arbitrary manner, they can be located in different working directories or even on different machines. In practice, it is generally hard to perform experimental designs with such unstructured configuration format. In this particular study, model parameters such as school closure compliance rate, work closure compliance rate and social distancing compliance rate are located in a sub-configuration file called intervention file. Manually configuring the model is tedious and can easily introduce errors.

```
ConfigVersion = 2009
ContactGraphFile = LBR_430-socnet.efi
Transmissibility = 3.07537688442e-05
InfectiousPeriodFormat = DISTRIBUTION
InfectiousPeriodFile = Infectious.Period.Distribution
IncubationPeriodFormat = DISTRIBUTION
IncubationPeriodFile = Incubation.Period.Distribution
EpidemicSeedType = RANDOM_SEEDS_FIRST_DAY
EpidemicSeedNumber = 5
EpidemicSeedFile = subpop_all.txt
SimulationRandomSeed = 7654321
InterventionFile = Intervention
IterationNumber = 10
OutputFile = out/EFO
SimulationDuration = 200
```

**Figure 5.1:** An example of the main EpiFast configuration file. Here red boxes denote references to sub-configuration files.
To facilitate generalized experimental design and uniform model invocation, we devised a standardized configuration format for EpiFast using the tree architecture discussed earlier, where the main configuration file is the trunk and sub-configuration files are treated as branches, see Figure 5.2 for an example. With the associated parameter navigation API, fast parameter locating is possible. In addition, we support saving and loading of parameter tree branches to and from external files which enable customized configuration assembly. The entire configuration specification and all tree branches are also indexed by the central registry system. This has a lot of practical applications, for example, a particular intervention file usually corresponds to a specific intervention strategy and is devised by domain experts. With the standardized configuration format along with the central registry system, complex intervention strategies can be easily archived and reused when necessary without duplication of efforts.

**Experimental design**

By using the standardized model configuration format, experimental parameters are automatically exposed, along with the user specified parameter space, and it is sufficient for the experimental design module to take samples in a uniform manner. We utilized the Latin hypercube sampling (LHS) plug-in in the algorithm library for parameter sensitivity analysis. The reason we use LHS instead of traditional DOE methods such as factorial design is that exhaustively exploring parameter space for studies of this scale is not practically feasible. For instance, running one TLC study can take fifteen to twenty minutes over the Miami and the Seattle networks; thirty to forty minutes over the Chicago network on a high-performance computing cluster. Clearly, it is not possible to run all combinations of the parameter settings, and therefore, a sparse space-filling experimental design with economic run size is essential for conducting the sensitivity analysis.

After the generation of the experiment configurations, the EpiFast model wrapper prepares the model execution environment and automatically submits job execution requests to the computational back-end. Meanwhile, the registry records the information of the experiment instance such as working directory, input and output data sets, computing platform, execution log and so on. This is useful when the finished experiment instances need to be repeated.

**Sensitivity analysis**

When all the model execution jobs are finished, the model wrapper will process the simulation outcome and extract quality of interests from the raw output data.
<epifast_cfg>
  <parameter key="ConfigureVersion" type="int"
            exposed="false" optional="false">
    <value>2009</value>
  </parameter>
  <parameter key="ContactGraphFile" type="string"
             exposed="false" optional="false">
    <value>LBR_430-socnet.efi</value>
  </parameter>
  ...
  <parameter key="InfectiousPeriodFile" type="string"
             exposed="false" optional="false">
    <value>Infectious.Period.Distribution</value>
    <registry_id data_set_112</registry_id>
  ...
  </parameter>
  ...
  <parameter key="InterventionFile" type="string"
             exposed="false" optional="false">
    <value>Intervention</value>
    <registry_id data_set_114</registry_id>
    <parameter key="school_closure_compliance" type="float"
               exposed="true" optional="false">
      <value>0.5</value>
    </parameter>
  ...
  </parameter>
  ...
</epifast_cfg>

Figure 5.2: Standardized XML configuration file for EpiFast shown in Figure 5.1. Some configuration entries are omitted for succinctness.
processed data are used to perform parameter sensitivity analysis. Sensitivity analysis is concerned with how changes in the model inputs influence the outputs. Generally speaking, there are two types of sensitivity analyses: local sensitivity analysis examining individual parameter effects (also known as main effects), and global sensitivity analyses which also consider interactive effects among two or more parameters. Both of them can enhance the understanding of a complex model, find aberrant model behavior, identify which input have a significant effect on a particular output and so on. In this study, we first investigated individual parameter effects one at a time and then used two global sensitivity metrics for assessing the parameter effects: Sobol’s method [152] which partitions the output variance in terms of input parameters and their increasing order of interactions as

$$V(X) = \sum_i V_i(x_i) + \sum_{i<j} V_{i,j}(x_i, x_j) + \cdots + V_{1...s}(x_1, \ldots, x_s), \quad (5.2)$$

and the delta sensitivity indicator [35] which examines the influence of input uncertainty on the entire output distribution without reference to a specific moment of the output. We will give the sensitivity analysis results with respect to both measurements in the next section.

### 5.2.5 Results

**Experiment #1: transmissibility and intervention threshold**

In this experiment, we used synthetic contact networks of the three US cities Miami, Seattle, and Chicago. Miami and Seattle have similar population sizes but distinct demographics, see Table 5.1, whereas Chicago area has much larger population size (9,038,163 vertices) and mixed demographic properties as compared to the other two cities. Thus, we use the simulation over the Chicago network as a control experiment.

Intuitively, cumulative illness attack rate will increase with greater disease transmissibility, and reductions in the attack rate are expected when TLC interventions are installed. The initiating threshold fraction of illness is also an important factor to consider since it determines how stringent the intervention strategy will have to be. We considered three scenarios in this experiment: the baseline scenario without intervention, interventions initiated after 1% and 0.1% of the population has developed symptomatic influenza for the other scenarios, in which, compliance rate for school closure, work closure, and social distancing interventions were fixed at 30%, 50% and 50%, respectively.

The results of the experiment are shown in Figure 5.3. It can be observed that TLC interventions can effectively contain the influenza spread. Scenario 3 with a more stringent
<table>
<thead>
<tr>
<th>Age group</th>
<th>Miami region</th>
<th>Seattle region</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRESCHOOL (0-4 years)</td>
<td>6.74%</td>
<td>6.78%</td>
</tr>
<tr>
<td>SCHOOL-AGED (5-18 years)</td>
<td>15.03%</td>
<td>20.33%</td>
</tr>
<tr>
<td>ADULTS (19-64 years)</td>
<td>65.04%</td>
<td>63.08%</td>
</tr>
<tr>
<td>SENIORS (≥ 65 years)</td>
<td>13.18%</td>
<td>9.80%</td>
</tr>
<tr>
<td>household size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMALL (1 person)</td>
<td>7.96%</td>
<td>10.90%</td>
</tr>
<tr>
<td>MEDIUM (2-3 persons)</td>
<td>38.21%</td>
<td>45.76%</td>
</tr>
<tr>
<td>LARGE (≥ 3 persons)</td>
<td>53.83%</td>
<td>43.34%</td>
</tr>
</tbody>
</table>

**Table 5.1: Age and household size composition of the Miami and Seattle populations [159].**

intervention initiating threshold achieves a lower illness attack rate compared with Scenario 2. When comparing the results across cities, Seattle has a higher attack rate than Miami if no intervention is applied. However, when TLC interventions were implemented, Seattle achieves a lower attack rate. This inversion results from the fact that Seattle has a larger portion of school-aged people and the fact that school closure intervention is the most significant factor for controlling the disease spread, see Table 5.1. This is demonstrated in the next set of experiments. Chicago always has a higher attack rate because this area has a larger population size and the cascade effect can result in a pandemic expanding.

**Experiment #2: sensitivity analysis of intervention compliances**

In the TLC study, we mainly considered three types of interventions: school closure, work closure, and general social distancing. The compliance level of these interventions is a major factor that influences the overall attack rate. We conducted both local and global sensitivity analyses to assess their effects.

In this study, we fixed the disease transmissibility at $5.8 \times 10^{-5}$, intervention initiating threshold value at 1%, and we used the Miami network. First, we varied the intervention compliance levels one at a time for 30 different values to evaluate their local sensitivities. Each experiment had 5 replicates. Figure 5.4 gives the OFAT sensitivity analysis result. It is shown that all these three interventions have apparent effects on the overall illness attack rate, but that school closure intervention is more effective than the other two in decreasing the illness attack rate.
Figure 5.3: Illness attack rates for three US cities Seattle, Miami and Chicago (a) without intervention, (b) and (c) with TLC interventions for 1% and 0.1% initiating threshold values, respectively. Each experiment ran with 5 replicates. Error bars denote standard deviation.
Figure 5.4: Local sensitivity analysis of different intervention compliance parameters: (a) school closure compliance rate, (b) work closure compliance rate, and (c) social distancing compliance rate. Each parameter is examined for 30 different values with 5 replicates. Error bars denote standard deviation.
For global sensitivity, we varied the three intervention compliance levels simultaneously for 1000 runs by using the Latin hypercube sampling method. Figure 5.5 is the scatter plot for each dimension of the parameter space. One can observe that school closure intervention shows a stronger pattern whereas the other two are more random, which again indicates that school closure intervention dominates the intervention efficacy.

**Figure 5.5:** Scatter plot of the global sensitivity analysis for various intervention strategies: (a) school closure, (b) work closure and, (c) social distancing. Here 1000 sample points were evaluated using the Latin hypercube Sampling method.

Quantitatively, we calculated the sensitivity indices for the three intervention strategies, see Table 5.2. Both the Delta measurement and Sobol’s measurement show that school closure is the most effective intervention option. Our experiment results suggest that the combination of various intervention strategies can reduce the illness attack rate significantly.
5.3 Sensitivity Analysis of Pest Diffusion Simulation Model

5.3.1 Scenario

Invasive alien species spread is a complex phenomenon driven by various natural and anthropogenic factors. While the knowledge of biology and climate is essential to assess establishment risk and devise sustainable management strategies [155], it is critical to understand human-mediated pathways to prevent introduction and mitigate immediate impact [20, 81].

As is the case with many built infrastructures, trade of goods naturally yields to network representations. Typically, nodes of the network represent locations–ranging from markets to continents depending on the context–connected by transportation infrastructure. The influence of one node on another is captured by an edge with weight that is a function of the transaction volume across that edge. A major challenge in constructing such networks is estimating the temporal flows. The intricate web of supply chain logistics makes it hard to document transactions, and even in economically developed countries, obtaining commodity specific flow data is a challenge [109]. On the other hand, it is comparatively easy to obtain datasets on production, population, and economic indicators at finer spatial resolution, thus allowing the use of spatial interaction models such as the gravity model [72]. Further such an approach is also better suited for data-poor regions.

A representative flow network can yield valuable insights into the phenomenon. The network structure helps identify possible entry points and hubs [121, 157]. Network dynamical processes such as the SEIR (Susceptible $\rightarrow$ Exposed $\rightarrow$ Infected $\rightarrow$ Recovered) model from epidemiology [128] is applied to capture the spatio-temporal evolution of the invasion. Model selection and validation is challenging due to the lack of accurate ground surveillance, since very few countries have the capacity to effectively react to impending and emerging invasions [51]. Therefore, there is a need for a robust modeling framework that can operate with limited observational data.

<table>
<thead>
<tr>
<th>parameter</th>
<th>Delta measurement</th>
<th>Sobol’s measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>School closure compliance</td>
<td>0.534339</td>
<td>0.836894</td>
</tr>
<tr>
<td>Work closure compliance</td>
<td>0.082681</td>
<td>0.055476</td>
</tr>
<tr>
<td>Social distancing compliance</td>
<td>0.082046</td>
<td>0.047361</td>
</tr>
</tbody>
</table>

*Table 5.2: Parameter ranking with two sensitivity importance measures.*
In this study, we focus on the spread dynamics of *Tuta absoluta* (*Gelechiidae*, Lepidoptera) (Meyrick, 1917), a devastating pest of the tomato crop. The region of interest is Nepal, a biodiversity hotspot [96] and largely an agrarian economy, which recently reported *T. absoluta* invasion in 2016 [18]. Indigenous to South America, *Tuta absoluta* or the South American tomato leaf miner was accidentally introduced to Spain in 2006 [49]. Since then, it has rapidly spread throughout Europe, Africa, Western Asia, Indian subcontinent and Central America [40] over the past decade. Since tomato is among the top two traded vegetables (http://www.fao.org), it is strongly suspected that trade played a critical role in *T. absoluta*’s rapid spread. Indeed, on multiple occasions, it has been discovered in packaging stations [122]. Karadjova et al. [88] observed that the spread pattern in Bulgaria was correlated with prime trade routes. With tomato being a commercially important crop [69], *T. absoluta* has had significant global impact. For example, in Turkey, the annual estimated intervention cost is €167M per year [125]. Due to extensive insecticide treatment in Europe [67], insecticidal resistance has been recently observed in populations of *T. absoluta* [70]. Lack of effective natural predators has made integrated pest management quite challenging.

In Nepal, after its introduction in 2016 in Kathmandu district [18], it has continued to spread to several districts (Figure 5.6(b)). Tomato is among the major cash crops that Nepalese farmers depend on for their livelihood. Therefore, stresses such as the *T. absoluta* invasion can have a huge impact on Nepal’s agrarian economy and fragile ecosystem.
5.3.2 Modeling Commodity Flow in the Context of *T. absoluta* Spread

Flow network construction

We model the flow of agricultural produce among markets based on the following premise: The total outflow from a market depends on the amount of produce in its surrounding regions, and the total inflow is a function of the population it caters to and the corresponding per capita income. The main assumptions in this model are: (i) imports and exports are not significant enough to influence domestic trade, (ii) fresh tomatoes are mainly traded for consumption, and (iii) the higher the per capita income, the greater the consumption. As discussed in the Methods section, these are fair assumptions in the case of Nepal. The flows are estimated using a doubly constrained gravity model [15, 87].

Figure 5.6(a) gives the physiographic division of Nepal. Within a distance of 180km from south to north, the altitudes range from 67 meters above sea level (masl) corresponding to tropical Terai region bordering India to the mountain region exceeding 3000 masl [11]. Based on the altitude-induced agricultural cycle, we have divided the entire year into two seasons: S1 (June to November) and S2 (December to May). During season S1, mainly the Mid Hills and High Hills contribute to the production, while in S2, Terai region is the major producer. As a result, we have two flow networks, one for each season. The total outflow from each market $i$, $O_i$, is the amount of produce that arrives at the market in the specified season. The total inflow $I_i$ is proportional to the population catered to by the market and a function of its average per capita income $\eta_i$, $\eta_i^\gamma$, where $\gamma$ is a tunable parameter. The flow $F_{ij}$ from location $i$ to $j$ is given by $F_{ij} = a_i b_j O_i I_j f(d_{ij})$, where, $d_{ij}$ is the distance to travel from $i$ to $j$, and $f(\cdot)$ is the distance deterrence function: $d_{ij}^{-\beta} \exp(-d_{ij}/\kappa)$, where $\beta$ and $\kappa$ are tunable parameters. The coefficients $a_i$ and $b_j$ are computed by iteratively solving the system of equations

$$a_i = \frac{1}{\sum_j b_j I_j f(d_{ij})},$$
$$b_j = \frac{1}{\sum_i a_i O_i f(d_{ij})},$$

such that the total outflow and total inflow at each node agree with the input values [87].
Modeling the pest spread

We use a discrete-time SI (Susceptible-Infected) epidemic model on directed weighted networks \([128]\) to model pest dispersal. Each node is either susceptible (free from pest) or infected (pest is present). Henceforth, we use the term “infected” for a node or a region frequently to imply \(T. \text{absoluta}\) infestation at that location. A node \(i\) in state \(I\) infects each of its out-neighbors \(j\) in the network with probability proportional to the flow \(F_{ij}\) at each time step \(t\). The infection probabilities are obtained by normalizing flows globally: 
\[
\lambda_{i,j} = \frac{F_{i,j}}{\max_{i,j} F_{i,j}}.
\]

The model is based on two assumptions: (i) an infected node remains infected and continues to infect its neighbors and (ii) the chance of infection is directly proportional to the volume traded. Considering the fact that Nepal was ill-prepared for this invasion and the lack of effective intervention methods, (i) is a fair assumption. Historically, \(T. \text{absoluta}\) has spread rapidly in regions where tomato trade has been the highest (parts of Europe and Middle-East for example) thus motivating assumption (ii).

\(P_I(i,t,f_0)\) denotes the probability that node \(i\) is infected by time \(t\) given the initial condition \(f_0\) which assigns probability of infection at time step \(t = 0\) to each node. In general, computing \(P_I\) is hard. Efficient methods have been proposed to estimate this probability \([12, 105]\). Here, we adopt the dynamic message passing algorithm by Lokhov et al. \([105]\), a generalization of the Belief Propagation algorithm \([129]\).

The initial configuration \(f_0\) is chosen to mimic a spatially dispersed seeding scenario. We first select a central seed node, and then use a Gaussian kernel with parameter \(\sigma\) around the seed node to assign initial infection probabilities for neighboring markets. A market at a distance \(d\) from the seed as measured on the road network, is assigned the infection probability \(e^{-\frac{d^2}{2\sigma^2}}\). The kernel accounts for factors such as uncertainty in determining the pest location, the possibility of spread of the pest through natural means as well as interactions between these markets.

Model evaluation through origin inference framework

Whether to establish goodness of fit of the model given the observed spread, or to forecast, we are faced with the challenge of translating \(t\) of the SI model to a real-world equivalent time period. Estimating this requires spatio-temporal distribution of the pest at a high resolution. Despite considerable monitoring efforts in Nepal, the incidence reports have poor time information. Monitoring is resource intensive: the placement of traps is largely determined by accessibility and availability of trained personnel. Given these constraints, the pest might remain undetected for a long time. Secondly, in the absence of monitoring,
the pest’s presence will become apparent only during the growing season. Therefore, there is a possible delay of several months before it is reported and confirmed. To circumvent this problem, we make use of SI model’s monotonic property: For any \( t' > t \), \( P_I(i, t', f_0) \geq P_I(i, t, f_0) \). Rather than attempt to match the time step to observational data, and thus estimate the absolute infection probabilities, we analyze the spread using relative vulnerabilities of the nodes. For this analysis to be meaningful, it is important that the rank list changes slowly with \( t \) with other parameters fixed. We establish that this is indeed true through rigorous sensitivity analysis.

The incidence reports in Nepal and ground surveillance strongly suggest that *T. absoluta* was first introduced to the area around Kathmandu [18]. By December 2016, several areas had reported its presence (Figure 5.6(b)). With this information, we evaluate our model based on the following backward inference problem: given an observation of node states at time \( t \), what is the most likely origin of invasion? This is precisely the source detection problem, which has been addressed extensively in recent years [12, 143]. We examine the likelihood of markets or regions being the source nodes, and in particular, we compare this with the likelihood of the region around Kathmandu being the source (see Figure 5.7).

Suppose \( O \) is the observation criteria; it consists of pairs \((v, s)\) where \( v \) is a node and \( s \) is a state. For each candidate initial condition \( f_0 \), ideally, we would like to compute the joint probability of \( O \) at a time step \( t \), \( P(O | f_0, t) \). However, there are two issues. Firstly, it is not tractable to compute this probability. Following Lokhov et al. [105], we approximate this joint probability as a product of the marginal probability estimates from the message passing algorithm and define an *energy function* for each tuple \((f_0, t)\) as

\[
\phi(O | f_0, t) = -\log \left( \prod_{(i,l) \in O} P_I(i, l, f_0) \prod_{(i,s) \in O} (1 - P_I(i, l, f_0)) \right).
\]

The lower the value of \( \phi \), the higher the likelihood of \( f_0 \) being the initial condition. Secondly, recalling the uncertainty in interpreting time step \( t \), we examined the relative likelihoods of each \( f_0 \) and the stability of the ranking across a range of model parameters.

While the intended usage of the origin inference formulation is to determine the source of infection, we have adapted it to compare expected spread in the model with observed data. Our results demonstrate that this framework is in general very useful in finding the likely pathways of introduction of the pest.

**Epidemic source inference results.**

We consider the spread during June-November for model evaluation. Hence, the network corresponds to season S1 for a given set of parameters \((\beta, \kappa, \gamma)\). Our objective was to rank
various starting configurations $f_0$ based on $\phi(O \mid f_0, t)$ given $O$, $t$ and flow network of season $S_1$. Recall that every initial configuration $f_0$ corresponds to a central node and Gaussian kernel parameter $\sigma$, which results in the infection probabilities at time $t = 0$. For a given $\sigma$, we evaluated the likelihood of each node being the central node. We considered two criteria based on which the likelihood of each $f_0$ as the starting configuration was computed: (i) $O_G$: this is the set of all pairs $(v, I)$ where $v$ is a market node that belongs to a district that reported pest presence by December 2016. (ii) $O_B$: this is the set of $(v, I)$ for all nodes $v$. This is the baseline which assumes no observational data on infections.

The results of the origin inference experiments are shown in Figure 5.7. Firstly, we observed that for both criteria $O_G$ and $O_B$, the top few ranks are relatively robust to varying network and model parameters. This is discussed in more detail in Sensitivity Analysis. Also, for both criteria, markets from the Central Development Region (CDR) that belong to Kathmandu and its adjacent districts Lalitpur, Bhaktapur and Kavrepalanchok are among the top ranked nodes. This is in agreement with ground truth, despite the fact that none of these nodes are assigned the highest production in our model. This can be explained by the fact that Kathmandu and nearby districts combined together dominate the production. Also, they are centrally located in the network. Interestingly, for the criterion $O_G$, Dhankuta, with the highest assigned production has a very low rank (Figure 5.7(a)) and even lower $\phi$ value compared to the top market in $O_G$. However, for $O_B$, it is ranked second (Figure 5.7(b)). This clearly shows that while Dhankuta has the potential to infect a large number of areas, given what has been observed, it is very unlikely that it was the source of infection. Dhankuta reported presence of the pest only towards the end of 2016 (see Figure 5.6(b)). On the other hand, markets close to Kathmandu–Charaundi and Thaha Municipality, have average ranks comparable to the top markets with respect to $O_G$, but much lower average ranks with respect to $O_B$. Thus, using the principled approach of epidemic origin inference formulation, one can demonstrate the correlation between trade patterns and observational data on $T. absoluta$ incidence.

5.3.3 GENEUS Facilitates Sensitivity Analysis

As described earlier, the simulation model consists of two sub-models: a gravity model producing the seasonal commodity flow in Nepal and a dynamic message passing-based SI model predicting the pest spread pattern. Each sub-model has several uncertain parameters, see Table 5.3 for summary. It is essential to quantitatively analyze the effect of these uncertainty parameters, which is a challenging task because this is a complex simulation workflow involving many data dependencies and intricate model interactions. For the sake of efficient experimentation, we use GENEUS to streamline the simulation
Figure 5.7: Evaluating the spread model using epidemic source inference framework. (a) The average rank of each market based on the likelihood for the criterion \( O_G \) for a range of model parameters (see Table 5.4). (b) Same as (a), but for criterion \( O_B \).

pipeline via the standardized model configuration file (Figure 5.9) and a model specific wrapper code that drives the entire workflow, see Figure 5.8.

<table>
<thead>
<tr>
<th>Symbol/Abbrev.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Season 1: June to November</td>
</tr>
<tr>
<td>S2</td>
<td>Season 1: December to May</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Power-law exponent of gravity model</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>Cutoff time of gravity model</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Per capita income parameter</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>Gaussian kernel parameter for spatial seeding</td>
</tr>
<tr>
<td>( t )</td>
<td>Time step for the spread model</td>
</tr>
</tbody>
</table>

Table 5.3: Notation and abbreviations.

5.3.4 Sensitivity Analysis Results

We studied the sensitivity of individual market ranks as well as rank lists to network parameters \( (\beta, \kappa, \gamma) \), and diffusion model parameters \( (\sigma, t) \) (see Table 5.3 for definitions). The joint parameter effects are shown in Figure 5.7, while the single parameter results are provided in Figure 5.10. We found that the market ranks are more sensitive to spatial
seeding parameter $\sigma$ and distance exponent $\beta$ than other parameters. In particular, we observed that the sensitivity was highest when $\sigma = 0$ was included in the analysis. In this case (and in general for very low values of $\sigma$), substantial spread occurs only when the seed node is a source. Even if a node is in close proximity to several sources (such as Kathmandu), there is hardly any spread. This is unrealistic in the context of pest and pathogen dispersal. Hence, we restricted $\sigma$ to be greater than 0 in our analysis. Also, we observe that the variance in rank is small for higher ranked nodes. This can be seen in Figure 5.7, and is more pronounced in the single parameter analyses. This property gives higher confidence in interpreting the results on top markets.

For rank list stability, we used Spearman’s rank correlation coefficient (also known as Spearman’s rho). It assesses monotonic relationships between rank lists and the value ranges between $-1$ and $+1$. A positive correlation coefficient indicates a positive relationship and vice versa, and two identical rank lists have a correlation of 1. Here we use the rank list that results from configuration ($\beta = 2$, $\kappa = 500$, $\gamma = 0$, $\sigma = 5$, $T = 10$) as the reference and calculate the Spearman’s rho value with respect to it for rank lists induced by other parameter settings. Table 5.4 gives the Analysis of Variance (ANOVA) results. Under 95% confidence level, $p$-value < 0.05 means that the particular parameter has a significant effect. Therefore, we see that $\beta$ and $\sigma$ have significant effects, while others do not. Here, we note that this is despite not considering $\sigma = 0$ in the analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Levels</th>
<th>t-ratio</th>
<th>F-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>Power-law exponent of gravity model</td>
<td>[0, 1, 2]</td>
<td>-5.16</td>
<td>26.6059</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Gaussian kernel parameter for spatial seeding</td>
<td>[0, 5, 10, 15, 20]</td>
<td>-3.29</td>
<td>10.8424</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Cutoff time of gravity model</td>
<td>[100, 500, 1000]</td>
<td>-0.42</td>
<td>0.1758</td>
<td>0.6753</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Per capita income parameter</td>
<td>[0, 0.5, 1.0]</td>
<td>0.89</td>
<td>0.7970</td>
<td>0.3727</td>
</tr>
<tr>
<td>$T$</td>
<td>Time step for the spread model</td>
<td>[5, 10, 20]</td>
<td>1.14</td>
<td>1.2976</td>
<td>0.2556</td>
</tr>
</tbody>
</table>

**Table 5.4:** Analyzing sensitivity to model parameters using ANOVA.
<configuration>
  <parameters>
    <parameter exposed="false" key="gravity_model_cfg"
      optional="false" type="string">
      <value>gravity_cfg_template</value>
    </parameter>
    <parameter exposed="true" key="node_attr_file"
      optional="false" type="string">
      <value>../data/market_node_attr_season1.csv</value>
    </parameter>
    <parameter exposed="false" key="network_file"
      optional="false" type="string">
      <value>../data/nepal_market_network.csv</value>
    </parameter>
    <parameter exposed="true" key="beta" optional="false" type="float">
      <value>2</value>
    </parameter>
    <parameter exposed="true" key="kappa" optional="false" type="float">
      <value>500</value>
    </parameter>
    <parameter exposed="false" key="gravity_output"
      optional="false" type="float">
      <value>dummy</value>
    </parameter>
    <parameter exposed="false" key="message_passing_cfg"
      optional="false" type="string">
      <value>message_passing_cfg</value>
    </parameter>
    <parameter exposed="true" key="sigma" optional="false" type="float">
      <value>5</value>
    </parameter>
    <parameter exposed="true" key="T" optional="false" type="int">
      <value>10</value>
    </parameter>
  </parameters>
</configuration>

Figure 5.9: Base configuration file for the pest spread model.
Figure 5.10: Single parameter effects on stability of individual market ranks. Blue dots represent mean rank for each market and error bars are standard deviation. (a) Joint parameter effect based on $O_B$. (b) Joint parameter effect based on $O_C$. (c) Parameter effect of $\sigma$ based on $O_B$. (d) Parameter effect of $\sigma$ based on $O_C$. (e) Parameter effect of $\beta$ based on $O_B$. (f) Parameter effect of $\beta$ based on $O_C$. (g) Parameter effect of $\kappa$ based on $O_B$. (h) Parameter effect of $\kappa$ based on $O_C$. (i) Parameter effect of $\gamma$ based on $O_B$. (j) Parameter effect of $\gamma$ based on $O_C$. (k) Parameter effect of $T$ based on $O_B$. (l) Parameter effect of $T$ based on $O_C$. 
5.4 Summary

Typically, network-based simulation models have complex simulation workflows involving many data dependencies and intricate model interaction. Experimentation and quantitatively analysis of the uncertainties of them are challenging, especially for those who does not have solid computational background. In this chapter, we present two application case studies with large scale network-based simulation models. These case studies can illustrate the usability and the capability of GENEUS system.
Chapter 6

Conclusion

Uncertainty quantification is essential in model validation. To grantee the model credibility, molders are required to identify the uncertainty sources, quantify their effects, control and reduce them. However, it is a non-trivial task due to both of the lack of knowledge and the inherent indeterminate characters of the model. Evaluating model uncertainties often involves comprehensive parameter sensitivity analysis and large experimental design. This brings more challenges for network-based simulation models because their data and computationally intensive feature leads to many technical challenges and prevents running a large number of experiments.

Here we present a novel approach to facilitate the model validation and uncertainty quantification for network-based simulation models in this dissertation. This approach includes a software package – GENEUS that supports for UQ/SA/DOE studies for a range of network-based simulation models, as well as theoretical contributions in the stability theory of fundamental graph dynamical system, which serves as an important mathematical foundation of network-based simulation models.

As a summary of the dissertation. In Chapter 1, we introduce the research background, motivation, challenges, questions, and contributions. In Chapter 2, we review the state-of-the-art in this field and discuss existing related work. Chapter 3 presents the basic design concept and philosophy of GENEUS system as well as implementation details. We remark that the development of the standardized model configuration format, integration of a central registry system and design of the loosely-coupled system architecture make GENEUS a general extensible ecosystem. In Chapter 4, we establish sufficient stability criteria for a collection of graph dynamical systems stability assessments will allow one to analyze system robustness under perturbations of system components including vertex state, vertex function, graph structure and vertex state update scheme. Since graph
dynamical system is an important mathematical foundation of network-based simulation models, stability theory in GDS relates tightly with model validation researches. This serves as an important motivation and theoretical guidance for the design of GENEUS system. Finally, in Chapter 5 we present two application case studies to illustrate the capability and usability of GENEUS.

We admit that there are known limitations GENEUS system. First, extra efforts are still needed such as developing model-specific wrapper code to couple GENEUS with simulation models. Second, GENEUS itself does not depend on the particular platform, however, the simulation models may have certain requirements and dependencies on external infrastructures which need to be resolved before conducting experiments. Finally, the computational complexity depends largely on the simulation model itself, this may remain a challenge when complex model and a large number of experiment runs are involved.

The future research direction includes: enriching GENEUS system by integrating more potential analysis methods; integrating a graphical user interface (GUI) to achieve a better user experience; exploring UQ/SA researches in the context of new application scenarios and theoretic graph dynamical systems.
Appendix A

Standardized Configuration Format Grammar

```xml
<?xml version="1.0" encoding="UTF-8"?>
<xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema"
    targetNamespace="http://ndssl.vbi.vt.edu"
    xmlns="http://ndssl.vbi.vt.edu"
    elementFormDefault="qualified">
    <xsd:include schemaLocation="registryIdType.xsd"/>
    <xsd:element name="configSpec">
        <xsd:complexType>
            <xsd:sequence>
                <xsd:element name="registryInfo">
                    <!-- Information associated with registry-->
                    <xsd:complexType>
                        <xsd:sequence>
                            <xsd:element name="configurationName" type="xsd:string"/>
                            <xsd:element name="methodName" type="xsd:string"/>
                            <xsd:element name="description" type="xsd:string"/>
                            <xsd:element name="baseConfigFile" type="registryIdType"/>
                        </xsd:sequence>
                    </xsd:complexType>
                </xsd:element>
            </xsd:sequence>
        </xsd:complexType>
    </xsd:element>
</xsd:schema>
```

<!-- Configuration information -->

98
<xsd:complexType>
  <xsd:sequence>
    <xsd:element name="parameters"
      type="parameterListType"
      minOccurs="0"/>
  </xsd:sequence>
</xsd:complexType>
</xsd:element>

<!-- Type definition -->

<xsd:complexType name="parameterListType">
  <xsd:sequence>
    <xsd:element name="parameter"
      type="parameterType" minOccurs="0"
      maxOccurs="unbounded"/>
  </xsd:sequence>
</xsd:complexType>

<xsd:complexType name="parameterType">
  <xsd:sequence>
    <xsd:element name="value" type="xsd:string"/>
    <xsd:element name="parameter"
      type="parameterType" minOccurs="0"
      maxOccurs="unbounded"/>
  </xsd:sequence>
  <xsd:attribute name="key" type="xsd:string" use="required"/>
  <xsd:attribute name="type" type="xsd:string" use="required"/>
  <xsd:attribute name="exposed" type="xsd:boolean" use="required"/>
  <xsd:attribute name="optional" type="xsd:boolean" use="required"/>
  <xsd:attribute name="default" type="xsd:string" use="optional"/>
</xsd:complexType>
</xsd:schema>
Appendix B

XSD for GENEUS Configuration File

```xml
<?xml version="1.0" encoding="UTF-8"?>
<xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema"
    targetNamespace="http://ndssl.vbi.vt.edu"
    xmlns="http://ndssl.vbi.vt.edu"
    elementFormDefault="qualified">

<!-- Include external schema -->
<xsd:include schemaLocation="registryIdType.xsd"/>
<xsd:include schemaLocation="doeType.xsd"/>
<xsd:include schemaLocation="saType.xsd"/>

<!-- Schema definition -->
<xsd:element name="geneus_config">
    <xsd:complexType>
        <xsd:element name="study" type="studyType"
            minOccurs="1" maxOccurs="1"/>
        <xsd:element name="param_spec" type="paramSpecType"
            minOccurs="1" maxOccurs="1"/>
        <xsd:element name="model_spec" type="modelSpecType"
            minOccurs="1" maxOccurs="1"/>
        <xsd:element name="model_spec" type="modelSpecType"
            minOccurs="1" maxOccurs="1"/>
        <xsd:element name="doe" type="doeType"
            minOccurs="0" maxOccurs="1"/>
    </xsd:complexType>
</xsd:element>
```

<xsd:element name="sa" type="saType"
    minOccurs="0" maxOccurs="1"/>
</xsd:complexType>
</xsd:element>

<!-- Type definition -->
<xsd:complexType name="studyType">
  <xsd:sequence>
    <xsd:element name="study_name" type="xsd:string"
      minOccurs="1" maxOccurs="1"/>
    <xsd:element name="work_dir" type="xsd:string"
      minOccurs="1" maxOccurs="1"/>
    <xsd:element name="method" type="xsd:string"
      minOccurs="1" maxOccurs="1"/>
    <xsd:element name="base_config" type="registryID"
      minOccurs="1" maxOccurs="1"/>
  </xsd:sequence>
</xsd:complexType>
</xsd:complexType>

<xsd:complexType name="param_spec">
  <xsd:sequence>
    <xsd:element name="continuous_parameters" type="contParamType"
      minOccurs="0" maxOccurs="1"/>
    <xsd:element name="discrete_parameters" type="discreteParamType"
      minOccurs="0" maxOccurs="1"/>
  </xsd:sequence>
</xsd:complexType>
</xsd:complexType>

<xsd:complexType name="contParamType">
  <xsd:element name="parameter" minOccurs="0" maxOccurs="unbounded">
    <xsd:complexType>
      <xsd:sequence>
        <xsd:element name="data_type" type="xsd:string"
          minOccurs="1" maxOccurs="1"/>
        <xsd:element name="lower_bound" type="xsd:float"
          minOccurs="1" maxOccurs="1"/>
        <xsd:element name="upper_bound" type="xsd:float"
<xsd:element name="distribution" minOccurs="1" maxOccurs="1">
  <xsd:complexType>
    <xsd:restriction>
      <xsd:enumeration value="SWEEP"/>
      <xsd:enumeration value="U"/>
      <xsd:enumeration value="N"/>
    </xsd:restriction>
  </xsd:complexType>
</xsd:element>

<xsd:element name="interval" type="xsd:int" minOccurs="1" maxOccurs="1"/>
</xsd:sequence>

<xsd:attribute name="name" type="xsd:string" use="required"/>
</xsd:complexType>
</xsd:element>
</xsd:complexType>

<xsd:complexType name="discreteParamType">
  <xsd:element name="parameter" minOccurs="0" maxOccurs="unbounded">
    <xsd:complexType>
      <xsd:sequence>
        <xsd:element name="data_type" type="xsd:string" minOccurs="1" maxOccurs="1"/>
        <xsd:element name="value" type="xsd:string" minOccurs="1" maxOccurs="unbounded"/>
      </xsd:sequence>
      <xsd:attribute name="name" type="xsd:string" use="required"/>
    </xsd:complexType>
  </xsd:element>
</xsd:complexType>
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