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(ABSTRACT)

In the first half of this thesis, a novel approach for k-induction bounded model checking using signal domain constraints and property partitioning for proving unreachable of branches in Verilog RTL code is presented. To do this, it approach uses program slicing with respect to the variables of the property under test to generate small-sized SMT formulas that describe the change of variable values between consecutive cycles. Variable substitution is then used on these variables to generate the formula for the subsequent cycles without traversing the abstract syntax tree of the entire design. To reduce the approximation on the induction step, an addition of signal domain constraints is proposed. Moreover, we present the technique for splitting up the property in question to get a better model of the system. The later half of the thesis is concerned with presenting a technique for doing sequential vector compaction on test set generated during simulation based ATPG. Starting with a compaction framework for storing metadata and about the test vectors during generation, this work presented to methods for finding the solution of this compaction problem. The first of these two methods generate the optimum solution by converting the problem appropriate for an optimization solver. The latter method utilizes a heuristics based approach for solving the same problem which generates a comparable but sub-optimal solution while having magnitudes better time and computational efficiency.
Electronic circuits can be described with languages known as hardware description languages like Verilog. The first part of this thesis is concerned about automatically proving if parts of this code is actually useful or reachable when implemented on an actual circuit. The thesis builds up on a method known as bounded model checking which can automatically prove if a property holds or not for a given system. The key insight is obtained from the fact that various memory elements in a circuit is allowed to be only in a certain range of values during the design process. The later half of this thesis is geared towards generating minimum sized input values to a circuit required for testing it. This work uses large sized input values to circuits generated by a previously published tool and proposes a way to make them smaller. This can reduce cost immensely for testing circuits in the industry where even the smallest increase in testing time increases cost of development immensely. There are two such approaches presented, one of which gives the optimum result but takes a long time to run for larger circuits, while the other gives comparable but sub-optimal result in a much more time efficient manner.
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Chapter 1

Introduction

In the modern world, it can be safe to say that it is impossible to build an appliance or tool without using principles of modern electronics. Almost all types of machines around us use electronics in one form or other. Computers along with the internet that have form the backbone of the modern civilization depend heavily on electronic chips, more specifically on integrated chips (IC). An IC is a semiconductor chip that implements the entirety of an electronic circuit on top of it. Modern VLSI techniques have enabled us to make ICs that can be large enough to implement an entire computer system on a single chip known as a System on a Chip (SoC). At these significantly larger scales, it has become easier for designers to make mistakes. On top of making large scale chip, transistors have become smaller than ever before as well. With the aggressive scaling of transistors, chips are becoming more and more prone to faults. Due to the importance of electronic chips and the modern trend of scaling that has made them prone to errors, now more than ever it has become critical to test and verify them before they are utilized in the intended applications.
1.1 Motivation

In the past, integrated circuits used to be small with very simple functionality. It was possible to verify these chips manually. However, keeping pace with Moore’s law [1], integrated circuits have become more and more complex. As a result, it has become extremely difficult and exponential effort is spent on design verification. It is claimed [2] that up to 57% of the design effort is spent on verification by chip designers. Consequently it has become essential to use automatic generation of test patterns for chips using ATPG. This has introduced a need for new faster methods of formal and semi-formal design verification techniques making it an active area of research.

A circuit has various levels of design [3]. This starts with the specification, continues through high level description using hardware description language and goes all the way to gate level design. The gate level design is commonly used to model circuit fault and generation of test patterns using ATPG [4]. However, other, higher levels of design abstraction may contain information not present in the gate level design description. For example, the design description using a hardware description language may contain the designer’s intention which may not be present in the gate level design. We can consider the cases of signal Don’t Care (DC) values, the valid values of states which are present in the Register Transfer Level (RTL) when written using a hardware description language. However all of these information is lost when then design is synthesized into the gate level or the transistor level. The extra information present in the higher levels like the RTL level can be useful for better and faster test pattern generation [5].

Modern electronic chips are more complex than ever before and contain a non-trivially large number of inputs. In most cases it makes it impossible to exhaustively test the chips post fabrication. The exponential relation of the number of vectors to the number of primary
inputs mean that a chip with only 40 primary inputs require $2^{40}$ vectors or more than one billion vectors. Moreover, modern chips are almost always sequential in natures. This means the sequence of the vectors being applied is important as well. As a result, exhaustive search is impossible in a reasonably cost effective time.

To overcome these limitations and generate test pattern for a circuit from the RTL description usually two major types of approaches are taken. Between these two, formal methods as the name suggests, can formally verify a design as well as generate inputs required to trigger a certain type of fault [6]. These methods usually generate very small vector sequence, with which it is possible to quickly verify the design. However, these methods usually do not scale well. Since the chips of today can be very large and complex making formal verification technique take indefensibly long time to complete, it usually does not make sense to use purely formal verification techniques. Another avenue of test generation is utilization of simulation based technique.

These techniques may use genetic algorithms [7, 8], cultural algorithms [9], or ant colony optimization [5]. Even though these techniques can generate tests with very high coverage very quickly, the generated tests themselves are often very large which can make the verification process more expensive. To aid with the simulation, signal domain based reachability analysis have been proposed to determine the reachability of particular branches in the RTL code.

This work presents a novel approach for improving accuracy of branch unreachability detecting in RTL code by combining k-induction bounded model checking method with previous work of calculating signal domain. Moreover, BMC property partitioning is proposed to handle a special case of unreachability encountered in RTL. This work also introduces a method for vector compacting which utilizes information generated during previously proposed ant colony optimization based ATPG technique.
1.2 Contributions of the Thesis

The two main research contributions of this thesis is presented in this sections are presented in this section.

1.2.1 Reachability Analysis in RTL Circuits Using k-Induction Bounded Model Checking

In this work, we present a novel approach using an induction-based bounded model checking using a Satisfiability Modulo Theories (SMT) solver for proving the unsatisfiability of the properties. We use program slicing with respect to the variables of the property under test to generate small-sized SMT formulas that describe the change of variable values between consecutive cycles. To reduce the approximation on the induction step, we propose an addition of signal domain constraints.

Moreover, We suggest a technique for breaking up the preceding conditions of a branch and iteratively testing the property to reduce the approximation of the induction step.

Finally, we describe the implementation of a complete tool flow using this method for Verilog designs. We demonstrate the effectiveness of this tool by proving the unreachable of various branches in ITC’99 and the IWLS benchmark circuits which were previously unresolved.

1.2.2 Reachability Analysis

In this work, we present a way to formulate the problem of test vector compaction using the sequential test vectors generated during the operation of simulation based ATPG tool. We present a way to formulate the problem of test vector compaction in terms of an optimization
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problem that can be converted for solution using an optimization solver.

Moreover, we present a heuristics based method that can solve the same compaction problem with similar results, but in a much more time and computationally efficient way.

We present experimental evidence for these claims by doing modification on the ant colony optimization based ATPG BEACON. We edit the tool by implementing both the optimization based compaction and the heuristics based optimization and test them on Verilog version of ITC’99 benchmarks circuits of various size and complexity.

1.3 Thesis Organization

The rest of the thesis is organized as follows:

- Chapter 2 describes the background concepts required to explain the contributions of this work
- Chapter 3 discusses the k-induction based RTL branch reachability analysis using signal domain constraints and property partitioning
- Chapter 4 describes a technique proposed to generate compacted sequential ATPG vectors from BEACON
- Chapter 5 provides concluding remarks for the thesis.
Chapter 2

Background

In this section, the details of testing and verification of digital circuits, details of RTL representation of digital circuits, concepts like Satisfiability Modulo Theory (SMT) solver, use of branch distance metric in a fitness function, and tools like Z3 SMT solver, verilator, BEACON etc. are discussed all of which are used for this research and are vital for understanding it.

2.1 Testing of Digital Circuits

Digital electronic circuits come in two varieties, combinational and sequential. While combinational circuits generate the outputs based on the current value of the inputs, sequential circuits have memory elements that enables it to calculate the outputs based on the past values of the inputs as well.

Sequential circuits provide more control and are more useful compared to combinational circuits. Since these circuits can save values, they can be used no only to keep past values
of input signals, but also to create constructs such as finite state machines. Any non-trivial circuit these days are sequential circuits. In fact combinational circuits are a subset of sequential circuits.

To understand the working principles of sequential circuits, we can divide it into two parts. These are the combination parts and the memory elements as shown in Figure 2.1. While to test combinational circuits, the ATPG can directly set the values of the primary inputs, it can not do so for sequential circuits. For sequential circuits the ATPG have to figure out what past values to set at the primary inputs such that the memory elements of the current time frame becomes the desired value. This can be stated in a different way. If we assume that the combinational parts of the circuit, without the memory elements is a circuit by itself, then the inputs to the memory elements will be the primary outputs of this circuit (along with its original primary outputs) and the outputs of the memory elements will be the primary outputs of this circuit (along with the original primary inputs). Now the ATPG does not have the ability to affect these new primary inputs or observe the new primary outputs directly either. The only way for the ATPG to set these inputs is to set the actual primary inputs of the circuits to a certain value a few time frames in the past in way that will set the pseudo-primary inputs in the desired way. This concept is known as sequential circuit unrolling and it is shown in detail in Figure 2.2.
Purely deterministic formal ATPG methods unroll the circuit for a certain number of times. However unrolling the circuit more than a few number of times cause state space explosion that may become impractical [10]. Other methods use purely simulation based approach, like ant colony optimization algorithms [5, 11] that are more practical. But these methods suffer from lack of guidance. Specifically in cases of finite state machines there may be hard to reach branches that require a specific pattern of vector sequences that these methods may be unable to reach.

More recently, hybrid approaches utilizing both formal methods like symbolic execution and simulation based approaches have proven to be practical, capable of obtaining high coverage, and at the same time able to reach hard to reach branches as well [12, 13, 14]. Most of these approaches however generate very large test sizes which can be a limiting factor for these kind of ATPG algorithms. To reduce the test size a viable option may be to guide the simulation with a branch distance metric that can enable the simulation to reach the hard to reach branches more quickly.
2.2 Register Transfer Level Description

Modern electronic circuit design process is too complicated to be done without electronic design automation (EDA). Electronic design automation enables designers to make the design in different layers of abstractions. One of the most common top level of abstraction is the Register Transfer Level. This level of abstraction defines the behavior of the circuit without going into the implementation details [15]. RTL can be designed using Hardware Description Languages (HDL). These languages are human readable and similar to common programming languages. But instead of describing a program to be ran on a processor, these languages describe the behavior of a digital circuit which can be converted into a implementable circuit by EDA tools.

Two common hardware description languages are Verilog [16] and VHDL [17]. While both of these languages are widely used, this work is focused on verilog. Verilog has two types of statements, one of them is synthesizable, and the other is non-synthesizeable. Non-synthesizeable code is used mainly to write testbench and aid with the simulation. On the other hand, synthesizeable verilog statements can be implemented into actual circuit. Even though our tools can handle both types of statements, for experimental purposes we only consider synthesizable verilog.

Verilog can be used to describe both sequential and combinational parts of a digital circuit. The sequential parts are usually enclosed in an always block that needs the clock signal as an argument. Inside each sequential block the code for the logic is very similar to any other programming language like Java or C++. However, verilog has different types of assignments. One of them is blocking assignment and the other is non blocking assignment. While blocking assignments trigger immediate assignment to the signal on the left hand side inside a sequential block, the non-blocking assignments take effect only after the entire
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```
module top (clk, a, c);
input clk;
input a;
output c;
reg b;
always @ (posedge clk )
begin
  b = a;
  c = b;
end
endmodule
```

(a) Code Blocking Assignments

```
module top (clk, a, c);
input clk;
input a;
output reg c;
reg b;
always @ (posedge clk )
begin
  b <= a;
  c <= b;
end
endmodule
```

(b) Code Non-Blocking Assignments

(c) Blocking Assignment Synthesized

(d) Non Blocking Assignment Synthesized

Figure 2.3: Comparison Between Blocking and Non-Blocking Statements in Verilog

sequential block has completed executing. This nuanced difference needs to be considered when doing static analysis on verilog code. The difference between these two assignments can be seen with the verilog code and the resulting circuit diagram in Figure 2.3

### 2.3 Verilator

Verilator [18] is an open-source, cross-platform compiler that can convert synthesizeable Verilog code into a cycle-accurate C++ or System C code that can be used for simulation. In this work, the converted C++ code was used to automatically generate the verification test vectors. Verilator was designed with speed of simulation in mind to be able to simulate very large scale Verilog design quickly. Figure 2.4 shows an example of a Verilog code and
2.3. Verilator

RTL design in Verilog

```verilog
always @ (posedge clock or posedge reset) 
begin
if (reset == 1'b1) begin
  outp <= 1'b0;
end
else begin
  case (inp)
    1'b0: outp <= 1'b1;
    1'b1: outp <= 1'b0;
  endcase
end
end
```

Converted C++ code

```cpp
void Vtop::sequent__TOP__1 (Vtop__Syms* __restrict vlSymsp)
{
  Vtop* vlTOPp = vlSymsp->TOPp;
  if (vlTOPp->reset) {
    ++(vlSymsp->__Vcoverage[0]);
    vlTOPp->outp = 0;
  } else {
    ++(vlSymsp->__Vcoverage[3]);
    if (vlTOP->inp) {
      ++(vlSymsp->__Vcoverage[2]);
      vlTOPp->outp = 0;
    } else {
      ++(vlSymsp->__Vcoverage[1]);
      vlTOPp->outp = 0;
    }
  }
}
```

Figure 2.4: Sample Verilog code to C++ conversion using Verilator

the corresponding C++ code generated by Verilator using that Verilog code.

The Verilator-generated C++ code is represented as an object which models the Verilog circuit. The object has various methods to manipulate and simulate the circuit and various properties that can be used to read or write any signal. The `eval` method of this object can be called to evaluate the circuit for the current inputs set. To convert Verilog into executable C++ code, Verilator separates the code into sequential and combinational parts. The combinational parts are evaluated until convergence when the `eval` function is called. The sequential parts depend on the corresponding clock and reset signal that have to be provided. For this work, we had implemented an interfacing code that would connect with Verilated design and handle all of this.
Verilator utilizes loop unrolling to make sure that the converted code does not contain any loops within a single cycle. Moreover, all function calls are inlined in place making analysis on the generated C++ code easier to handle. Moreover, Verilator cleans up the code to make sure all the branches in the code are represented using only if-else statements. Finally, it has option to enable branch coverage instrumentation, which is described in more detail in Section 2.4.

2.4 Branch Coverage

To approximate the quality of the test vectors generated, metrics are needed. The most common types of code coverage are branch coverage and line coverage. A branch is defined as any decision point in the code in the form of if-else, or switch case statements. A branch is considered to be covered if by running the generated test vectors, the predicate of the branch is evaluated true (or false for else) at least once. For synthesizeable RTL code, where loops are unrolled and function calls are inlined in place, 100% branch coverage would ensure 100% line coverage as well. A test that can generate higher branch coverage will be able to identify more faults compared to a test with lower branch coverage. So branch coverage can be used as a metric for the quality of a test vectors generated by ATPG.

In this work, Verilator was used to convert synthesizeable RTL code into cycle-accurate C++ simulation code. As described in Section 2.3, Verilator converts all switch-case statements into equivalent if-else statements. So all the branches are if-else blocks. The converted code can be instrumented by Verilator so that there is a counter present for every branch in the converted code. Thus, when the circuit is simulated, it was easy to count the branches with non-zero value for the counters to get the value of the branch coverage for any given test.
2.5 Satisfiability Modulo Theory Solver

Satisfiability Module Theory models decision problems represented by logical formulae given a background theory such as linear integer arithmetic, bitvector operations etc. For example, the problem $x > 1$ and $x < 3$ has one solution in the linear integer arithmetic theory which is $x = 2$. A SMT solver is a tool which given a SMT problem in the form of a SMT formula can determine whether the formula is satisfiable and provide an example solution if it is in fact satisfiable. To solve an SMT problem, the SMT problem needs to be converted into an SMT formula in the form of assertion clauses. If the solver is evoked after providing all the clauses, then the solver will determine whether the problem is satisfiable given the clauses and the background theory. If the problem is satisfiable, then the SMT solver can be asked to provide a model. This model can be seen as one possible solution for the SMT problem that the solver was able to find. SMT solvers have been used in test generation [19].

In the recent years, there have been extensive research done with regards to SMT solvers. Utilizing state-of-the-art algorithms, data structures, heuristics, and optimization of implementation details, the recent SMT solvers have become more robust and faster. An important driving factor behind the exponential improvement of SMT solvers can be attributed to the annual competition for SMT and SAT solvers known as SMT-COMP.

2.6 Z3 SMT Solver

Z3 [20] is an open source SMT solver software published by Microsoft Research. Z3 implements various API in various programming languages including Java, C, C++, and Python. In this work we modified verilator to get the signal domain and to generate the branch distance metric. Since verilator is written in C++, it was convenient to utilize the C++ API
provided by Z3.

Since we are concerned with RTL code, we utilized bit-vector variables for all the signals in the design. To use Z3, a context needs to be created where any signal can be declared. Each signal in the RTL code was declared in a single context of Z3. For bit-vectors in Z3, the bit-width of the signals or any constants can be provided during deceleration. Solvers have to be called with a context. All clauses provided to the solver are considered to be in conjecture form by the solver.

2.7 BEACON

BEACON is a branch oriented evolutionary ant colony optimization method for automatic test pattern generation of digital electronic circuits. In effect BEACON is a bio-inspired meta-heuristic. It combines an evolutionary search technique and Ant Colony Optimization [5]. This combination enables it to improve the test pattern search capability immensely. To facilitate the search BEACON first uses verilator to convert verilog RTL description into cycle accurate C++ simulation code. This code is instrumented by verilator to get branch hit count and branch coverage. To utilize the converted C++ code, BEACON generates a interface code, which can be compiled together with the verilated C++ code to generate a dynamically loadable shared object library. BEACON finally loads this circuit object with which it is able to simulate the circuit on a cycle by cycle basis. The pre-processing step required for BEACON is shown in Figure 2.5

After completing the pre-processing step, BEACON uses ant colony optimization techniques to generate tests to achieve high branch coverage on the given circuit. The process initializes with a fixed number of ants who walk randomly over the circuit. After the initial walk is finished, the pheromone map on the branches are updated by reinforcement and evaporation.
2.8 Control Flow Graph and Data Flow Graph

Many compiler level optimization and static analysis tools utilize the concept of Control Flow Graphs (CFG) proposed by Allen [21]. The CFG is represented using a graph $G(V, e)$. After which the ants are evolved according to their fitness values and until they can not achieve any new branch coverage for a certain number of clock cycles. At which point, the starting state is updated with one from the newly discovered states and the whole process is repeated again. The guidance framework for BEACON is shown in Figure 2.6.

2.8 Control Flow Graph and Data Flow Graph

After which the ants are evolved according to their fitness values and until they can not achieve any new branch coverage for a certain number of clock cycles. At which point, the starting state is updated with one from the newly discovered states and the whole process is repeated again. The guidance framework for BEACON is shown in Figure 2.6.
The basic blocks of code are represented as the vertices, $V$, and the flow of executing between these basic blocks is represented by the edges, $e$. A basic block in a computer program is a number of program statements that meet the following conditions:

1. Each block can only be entered via the first statement.

2. Each block may only contain one exit statement that leads to another basic block.

3. All statements must execute sequentially within a block.

To form the CFG the final statements of each block is taken as execution targets and are used to create the graph edges. Many core analysis of a program like loop optimization and identifying unreachable program segments can be done utilizing this transformation and formation of the CFG.

Operations which rely upon the data assigned to an operand during a prior operation is known as data dependency. Control dependencies on the other hand are the dominance frontier of a node in the reverse CFG. This represents the necessary control path required to active a specific operation. A Data Dependency Graph (DDG) can be generate by conducting data flow analysis on the CFG of a program. Dependencies between register assignments, control statements and previously assigned data can be elaborated using DDG. Data dependency analysis can be used to do program scheduling, software change impact analysis and compiler analysis [22, 23, 24]. In case of RTL code, the data dependency is not only from one variable to another, it is across clock cycles as well. For blocking statements, a variable depends on the value of another variable from the previous cycle. And for non-blocking statements, this dependency is on the preceding statements (which can be from a previous clock cycle as well).
2.9 Static Single Assignments

The concept of Static Single Assignment (SSA) [25, 26] comes from compiler design research where it is used for code simplification and optimization. At a basic level, the concept of SSA states that every variable should be assigned only once in a program. To handle single variable assigned multiple times, on real programs, versions of the same variable is created and used multiple times. Once a value is assigned to a particular version of a variable, every time the variable is needed, this particular version is used. And subsequent updates to this variable are handled by creating a brand new version of the variable and using that until any further subsequent update. For example, in the following code:

\[
\begin{align*}
x & \leftarrow y \\
y & \leftarrow x + 1 \\
y & \leftarrow y + 1 \\
x & \leftarrow y
\end{align*}
\]

After applying SSA, the assignments would be updated as

\[
\begin{align*}
x & \leftarrow y \\
y_1 & \leftarrow x + 1 \\
y_2 & \leftarrow y_1 + 1 \\
x_1 & \leftarrow y_2
\end{align*}
\]

In this example, ‘\(y_1\)’ and ‘\(y_2\)’ are versions of the same variable ‘\(y\)’. As it can be seen, every time the value of ‘\(y\)’ is updated using an assignment, a new version of the variable is created. In the first statement \(y\) is used without any update, so the original version of that variable is used to update ‘\(x\)’. On the second statement, ‘\(y\)’ is updated, so a new version of it is created. The same thing happens again on the third statement as well. The variable ‘\(y\)’ is finally used in the last statement to update the variable ‘\(x\)’. For this reason, a new version
of ‘x’ is created again.

The flow of variable values become clearer after application of static single assignment to the code. This also allows the conversion of assignment statements into equality constraints which can be given directly to the SMT solver while keeping the model assumed by the code flow.

2.10 Program Slicing

The method where a program is decomposed automatically by analyzing its data and control flow is known as program slicing [27]. To extract the program slice of a program with respect to a specified subset of the program’s behavior, it is required to reduce the program to a minimal form which still produces that specified behavior. This reduced independent program known as a “slice” should ensure that it faithfully represents the original program within the domain of the specified behavior.

Program slicing for RTL code for hardware would differ from program slicing in software domain, in that a statement may not impact the specified behavior in the current cycle, but it still can impact the behavior on any of the subsequent cycles.

2.11 Bounded Model Checking

In traditional bounded model checking, a Boolean formula is constructed that is satisfied if and only if the system under consideration can realize a finite sequence of state transitions to reach the state of interest [28]. For this, a finite length k is selected. A symbolic search is conducted for this given length k. Since this search is symbolic, this ensures all path
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segments of length \( k \) are searched simultaneously.

Bounded model checking is very popular for proving safety and liveness properties in digital circuits. However, BMC have been applied on RTL code as well [29] with moderate success. However, the underlying assumption with BMC is that it can only prove the satisfiability or unsatisfiability of a property within a finite length \( k \) starting from the initial state.

While Bounded Model Checking can be very effective for test generation and verification of a circuit, it can become a much more powerful tool by including other constraints to reduce the search space [30]. With the added constraints BMC can conduct the search within a smaller search space to be able to find the goal in magnitudes of time faster and sometimes even be able to find goals that were previously hard to reach.

2.12 Bounded Model Checking with k-Induction

To circumvent the problems with the basic BMC presented in the previous section, a feasible alternative is to prove that a formula is k-inductive [31, 32]. The k-induction method has been successfully applied to verify finite state machines using a SAT solver. Moreover, the k-induction method has been applied on software verification as well [33].

k-induction bounded model checking consists of two steps. These are the base case and the induction step. Let \( I(s) \) encode the set of initial states and let \( T(s, s') \) denote the encoding for the transition relation from state \( s \) to state \( s' \). Again, let \( \phi(s) \) denote the states that satisfy the assertion condition. Then the base case can be written as: \( I(s_0) \land T(s_0, s_1) \land \ldots \land T(s_{k-1}, s_k) \land (\phi(s_1) \lor \ldots \lor \phi(s_k)) \) and the induction step can written as: \( \neg\phi(s_0) \land T(s_0, s_1) \land \ldots \land \neg\phi(s_k) \land T(s_{k-1}, s_k) \land \phi(s_{k+1}) \)

Intuitively this can be thought of as follows. In the base case, we try to prove that the
assertion condition $\phi$ cannot be reached in $k$ cycles. After that in the induction cycles we try to prove that if the assertion condition $\phi$ does not hold for $k$ cycles, that it cannot be satisfied on the $k+1$-the cycle either.

It is typical to start with $k = 1$ and increase $k$ by 1 for every iteration [34]. However, since our tool is concerned with branches that cannot be reached easily by other simulation of formal method based test generation techniques, or cannot be proven by simpler signal domain based unreachability testing, we increased $k$ by 5 instead.

### 2.13 Signal Domain Based Reachability Analysis

Signal domain based analysis for prediction of branch reachability in RTL code is presented in [35]. The process is as follows. First, the RTL code is instrumented for branch coverage, where each basic block is an unique identifier. Each basic block is then used to extract assignments that are present in those blocks and are labeled with corresponding block identifier. These assignments give an over approximation for the relevant signals’ domains. It utilizes all the the activating conditions and all the preceding conditions as well as all the assignments for all variables in these conditions. It generates an assignment table to reason about all the possible assignment combinations that can satisfy reaching a certain branch. For each signal in the activating condition, the associated assignment are added to the assignment graph. These assignments form the first level of the graph. Next, each assignment added to the graph is checked for references to other signals. Any new signals found in those references are added as potential predecessor assignments to the first level assignment, effectively creating a new graph level. This is continued until a fixed point is reached or the depth level limit is reached. This graph creates a representation of the possible assignments relevant to a target activating condition. Finally each path in this graph is used to generate
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an unique SMT constraint. This SMT constraint can be given to a SMT solver and if the solver returns unsatisfiable for all possible assignment combinations then the branch in question can be guaranteed to be no reachable. This was a list of branches that are certainly not reachable can be produced. It must be mentioned that, the reachability can only be proved only if the assignment is acyclic, i.e., there is no assignment where the signal updates its own value.
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3.1 Introduction

The modern day computing is heavily dependent on digital electronic circuits, composed of large, complex system of chips (SOCs). Safety critical systems, such as medical equipments, brakes and control in cars and planes have started to use these SOCs extensively for the immense flexibility they can provide. Thus, it has become paramount to be able to verify the operations of these large and complex chips before deployment to a safety critical operation.

Modern SOCs are increasing in complexity. Even the simpler ones can utilize multiple core processors with multiple peripherals like counter-timers, real-time timers, etc., and multiple external interfaces like USB, Ethernet, USART, SPI, etc. With so many parts
working together, it becomes extremely difficult to test and verify them. It is estimated that verification can consume as much as 57% of the design time [2], making innovation to aid verification much more urgent.

There has been plenty of research done for the generation of test stimuli for digital chips. These mainly fall in two categories. On one hand, there are approaches that focus on simulation based test generation. These methods can include cultural algorithms [9], evolutionary algorithms [7, 8, 36, 37] and ant colony optimization techniques [5]. On the other hand, there have been some methods proposed that combine formal and stochastic (deterministic techniques with simulation) methods to generate test stimuli. [11, 19]. All of these approaches generally succeed at generating test stimuli for majority of the cases under consideration. However, trying to trigger corner cases have been noted to be extremely difficult. Furthermore, for some hard corners, proving that the corners are impossible to be reached can be just as difficult. This can cause the test generator and formal approaches to waste much effort trying to find test stimuli for branches which may in fact be completely unreachable.

Signal domain based analysis on RTL code has been proposed that can prove the unreachability of code blocks without unrolling [35]. However, due to the aggressive abstraction of the approach, the signal domain based techniques may be limited in scope as modern SOC design are complex enough to have branches that require signals from multiple state machines that need to be triggered in a particular sequence to reach.

To solve the problem of unreachability in Verilog RTL code, we propose a novel approach for induction-based bounded model checking using techniques from program slicing by leveraging signal domain constraints. Initially, our algorithm utilizes Verilator [18] to cross compile the given Verilog code into cycle accurate functionally equivalent C++ code. During the conversion, the abstract syntax tree (AST) of the C++ is extracted and parsed to generate a representation of the C++ code. The reachability of a certain code block is converted into
a formula in disjunctive normal form (DNF) using this AST. All the variables that are used in the formula along with all other variables that these variables depend on are extracted from a Data Dependency Graph (DDG) of the code. The set of all these variables are used to generate the program slice for each variable. This program slice formally describes the transition between cycles for each of the variables in question. All of these formulas are converted to a cycle-bounded SMT formula for solving with an SMT solver. This by itself is similar to a bounded model checking which is capable of proving the unreachability of a branch for a given cycle bound. Z3 SMT solver [20] is called twice using this BMC formula, first for the base case, and later with signal domain constraints for the induction step. We further increase the accuracy of the results when needed by splitting up the safety property and iteratively checking each part for the special cases where applicable.

The main contributions of our work presented in this paper is as follows:

- We describe a technique for performing k-induction bounded model checking on Verilog RTL code using extracted signal domain constraints. We describe the formation of a property using the activating and the preceding conditions of a branch that satisfies the reachability of the branch. Furthermore we convert the RTL code using program slicing with regards to variables in this property.

- We suggest a technique for breaking up the preceding conditions of a branch and iteratively testing the property to reduce the approximation of the induction step.

- We describe an implementation of the described approach and present the experiments run on various benchmark circuits using this implementation. We believe our implementation is able to prove the unreachability of various branches in these benchmark circuits that were previously unresolved.

The rest of this paper is organized as follows. Section 3.2 describes the motivation behind the
3.2 Motivation and Related Works

In this section we describe how hard to reach or unreachable are introduced into digital design.

The main reason for a branch to become hard to reach is if it requires a specific sequence of inputs. Since most modern designs have numerous inputs and can have thousands of registers, it may be impossible to find the particular sequence of inputs required to reach the branch in a practical time. As such simulation based methods may not be suited for reaching these branches. Deterministic methods are better suited to generate these values. However, naive implementation of these branches can be computationally too expensive to be practical. These issues are worsened when the branches are deeply nested as is common for large circuits.

On the other hand, branches in a design become unreachable if there is bug in the design preventing certain combination of register values to be every possible, which are required for the said branch. Again, sometimes branches are designed to handle unexpected register values which never occur under normal operating conditions. These register values will never occur during normal circuit operations. These kind of branches are unreachable for a test generation apparatus or during simulation as they consider normal operating conditions only. Sometimes discovery of unreachability can also point to other potential design mistakes which may not have been discovered otherwise.

To handle hard to reach and unreachable branches, simulation based methods [5, 7, 8, 9, 37]
let the input vector generation process run for a set number of iterations. If the branch under scrutiny is not reached in this time, then it is considered to be unreachable. This however results in wasted efforts.

Purely symbolic methods like STAR [38] or hybrid method like HYBRO [19] can fail because of path explosion problem. Moreover, often, these methods can only guarantee a property like unreachability for a certain number of cycles starting from the initial state and cannot guarantee anything outside the range of unrolling of the circuit.

### 3.3 Methodology

The high level procedure for our approach is as follows. First, the Verilog RTL code is converted to cycle accurate C++ simulation code using Verilator. In the process, Verilator generates a file with the AST for the C++ code as an artifact. Our tool reads and parses this AST file to generate an internal representation of the C++ program. The tool also requires a target branch to prove unreachability of. The activating condition and the preceding conditions of this branch is combined to formulate the safety property for the bounded model checking. After that, the tool iterates through the AST to construct the CFG and DDG to get a list of variables that the branch depends on. This list of variables is used to generate a SMT formula of the program slice of the code. After that induction based bounded model checking is executed on the SMT formula to try to find a path to satisfy the original safety property. All of these steps are described in detail in the following subsections.
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3.3.1 SMT formula generation

To be able to perform bounded model checking on a system, a formula describing the transition between states of the system is required. In case of a typical finite state machine, this formula consists of variables encoding the states and the inputs to the FSM. However, for RTL code that has not been explicitly converted to a FSM, this formula would consist of all register variables and the inputs those registers depend on. Our tool traverses through the AST starting from the root of the top module and generates a list of formulas that describe the value of a variable for cycle t+1 with respect to the values of the cycle t. After that the AST is analyzed to extract the CFG of the code and the DDG for the variables used in the activating and preceding conditions of the target branch. These are then used to generate a set of variables required for program slicing. Before the final traversal of the AST, the variables are divided into three categories, variables that do not impact some other value in the current cycle, which include but are not limited to all variables assigned using blocking statements, variables that do impact some other values in the current cycle, and arrays. We do not handle arrays that impact some other value in the current cycle. This division allows the first type of variables to be handled very efficiently using single traversal of the abstract syntax tree. For this, Every node in the AST is used to call the formula generation function recursively. These function calls have the set of the variables in question as argument. Each node returns an expression for the variable in question based on its children nodes if it can in a hashmap, where the variable is the key. For blocking statements, the expression from the last node in the control flow graph for a set of statements is returned. On if statements where only one of the branches assign the variable in question, the other branch is assumed to have the assignment from the next node, or the expression for the variable value from the previous cycle is used. On the other hand, if the variable in question is not impacted by the node itself or by any of the children in the node, then an empty expression is returned. If a
variable does not have any expression returned to the top module, then it is assumed to be equal to the expression for the variable value from the previous cycle. This way the formula for a particular cycle $t$ is generated and then variable substitution is used to get the formula for any $t$ without further needing to traverse the entire AST. The algorithm for this is given in .

For variables that do impact the current cycles, the AST is simply traversed and each variable update is marked with new unique id. Moreover, for arrays the array selection is encoded using $\textit{ite}$ where the index expression of the array is in the condition of the $\textit{ite}$. For example, for the following Verilog code:

```verilog
1 reg [15:0] A[3:0];
2 input reg [1:0] addr;
3 output reg datao;
4
5 always @ (posedge clock or posedge reset)
6 begin
7   if (A[addr] + A[(addr + 1) & 3] > 33)
8     datao <= 1;
9
10 end
```

Our tool would generate the following SMT expression as the property to test the reachability
of the only branch:

\[ \text{ite}(\text{addr} = 0, A_0, \text{ite}(\text{addr} = 1, A_1, \text{ite}(\text{addr} = 2, A_2, A_3))) + \text{ite}((\text{addr} + 1) \& 3 = 0, A_0, \text{ite}((\text{addr} + 1) \& 3 = 0, A_1, \text{ite}((\text{addr} + 1) \& 3 = 0, A_2, A_3))) \]

Here \( A_i \) represents \( A[i] \) at cycle \( t \), and is encoded in the SMT formula as ‘A<i>’.

**Handling Non-blocking Statements**

While blocking statements are more popular than non-blocking statements for Verilog design, non-blocking statements are used in significant amount of designs to be ignored. Our method for SMT formula generation using program slicing can handle blocking statements efficiently. Moreover, even in cases where non-blocking assignments are used, but static single assignments are not required as described in section 2.9, the original formula generation algorithm works perfectly fine. Again, even if the variable does need static single assignments, but if the assignments are never used during the current cycle, they can be ignored as well. To identify these variables, the control flow graph for the current cycle of the program is traversed. The variables that do not fall in any of these categories have an impact on the state of the circuit in the current cycle. These variables cannot be handled by the base algorithm and have to be specially handled using concepts of static single assignments. The identification of these current cycle impacting variables are generated using algorithm using the function ‘SSA_INIT’ in Algorithm by traversing the CFG of the code for the current cycle.

After identification of these cycle impacting variables, just like compiler static single as-
Algorithm  Formula Generation from Program Slicing

1: function pgm slice(n,V)
2:     if n is NULL then return NULL
3:     else if type(n) is IF then
4:         E_n ← pgm slice(next(n),V)
5:         V_c ← vars(E_n) – v
6:         E_1 ← pgm slice(if_stmt_head(n),V_c)
7:         E_2 ← pgm slice(els_stmt_head(n),V_c)
8:         E_r ← {}
9:     for all v ∈ V_c do
10:         if v ∈ E_1 ∧ v ∉ E_2 then
11:             E_r[v] ← ite(expr(cond(n)), E_1[v], v)
12:         else if v ∉ E_1 ∧ v ∈ E_2 then
13:             E_r[v] ← ite(expr(cond(n)), v, E_2[v])
14:         else if v ∈ E_1 ∧ v ∈ E_2 then
15:             E_r[v] ← ite(expr(cond(n))E_1[v], E_2[v])
16:     end if
17:     end for
18:     return E_r
19:     else if type(n) is ASSIGN then
20:         E_n ← pgm slice(next(n),V)
21:         E_r ← {}
22:     if lhs(n) ∈ V ∧ lhs(n) ∉ E_n then
23:         E_r[lhs(n)] ← expr(rhs(n))
24:     end if
25:     return E_r
26:     else
27:         return pgm slice(next(n),V)
28:     end if
29: end function
30: V ← relevant non-array non-cycle-impacting variables
31: E ← pgm slice(ast_root,V)
32: for all t ∈ {0..k} do
33:     for all (v, e) ∈ E do
34:         ADD(solver,expr(v_{t+1} == e_t))
35:     end for
36: end for
37: ADD(relevant array and cycle-impacting variables)
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Algorithm Formula Generation for Current Cycle Impacting Variables

Require: V: Set of Current Cycle Impacting Variables

1: function SSA_Init(n, U)
2:  if type(n) is VAR then
3:      v ← name(n)
4:      if v ∈ U then
5:         ssa_parent(n) ← U[v]
6:         ssa_id(v) ← max_ssa_id(v) + 1
7:      end if
8:  else if type(n) is IF then SSA_Init(cond(n),{})
9:      if else(n) is NULL then
10:         else(n) ← U
11:      end if
12:      SSA_Init(if(n),{}) SSA_Init(else(n),{})
13:  for all u ∈ Variables Modified in children(n) do
14:     W[u] ← n
15:  end for
16:  else if type(n) is ASSIGN then
17:      W[lhs(n)] = n
18:  end if
19: return W
20: end function

21: for all v ∈ V do
22:  for all i ∈ {1..max_ssa_id(v)} do
23:     x ← encode_ssa(v, i)
24:     if ssa_parent(n) is NULL then
25:        m ← root
26:     else
27:        m ← ssa_parent(x)
28:     end if
29:     e ← expr(x_t+1 == PGM SLICE(m, {x}))
30:     ADD(solver, e)
31:  end for
32: end for
assignment handling, our tool creates a new version of the variable every time the variable is updated. Any use of this variable is taken from the last generated version of the variable. If the variable was defined inside a if-else block with different values for different branches, then the variable versions are used with the appropriate if-else predicated inside an \textit{ite} expression. If only one of the mutually exclusive branches update the variable, then the non updating branch is deemed to be using the last updated variable version. And if such a version does not exist in any of the preceding statements, then the expression from the previous cycles is used inside the \textit{ite} expression. This way the expressions for all non-blocking assignments are generated as well. One point to consider is that we do not handle all variables at the same time with a set of variables sent as argument to each node as this is not a very common case in most design and the algorithm becomes too complex. The whole approach is detailed in Algorithm.

Handling Arrays

Although some SMT solvers support theory of arrays, they are assumed to be large arrays that are assumed to have number of array access much smaller than the size of the array. If this is not the case, and if the array size is constant, then it can be more efficient to encode the array by enclosing it into multiple \textit{ite} blocks where the condition would be an equality made from the selection expression and the index of the value under consideration. For example, if we have an array named $A$ with size 4, and if the array is selected using the variable $i$, then the array selection can be emulated with the following formula

$$ite(i = 0, A[0], ite(i = 1, A[1], ite(i = 2, A[2], A[3])))$$

Our tool handles arrays in a similar way. First, each array indexed variable is split by
Algorithm  Formula Generation for Array Variables

Require: $v$: Variable in consideration, $N$: Size of array

1: function $p(n,v,i,p,e)$
2:  if $n$ is NULL then return $e$
3:  else if type($n$) is IF then
4:      $e_c \leftarrow expr(\text{cond}(n))$
5:      $e_1 \leftarrow p(\text{if_stmt_head}(n),v,i,p \land e_c,e)$
6:      $e_2 \leftarrow p(\text{els_stmt_head}(n),v,i,p \land e_c,e)$
7:      $e_r \leftarrow \text{ite}(e_c,e_1,e_2)$
8:      return $p(\text{next}(n),v,i,p,e_r)$
9:  else if type($n$) is ASSIGN then
10:     $s \leftarrow expr(\text{array_sel}(\text{lhs}(n)))$
11:     $r \leftarrow expr(\text{rhs}(n))$
12:     $e_r \leftarrow \text{ite}(p \land (s == i),r,e)$
13:     return $p(\text{next}(n),v,i,p,e_r)$
14:  end if
15: end function
16: for all $v \in$ Related Array variables do
17:    for all $i \in \{0..N\}$ do
18:       $e \leftarrow p(n,v,i)$
19:       ADD($\text{solver}, e$)
20:    end for
21: end for
appending the array indexes surrounded by special characters ‘<’ and ‘>’ at the end of the array name. For example the array index $A[0]$ is represented with $A < 0 >$. When array values are used somewhere in the code, it is replaced with a similar compound $ite$ statement where $i$ is replaced with the expression of the array selection extracted from the code and $A[x]$ is replaced with $A < x >$ where $x \in \{0, 1, 2, 3\}$. For example, for the following Verilog code:

```
1 reg [15:0] A[3:0];
2 input reg [1:0] addr;
3 output reg datao;
4
5 always @ (posedge clock or posedge reset)
6 begin
7    if (A[addr] + A[(addr + 1) & 3] > 33)
8       datao <= 1;
9
10 end
```

Our tool would generate the following SMT expression as the property to test the reachability of the only branch:

$ite(addr = 0, A_0, ite(addr = 1, A_1, ite(addr = 2, A_2, A_3))) + ite((addr + 1)&3 = 0, A_0, ite((addr + 1)&3 = 0, A_1, ite((addr + 1)&3 = 0, A_2, A_3))) > 33$

Here $A_i$ represents $A[i]$ at cycle $t$, and is encoded in the SMT formula as ‘$A<i>$’. 
The expression for each array indexed value for the next cycle is generated using this method as well. For each index $i$ of an array, a program sliced expression is generated using $ite$ statements where the condition for the $ite$ is an equality with $i$. For example, if we consider the following code:

```verbatim
reg [15:0] A[3:0];
input reg [1:0] addr1, addr2;
input reg [15:0] datai;

always @ (posedge clock or posedge reset)
begin
  if (addr1 >= addr2) begin
    A[addr1 – addr2] <= datai;
  end
end
```

The generated SMT expression from our tool, for transition from cycle 1 to cycle 2 would
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be:

\[(A_t^3 = \text{ite}(addr1^0 \geq addr2^0, \text{ite}(addr1^0 - addr2^0 = 0, datai^0, A_0^1), A_0^1)) \land (A_t^2 = \text{ite}(addr1^0 \geq addr2^0, \text{ite}(addr1^0 - addr2^0 = 1, datai^0, A_1^1), A_1^1)) \land (A_t^1 = \text{ite}(addr1^0 \geq addr2^0, \text{ite}(addr1^0 - addr2^0 = 2, datai^0, A_2^1), A_2^1)) \land (A_t^0 = \text{ite}(addr1^0 \geq addr2^0, \text{ite}(addr1^0 - addr2^0 = 3, datai^0, A_3^1), A_3^1))\]

Here \(A_t^i\) represents \(A[i]\) at cycle \(t\), and is encoded in the SMT formula as ‘\(A<i>_t\)’.

To perform bounded model checking of the RTL code, our tool takes all the SMT formula generated, replicates them for \(k\) number of cycles after converting them into the appropriate version for cycle \(i\). The reachability formula is for the target branch is generated by taking a conjunction of the activating and all preceding conditions of the branch. A disjunction of these formulas for various clock cycle is taken to form the final reachability assertion formula.

After that, all of the circuit behavior formulas and the reachability assertion formula are given to Z3 SMT solver [20] using the provided C++ API.

### 3.3.2 Signal Domain Constraints

To perform the bounded model checking by itself, an initial state formula is generated with the reset sequences asserted and all register and memory initialized to the appropriate values. After which the solver is called to check the satisfiability of the model. If the solver returns
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integer state;
always@(posedge clock) begin
  if (reset)
    state = 0;
  else begin
    case(state)
      0: // branch: 1
        state = 1;
      1: // branch: 2
        state = 0;
    default: // branch: 3
      endcase
  end
end

Figure 3.1: Necessity for signal domain constraint for BMC without initial state demonstrated using variable ‘state’

satisfiable for the formulas given, it can be deemed that the branch under scrutiny is definitely reachable. However, this method by itself cannot guarantee the unreachability of the target branch if the solver returns unsatisfiable. This method would only guarantee that the target branch is unreachable in \( k \) number of clock cycles. In essence the number of branches shown to be unreachable is an upper bound for the number of unreachable branches in the circuit.

To ensure the unreachability of the branches without bound, we utilize BMC with \( k \)-induction. With this technique, after the bounded model checking in the base step, the induction step requires model checking without any initial state as described in Section 2.12. Normally the initial state for the induction step is unconstrained. But we need to only consider all the valid states after reset sequence of the circuit. Hence, we constrain the initial state of the induction step to only valid states represented by the signal domain constraints of the variables. For example, for the circuit described in Figure 3.1, branch 3 is unreachable starting from the initial state. The BMC assertion property for this branch with \( k = 2 \) will be generated as: \((state^1 \neq 0 \land state^1 \neq 1) \lor (state^2 \neq 0 \land state^2 \neq 1)\)
This property will be unreachable by the base case of BMC. However, if the induction step is unconstrained for the initial state, the solver may pick \( state^0 = 7 \) arbitrarily. This value of \( state^0 \) will propagate to the variable on cycle 1 which will cause the induction step to incorrectly infer that branch 3 is reachable.

To prevent this, we add the signal domain constraints for all the variables involved. This ensures that the allowed starting variable values for the induction step is limited to a given set of values. Because the signal-domain analysis ignores all cycle information, the set of values obtained is conservative and an over-approximation of the actual set of attainable values.

For example, The signal domain constraint for the example described above is given by \( \forall i, (state^i = 0) \lor (state^i = 1) \). Thus, on the induction step, the solver will be forced to assert state to 0 or 1 and eventually be able to infer the unreachability of branch 3.

### 3.3.3 Iterative Induction Step Using Partitioned Property

The nature of the induction step for BMC makes it less restrictive than the real world system. This has the side effect on many cases. One of this case is when considering nested branches. The nested branch’s activating condition and the preceding conditions conjectured together make up the assertion property for BMC. For example in Figure 3.2 the assertion property \( \phi \) as described in section 2.11 for branch 0, is given by \( \phi = p \) and for branch 1, it is given by \( \phi = p \land q \).

Now if branch 0 with the activating condition \( p \) is unreachable, then \( p \) will not be satisfiable in the base case. And during induction step, constraint \( \neg p^1 \land \neg p^2 \land \ldots \land \neg p^k \land p^{k+1} \) will be added to the model. If the solver is not able to assert \( p \) to true in the \( k+1 \)-th step, the solver will not be able to satisfy \( p^{k+1} \) and we can infer branch 1 to be unreachable.
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In case of branch 1, which is nested inside, the activating condition \( q \) may be easily satisfiable or unsatisfiable (e.g. if it is an input). In this case, base case would be unable to satisfy \( p \land q \) as well. However, in the induction step, the constraint to be testing will be \( \neg(p^1 \land q^1) \land \neg(p^2 \land q^2) \land \ldots \land \neg(p^k \land q^k) \land (p^{k+1} \land q^{k+1}) \). Since it can be easy for the solver to assert \( q \) to any value, it can assert \( \forall i, q^i \leftrightarrow \bot \). This will make the newly added constraint irrelevant as it will be always \( \top \). Now, even though we know the outer branch to be unreachable, and by extension the inner loop to be unreachable as well, the k-induction technique was unable to prove the unreachability of that branch.

To get around this issue, we propose partitioning of the entire chain of activating and preceding conditions of a branch. This partition can be done using shared variables. If a condition and the preceding condition have the exact same variables, then we partition both of them into a same group.

For branches that could not be definitively inferred as reachable or unreachable, we apply this partitioning mechanism. Then, we apply the induction step of the BMC with each set of groups starting from the top most preceding condition. So on the first step only the first group’s condition is used as the assertion condition and on the second step both first and second group’s conditions are conjectured and so on. For example, in case of the case in 3.2, for branch 2, the partitions will be \( p, q, \) and \( r \) if none of them have the same variables. With this partition, on first iteration, the induction step will be done with the assertion formula \( p \), on the second iteration it will be done with \( p \land q \) and so on. The detailed algorithm for

```plaintext
1 if(p) // branch 0
2   if(q) // branch 1
3     if(r) // branch 2
4     ...
```

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Assertion Formula for Branch 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( p )</td>
</tr>
<tr>
<td>2</td>
<td>( p \land q )</td>
</tr>
<tr>
<td>3</td>
<td>( p \land q \land r )</td>
</tr>
</tbody>
</table>

Figure 3.2: Sample Assertion Formula on Different Iteration
this is given in

Algorithm Iterative Induction Step on Partitioned Property

1: Solver BMC base case
2: Add Property $\phi$ for activating and all preceding conditions
3: Solve for Induction case
4: if base case unsat $\land$ induction case sat then
5: $Z \leftarrow \text{partition}(\phi)$
6: for $i \in \{1..n(Z) - 1\}$ do
7: for $j \in \{1..i\}$ do
8: $\phi \leftarrow \phi \land Z[j]$
9: end for
10: Add($\phi$)
11: if sat then
12: return “Unreachable”
13: break
14: end if
15: end for
16: end if

3.4 Experimental Results

A tool implementing the methods described in the previous section was developed in C++. The input Verilog design is given to Verilator to generate a cycle-accurate C++ code as well as the AST of the C++ code. This AST file is parsed to get an internal interpretation of the C++ code. Program slicing is performed on this internal representation and the C++ API of Z3 SMT solver is used to generate the appropriate SMT formulas. These formulas are then solved using an instance of the Z3 solver.

Table 3.1 shows the number of unreachable branches found using different modes of the tool. For each circuit, the total number of branches is first reported. Next, the number of branches not reached by the vectors generated by BEACON [5] is shown. We also report the number of unreachable branches using the signal-domain analysis [35] alone in the next
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Algorithm  Bounded Model Checking

1: PGM SLICE(cycles = \{1..k\})
2: SSA INIT(cycles = \{1..k\})
3: P(cycles = \{1..k\})
4: PUSH(solver)
5: ADD(solver, reset constraints)
6: if satisfiable(solver) then
7: return “Reachable”
8: else
9: POP(solver)
10: PGM SLICE(cycles = k + 1)
11: SSA INIT(cycles = k + 1)
12: P(cycles = k + 1)
13: ADD SIGNAL DOMAIN CONSTRAINTS(solver)
14: if satisfiable(solver) then
15: return “Unknown”
16: else
17: return “Unreachable”
18: end if
19: end if

column. The remaining columns report our method, with a given bound $k$. For example, for circuit b15, it contains 149 branches. BEACON vectors reached all but 16 branches. The signal domain analysis was able to prove 4 out of these 16 branches as unreachable. With $k = 2$, our BMC with induction was able to prove 9 branches to be unreachable. When iterative partitioning is added, we proved 10 branches to be unreachable. The induction with or without signal domain constraints and with or without property partitioning, the number of unreachable branches are a lower bound. A branch identified as unreachable is guaranteed to be unreachable. It can be seen that for all benchmark circuits apart from b15, all the branches not covered by the ATPG has been identified as unreachable branches. In other words, 100% coverage is obtained!

To show the scalability of our method, we first ran BEACON [5] on all of the benchmark circuits to rule out the branches that are reachable. We configured our tool to run after BEA-
<table>
<thead>
<tr>
<th>Bench</th>
<th>No. of Branches</th>
<th>Not reached by BEACON</th>
<th>Unreach. Prov. by [35]</th>
<th>k</th>
<th>Number of Unreachable Branches Found</th>
<th>k-induction BMC</th>
<th>k-induction BMC with signal domain constraints</th>
<th>k-induction BMC with signal domain constraints and iterative partitioning</th>
</tr>
</thead>
<tbody>
<tr>
<td>b06</td>
<td>24</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>b07</td>
<td>20</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>b10</td>
<td>32</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>b11</td>
<td>33</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>b13</td>
<td>64</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>b14</td>
<td>211</td>
<td>14</td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>2</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>b15</td>
<td>149</td>
<td>16</td>
<td>4</td>
<td>2</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>simple_spi</td>
<td>65</td>
<td>1</td>
<td>-</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>sasc</td>
<td>72</td>
<td>6</td>
<td>-</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 3.1: Number of Unreachable branches for BMC with or without initial state and using k-induction
CON on the branches that were unaccounted for. We show the run times for the branches in consideration in Table 3.2. We compare our run times against [35] to show that the overhead is minimal. We have split our run time for just the branches under consideration, because we intend our tool to be used as a way of explaining the unreachable branches after running test generation tools like BEACON, which is different from the intentions of [35].

<table>
<thead>
<tr>
<th>Bench</th>
<th>run time (s)</th>
<th>branch ID</th>
<th>result of [35]</th>
<th>our result (k=5)</th>
<th>our run time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>b06</td>
<td>4.2</td>
<td>22</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>0.071</td>
</tr>
<tr>
<td>b07</td>
<td>4.7</td>
<td>13</td>
<td>Maybe Reachable</td>
<td>Unreachable</td>
<td>0.169</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>0.186</td>
</tr>
<tr>
<td>b10</td>
<td>6.5</td>
<td>30</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>0.238</td>
</tr>
<tr>
<td>b11</td>
<td>12.9</td>
<td>31</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>0.132</td>
</tr>
<tr>
<td>b13</td>
<td>-</td>
<td>14</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td></td>
<td>27</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>0.185</td>
</tr>
<tr>
<td></td>
<td></td>
<td>37</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>0.169</td>
</tr>
<tr>
<td></td>
<td></td>
<td>59</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>0.295</td>
</tr>
<tr>
<td>b14</td>
<td>63.8</td>
<td>105</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>24.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>185</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>20.79</td>
</tr>
<tr>
<td>b15</td>
<td>-</td>
<td>14</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>3.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>114</td>
<td>Maybe Reachable</td>
<td>Unreachable</td>
<td>5.412</td>
</tr>
<tr>
<td></td>
<td></td>
<td>130</td>
<td>Maybe Reachable</td>
<td>Maybe Reachable</td>
<td>5.604</td>
</tr>
<tr>
<td></td>
<td></td>
<td>133</td>
<td>Maybe Reachable</td>
<td>Unreachable</td>
<td>3.39</td>
</tr>
<tr>
<td>sasc</td>
<td>-</td>
<td>37</td>
<td>Unreachable</td>
<td>Unreachable</td>
<td>0.060</td>
</tr>
<tr>
<td>simple_spi</td>
<td>-</td>
<td>38</td>
<td>-</td>
<td>Unreachable</td>
<td>0.533</td>
</tr>
</tbody>
</table>

Table 3.2: Run time comparison for different branches
3.5 Conclusion

In this work, we have presented a method to formally analyze a circuit and prove the unreachability of branches in the RTL code description of the circuit. This method utilizes program slicing to generate SMT formula of the circuit and Bounded Model Checking to prove the unreachability safety property of a given branch in certain number of cycles starting from the reset state. Furthermore, by utilizing signal domain constraints and k-induction with BMC, this method is capable of proving unreachability of branches irrespective of the number of cycles by losing accuracy in case of truly reachable branches.
Chapter 4

Sequential Test Vector Compaction using RTL Branch Coverage Metric

4.1 Introduction

For digital circuit testing on Automatic Test Equipment (ATE), it is important for the test size to be as small as possible. Large test sizes increase test time for each circuit which can be very expensive. However, with modern trends of large and complex circuits it is becoming increasingly difficult to come up with good or small tests. Every for moderately small circuits, the current approaches use heuristics to generate tests that are small. In other words, these approaches do not generate the optimum result.

The difficulty for generating small test sets rise from the enormous search space for the specific problem. Even for only combinational circuits to get the minimum possible test set that can reach all faults or all branches in RTL, the search space includes $2^n$ input vectors. For sequential circuits on the other hand, this space is much much larger. This makes the
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problem of small sized test generation intractable. Hence, the most common approach is to generate vectors so that as many faults or RTL branches can be covered with as few vectors as possible [39].

There have been numerous approaches proposed for combinational test compaction. These approaches include fast gate level static compaction [40], dynamic compaction [41], independent and compatible fault fault sets based test generation [42, 43, 44], maximal compaction [43], rotating backtrace [43], double detection [44], forced pair merging [45], essential fault pruning [45], SAT-based solving algorithms [46], and partitioning of the scan flipflops to increase don’t care bits [47].

The approaches of test compaction can be separated into two major types. These are static compaction and dynamic compaction. Static compaction [41] is the process where all independent tests are allowed to be generated first and then compaction operation is executed on these tests.

Another approach is to have a single small test cover as many faults as possible during the generation of tests. This approach is dynamic test compaction [41]. The generated tests themselves then can not be compacted any further after generation in this approach.

RTL Simulation based ATPG [5], [19] operates on RTL code under the assumption that RTL branch coverage is equivalent to fault coverage in the synthesized circuits. However often times the generated test vectors are not optimized for size. Hence, the application of these vectors on circuit in ATE may not be the most cost effective approach.

In this work, we propose a method for sequential test compaction using static compaction approach. We utilize the vector set output and internal information of simulation based ATPG BEACON to generate the minimum test with the same branch coverage as the original test. We use heuristic based approach to get a good enough non optimum result as the
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The optimum result is computationally intractable.

The main contributions of our work presented in this paper is as follows:

- We present an algorithm for compacting set of vectors generated by ant colony optimization base ATPG tool BEACON
- We present a way of storing metadata for set of vectors during test pattern generation, that can later be used to reconstruct a smaller vector set with same coverage.
- We describe an implementation of the presented approach and present the experiments of running BEACON on these benchmark and then utilizing the compaction technique to generate a significantly smaller test.

The rest of this paper is organized as follows. Section 4.2 introduces motivations behind the presented work. Section 4.3 presents the methodology in detail. The experimental results are discussed in Section 4.4. Finally, Section 4.5 concludes the chapter.

4.2 Motivation

Deterministic test generation techniques [38] can generate minimal possible tests to get maximum branch coverage. However, deterministic approaches are computationally expensive and sometimes it becomes infeasible to apply these methods on even small circuits. When applicable, these methods can restrict search space to low number of cycles to achieve this. However, restricting to a low number of cycles can often lead to increased generation time.

Simulation based methods [11, 19] can generate test vectors very fast. But often these tools do no infer anything about these generated tests. These tests are generated with a maximum number of cycles in mind. So often these tests can be very large in size. This approach may
be acceptable for design validation. However, post silicon verification would be extremely costly for this approach to be useful.

To tackle this issue of compact test generation, an interesting approach may be to use tests generated from simulation based ATPG techniques and use test compaction techniques to generate a small sized tests with the same RTL coverage as the original tests. The simulation based techniques usually generate a set of sequential test vectors each aimed a specific paths of the design. All of these test sets can be merged to get a small non optimum set of tests. This approach allows the generation of small tests quickly that is suited for ATPG.

4.3 Methodology

The approach we use to do test compaction starts with a run using an ant colony optimization based ATPG, namely BEACON. This approach instantiates multiple ants each with an initial set of random sequential test vectors of fixed length $N_r$. Then these vectors are used to do simulation on the circuit itself. This virtually represents the ants traversing the CFG. During this traversal, each ant deposits a virtual pheromone on the paths which is evaporated by a fixed coefficient on each tick.

After each round, the best ants are picked based on a score, mutated and the process is continued until no new path is found. Finally each remaining ant vectors are pruned to the last useful point and stitched together to generate the final test. However, during the test generation, no preference is given to an ant that can cover a branch early in the simulation to the ant that takes a longer time to reach that branch.

If each test set is saved, along with the point where each covers a new branch for the first time, then a set of vectors can be chosen that can cover all branches in the least number of
cycles. However, this approach will become intractable computationally. In fact if there are 

\( n \) test sets for all ant throughout all iterations, then there can be 

\( \binom{n}{1} + \binom{n}{2} + \binom{n}{3} + \ldots \binom{n}{n} \)

possible combinations of taking the test sets. As it can be seen, this naive solution can become extremely complex very soon.

In this section, first the storage of minimum cycle required for covering a branch using a particular test in a two dimensional matrix is described. Furthermore, a way of getting the optimum solution using an optimization solver is presented here, followed by a sub-optimum heuristics based approach.

### 4.3.1 Minimum Cycle Matrix

During ATPG using BEACON the minimum cycle matrix is constructed. The number of rows in this matrix is equal to the number of test sets generated and the number of columns is equal to the number of covered branches in the RTL code. As each new test is generated using ant evolution and mutation, the number of rows in this matrix grows. The value of the matrix is the first cycle at which the corresponding test set first reaches the corresponding branch. For example, in figure 4.1a consider the 4 test vectors generated. These vectors all have cycle length of 400. The numbers inside the test represent covering of a branch for the first time by that test. The first test covers branches 0, 1, 2 and 5 at cycles respectively and so on. In the minimum cycle matrix representation the generated matrix will be the matrix shown in 4.1b. Here the values \( X \) represent that the particular branch is not covered by that test at all. The value 310 on second row, fourth column represents that the second test covers branch 3 first at cycle 310.
4.3.2 Optimum Solution using an Optimization Solver

To get the optimum solution, we propose using an optimization solver. Using the optimization solver, we describe a method for encoding the problem conditions. It is possible to get the optimum solution just using the minimum cycle matrix.

Each test set that has to be picked, has to be cut at a particular point. All of these sub tests extracted from the start of each test to the stated point will be joined to generate the final compacted test. If we assume that this cut point is denoted with $t_i$ for test number $i$, and that $t_i = 0$ means that test is not picked at all, then it can be stated that,

$$\forall i, t_i \geq 0$$

And if the maximum length of a test is $N_r$, then

$$\forall i, t_i \leq N_r$$

We can declare a new variable $p_{ij}$ where $p_{ij} = 1$ iff test number $i$ is used to cover branch number $j$ and $p_{ij} = 0$ if it is not. Then it can be written,

$$\forall i, \forall j, 0 \leq p_{ij} \leq 1$$

And since all Covered Branches must be picked,

$$\forall j, \sum_{i=0}^{N} p_{ij} \geq 1$$

where $N_b$ is the total number of covered branches. This works even in the case where single
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test can cover multiple branches. As long as each branch is covered at least once by any test, this inequality will hold.

Now, picking branch \( j \) using test set \( i \) implies that the cut point for test \( i \) has to be greater than or equal to the first cycle at which the test covered the branch. This information is available to use in the form of the \( Q \) matrix. This logic can be encoded as,

\[
(p_{ij} = 1) \rightarrow (t_i \geq Q_{ij})
\]

Finally, we wish to make the final test as small as possible. Since the final test is just a concatenation of sub tests, each of which is of length \( t_i \), then for the optimizer, the objective function will be

\[
\text{minimize} : \sum_{i=0}^{Nt} t_i
\]

where \( Nt \) is the total number of tests under consideration.

In our approach to get the optimum result, we feed all of these constraints to Z3 SMT solver configured as an optimization solver configured with pareto priority. The values for different \( t_i \) is extracted from the model of the optimization solver and used to reconstruct the final test.

For example, for the scenario given in 4.1a and 4.1b the generated constraints will be:

\[
\forall i, t_i \geq 0; i \in \{0, 1, 2, 3\}
\]

\[
\forall i, t_i \leq 400; i \in \{0, 1, 2, 3\}
\]

\[
\forall i, \forall j, 0 \leq p_{ij} \leq 1; i \in \{0, 1, 2, 3\}; j \in \{0, 1, 2, 3, 4, 5\}
\]
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(a) Four Tests Each with 400 Vectors Annotated with the first Cycle a Branch is Covered by it

\[
\begin{bmatrix}
0 & 1 & 2 & 3 & 4 & 5 \\
0 & 112 & 283 & 380 & X & X & 80 \\
1 & X & X & 105 & 310 & X & X \\
2 & X & X & X & 372 & 250 & 101 \\
3 & 212 & 112 & X & 212 & X & X \\
\end{bmatrix}
\]

(b) The Minimum Cycle Matrix for the Given Four Tests and 6 Branches

\[
\begin{bmatrix}
0 & 1 & 2 & 3 \\
0 & 112 & 283 & 380 & X \\
1 & X & X & 105 & 310 \\
2 & X & X & X & 122 \\
3 & 212 & 112 & X & 212 \\
\end{bmatrix}
\]

(c) The Minimum Cycle Matrix After Selection of First Test

\[
\forall i, \sum_{j=0}^{N_b} p_{ij} \geq 1; i \in \{0, 1, 2, 3\}; j \in \{0, 1, 2, 3, 4, 5\} \ Q_{ij} \neq X
\]

\[
(p_{ij} = 1) \rightarrow (t_i \geq Q_{ij}); i \in \{0, 1, 2, 3\}; j \in \{0, 1, 2, 3, 4, 5\} \ Q_{ij} \neq X
\]

And the minimization objective function will be:

\[
\text{minimize} \quad \sum_{i=0}^{3} t_i
\]
4.3.3 Heuristics Based Test Vector Compaction

In this subsection, we present a sub-optimal heuristics based approach for getting a small sized test by using all of the available tests. This approach first utilizes the concept of essential branches. These are the branches that are covered by one and only one test set. Hence to cover these branches, the corresponding test set have to be selected. With the selection of essential tests, the branches are covered by these tests within the number of cycles given by the $Q$ matrix are marked as covered. For the rest of the branches, this cycle number is subtracted from the $Q$ matrix.

It may be tempting to eliminate the test sets that are redundant in the next step. However, it would not help with the final goal of minimum test size. In other words, this would give the lowest number of test sets. However, each of these test set can be quite large. Hence, we would need to take into account the number of cycles these test set take to reach the respective branches. For example, picking two test set which cover a set of branches where each are 3 cycles long is better than picking one set which is 30 cycles long.

Instead of eliminating the redundant test set we apply heuristics based on the the number of cycles required by each test set to be able to cover a branch. It can be assumed that a branch that usually takes a large number of cycles to cover by most of the test set, but is covered in relatively low number of cycles by one test, then it is desirable to pick that branch, test set pair. We attribute a score to select such a branch given by,

$$score_j = \frac{\sum_i Q_{ij}/c_j - \min_i(Q_{ij})}{\sum_{i,j} Q_{ij}}$$

where $c_i$ is the number tests that cover branch $j$.

With this score, the branch with the highest score is selected and the test set that covers
this branch in lowest cycle is picked. Here cut point is selected with the same low cycle as well. After that other branches that are covered using this test set within this clock cycle, are eliminated from further analysis as well. This is followed by subtracting the cycle from the \( Q \) matrix row as described in the first step. After this, the essential branches, and the corresponding test set are picked again. This process is continued until all branches are picked.

For example, consider the case in 4.1a and the generated minimum cycle matrix in 4.1b. In the first step, it can be seen that to cover branch 4, test 2 has to be picked. So this test is picked. This test also covers branches 3 and 5. However, since we have to select upto cycle 250 to cover branch 4, branch 3 will not be automatically covered. So we mark branches 4 and 5 as done only and set \( t_2 = 250 \). We keep test 2 in place but subtract 250 from all of the elements in the entire row. If this test is later picked to cover any other branch, then it would be enough to just change the cut point of test 2, \( t_2 \) to whatever required at that time.

The resulting minimum cycle matrix is shown in figure 4.1c.

On the next step, since no more essential tests can be identified, the next test branch pair is selected using the score metric given previously. Using this score we get score for the remaining branches 0 to 3 to be 0.027, 0.046, 0.074, and 0.048 respectively. With these scores, branch 2 is chosen. Since is covered by test 1 in the lowest number of cycles, it is selected. This whole process continues until all branches are covered.

At the end of the selection process, we are left with \( t_0 = 250, t_1 = 105, t_2 = 0, t_3 = 112 + 100 = 212 \). So the final compacted test will be given by taking tests 0, 1 and 3 and the length of this compacted test will be 567. It has to be mentioned that reset sequences will need to be added between the sub tests before concatenation. The detailed algorithm is given in algorithm.
Algorithm Heuristic Based Test Vector Compaction

1: for all $i \in \text{All Tests}$ do
2: \hspace{1em} $t_i \leftarrow \text{len(reset seq)}$
3: end for
4: for all $j \in \text{covered not done branches}$ do
5: \hspace{1em} for all $i \in \text{All Tests}$ do
6: \hspace{2em} $\text{count} \leftarrow 0$
7: \hspace{2em} if $Q_{ij} \neq \text{NULL}$ then
8: \hspace{3em} $k \leftarrow i$
9: \hspace{3em} $c \leftarrow Q_{ij}$
10: \hspace{3em} $\text{count} \leftarrow \text{count} + 1$
11: \hspace{2em} end if
12: \hspace{2em} if $\text{count} > 1$ then
13: \hspace{3em} break
14: \hspace{2em} end if
15: \hspace{2em} if $\text{count} = 1$ then
16: \hspace{3em} $t_k \leftarrow t_k + c$
17: \hspace{2em} end if
18: \hspace{1em} Subtract $c$ from all element in row $k$ of $Q$
19: \hspace{1em} for $b \in \text{covered not done branches}$ do
20: \hspace{2em} if $Q_{kb} \neq \text{NULL} \land Q_{kb} < c$ then
21: \hspace{3em} Mark $b$ as done
22: \hspace{2em} end if
23: \hspace{1em} end for
24: end for
25: end for
26: for all $j \in \text{covered not done branches}$ do
27: \hspace{1em} $s \leftarrow 0$
28: \hspace{1em} $\text{count} \leftarrow 0$
29: \hspace{1em} for all $i \in \text{All Tests}$ do
30: \hspace{2em} $s \leftarrow s + Q_{ij}$
31: \hspace{2em} $\text{count} \leftarrow \text{count} + 1$
32: \hspace{2em} if $Q_{ij} < l$ then
33: \hspace{3em} $l \leftarrow Q_{ij}$
34: \hspace{2em} end if
35: end for
36: $D_i \leftarrow s/\text{count} - l$
37: end for
4.4 Experimental Results

To test the effectiveness of our method for compaction of sequential test vectors generated by BEACON, we have implemented some add-on features to BEACON using C++. First of all, we generate a minimum cycle matrix as described in section 4.3.1. Along with growing this matrix as new test vectors are generated, we also keep a history of all the random functions in BEACON to be able to reconstruct these tests later. We implement two more add-on features which use this matrix to demonstrate approaches described in sections 4.3.2 and 4.3.3. The optimization tool uses Z3 SMT solver in linear integer arithmetic optimization mode using the Z3 C++ API.

The effectiveness of both the approaches is shown in table 4.1. The results shown in this table was done by fixing the initial seed of BEACON to a fixed value to ensure reproducability. The tests were done with a timeout of 15mins.
## 4.4. Experimental Results

Table 4.1: The Test Vector Sizes for BEACON, the Optimal Compaction and Using the Heuristics Based Method

<table>
<thead>
<tr>
<th>Bench</th>
<th>Cycles</th>
<th>Ants</th>
<th>Reachable Coverage (%)</th>
<th>Number of Sequential Test Vecotrs</th>
<th>Run Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>BEACON</td>
<td>Optimum</td>
<td>Heuristics Based</td>
</tr>
<tr>
<td>b06</td>
<td>10</td>
<td>5</td>
<td>100</td>
<td>35</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>33</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>10</td>
<td>100</td>
<td>23</td>
<td>16</td>
</tr>
<tr>
<td>b07</td>
<td>30</td>
<td>5</td>
<td>100</td>
<td>95</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>5</td>
<td>100</td>
<td>103</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>10</td>
<td>100</td>
<td>103</td>
<td>43</td>
</tr>
<tr>
<td>b10</td>
<td>30</td>
<td>5</td>
<td>100</td>
<td>157</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>10</td>
<td>100</td>
<td>219</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>10</td>
<td>100</td>
<td>303</td>
<td>22</td>
</tr>
<tr>
<td>b11</td>
<td>5000</td>
<td>20</td>
<td>100</td>
<td>5430</td>
<td>3032</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>40</td>
<td>100</td>
<td>5559</td>
<td>2865</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>20</td>
<td>100</td>
<td>5919</td>
<td>3032</td>
</tr>
<tr>
<td>b13</td>
<td>10000</td>
<td>20</td>
<td>100</td>
<td>5092</td>
<td>2143</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>40</td>
<td>100</td>
<td>5411</td>
<td>2143</td>
</tr>
<tr>
<td></td>
<td>20000</td>
<td>40</td>
<td>100</td>
<td>4977</td>
<td>2143</td>
</tr>
<tr>
<td>b14</td>
<td>2500</td>
<td>10</td>
<td>100</td>
<td>7137</td>
<td>1314</td>
</tr>
<tr>
<td></td>
<td>2500</td>
<td>20</td>
<td>100</td>
<td>7419</td>
<td>TO</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>20</td>
<td>100</td>
<td>10220</td>
<td>TO</td>
</tr>
<tr>
<td>b15</td>
<td>50000</td>
<td>10</td>
<td>88.59</td>
<td>13433</td>
<td>TO</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>88.59</td>
<td>11623</td>
<td>TO</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>10</td>
<td>88.59</td>
<td>8841</td>
<td>TO</td>
</tr>
</tbody>
</table>
Chapter 4. Sequential Test Vector Compaction using RTL Branch Coverage Metric

It can be seen that in all of the cases the heuristics based approach performs almost as good as the optimum solution possible using the available tests. However, in cases of larger circuits with hundreds of branches like b14 and b15, it can be seen that the optimum method timed out. Another interesting fact is that, when the coverage is low for these circuits, the heuristics based approach is no able to compress the test very much compared to when the coverage is very high. This is due to the fact that the tests to reach the hard to reach branches often cover a lot of other branches as well. Since these tests are favored in the heuristics based selection, the presence of these tests during high coverage helps the compression.

To show the scalability of the heuristics based method, it is run on similar set of tests beside the optimizer based approach. It can be seen that, in all of the cases the optimizer based approach is unable to scale well. Specifically when there are large number of branches, it fails to return a result in a reasonable time. The run time analysis of the optimization based system can be better seen from the plots show in figure 4.2 and 4.3. Here it can be seen that even though the run times are reasonable for low number of branches, less complex circuits and low number of tests, with increasing number of branches, complexity and number of tests, the run time for the optimizer based approach increases exponentially. Whereas, the heuristics based approach take insignificant time for completion.

4.5 Conclusion

In this chapter we have presented a technique for test vector compaction for sequential circuits. These test vectors are assumed to be generated during any kind of simulation based ATPG where compaction is not handled during pattern generation. By providing a mechanism for stating the problem as a optimization problem we showed one possible way for using an optimizer to get the optimum compaction from these vector set. Furthermore, we
Figure 4.2: Run time for Optimizer Based Method for Different Benchmarks
Figure 4.3: Run time vs Number of Tests for the two Approached for Benchmark b14
have presented a semi-optimal heuristic based approach. By comparing these two methods we showed with experimentation that the heuristics based approach is close to the optimal result, especially for large circuits requiring large number of cycles, while being magnitudes better in terms of time efficiency.
Chapter 5

Conclusions

We conclude the thesis by presenting concluding summary of the work presented. It is further appended with the limitations of the presented work and possible ideas for improving this work further in the future.

5.1 Concluding Summary

We have presented a method in Chapter 3 to prove the unreachability in RTL circuits using k-induction bounded model checking with signal domain constraints and property partitioning. This method was able to effectively prove the unreachability of previously unresolved branches.

Furthermore in Chapter 4 we have presented a method for generation of a compact sequential test set from the various tests generated in simulation based ATPG, BEACON without reducing coverage. This compaction mechanism is built using a heuristics that is also compared with an optimum solution using a linear integer optimizer. Our heuristics based approach
was proven to be comparably effective but magnitudes better in terms of time efficiency compared to the optimal solution.

5.2 Limitations and Future Work

While the unreachability method was effective at proving unreachability of all tested benchmark circuits, it was still unable to resolve some of the branches in the benchmark circuit b15. Moreover, the tests generated when a branch is proven to be reachable are underutilized in the present workflow. These tests can be used to guide the ATPG tools further to get better test patterns. Even when the base case of the k-induction is unsatisfiable, but the induction step is satisfiable, some insight can be obtained from the returned model that can be useful for test generation.

The heuristic based vector compaction mechanism was close to optimal for most of the cases. For some other case though, the performance could have been better. Better heuristics selection can be done to get rid of such cases. Moreover, the optimizer based compaction mechanism can be abstracted further. The optimizer based implementation can be tweaked to get a sub-optimal but more scalable system in future work.
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