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ABSTRACT 

Glioblastoma multiforme (GBM) is the most common and lethal primary brain cancer with an 

average survival time of 15 months. GBM is considered incurable with even the most aggressive 

multimodal therapies and is characterized by near universal recurrence. Irreversible 

electroporation (IRE) is a cellular ablation method currently being investigated as a therapy for a 

variety of cancers. Application of IRE involves insertion of electrodes into tissue to deliver pulsed 

electric fields (PEFs), which destabilize the cell membrane past the point of recovery, thereby 

inducing cell death. While this treatment modality has numerous advantages, the lack of selectivity 

for malignant cells limits its application in the brain where damage to healthy tissue is especially 

deleterious. In this dissertation we hypothesize that a form of IRE therapy, high-frequency IRE 

(H-FIRE), may be able to act as a selective targeted therapy for GBM due to its ability to create 

an electric field inside a cell to interact with altered inner organelles. Through a comprehensive 

investigation involving experimental testing combined with numerical modeling, we have attained 

results in strong support of this hypothesis. Using tissue engineered hydrogels as our platform for 

therapy testing, we demonstrate selective ablation of GBM cells. We develop mathematical models 

that predict the majority of the electric field produced by H-FIRE pulses reach the inside of the 

cell. We demonstrate that the increased nuclear to cytoplasm ratio (NCR) of malignant GBM cells 

compared to healthy brain—evidenced in vivo and in in vitro tissue mimics—is correlated with 

greater ablation volumes and thus lower electric field thresholds for cell death when treated with 

H-FIRE. We enhance the selectivity achieved with H-FIRE using a molecularly targeted drug that 



 

induces an increase in NCR.  We tune the treatment pulse parameters to increase selective 

malignant cell killing. Finally, we demonstrate the ability of H-FIRE to ablate therapy-resistant 

GBM cells which are a focus of many next-generation GBM therapies. We believe the evidence 

presented in this dissertation represents the beginning stages in the development of H-FIRE as a 

selective therapy to be used for treatment of human brain cancer. 
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GENERAL AUDIENCE ABSTRACT 

Glioblastoma multiforme (GBM) is the most common and lethal primary brain cancer with an 

average survival time of 15 months. GBM is considered incurable with even the most aggressive 

multimodal therapies and is characterized by near universal recurrence. Irreversible 

electroporation (IRE) is a therapy currently being developed for the treatment of a variety of 

cancers. Application of IRE involves the delivery of energy directly into the tumor tissue in the 

form of pulsed electric fields (PEFs). These PEFs destabilize the cell membrane past the point of 

recovery, thereby inducing cell death. Though this treatment modality has numerous advantages, 

the lack of selectivity for malignant cells limits its application in the brain where damage to 

healthy tissue is especially deleterious. In this dissertation we hypothesize that a form of IRE 

therapy, high-frequency IRE (H-FIRE), may be able to act as a selective targeted therapy for 

GBM due to its ability to create electric fields inside cells. Because cancer is characterized by 

alterations in inner organelles compared to healthy cells, electric fields inside the cell may be 

able to target these alterations resulting in selective malignant cell killing. Through a 

comprehensive investigation involving experimental testing combined with numerical modeling, 

we have attained results in strong support of this hypothesis. We have successfully demonstrated 

selective ablation of malignant GBM cells. We have shown that the increased nuclear to 

cytoplasm ratio (NCR) of malignant GBM cells compared to healthy brain—evidenced in vivo 

and in in vitro tissue mimics—is correlated with greater ablation volumes and thus lower electric 

field thresholds for cell death when treated with H-FIRE. We have enhanced the selectivity
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achieved with H-FIRE using a molecularly targeted drug that induces an increase in NCR.  We 

have tuned the treatment parameters to increase selective malignant cell killing. Finally, we have 

demonstrated the ability of H-FIRE to ablate therapy-resistant GBM cells which are a focus of 

many next-generation GBM therapies. We believe the evidence presented in this dissertation 

represents the beginning stages in the development of H-FIRE as a selective therapy to be used 

for treatment of human brain cancer. 
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Chapter 1 Overview 

 

1.1 Motivation 

Despite tremendous advances in our understanding of the biology of cancer at the genetic and 

molecular level, the prognosis for many cancers remains poor. Cancer is a ubiquitous disease in 

today’s society, partly due to the aging population, with about 40% of people diagnosed with 

cancer in their lifetimes (1). Irreverent of our push to find new and more effective cancer cures, 

cancer incidence and death are expected to increase in the next two decades. By 2030, it is 

projected that worldwide cancer incidence with rise by 50% and worldwide cancer deaths will rise 

by 60% (1, 2).  Such a wide-reaching problem with so few effective solutions, has drawn the 

attention of many researchers looking to tackle this problem in innovative ways.  

 

Though the prognosis of some cancers has improved with new treatments, malignancies of the 

central nervous system remain the third leading cause of death in adolescents and adults aged 15-

34 years, and are the leading cause of cancer death in children (3). Glioblastoma multiforme 

(GBM), the most common and deadly primary brain tumor, has a dismal prognosis that has 

remained relatively unchanged despite many attempts at new therapies. The failure of current 

treatments to greatly extend life expectancy is attributable to a few classes of therapy resistant cell 

that propel tumor recurrence, which is nearly universal with GBM. A GBM tumor proves fatal 

within about 14 months even with multimodal intervention (4).  The most common approaches to 

the treatment of GBM involve surgery (5), radiation therapy (6), and/or chemotherapeutic 

regimens (7). Neither single therapies nor treatments used in combination are curative and they are 

often debilitating to the patient. Though emerging therapies have been developed and shown some 
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promise, such as carmustine wafers (8) or molecular therapies such as bevacizumab (9, 10), results 

are often contradictory and no treatment other than surgery, radiation, and temozolomide therapy 

has been widely accepted.  There exists a real need for next-generation GBM therapies, for use 

alone or in combination with current therapies, which can target the resistant cell populations and 

prevent tumor recurrence.  

 

This work was motivated by the desire to approach GBM treatment from a new perspective often 

overlooked in therapy development. Rather than focus on biological phenotypes typically 

considered as cancer targets yet problematic due to their variable expression, our research 

motivation is to find a different class of targets. While physical hallmarks of tumors are commonly 

used for diagnosis, they are rarely considered as therapeutic targets. Physical phenotypes are often 

well conserved across a given cancer and are known to impact disease progression (11), making 

them a valuable target to be investigated. The desire to explore targets left relatively unexplored 

for GBM treatment, the physical alterations of the GBM cell, in order to find a new therapy that 

may overcome current treatment barriers, is the motivation of this dissertation.   

 

1.2 Project goals 

The goal of this project was to develop, characterize, and test a selective therapy for the treatment 

of GBM. The focus of the selective therapy for this particular cancer was on the two types of 

therapy-resistant cells commonly found in the tumor that currently are considered responsible for 

tumor recurrence and contribute largely to the poor prognosis—invasive cells and glioma stem 

cells. The overall goal of the therapy, therefore, was to target a conserved malignant alteration in 
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a way that affected both quiescent glioma stem cells, and could safely kill malignant cells in an 

environment surrounded by healthy cells (Figure 1.1).  

 

Figure 1.1 Concept illustration of project goals for targeted therapy. The goal of the selective therapy to be developed 
is the ablation of glioma cells invading into healthy astrocytes past the tumor margin as well as therapy-resistant 
glioma stem cells 

 

Irreversible electroporation (IRE) is a clinically used cancer therapy involving the application of 

pulsed electric fields to a tissue for cell ablation. However, the lack of selectivity of IRE limits its 

efficacy for invasive cancers such as GBM, especially in an organ as sensitive as the brain. It was 

hypothesized at the onset of this project that pulse parameters involved in the application of IRE 

could be tuned in such a way that the field may interact with the inside of a cell. The altered 

cancerous inner organelles, such as the enlarged nucleus, could therefore be a possible target. This 

hypothesis motivated the subsequent studies. The goals for testing this hypothesis involved: 

1- identifying a cancerous alteration to be targeted 

2- demonstrating selective ablation of malignant bulk tumor cells 

3- demonstrating selective ablation of glioma stem cells 

4- enhancing the selectivity of the therapy for malignant cells to improve clinical application 
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1.3 Document organization 

This document is organized into nine chapters. Chapter 2 presents a review of the current state of 

cancer and current treatment options with a focus on GBM. Chapter 3 presents a review of 

electroporation phenomenon and the leverage of electroporation for cancer therapy. Chapter 4 

presents experimental and finite element modeling evidence for the selective ablation of malignant 

cells by H-FIRE based on enlarged nuclear to cytoplasm ratio (NCR). This chapter is an adaptation 

of the work published as:  

 

J.W. Ivey, E.L. Latouche, M.B. Sano, J.H. Rossmeisl, R.V. Davalos, S.S. Verbridge, Targeted 

cellular ablation based on the morphology of malignant cells, Scientific Reports, 5, (2015). 

 

Chapter 5 presents an investigation into the use of a molecular targeted therapy to induce a 

selective NCR increase in malignant cells which enhances H-FIRE selectivity. This chapter is an 

adaptation of work published as: 

 

J.W. Ivey, E.L. Latouche, M.L. Richards, G.J. Lesser, W. Debinski, R.V. Davalos, S.S. 

Verbridge, Enhancing Irreversible Electroporation by Manipulating Cellular Biophysics with a 

Molecular Adjuvant, Biophysical Journal, 113, 472-480 (2017). 

 

Chapter 6 looks closely at pulse parameters which can be tuned for enhanced malignant cell 

selectivity. Chapter 7 presents evidence demonstrating the ability of H-FIRE to ablate therapy-

resistant glioma stem cells. Finally, Chapter 8 highlights the major findings and future directions 

of this research, and Chapter 9 lists the references used as support throughout the document. 
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Chapter 2 Introduction to Cancer Therapy 

 

2.1 Current state of cancer therapies 

Despite the fact that the “war on cancer” was waged over 40 years ago and significant time and 

resources have gone into researching cancer cures, cancer remains the second leading cause of 

death according to the World Health Organization, only slightly behind cardiovascular disease 

(12). The number of cancer cases are projected to double worldwide in the next 20-40 years, with 

cancer projected to overtake cardiovascular disease as the number one cause of death (2, 13). While 

some progress has been made in improving cancer prognosis, these improvements are limited to 

certain types of cancers such as breast, prostate, and colorectal (12). In many other cancers, 

prognosis remains grim despite constant efforts to develop new therapies and technologies. Cancer 

cells have evolved a variety of resistance mechanisms that allow them to overcome many of the 

treatments developed. Active pump mechanisms (14), apoptosis inhibitors (15, 16) and inhibition 

of signaling molecules (17) all allow cancer cells to acquire multiple drug resistance (MDR) to 

outlast many pharmaceutical treatments. Surgical resection is limited by both the morphology of 

the tumor and the location relative to sensitive structures. The most commonly used 

chemotherapies target a biological phenotype of cancer cells, specifically their highly proliferative 

nature. However, such therapies leave behind resistant sub-populations of quiescent cells that 

repopulate the tumor, while also resulting in toxicity to healthy proliferative cells. Physical 

therapies such as ionizing radiation have limited efficacy in part because of the molecular 

mechanisms developed by cancerous cells to inhibit apoptosis pathways (18). Recently, targeted 

therapies have been developed to overcome the shortcomings of traditional regimes. However, 

these therapies are plagued by their own shortcomings. Recent advancements in targeted therapy 
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typically focus on receptors that are upregulated in cancer. However, many of the receptors 

currently being targeted are also expressed in normal cell populations, leading to off-target effects 

and potential toxicity (19-22). With a current therapeutic focus on biological properties of 

neoplastic cells, which tend to have a high degree of variance due to the highly heterogeneous 

nature of tumors, tumor recurrence and metastasis continue to present major challenges. 

 

2.1.1 Surgery 

Surgical resection is often the first method of treatment for solid tumors. This treatment involves 

physically removing as much of the tumor as is safe for the patient through surgery. Surgical 

resection is a local treatment and therefore limited to solid tumors that have not metastasized. Often 

tumors with irregular shape or those surrounding critical structures cannot be removed fully with 

surgery and only part of the tumor will be removed. Surgical resection is often combined with 

radiation therapy and chemotherapy for full treatment of a tumor.  

 

2.1.2 Radiation therapy 

Radiation therapy uses high energy radiation in the form of X-rays, gamma rays, and charged 

particles, to induced DNA damage in cells aimed at killing a tumor. Radiation therapy induces 

DNA damage either by inducing ionization directly on the cellular molecules or through the 

creation of free radicals which can induce DNA damage within the cells. As in the case of 

chemotherapy, quickly dividing cells are more susceptible to DNA damage by radiotherapy due 

to the fact that they go through the cell cycle process at a more rapid rate creating more 

opportunities for critical damage. Unlike chemotherapy which is systemic, radiation therapy is 
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often delivered locally and pre-treatment planning is used to determine a delivery scheme that will 

target the tumor region and minimize exposure for healthy regions. Radiation is the most 

commonly used treatment with approximately 50% of all cancer patients receiving radiotherapy 

during their course of illness (23). It is often the only option for patients with inoperable tumors 

and is useful for patients with incompletely resected or recurrent tumors after surgery (24).  

 

The efficacy of radiation therapy is limited by resistance of the targeted cells to DNA damage. 

DNA repair pathways, naturally present in cells to protect against cell killing and mutagenesis, 

present clinical challenges to tumor treatment with radiotherapy. Three DNA repair pathways in 

particular are considered to be responsible for removing the majority of the damage imparted by 

radiotherapy—base excision repair (BER), non-homologous end joining (NHEJ), and homologous 

recombination (HR). Radiation-induced cell death relies on high yields of single-strand breaks and 

double-strand breaks, which are repaired by BER and NHEJ, respectively. HR plays a significant 

role in double-strand breaks in replicating cells (25). Besides the DNA repair pathways, ionizing 

radiation also triggers cancer cells’ adaptive cellular responses. Activated oncogenes induce signal 

transduction pathways to impart cells with either intrinsic or an acquired resistance during 

radiation treatment. Specifically problematic in radioresistance are signaling pathways that provide 

cancer cells with a proliferative advantage or allow them to evade the cell death. Signal 

transduction pathways such as those regulated by membrane-bound receptor tyrosine kinases 

(RTKs) can be activated in a ligand-independent manner to allow cells to acquire radioresistance 

(26).   Important pathways downstream of epidermal growth factor receptor (EGFR), such as those 

involving the phosphatidylinositol 3-kinase (PI3K) and its downstream kinases such as AKT and 

mammalian target of rapamycin (mTOR), have been implicated in radioresistance. The pro-
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survival PI3K-AKT-mTOR signaling pathway is frequently upregulated in human tumors and 

regarded as one of the most challenging pro-survival pathways involved in the resistance to cancer 

treatment (27). Signal transducer and activator of transcription (STAT) pathway and Ras-mitogen-

activated protein kinase (MAPK) pathway have also been implicated in radioresistance (28, 29). 

Because these mechanisms of radioresistance cause decreased efficacy of a core treatment option, 

efforts are being made to increase radiosensitivity through inhibition of DNA repair proteins (30-

32), the manipulation of apoptotic pathways (33),  and the inhibition of oncogenic pathways (34-

36).  

 

2.1.3 Chemotherapy 

Chemotherapy involves the use of a variety of drugs which have a cytotoxic effect on cells. These 

drugs preferentially, but not exclusively, target rapidly dividing cancer cells. Chemotherapy is 

mainly used to control the overt disseminated disease, though it is also used as adjuvant treatment 

for primary tumors. Because cancer cells are typically (though not always) quickly dividing with 

excessively active growth-signaling pathways, chemotherapeutic drugs target these features in a 

variety of ways. A wide range of drugs are used, which have a wide range of targets, such as 

growth-signaling molecules and processes involved in cellular replication and expression. 

However, as these processes also drive normal cells, the effect of chemotherapeutic drugs in not 

limited to cancer cells, which results in unwanted side-effects. Normal cells that are by nature 

quickly dividing, such as the bone marrow constituents and cells of the intestinal lining, are 

particularly susceptible to unwanted chemotherapy damage. 
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In addition to the limitations of chemotherapy due to off-target effects, many cells exhibit 

resistance to a large number of chemotherapy drugs. Some cancers exhibit intrinsic resistance to 

certain drugs, whereby the resistance-mediating factors that pre-exist in the bulk of tumor cells 

make the therapy ineffective before ever being exposed to the drug. Other cancer cells are initially 

sensitive to the drug but after being exposed to chemotherapy, develop acquired drug resistance. 

This resistance can be caused by mutations arising during treatment, as well as through other 

adaptive responses, such as activation of alternative compensatory signaling pathways (37). A 

tumor is composed of a heterogeneous population of cells, some of which are drug-sensitive and 

others of which are drug-resistant. Drug resistance can arise through therapy-induced selection of 

a resistant minor subpopulation of cells that was present in the original tumor (38). After the initial 

rounds of chemotherapy, drug-sensitive cells are killed and drug-resistant cells are left behind to 

repopulate the tumor. The tumor may respond to treatment initially, but as the chemotherapeutic 

regime persist, the remaining drug-resistant cells show a poor response, and the tumor displays 

acquired resistance. It is typical for 1 in 106 –107 cancer cells in a tumor to have inherent resistance 

against a particular drug. A clinically detectable tumor typically has around 109 cells. Therefore it 

can be expected that a typical tumor may to contain 10–1,000 drug-resistant cells, which have the 

potential to repopulate the tumor despite destruction of the sensitive cells (25). Therefore, the 

probability of cure with chemotherapy is directly related to the size of the tumor when treatment 

begins. Chemotherapy has shown promise at curing certain cancers, such as childhood leukemias, 

Hodgkin’s disease or testicular cancers, because the few surviving drug-resistant cells may become 

susceptible to the immune system(25).  
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For many drug-resistant cells, their MDR is associated with expression of ATP binding cassette 

(ABC) transporters. ABC transporters, which are expressed in the plasma membrane to maintain 

physiological homeostasis, can efflux a wide range of drugs to below therapeutic levels regardless 

of the starting concentration (39). Three pumps commonly associated with poor response to 

chemotherapy are P-glycoprotein (P-gp), the multidrug resistance-associated protein (MRP), and 

breast cancer resistance protein (BCRP) (40, 41). The MDR1 gene which encodes P-gp expression 

is the most common observed mechanism in clinical MDR (39, 42-44). Commonly used 

chemotherapeutic drugs such as doxorubicin and paclitaxel can be expelled by the P-gp pump (25). 

ABC transporters are especially problematic in cancer treatment because they can translocate a 

large number of structurally diverse compounds, unlike classical transporters which are very 

selective to certain molecules. This allows ABC transporters to impart cells with cross-resistance 

to several chemically unrelated drugs.  In addition to altered membrane transport, another 

mechanism of resistance is a response on the genetic level. Exposure to chemotherapeutic drugs 

can induce an expression of protective genes in the cancer cells, allowing them to escape the effect 

of the drugs (41). Drug resistant cell lines have been shown to undergo gene rearrangement 

resulting in increased expression of MDR1, the gene which encodes P-gp (45). Defects in or 

deletion the p53 gene, which regulates cell cycle and the apoptotic pathway, is also associated with 

MDR (46, 47). Other genes involved in the apoptotic pathway such as h-ras and bcl-2/bax have 

shown evidence of contributing to resistance (48). Another method of gaining resistance that cells 

employ is through the use of DNA repair proteins. For instance, in the case of treatment with 

cisplatin, a commonly used chemotherapeutic drug, cells can develop an enhanced ability to 

remove cisplatin-DNA adducts and to repair cisplatin-induced lesions through elevation of 

proteins such as Xeroderma pigmentosum group E binding factor(XPE-BF) and excision repair 
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cross-complementing protein (ERCC1) (49). All of these mechanisms of intrinsic and acquired 

resistance translate into treatment failure, with rates of treatment failure for cancers in the 

metastatic stage around 90% when treated only with chemotherapy (25). While the cancer cells 

gain a level of resistance and begin showing poor response to the drugs, the healthy cells often 

remain drug-sensitive thereby causing many negative side effects in the patient while not 

effectively treating the cancer (50).  

 

2.1.4 Targeted molecular therapy 

Due to the advancement in our understanding of molecular and cell biology and the alterations at 

the molecular level in cancer cells, targeted therapies have emerged as a relatively new treatment 

direction. Targeted therapies involve the use of pathway inhibitors, especially kinase inhibitors, 

monoclonal antibodies, and oncolytic viruses to target receptors or signaling pathways that are 

altered in cancerous cells. A major goal of these therapies is to find targets on cancer cells that are 

distinctive enough from normal cells to achieve selective therapeutic response from the malignant 

cells without affecting healthy cells.  Cancer cells commonly express different proteins on their 

cell surface than normal cells, including receptors which make valuable therapeutic targets due to 

their natural affinity for their preferred ligand. Many different classes of receptors have been 

identified as overexpressed in a variety of different cancers. Such receptors commonly targeted by 

molecular therapies include G protein coupled receptors, integrins, folate receptors, transferrin 

receptors, growth factor receptors, and sigma receptors. Cell-surface growth factor receptors, such 

as epidermal growth factor receptor (EGFR), and fibroblast growth factors (FGFRs) are attractive 

targets because they are often amplified and highly expressed in malignancy, and because they 

activate signaling pathways that are critical for tumor growth and survival.  These overexpressed 
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receptors can be directly modulated or inhibited by agents such as antibodies or antibody 

fragments. The receptors can also be targeted by other small chemicals that directly bind the 

receptors and block their activities. Cytotoxic drugs can be conjugated to the preferred ligand of a 

targeted receptor to improve selective drug delivery. Another key focus of small molecule targeted 

therapy is the inhibition of important oncolytic pathways. Such pathways that are common targets 

include the PTEN/Akt pathway and the RAS/MAPK pathways (27). 

 

Though targeted therapies represent a promising area of cancer intervention, in many cancers their 

efficacy remains limited. Often receptors which are targeted may be also found on healthy cells, 

decreasing the selectivity of such therapies. These targeted methods also drive the evolution of 

resistant cells by causing changes in receptor expression, causing eventual treatment failure. It is 

possible during the course of treatment, that the target can become modified or decreased to a level 

where it is no longer a useful target for treatment. For example, in the treatment of breast cancer 

with anti-estrogen drugs such as tamoxifen, tumors often transition from a responsive state to an 

endocrine-resistant state due to a loss of estrogen receptors in the tumor (51, 52).  

 

As with all pharmaceutical treatments, targeted therapeutics are only effective if they physically 

reach their targeted environments. The physical makeup of solid tumors provides barriers to 

therapeutics, as drugs cannot reach their target due to the altered physical microenvironment 

created in tumor development (53, 54).  The rapid division and proliferation that characterizes 

cancer cells leads to increased mass in a confined volume and causes increased intratumoral 

pressure and compression of lymphatic and blood vessels within the tumor, effectively baring 

drugs from reaching their intended site (Figure 2.1) (55). Angiogenesis results in leaky and uneven 
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vasculature and poor lymphatic drainage which decreases the likelihood of drugs reaching the 

tumor (54). For the most successful of targeted drugs less than 5% of the drug reaches the tumor 

(56). 

 

Figure 2.1 Major alterations in the mechanical tumor microenvironment that interfere with drug delivery to 
tumors. (a) The rapid proliferation of cancer cells and stromal cells along with the deposition of collagen creates 
solid forces within the tumor. These forces cause compression of blood vessels, which leads to areas of high interstitial 
fluid pressure in the tumor (57). (b) A comparison of the interstitial fluid pressure in aggregated data collected from 
a variety of human tumors as compared to normal human tissues shows an often drastic increase in IFP in the tumor 
microenvironment (58). Data were collected from human patients using the wick-in-needle technique for 
measurement. Figure adapted from (59). 

 

One primary reason for the failure in current targeted treatment options is the highly heterogeneous 

nature of tumors (60). Not only does a given tumor vary greatly from other tumors (61-66) but 

also varies within a given tumor. The intra heterogeneity extends to nearly all phenotypic features, 

including cell morphology, gene expression, metabolism, migratory potential, and proliferative 

potential (67-70). A genetic analysis of multiple different regions in four different tumors of renal 

carcinoma and associated metastatic sites showed that all tumors had different somatic mutations 

and chromosomal imbalances in each different region that was biopsied, leading to a high degree 

of phenotypic diversity (71). This multi-scale heterogeneity drastically diminishes the treatment 
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efficacy of targeted therapies as a drug that may be successful in some cells is unlikely to affect 

all cells that make up the malignant neoplasm. Cells left behind due to this variable expression of 

targets can repopulate the tumor, resulting in overall treatment failure. 

 

2.2 Glioblastoma multiforme 

One such cancer that has had very little improvement in prognosis despite efforts at new 

interventions is glioblastoma multiforme (GBM) (72). Glioblastoma multiforme is a grade IV 

astrocytoma, caused by mutations to healthy astrocytes in the brain. GBM is the most common 

primary brain tumor as well as one of the most aggressive and invasive of all cancers. A person 

diagnosed with GBM has an average survival time of 14 months with intervention and an average 

survival time of less than 6 months without intervention (4). GBM tumors have been treated 

primarily with surgery followed by concurrent radiotherapy and adjuvant chemotherapy (73-75) 

Surgical protocols of maximal safe resection involve total resection only of the contrast enhancing 

component of the tumor to avoid removing tissue that will comprise neurological function (76). 

However, because of the highly invasive nature of GBM, to be sure to remove all cancerous cells 

would require removal of healthy brain tissue around the imaged tumor. Due to impossibility of 

this approach in the brain, surgery leaves behind cells that cause tumor relapse. The radiation 

regimes that follow surgery have limited specificity for cancerous cells and result in damage to 

normal cell types.  Whole brain radiotherapy regimes cause radiation necrosis, pseudo-progression 

and cognitive defects in patients (77, 78), leading to a decrease in quality of life. Recently, adjuvant 

chemotherapy drugs have been used such as temozolomide (TMZ), but little improvements on 

survival have been achieved even with the adjuvant therapy due in part to the poor drug delivery 

in the brain. The blood brain barrier (BBB) represents a major challenge to delivery of therapeutics 
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in cancers such as GBM (79). Additionally, the epigenetic inactivation of the DNA repair enzyme 

methylguanin methyltransferatse (MGMT) in many cases of GBM causes alkylating compounds 

such as TMZ and nitrosourea to have limited efficacy. Chemoresistance in GBM has also been 

attributed to other DNA repair pathways such as DNA mismatch repair and the base excision repair 

pathways (80). Recent advancements in targeted therapies have had some success in certain 

cancers, such as targeting the Her2 receptor in breast cancer (81). However, the heterogeneity 

presented in GBM has restricted the success of such approaches for treatment of this cancer (82). 

GBM is characterized by distinct subclasses within an individual tumor (82-84). Many tyrosine 

kinases commonly used as receptor targets such as EGFR, PDGFRA, and MET have shown 

variable expression within a single tumor (85). As a result, response of cell lines derived from the 

same tumor exhibit different responses to growth factors (86) and therapeutics (87). Such a 

variable response in a single tumor poses great challenges for molecular targeting, as cells with 

lower receptor expressions will be left behind from these therapies to repopulate the tumor. The 

resistance response is complicated by the fact that rather than being a single resistance cancer 

clone, multiple clones with different genetic aberrations that allow survival after initial treatment 

may co-exist within the same cancer (84, 88). Driven by evolutionary selection pressures, 

heterogeneity becomes a survival advantage for the tumor in resisting treatment (70, 89).  

 

Heterogeneity does not only extend to the molecular make-up of cells in this cancer. Rather, the 

tumor is characterized by a wide variety of phenotypic profiles, across varying 

microenvironmental niches (83, 90). This microenvironmental heterogeneity also manifests itself 

in physical differences in cells in the tumoral space.  Some of these phenotypic profiles lead to 

resistance to current therapies. In particular, two classes of therapy resistant cells are prevalent in 
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GBM tumors, glioma stem cells and invasive glioma cells. Glioma stem cells (GSCs) are a 

subpopulation of cells in the tumor that have been shown to be responsible for tumor initiation and 

maintenance in GBM (91). These cells have a low proliferation rate, leading to escape from 

chemotherapy and radiation therapy. GSCs are not only quiescent but can repair damage done by 

radiation through DNA repair checkpoints (91). Because GSCs often share surface markers with 

normal brain tissue stem cells, molecular targeting cannot accomplish the selectivity necessary for 

non-toxic therapy. The characteristic resistance of GSCs, combined with their high tumorigenic 

potential, which allows them to repopulate the tumor after therapies have killed the tumor bulk, 

make them a highly important target for GBM therapies.   

 

Invasive cells are also an important class of resistant cells that need to be targeted for GBM 

therapies to have high efficacy. GBM is characterized by an invasive front of cells that spread 

along white matter tracts and disseminate from the tumor, often several cm outside the lines of the 

visible tumor (92). These invasive cells take on a different morphology, as the dynamic process of 

invasion causes mechanical and structural changes in the cell (93). The invasion of malignant cells 

into the parenchyma of the brain makes surgery ineffective as a treatment method, as entire 

debulking of the tumor is impossible while still sparing brain function. Recurrence of GBM tumors 

is common with approximately 90% of GBM tumors returning after treatment (94). Recurrent 

tumors are found not only at the site of the initial tumor but also in distant parts of the brain, even 

the opposite hemisphere from the initial tumor location (95). These distant recurrences highlight 

the invasive potential of this tumor and the impossibility of full resection with surgery.  There is 

no method to target these infiltrative cells preferentially without damaging critical surrounding 

structures such as astrocytes, neurons and blood vessels (96).  In order to improve the efficacy of 
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GBM treatments it is necessary to develop selective treatments that can ablate the cells that escape 

current therapies.  

 

2.2.1 Emerging strategies for GBM treatment  

Targeting Growth Factor Receptors 

The overexpression of the EGFR receptor is detected in nearly 50% of GBM cases, including over 

two-thirds of cases of primary GBMs (97). Therefore many efforts have been made for molecular 

therapies that target the EGFR receptor (98). Such treatment options include gefitnib (99, 100) and 

erlotinib (101, 102) which have both been evaluated in clinical trials and been shown to have 

modest efficacy. Additionally, a mutant EGFR receptor, EGFRvIII, which arises from genomic 

deletion of exons 2 to 7, is co-expressed in nearly 50% of GBMs with EGFR amplification (103). 

The presence of EGFRvIII is a reliable indicator of poor survival (104) and represents the most 

promising receptor target in GBM in terms of emerging therapies, due to the tumor-specific 

antigen’s common expression by glioblastoma cells but not on normal tissue (105). Multiple 

different monoclonal anti-EGFRvIII antibodies have been generated for GBM therapy, with in 

vivo xenograft studies showing considerable efficacy (98, 106). An anti-EGFRvIII antibody fused 

to pseudomonas exotoxin A has shown to be an effective immunotoxin that may hold potential for 

GBM therapy (107). PDGFR is also an attractive target for GBM therapy. PDGFR signaling is 

associated with GBM proliferation and survival (108). Gleevec is an ATP competitive inhibitor of 

Abl that also has a high level of activity against PDGFR (108) (98) and has shown evidence of 

inhibiting the growth of GBM xenografts in vivo (109). Though these targeted methods have seen 

some success, the fact that these receptor targets have variable expression within a single tumor 

(85) causes these interventions to often have limited or variable efficacy (86, 87).  
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Antiangiogenic therapies 

Therapies have also been developed to target the blood supply to the tumor in the form of 

antiangiogenic therapies. Glioblastoma promotes secretion of vascular endothelial growth factor 

(VEGF), which increases vascularization to provide nutrients to the tumor. Multiple steps in the 

angiogenesis process have been targets of drugs that have undergone clinical trials. Such drugs 

include monoclonal antibodies directed against VEGF or its receptors (110, 111), small molecule 

inhibitors of VEGRF-2 tyrosine  kinas activity (112),  and soluble decoy receptors created from 

VEGFR1 receptor that selectively inhibits VEGF (113). Antiangiogenic action through targeting 

integrin receptors on endothelial cells (114) has also seen early clinical trials. Though use of 

antiangiogenic drugs alone has shown little efficacy, some success has been seen with such drugs 

in combination with radiation and/or chemotherapy. Treatment for newly diagnosed glioblastoma 

with bevacizumab, a monoclonal antibody targeting VEGF, in combination with radiation and 

temozolomide was shown to prolong progression-free survival time and improve the performance 

status of patients. However, this combination therapy failed to extend overall survival time (9).  

 

Immunotherapy 

Immunotherapy has emerged as a promising therapeutic approach for GBM. Immunotherapy 

works by inducing or enhancing an immune response for the host’s immune system to attack 

cancer cells. Cancer cells have a variety of mechanisms that allow them to evade the immune 

system. Passive immunotherapy involves the direct injection of monoclonal antibodies known to 

interact with an antigen specific to or associated with a tumor, or direct injection of stimulated 

immune effector cells, injection of cytokines to stimulate the immune system (115).  In 
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glioblastoma, one humanized monoclonal antibody has been approved for treatment. Bevacizumab 

binds to and neutralizes the VEGF ligand to inhibit angiogenesis. This antibody has been used to 

treat recurrent GBM (9, 111, 116) and has shown contradictory results. Bevacizumab has been 

showed to decrease tumor size, but may promote a more invasive surviving tumor (117). 

 

Attempts at active immunotherapy have also been developed for treatment of GBM in the form of 

vaccines to induce immune activation. As mentioned previously, one of the most common targets 

of selective therapy for GBM is EGFRvIII. PEP-3, a 14 amino acid peptide from EGFRvIII 

coupled with a foreign helper molecule has been used as a vaccine to generate EGFRvIII specific 

antibodies for GBM immunotherapy (105, 118, 119). Studies of the EGFRvIII peptide used in 18 

glioma patients expressing EGFRvIII on their tumors showed an improved 6 month progression 

free survival and improved overall survival relative to controls (120). Additionally vaccines based 

on heat-shock proteins and dendritic cells have shown promise in clinical trials (121). The 

development of PVSRIPO, a synthetic form of the live polio vaccine, has been designated a 

breakthrough therapy by the FDA for its promising results in the treatment of GBM (122). 

PVSRIPO has a natural affinity for CD155 antigens, which are specific surface markers abundant 

on GBM cells, allowing it to achieve a level of selectivity. Additionally, the virus is attenuated 

which blocks the viral cytotoxicity in normal host cells. PVSRIPO is therefore capable of lysing 

cancerous cells without infecting and replicating in non-malignant host cells (123). Though 

immunotherapy holds promise as a treatment direction for GBM tumors these therapies are often 

highly aggressive and dangerous for older or immune-compromised patients. Tumor heterogeneity 

also presents problems for therapies aimed at tumor-specific antigens. For instance, as reported in 

a study using single-cell DNA analysis, only a subset of cells in the tumor may express EGFRvIII 
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due to the intratumoral heterogeneity, and expression may be highly variable, resulting in survival 

and recurrence of the non-EGFRvIII-expressing cells when treated with EGFR vaccine therapy 

(124, 125). Additionally, EGFRvIII is only present in 20–30% of newly diagnosed GBM(104),  

highlighting the need to identify tumor-specific antigens and tumor-associated antigens with high 

levels of expression within a tumor and across multiple different tumors.  

 

2.3 Cancer models for study and therapeutic testing  

Tumor cells within the human body do not exist in isolation and bathed in nutrients, the way they 

are typically studied in lab settings in vitro. Rather, in vivo tumor cells exist within a complex 

milieu of both functional and abnormal tissue components, with heterogeneity operating at 

multiple length scales spanning molecular to tissue to entire organism. This integrated tumorous 

tissue is referred to as the tumor microenvironment (TME), and while the molecular (largely 

genetic) underpinnings of cancer have been the major scientific focus for the majority of the 

“war on cancer,” the role of the TME in tumor initiation, progression, and therapy response is 

likely to be at least an equal contributor, and has received significantly less attention. While 

cancer is no longer thought of as a collection of aberrant genetic mutations but rather as a 

heterogeneous disease driven by and driving microenvironmental alterations, many of the models 

used to study cancer do not reflect this shift in disease understanding. The microenvironment 

evolves and changes as the tumor progresses acting in a two-way relationship with tumor cells, 

emphasizing the need to incorporate TME evolution as an active player in the dynamic process 

of cancer initiation and progression. The TME is composed of the extracellular matrix (ECM), 

the soluble factors (e.g., proteins) therein, and the adjacent cells (namely stromal cells and 

immune cells) (126). It has been established that each of these components, both separately and 
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in combination, contributes to both tumor initiation and progression, and may provide potential 

targets for or impediments to future cancer therapies. 

 

Murine (generally mouse) tumor models are usually considered the gold standard preclinical 

models for the development of new cancer therapies. Yet due to the failure of the vast majority 

of therapies that show efficacy in mouse models, clearly these models are not ideal. The 

complexities of the in vivo environment often confound understanding of results and the large 

number of variables present in these models complicate the ability to isolate the impact of 

specific stimuli, such as cellular, chemical, and mechanical cues, during therapeutic testing 

(127). Due to the fact that the TME in small animal models is generally very different from that 

present in human disease , and the considerable differences between cancer progression in 

humans and animals (128, 129), these models often do not lead to a representative response to 

therapeutics (128, 130). Yet two-dimensional (2D) in vitro cultures, most often utilized in 

preclinical testing of therapeutics, rarely recapitulate the extracellular matrix components, cell-

to-cell interactions and cell-to-matrix interactions that are crucial for differentiation, proliferation 

and cellular functions in vivo (131, 132). Three-dimensional (3D) cultures have, therefore, been 

created as a way to reconcile the pitfalls of animal and 2D culture models. 3D culture systems 

provide a more physiological response to therapeutics in the preclinical setting as well as insight 

into basic science mechanisms of tumor initiation and progression that would be hidden in the 

inherent complexity of in vivo models (130). 3D culture is defined, in the context of this 

dissertation, as a system in which cells are suspended in a tissue mimic and therefore retain the 

morphology and contacts similar to those seen in vivo. Generally, the tissue mimic is 

representative of the ECM in some characteristic that is the ECM stimulus of interest (i.e., 
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protein concentration, mechanical properties). Several studies show that 3D organization of cells 

can reveal insight into the mechanism of tumorigenesis that 2D cultures cannot elucidate. When 

cells are grown in 3D gels, they have been showed to express a difference in importance 

signaling pathways compared to 2D cultures (133-135). 3D cultures allow for the modeling of 

cell-cell and cell-matrix interactions which are not present in monoculture models. Differences 

have been noted in the morphology of cells when grown as monolayers compared to 3D cultures, 

and these differences have been shown to affect cell behavior and response (128, 136-138). As 

3D models improve, these models are beginning to restore the cellular morphologies and 

phenotypes seen during in vivo tumor development (139-143) . Additionally, 3D cancer models 

have been shown to more accurately predict the in vivo response to cytotoxic therapy (139, 144). 

Due to the ability of 3D models to produce consistent shape and morphology and model cell–cell 

and cell–matrix interactions in an environment which more accurately recapitulates therapeutic 

response in vivo, they are being increasingly adopted as a cost effective model for testing of 

cancer therapies. 

 

In the studies informing this dissertation, a tissue-engineered 3D hydrogel platform is used for 

therapy testing. The hydrogels are composed of cells seeded within a system of type 1 collagen 

matrix. Type 1 collagen is commonly used as a matrix for 3D culture systems. It offers a number 

of advantages including ease of processing, low-cost, and flexibility for live cell manipulation. It 

is also an advantageous matrix for tissue engineering applications because the pore size, ligand 

density and stiffness can be varied by changing the concentration of collagen or by introducing 

chemical compounds to aid in cross-linking. Using these techniques, the structural properties of 

the gel can be manipulated (145). Additionally, cell-mediated degradation of collagen I through 
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the secretion of cleaving enzymes allows for remodeling of the matrix during proliferation, 

migration, and infiltration (146). These attributes of collagen allow for it to recapitulate aspects 

of pre-vascularized solid tumor growth, such as uninhibited 3D proliferative capacity, regions of 

hypoxia surrounding a necrotic core, and activation of genetic factors for self-sustaining 

angiogenesis, making it an attractive biomaterial for cancer models (138). For studies of the 

brain, collagen lacks physiological relevance as collagen is not largely prevalent in the brain 

microenvironment. However, it provides a consistent matrix to begin exploring the effects of a 

therapy on cells with a 3D morphology. In future studies stemming from the work reported here, 

more physiologically-relevant matrix materials will be explored such as hyaluronic acid, a major 

component of the brain microenvironment.  
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Chapter 3 Introduction to Electroporation Therapy 

 

One approach that holds promise for overcoming some of the obstacles presented by current cancer 

therapy methods is physical disruption of the cell that does not depend on biological markers that 

tend to be highly heterogeneous in a tumor. One such method is electroporation, which uses high 

energy pulsed electric fields (PEFs) to form nanoscale pores in a cell lipid bilayer membrane (147). 

This electroporation phenomenon can be leveraged for cancer ablation. 

 

3.1 Behavior of cell under external electric field 

The internal compartment of a cell is separated from the external environment by a phospholipid 

bilayer that makes up the cell membrane. Embedded within the cell membrane are channel and 

gate proteins which allow for the exchange of molecules and ions across the membrane barrier. 

Cells use this exchange between external and internal compartments to maintain an electric 

potential gradient between the inner cell and the extracellular space. As a result of this gradient, a 

potential difference exists across the cell membrane. The phospholipid bilayer acts to maintain this 

potential difference at approximately -70 mV for mammalian cells (148). Simplifying the electric 

properties of the cell allows one to visualize the cell membrane as a dielectric capacitor separating 

a highly conductive inner fluid from a highly conductive outer fluid. The cell membrane acts as a 

dielectric at steady state as charges can be built up on either side of it but cannot cross as it 

maintains its electric potential across the membrane (Figure 3.1a).  An external electric field 

applied across a cell will cause the ions in the highly conductive inner fluid to move in response 

to the polarity of the electric field with negative ions such as Cl- building up on the inside of the 

membrane towards the positive direction of the field and positive ions such as Na+ and K+ building 



25 
 

up towards the negative direction of the field (149). On the outside of the cells, ions in the highly 

conductive external fluid also accumulate on the side of the cells corresponding to the electric field 

opposite of their charge. Because the cell membrane does not allow passage of these ions between 

the external and internal compartments, the charges accumulate at either side of the cell membrane 

to establish an electric potential across the membrane, termed a transmembrane potential (TMP) 

(Figure 3.1b). At a critical build-up of charge across the membrane, the induced TMP overcomes 

the required energy required to induce the rearrangement of the lipids in the membrane to such a 

point that they are able to form nanoscale hydrophilic pores (150, 151). This critical 

transmembrane potential for nanopore formation occurs at ~250 mV (151). Computational studies 

based on molecular dynamics have corroborated fundamental electroporation theory that states 

that as the voltage across the membrane increases, the rate of formation of aqueous passages in the 

membrane also increases (152-154). The formation of pores in the cell membrane increases the 

membrane permeability to ions and macromolecules, allowing for a redistribution of charge as a 

result (Figure 3.1c). The formation of pores removes the dielectric properties of the membrane and 

essentially establishes a short in the circuit of the cell at each pore. These pores allow the passage 

of many molecules to which the membrane is otherwise impermeable. This phenomenon known 

as electroporation, detected as a steep increase in electrical conductivity and permeability of the 

membrane, occurs within milliseconds of a cell being exposed to an electric field of sufficient 

amplitude (155, 156).  
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Figure 3.1 The behavior of a cell in an external electric field (a) In the absence of an external electric field the cell 
membrane separates the internal and external environment to maintain an electric potential difference. (b) The cell 
polarizes in response to an applied constant or low frequency electric field, establishing an induced TMP across the 
membrane. (c) At sufficient amplitude, the electric field causes a TMP increase that leads to poration of the cell 
membrane. (d) At an induced TMP of approximately 1V, cell breakdown occurs due to irreparable damage to the cell 
membrane leading to cell death. 

 

This increase in membrane permeability has been utilized in medical applications in the form of 

reversible electroporation (RE). Reversible electroporation uses PEFs to form transient pores in 

the membrane to aid in the delivery of biological material normally restricted from entering the 

cell. Such materials that have been introduced to cells through RE include DNA for gene delivery 

and chemical therapeutics to aid in the efficacy of chemotherapy (157, 158). 
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Beyond a critical TMP threshold, typically 1V, the size and number of pores is so great that 

irreparable damage occurs (159) (Figure 3.1d). The pores are unable to reseal, which leads to cell 

death due to loss of homeostasis. This mechanism of cell death has been leveraged as a treatment 

modality known as irreversible electroporation (IRE). Comparison of SEM studies of pores 

induced on cell membranes in tissues treated with reversible electroporation and irreversible 

electroporation provide evidence for the increased size of pores associated with IRE relative to 

RE. Nanopores induced by both RE and IRE, observed by SEM, are round or oval-shaped, 

craterlike concaved, and dispersed throughout the cell surface (160). Comparing results of 

nanopores induced by reversible and irreversible electroporation suggests a significant size 

difference between RE-induced nanopores (average pore size 49.7 nm, range 10–120 nm) (161)  

and IRE- induced nanopores (average pore size 254.7 nm, range 40–490 nm) (160).  

 

 

In 1967 Sale and Hamilton demonstrated the lethal effect of high electrical fields on different 

organisms (162-164) Since then, IRE has been leveraged in the food industry for sterilization and 

preprocessing of food (165, 166). IRE has also been used in decontaminating water from gram 

positive bacteria, gram negative bacteria, and amoebae (167-170). IRE most recently has been 

used as an ablation technique to treat a variety of cancers (171-176). In IRE cancer therapy, pulses 

are applied through electrodes inserted directly into a tumor, establishing an electric field across a 

well-defined tissue volume. This minimally invasive technique produces ablation of the tissue in 

a given tissue volume dependent on the electroporation parameters used.  
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3.2 IRE as a cancer treatment 

Originally considered to be a downside of electroporation in transfection applications, IRE was 

first proposed as a theoretically feasible focal ablation method without the use of adjuvant drugs 

in 2005 by Davalos et al. (171). The first in vivo experiments demonstrated the feasibility of using 

IRE to produce a necrotic lesion with cell-scale resolution (177). Vascular effects of pulsed electric 

fields have been explored and IRE has been shown to be safe to use in close proximity to 

vasculature (178, 179). Immune response to IRE has also been studied for both healthy and 

tumorous tissue (180, 181). IRE has been shown to work on a mechanism not requiring an intact 

immune system, therefore making it a suitable treatment option for patients who are 

immunocompromised (180). Though IRE is not dependent on the immune system, there is 

evidence of an anti-tumor immune response so that IRE may be aided by the immune system in 

immunocompetent patients (180, 182, 183). Several pre-clinical trials on animal patients have 

since been completed (184, 185) as well as early stage human trials (173, 176). Safety studies have 

concluded that IRE can be used safely to treat a variety of tumors in different locations throughout 

the body (176). Recent data has shown the efficacy of IRE in stage III pancreatic cancer is 

drastically greater than all other treatment options for such patients. IRE has been shown to nearly 

double the median survival of these patients (186).  

 

3.2.1 Clinical IRE 

IRE has been used in clinical studies to treat a variety of cancers, including liver (187-191), 

prostate (192) , lung (193), brain (194), kidney (195-197)  and pancreatic cancers (198-200). These 

studies have been conducted using the NanoKnife clinical device (Angiodynamics Inc, latham, 

NY). The clinical IRE procedure typically involves delivering a series of 50-100 µs pulses across 
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blunt tip electrode pairs which are typically 1 mm in diameter with spacing ranging from 

approximately 1.5-2.3 cm. These electrodes are inserted directly into or around the tumor and 

attached to a pulse generator which applies the desired voltage for treatment (Figure 3.2).  

 

Figure 3.2. Clinical application of IRE therapy through electrodes inserted into a canine patient’s brain. Adapted 
from(201) 

 

The clinical pulse generator is programmed prior to treatment with the desired IRE pulse 

parameters including voltage, pulse waveform, and applied pulses. Electrode configuration and 

applied voltage are determined in pre-treatment planning with the goal of full tumor coverage and 

minimal ablation outside the target zone. For pre-treatment planning, MRI images are used to 

reconstruct the tumor along with surrounding important structures (Figure 3.3a). For the case of 

brain cancer this typically involves recontructing tumor volume, ventricles, major blood vessels, 

and surrounding brain tissue. The reconstructions are done in medical imaging programs such as 

OsiriX (Figure 3.3b). The 3D model (Figure 3.3c) is then imported into COMSOL for meshing 
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and finite element analysis (Figure 3.3d). By assigning physical characteristics to each material as 

well as setting applied voltage, a map of the electric field distribution across the tumor and 

surrounding brain can be predicted (Figure 3.3e). Ablation volume can be predicted based on 

predicted lethal thresholds for cells in the tumor. These lethal threshold predictions are informed 

by experiments testing cells cultured in vitro to determine pulse parameters that lead to cell 

ablation. 
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Figure 3.3. Pre-treatment planning for IRE application in the clinic. a) An MRI image is taken and b) imported into 
OsiriX where it is reconstructed to form a c) 3D model of the brain. d) The reconstruction is imported into COMSOL 
where it is meshed and e) the electric field distribution is determined through finite element analysis. 

 

For abnormally shaped tumors or tumors surrounding critical structures, often multiple different 

electrode insertions are needed to accomplish full ablation while confining damage to the target 

zone (Figure 3.4). Multiple insertion points for the electrodes can be used to avoid damage to 

critical structures, allowing IRE treatment the flexibility to treat tumors in locations that make 
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surgical resection difficult or impossible.  The insertion points are determined in pre-treatment 

planning from a reference point in the brain so electrodes can be moved precisely and accurately 

during the course of the treatment.  

 

Figure 3.4. Treatment planning for a multiple insertion brain tumor ablation with IRE in a canine patient. a) The 
tumor to be treated was surrounding multiple critical structures so six electrode insertion points, measured from a 
reference point, were used to deliver the ten ablations to the tumor without damaging the critical structures around 
which the tumor wrapped. b) Frontal (left) and top (right) views of predicted electric field distributions from ablations 
1,3,5, and 7. 
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3.2.2 Other energy based therapies 

As imaging techniques have improved, physical ablation therapies have gained attention in cancer 

treatment due to their ability to concentrate treatment to a predefined region. Many thermal 

ablation techniques are in use as cancer therapies, such as radiofrequency ablation (RFA) (202), 

microwave ablation (203), cryoablation (204), laser interstitial thermal therapy (LITT) (205), and 

high intensity focused ultrasound(HIFU) (206). For most thermal therapies, the goal is to raise the 

temperature of the tissue to 50-100oC, depending on the therapy (207).  

 

Radiofrequency ablation 

In RFA, an uninsulated electrode is inserted into the tumor and grounding pads are placed on the 

patient’s thighs. An alternating current (AC) signal with a frequency of 460 kHz is delivered 

through the electrode. The alternating polarity of the AC signal causes ions in the tissue to switch 

direction very rapidly, leading to frictional or Joule heating (208, 209). The tissue is considered 

successfully ablated when its temperature exceeds 50 °C after one minute (210). Although 

minimally invasive and successful in ablating some tumors, lesion size is limited (< 3 cm) due to 

charring that prevents further movement of ions. Since the primary mechanism of ablation is 

heating, RFA therapy destroys healthy tissue along with the tumor. As a result, a severe immune 

response is possible and patients can experience flu-like symptoms for up to 3 weeks after 

treatment (211). 
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Microwave ablation 

Similarly, microwave ablation (MWA) heats tissues using a single antenna through which an 

electromagnetic field is applied with a frequency at 900–2500 MHz. This alternating field causes 

polar molecules in the tissue, specifically water, to constantly realign and rotate with the field, 

producing thermal energy. MWA lesion size is not limited, as with RFA therapy, since microwaves 

can penetrate tissue that has been charred. This treatment also does not depend on the ionic 

conductivity or impedance of tissue therefore giving clinicians the ability to use MWA on difficult 

to treat organs such as the lungs (212). Although much larger lesions can be achieved using MWA 

(> 5 cm) (213), there is still no distinction made between healthy and tumorous tissue, therefore 

inducing a strong immune reaction. While RFA and MWA have experienced success in ablating 

tumors, these technologies are primarily focused on treating liver cancer and have not been 

attempted in brain since it is a relatively small and delicate organ.  

 

Laser interstitial thermal therapy 

Laser-interstitial  thermal therapy (LITT) has been used to treat glioblastoma due to its ability to 

ablate precise volumes of tissue (214, 215). This technique delivers a laser pulse to the tissue, 

which absorbs the light energy and becomes heated. The main advantage of this technique, apart 

from precise ablation volumes, is that it is MRI compatible which gives clinicians the ability to 

monitor the treatment in real time. LITT can also be delivered laparoscopically and is much less 

invasive than RFA or MWA. A drawback to this therapy is that it may take upwards of several 

hours to treat a substantial volume of tissue and destroys healthy tissue in the process.  
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Thermal based therapies like RFA, MWA, and LITT have many pitfalls, especially in the complex 

environment of the brain. Because these techniques rely on thermal energy for cell death, they 

have had limited success in the brain primarily due to the heat sink effect associated with the 

vascular brain parenchyma (207). Cell ablation by thermal methods causes an increasing border of 

cell death with time as heat or cold dissipates from the source throughout the volume of the 

intended ablation zone. This gradual dissipation causes complications for predicting the treatment 

volume with a given set of parameters (216, 217). The elevated tissue temperatures associated with 

many thermal therapies cause coagulative necrosis of the affected tissue. The risk of harm to 

critical structures limits the locations these methods can be used. Tumors near or embedded in 

sensitive or critical structures are untreatable with thermal therapies. Thermal therapies are 

especially deleterious in GBM as tumor cells are known to surround blood vessels and neurons. 

 

Tumor treating fields 

Alternatively, there are energy based therapies that do not rely on heating of tissue and instead 

utilize low-level electric fields. FDA-approved tumor treating fields (TTFields, Novocure) apply 

an alternating current with low intensity (1-2 V/cm) and medium frequencies (100-300 kHz)  

through an insulating electrode cap that patients wear (218).  Though the mechanism of action for 

TTFieldss is not completely understood, it is hypothesized that cell death occurs via two 

mechanisms of action—an antimicrotubule effect and a dielectrophoretic effect (219). At the 

cellular level, a non-uniform electric field is generated during treatment when a parent cell begins 

splitting into two daughter cells. The electric field is concentrated at the point between the two 

daughter cells as they continue to split apart. This area of high electric field induces a 

dielectrophoretic force on intracellular organelles causing premature separation. Tubulin subunits 
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are also polarized by the electric field causing them to align with the field, rather than aligning to 

form the mitotic spindle. This leads to unsuccessful replication and cell death (219). Preclinical 

data support these proposed mechanisms of action, as cells treated with TTFields have been shown 

to exhibit abnormal microtubule spindle assembly, evidence of mitotic arrest and subsequent 

apoptosis (220). While TTFields treatment has shown promise in prohibiting cell proliferation and 

cell division, it must be applied for 18 hours every day for a maximum of 18 months. It also may 

not be capable of targeting non-proliferating quiescent tumor cells that may remain after initial 

treatment and cause recurrence. 

  

3.2.3 Advantages of IRE 

Rather than rely on thermal energy, IRE uses electrical energy for cell death and therefore it does 

not require significant consideration for dissipation of thermal energy and causes less damage to 

normal soft tissue. As a cancer treatment IRE offers major advantages to thermal therapies, 

stemming in part from its ability to be tuned and optimized by design protocols. Treatment 

parameters can be designed in a way that Joule heating is minimized, thereby sparing sensitive 

structures such as blood vessels, nerves and the extracellular matrix (ECM) (183). By using 

treatment planning to minimize heating, IRE can achieve significant ablation volumes without 

detrimental heating of the surrounding tissue (177, 221, 222). The minimal heat generation (1-2 

°C) as a result of treatment is especially beneficial for treatment in the brain.  Protocols are 

designed to spare major blood vessels and avoid thrombogenesis so IRE can be used to ablate 

tumors surrounding structures critical for neurological or vascular function (171, 223, 224). IRE 

treatments produce ablations with a sub-millimeter transition between unaffected and necrotic 

tissue and the ablation area (201, 225). This allows ablations to be readily predicted through 
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mathematical modeling (226). In addition to mathematical predictions, it may be possible to 

monitor the treated area in real time with IRE to accurately treat the appropriate volume of tumor. 

Recent studies have shown that electroporation changes the electrical impedance spectrum of the 

tumor microenvironment (TME) (227), which could be used for monitoring the size of the ablated 

tissue (228). This would allow for precise ablation confined to the predetermined tumor area, by 

continued monitoring of the electro-physical properties of the TME during treatment.  

 

Resistance methods are different with the physical disruption accomplished by IRE than drug 

resistance mechanisms. By targeting physical properties of the cells rather than the biology of 

neoplastic cells, the efficacy of these therapies is likely to depend on resistance processes that 

differ from those leading to the failure of radiation, chemotherapy, or molecular targeted therapies. 

These approaches will therefore complement more traditional treatments. Therapies can then be 

combined so that the resistant sub-populations are non-overlapping, helping to reduce tumor 

recurrence and increase survival times for patients.  

 

3.2.4 Other uses of pulsed electric fields in tissue 

Reversible electroporation involves applying pulsed electric fields to issues in which the 

magnitude of the applied filed does not exceed the threshold for formed pores to reseal. 

Electroporation is utilized as an important tool for basic research as well as for therapeutic 

intervention. In basic cell research, electroporation is used as a tool to introduce molecules such 

as dyes, tracers, antibodies, RNA, and DNA, and other such impermeable or mildly permeable 

molecules for cellular studies (229). 
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Therapeutically, reversible electroporation is used for delivery of chemicals into the cell such as 

in electrochemotherapy (ECT) to introduce chemotherapy drugs for the treatment of cancer. ECT 

utilizes pulsed electric fields to permeabilize cells to chemotherapeutic drugs that are otherwise 

unable to cross the cell membrane (158, 230). ECT pulses typically consist of a total of 8, 100 μs 

pulses delivered at 1 Hz. This ensures that the membrane reaches a transmembrane potential 

sufficient to permeabilize it, while avoiding the irreversible electroporation regime. This cancer 

therapy has the advantage over classic irreversible electroporation of being able to target quickly 

dividing cells. It allows for improved drug uptake compared to conventional chemotherapy. ECT 

has been shown to increase the mean survival time when used for treating brain tumors in a rat 

model when compared to untreated controls (231). Using both a four and eight electrode device, 

tumors in 9 out of the 13 rats treated with ECT were eliminated (69% regression rate) with minimal 

side effects (158). ECT has been used to treat both cutaneous and subcutaneous in humans (232-

234).  

 

Plasmid DNA can also be delivered to the inside of the cell by using electroporation. This non-

viral delivery of plasmid DNA is termed electrogenetherapy. (235, 236). In order to achieve 

increased expression of a particular gene, electroporation is used to permeabilize cells to the 

plasmid DNA that codes the particular gene. EGT has been used in the growing field of 

immunotherapy for cancer as these genes, when introduced and expressed, can often activate a 

tumor antigen-specific response, affecting the immune response to cancer cells (237, 238).  

 



39 
 

Pulsed electric fields have also been investigated for increasing the permeability of the blood brain 

barrier for increased drug transport without compromising cell viability (239) . IRE therapies have 

been shown to enhance BBB transport in vivo. Garcia et al. found that the electric field threshold 

for BBB disruption is between 400 V/cm and 600 V/cm when delivering 90 pulses at a frequency 

of 1 Hz and pulse width of 50 μs (240). Hjouj et al. monitored electric field induced BBB disruption 

using MRI and found a similar threshold range between 330 V/cm and 500 V/cm using 50-70 μs 

pulses at a frequency of 4 Hz (241). Bonakdar et al. optimized pulse parameters to permeabilize 

the BBB safely using an in vitro microfluidic platform and observed an increase in cell uptake 

through the transcellular pathway (239). This application of PEFs may be useful for the delivery 

of chemotherapeutic agents for the treatment of brain cancer. 

 

3.3 A second generation electroporation therapy 

3.3.1 Pulse variables 

The main variables that can be manipulated in designing IRE treatment regimens include pulse 

durations and pulse amplitudes. IRE treatments have ranged from durations on the order of 

nanoseconds to microseconds and amplitudes on the order of hundreds to thousands of volts per 

centimeter (242). As pulse duration is decreased, pulse amplitudes must be increased in order to 

achieve significant and lasting cellular effects. 

 

It has been shown that by varying the pulse duration, IRE can achieve different cellular effects. 

Clinical IRE protocols use relatively long pulses, with pulse widths around 100 µs. These pulse 

widths have been shown to induce death through disruption of the cell membrane (242). In 

contrast, regimes using nanosecond pulsed electric fields (nsPEF) have been shown to cause 
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electroporation of the membranes of inner organelles (243, 244) as well as the outer cell membrane 

(245).  An important difference in cellular effects with different pulse durations depends on the 

plasma membrane (PM) charging time. This PM charging time is the time it takes for ions to 

respond to the applied electric field to polarize the cell membrane and create the TMP increase 

necessary for electroporation of the PM. If the rise time of the pulsed electric field is slower than 

the membrane charging time, the cell will act as described above and the cellular membrane will 

be electroporated. If, however, the applied pulsed electric field has a rise time faster than the 

charging time of the plasma membrane, there is not enough time for the cell to shield its interior 

by charging the PM and the electric field will go through the PM into the cell interior (246). The 

charging time of an organelle is typically faster than the plasma membrane due to the smaller size 

of the organelle (247). If the amplitude of the field is high enough inside the cell, transmembrane 

voltages across intracellular membranes may reach threshold values, causing pore formation in 

those membranes rather than the plasma membrane of the cell (248).  

 

As a result of this difference, the mechanism of cell death for nsPEFs may be distinct from IRE.  In 

vivo results indicate that the death mechanism for nsPEFs involves predominantly apoptotic 

pathways (249-251) while longer IRE pulses may invoke death through necrosis (216, 252). 

Though some high amplitude nanosecond pulses have been categorized, short to mid-range pulses 

(0.1-10µs) remain largely unexplored for mammalian cells (Figure 3.5) (242). It is theorized that 

these pulses may provide access for electrically manipulating organelles while needing much 

lower amplitudes than nsPEFs to cause cell death. Because the plasma membrane charging time 

for mammalian cells are on the order of 1 µs, we investigated the use of pulse waveforms in the 
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range of this duration, termed high frequency irreversible electroporation (H-FIRE) to manipulate 

inner organelles.  

  

 

Figure 3.5 Map of effects and applications of electroporation in the pulse strength-duration space. The unexplored 
region of the map is the targeted space of H-FIRE therapy. Adapted from (242). 

 

Some previous work has shown promise in using microsecond range pulses for manipulation of 

organelles. A series of 3 pulses with 5 µs pulse widths was shown to successfully induce uptake 

of DNA in mouse cells (253). Another study successfully achieved nucleofection, whereby DNA 

is delivered directly into the nucleus of eukaryotic cells by using pulsed electric fields. 

Nucleofection was successfully achieved by delivering pulses ranging from 10-200 µs followed 

by a long pulse of 100 ms maximum duration (254). Such studies suggest the possibility for inner 

organelle manipulation without using nanoscale pulse widths. 

 

3.3.2 High frequency irreversible electroporation 

High frequency irreversible electroporation was originally developed as a second generation form 

of IRE for cancer treatment. H-FIRE regimes use a pulse waveform that is bipolar with pulse 
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durations in the range of 500ns – 2 µs with a period of delay between each pulse to protect the 

electronics from the rapid pulsing (Figure 3.6b).  

 

Figure 3.6 Schematic of typical IRE pulse and H-FIRE bursts (a) The IRE therapy delivers a series of mono-polar 
pulses which are 100 µs in duration. (b) In H-FIRE, the mono-polar pulse is replaced by a rapid burst of bi-polar 
pulses 0.5-2 µs in duration. Displayed here is a 1 µs bipolar pulse with a 5 µs delay in between alternating pulses to 
protect the electronics from ringing.  

 

H-FIRE addresses two major short-comings of long unipolar pulse IRE protocols. Clinical 

applications of IRE, which use pulses of duration on the order of 100 µs (Figure 3.6a), cause 

muscle contractions during each pulse. As a result, these treatments require the administration of 

general anesthesia and paralytic agents to keep muscle contractions from interfering with 

therapy(173). Muscle contractions may cause carefully placed electrodes to move during 

treatment, therefore invalidating treatment planning efforts as well as endangering treatment 

outcome if electrodes hit sensitive structures. H-FIRE has the benefit of mitigating the muscle 

contractions seen with IRE due to its use of high frequency bipolar waveforms. As the frequency 

of bipolar waveforms is increased, the threshold for nerve stimulation is also increased (255), 
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thereby allowing H-FIRE to ablate tissue without causing problematic nerve stimulation (256). 

This is especially beneficial in debilitated patients where the use of anesthesia and neuroparalytic 

agents in combination becomes dangerous (173, 257).  

 

Another benefit to H-FIRE bipolar pulse regimes is the possibility of more predictable 

electroporation lesions. The high frequency pulses eliminate some of the electroporation 

variability with cell size allowing for more consistent electroporation throughout a tissue volume 

(258). In addition to cell size dependence, IRE electric field distribution has variability based on 

heterogeneities in general tissue electrical properties as well. Areas of highly dense connective 

tissue or tissue-specific anisotropy introduce variability in IRE ablation (259). In contrast, the 

electric field distribution produced by the short bipolar pulses of H-FIRE does not depend as 

strongly on tissue homogeneity, suggesting H-FIRE can achieve more consistent ablation 

especially in anisotropic areas such as the white matter of the brain. This feature of H-FIRE 

becomes especially beneficial for treatment planning as more accurate predictions of ablation 

volumes can be achieved before therapy is delivered.  

 

In addition to these benefits, we hypothesized H-FIRE may have capabilities for manipulating 

inner organelles in addition to electroporating the plasma membrane. As has been discussed above, 

changes in pulse duration have been shown to produce interesting differences in cell response to 

pulsed electric fields. Because H-FIRE uses square pulses of duration in the 500 ns-2 µs range, we 

hypothesized that this treatment regime may be able to target some larger organelles, specifically 

the cell nucleus. The charging time of a cell membrane for mammalian cells is typically 

approximately 1 µs (260). The time for the membrane to reach steady state in response to the 
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electric field is approximately 3 µs (261). On these time scales, the pulse duration of H-FIRE at 

500 ns-2 µs with substantially faster rise times may allow for internal cell compartments to be 

exposed to electric fields while the plasma membrane is charging (Figure 3.7).  

 

 
Figure 3.7 a) The representative current density streamlines of a lower frequency (<100 kHz) electric field applied 
to a cell is distorted around the cell and confined to extracellular spaces. Current density lines modeled for a 10 kHz 
external electric field. b) The representative current density streamlines of a high frequency (>100 kHz) electric 
field applied to a cell is distorted around the cell much less than at lower frequencies, and some current bypasses 
the membrane to reach intracellular spaces of the cell. Current density lines modeled for a 1 MHz external electric 
field.  
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3.3.3 Electromagnetism theory 

The electroporation phenomenon in cells can be understood further by studying electromagnetism 

theory. Maxwell’s equations describes the interaction of electromagnetic waves with solid objects, 

such as cells, by four equations. In the differential form, these are written as 

∇ × 𝐻𝐻 = 𝐽𝐽 + 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

  (3.1)   Maxwell-Amperes law 

∇ × 𝐸𝐸 = −𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

  (3.2)  Faradays law of induction 

∇ ⋅ 𝐷𝐷 = 𝜌𝜌𝑒𝑒   (3.3)    Gauss’s law 

∇ ⋅ 𝐵𝐵 = 0  (3.4)  Gauss’s law for magnetism 

 

where H is the magnetic field (A/m), J is the current density (A/m2), D is the electric displacement 

(C/m2), E is the electric field (V/m), B is the magnetic flux density (T), and ρe is the electric charge 

density (C/m3). 

 

In order to model electroporation and arrive at a manageable analytical solution to Maxwell’s 

equations a few simplifying assumptions are applied to the system. The electro-quasistatic 

approximation, which neglects magnetic induction, is valid if the electrical energy density exceeds 

the magnetic energy density. Assuming the magnetic flux density is negligible, Equation 3.2 is 

reduced to Maxwell’s law of electrostatics 

∇ × 𝐸𝐸 = 0 (3.5) 

which, isolating the electric field expression, can be written in terms of the electric potential (𝛷𝛷) 

𝐸𝐸 = −∇𝛷𝛷 (3.6) 

The constitutive relations for dielectric materials allow us to write D and J in terms of the electric 

field: 
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𝐷𝐷 = 𝜀𝜀𝜀𝜀 (3.7) 

𝐽𝐽 = 𝜎𝜎𝜎𝜎 (3.8) 

where 𝜀𝜀 is the dielectric permittivity and 𝜎𝜎 is the conductivity. 

Therefore equation 3.1 can be written as 

∇ × 𝐻𝐻 = 𝜎𝜎𝜎𝜎 + 𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

 (3.9) 

Combining this with equation 3.6 gives 

∇ × 𝐻𝐻 = −𝜎𝜎∇𝛷𝛷 − 𝜖𝜖 𝜕𝜕∇𝛷𝛷
𝜕𝜕𝜕𝜕

 (3.10) 

The magnetic field is not of interest in analyzing the motion of charges under the electro-quasistatic 

approximation so can be eliminated. By taking the divergence of both sides of Equation 3.10, a 

conditional equation for the spatial and temporal distribution of electric potential can be written as 

0 = −∇ ⋅ ( 𝜎𝜎∇𝛷𝛷) −  𝜖𝜖∇ ⋅ (𝜕𝜕∇𝛷𝛷
𝜕𝜕𝜕𝜕

) (3.11) 

For steady state scenarios the time derivative vanishes, leaving 

0 = −∇ ⋅ ( 𝜎𝜎∇𝛷𝛷) (3.12) 

Equation 3.12 is applicable for situations when the pulse duration is much larger than the 

membrane charging time. This is applicable for IRE applications using 100 µs pulse duration, 

compared to the ~1 µs charging time of the plasma membrane.  

 

A cell can be simplified by considering it as three separate compartments. A dielectric spherical 

shell (plasma membrane) surrounds an electrolytic solution (cytoplasm). This sphere is surrounded 

itself by another electrolytic solution (extracellular space) (Figure 3.8a).  
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Figure 3.8 Model of spherical cell. (a) Model of a spherical cell without any internal organelles. The model consists 
of three regions, the external environment (e), the membrane (m), and the cytosol (i). Each region characterized by 
an electric conductivity (σ, in S/m) and a dielectric permittivity (ɛ, in As/Vm). The cell radius is denoted by r and 
membrane thickness by d. (b) Model of a spherical cell with a spherical organelle such as a nucleus. The model 
consists of five regions, each characterized by an electric conductivity (σ, in S/m) and a dielectric permittivity (ɛ, in 
As/Vm).  In addition to the external environment (e), the membrane (m), and the cytosol (i), the model includes a 
nuclear membrane (nm), and a nucleus (n). The nuclear membrane thickness is denoted by dn and the nuclear radius 
by rn. 

 

Considering this simplified cell, Equation 3.12 can be solved by separation of variables in spherical 

coordinates with the center of the cell aligned at the origin (262).  

 

Ignoring inner organelles and permittivity terms, the steady state TMP of a cell in a uniform 

electric field E can be written as 

∆𝛷𝛷 = (𝛷𝛷𝑖𝑖 − 𝛷𝛷𝑜𝑜) = 𝜆𝜆 ⋅ 𝑟𝑟 ⋅ 𝐸𝐸 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃) ⋅ (1 − 𝑒𝑒
−𝑡𝑡
𝜏𝜏 ) (3.13) 

where 

𝜏𝜏 = 𝑟𝑟 ⋅ 𝑐𝑐𝑚𝑚( 1
𝜎𝜎𝑖𝑖

+ 1
2𝜎𝜎𝑒𝑒

) (3.14) 
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TMP (∆𝛷𝛷) is defined as the electric potential inside the cell membrane (𝛷𝛷𝑖𝑖) minus the electric 

potential outside the cell membrane (𝛷𝛷𝑜𝑜). 𝜆𝜆 is the shape factor of the cell and 𝜏𝜏 is the membrane 

relaxation time which is dependent on cell radius (r), membrane capacitance (cm), the intracellular 

conductivity (2𝜎𝜎𝑒𝑒) and extracellular conductivity (𝜎𝜎𝑖𝑖). 

 

When using an AC field of higher frequency, the Schwan equation applies(263): 

∆𝛷𝛷 = 𝜆𝜆 ⋅ 𝑟𝑟 ⋅ 𝐸𝐸 ⋅ 𝑐𝑐𝑜𝑜𝑜𝑜(𝜃𝜃) ⋅ (1 + (𝜔𝜔𝜔𝜔)2)−0.5 (3.15) 

where 𝜔𝜔 is the angular frequency of the AC field. 

 

For a spherical cell, the shape factor is approximately 1.5 and the equation can be reduced to  

∆𝛷𝛷 = 𝜆𝜆 ⋅ 𝑟𝑟 ⋅ 𝐸𝐸 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃) ⋅ (1 + (𝑓𝑓
𝑓𝑓𝑠𝑠

)2)−0.5 (3.16) 

where 𝑓𝑓𝑠𝑠 is the frequency at which beta dispersion occurs. Beta dispersion describes the 

phenomenon where a biological cell is able to filter out low frequency currents and allow high 

frequency currents to pass through (264). For IRE pulses, the pulse duration is much greater than 

membrane charging time so the term (𝑓𝑓
𝑓𝑓𝑠𝑠

)2 may be neglected. This leaves a steady-state equation 

for TMP.   

∆𝛷𝛷 = 𝜆𝜆 ⋅ 𝑟𝑟 ⋅ 𝐸𝐸 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃) (3.17) 

The maximum TMP will be reached when 𝜃𝜃 = 0 𝑜𝑜𝑜𝑜 180, at the point where the cell membrane is 

directly perpendicular to the field.  

∆𝛷𝛷𝑚𝑚𝑚𝑚𝑚𝑚 = 𝜆𝜆 ⋅ 𝑟𝑟 ⋅ 𝐸𝐸 (3.18) 

This equation highlights the fact that for IRE, cell response to a constant electric field due to TMP 

change will be highly dependent on cell size, as TMP has a proportional relationship with cell 
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radius. The model of electric potential distribution of an insulating sphere in a conducting medium 

exposed to direct current (DC) fields is a classical model in electroporation theory (172, 265).  

 

Because H-FIRE pulse frequencies approach the frequency at which beta dispersion occurs, the 

relationship between TMP and each variable becomes more complicated. As the frequency of the 

pulses increases, it becomes more likely that the electric field will at least partially bypass the 

plasma membrane and reach the inside of the cell, thereby decreasing the available field for plasma 

membrane charging. 

 

An important consideration missing from these simplified dielectric models is the effect of the 

internal compartments of the cell. Organelles within the cell interior each have different 

conductivities and dielectric permittivities that cause the interior of the cell to be quite 

heterogeneous unlike the assumed homogeneous cytoplasm in the above derivation (Figure 3.8b). 

The electric field will therefore be distorted by the organelles. In order to accurately predict the 

transmembrane potentials both inside the cell and on the cell membrane, the influence of organelles 

on the electric field distribution must be considered.  It is the subject of this work to experimentally 

investigate what affect internal organelles may have on practical outcomes of electroporation with 

a mind for how to leverage such effects for cancer therapy. 

 

It is expected that for the electric field traversing the cell membrane and reaching the inside of the 

cell, the field will interact with the nuclear membrane in a way similar to its interaction with the 

plasma membrane. The potential across the nuclear membrane should be related to the equation 

∆𝛷𝛷𝑛𝑛 = 1.5 ⋅ 𝑟𝑟𝑛𝑛 ⋅ 𝐸𝐸𝑖𝑖 ⋅ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃) (3.19) 
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for the electric field (Ei) that reaches the inside of the cell. 

 

It is therefore hypothesized that if a significant portion of the applied electric field traverses the 

cell membrane, the transmembrane potential change across the nuclear envelope should reflect 

nuclear size. This hypothesis, that H-FIRE can affect the inside of a cell in a way that nuclear size 

becomes an important variable in response, is to be investigated in proceeding chapters.  
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Chapter 4  IRE and H-FIRE Dependence on Cell Morphology1 

 

4.1 Introduction 

Cancer therapies have historically focused on targeting the bulk of a tumor with surgical resection, 

or the highly proliferative phenotypic characteristics of cancer cells with chemotherapy.  These 

are generally combined with radiation therapy to induce physical damage to tumor cells.  More 

recently molecularly targeted therapies have gained attention (266, 267) which target specific 

mutations such as Her2 overexpression in breast cancer.  However each of these treatments has 

significant downsides for the quality of the patient’s life and duration of survival.  Chemotherapy 

and radiation result in relatively indiscriminant damage to normal cell types.  In the case of brain 

cancer, this leads to radiation necrosis, pseudo-progression(77) and cognitive defects in 20-50% 

of patients undergoing whole brain radiotherapy(78). Surgery fails to remove disseminated 

invasive cells that lie beyond the surgical resection border, while targeted therapies place a 

selection pressure leading to the emergence of therapy-resistant cells, both of which may lead to 

tumor recurrence and ultimately patient death.  Especially in the case of glioblastoma multiforme 

(GBM), a highly aggressive and invasive form of brain cancer, the tumor is characterized by 

multiple levels of heterogeneity (71, 83, 84), leading to predictable recurrence after initial 

treatment rounds. 

 

                                                 
1 Chapter 4 is adapted from J.W. Ivey, E.L. Latouche, M.B. Sano, J.H. Rossmeisl, R.V. Davalos, S.S. 
Verbridge, Targeted cellular ablation based on the morphology of malignant cells, Scientific reports, 5 
(2015). 
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The intratumoral heterogeneity of GBM is responsible, at least in part, for the failure of both 

conventional and targeted therapies to greatly extend the lifespan of patients diagnosed with GBM 

(10, 266-268). These tumors are made up of cells that vary greatly in their genetic, transcriptional, 

and phenotypic profiles, across varying microenvironmental niches (83, 90). This 

microenvironmental heterogeneity also manifests itself in physical differences in cells in the 

tumoral space. For example, GBM is characterized by an invasive front of cells that spread along 

white matter tracts, take on a different morphology, and perhaps also adopt a different mechanical 

phenotype to accomplish invasion (93). The extension of tumor cells into the surrounding brain 

parenchyma contributes significantly to the failure of surgery as a treatment method, however there 

is no method to target these infiltrative cells preferentially without damaging critical surrounding 

structures such as astrocytes, neurons and blood vessels(96).  It remains an open challenge for 

GBM, as for all highly malignant tumors, to find a treatment that may preferentially target 

malignant cells, yet not succumb to resistance mechanisms that plague all existing therapies. 

 

To address the need for a therapy to preferentially target malignant cells, we have developed a 

cellular ablation method using pulsed electric fields (PEFs). In PEF therapy, pulses are applied 

through electrodes inserted directly into a tumor, establishing an electric field across a well-defined 

tissue volume. Cells polarize in the presence of this external electric field resulting in an elevated 

transmembrane potential (TMP).  If the TMP breaches a critical threshold, transient nanoscale 

pores form in the plasma membrane, which allow large molecules to traverse across the lipid 

bilayer (269). This phenomenon, known as reversible electroporation(270),  is a well-established 

method used in aiding drug delivery, or for delivery of genetic material(157, 158). Beyond another 

critical TMP threshold, typically 1V, irreparable damage occurs, preventing the resealing of these 
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pores, which leads to cell death. This mechanism of cell death has been leveraged as a treatment 

modality known as irreversible electroporation (IRE), which has been applied to treat a variety of 

cancers(171, 172).  

 

IRE offers the major advantages of sparing sensitive structures such as major blood vessels(172) 

and the extracellular matrix (ECM). IRE treatments produce ablations with a sub-millimeter 

transition between unaffected and necrotic tissue(201, 225) and the ablation area can be readily 

predicted through mathematical modeling(226). Treatments using long (~100µs) pulses have been 

shown to induce death through disruption of the cell membrane (242). However short to mid-range 

pulses (0.1-10µs) remain largely unexplored for mammalian cells, and it is theorized that these 

pulses may provide access for electrically manipulating organelles (242). For pulse lengths shorter 

than the plasma membrane charging time (~1µs) the majority of charge buildup is no longer 

confined to the plasma membrane(262). Instead, fast rise-times cause the potential drop to occur 

within the cell’s interior. We have developed high-frequency irreversible electroporation (H-FIRE) 

(271, 272), which uses bipolar square waves of 1µs pulses delivered in a rapid burst, to explore 

the possibility of organelle targeting. 

 

Despite the genetic heterogeneity within tumors that acts as a hindrance to most therapies, PEF 

treatments that target physical characteristics of malignant cells may provide a more effective 

means of targeting the most malignant sub-populations of such tumors. Cellular morphology, 

particularly cell size and nuclear-to-cytoplasm ratio (NCR) (273-275), as well as cellular electrical 

properties (276) are known to differ between normal and tumor cells. We hypothesize that 

phenotypic characteristics of malignant and normal cells present in the GBM microenvironment 
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vary sufficiently to provide targets for cell-specific ablation with properly tuned PEFs. Using 3D 

micro-engineered mimics of normal and malignant brain tissues, with experimentally defined 

ECM composition, we investigated cell-specific response to a range of pulse frequencies, to 

determine the extent to which either IRE or H-FIRE can target specific morphological cellular 

characteristics within a heterogeneous microenvironment.  

 

4.2 Materials and methods 

Cell culture 

U-87 MG human glioblastoma cells (ATCC), D1TNC1 rat astrocyte cells (ATCC), and C6 rat 

glioblastoma cells (ATCC) were all cultured in Dulbecco’s Modified Eagle Medium (DMEM) 

containing 10% fetal bovine serum (FBS) and 1% penicillin/streptomycin (PS). Normal Human 

Astrocyte (NHA) cells (Lonza) were cultured in Astrocyte Growth Media (Lonza). PC12 

undifferentiated rat neurons (ATCC) were cultured in DMEM containing 5% horse serum, 5% calf 

serum and 1% PS. DBTRG human glioblastoma cells (ATCC) were cultured in RPMI medium 

containing 10% FBS, 2 mM L-glutamine, 1% PS and 0.1 mM non-essential amino acids. All cells 

were grown in culture at 37°C in 5% CO2 in a humidified incubator. Cells were routinely passaged 

at 70-90% confluence. Prior to fabricating the 3D collagen scaffolds, cells were washed with PBS, 

removed from their flask using trypsin (Life Technologies) and centrifuged at 120g for six minutes. 

The supernatant was removed and the cell pellet was re-suspended in fresh medium and added to 

the collagen solution for a final concentration of 1x106cells/mL. The hydrogels were submerged 

in appropriate growth media for the cell type at 37°C in 5% CO2 in a humidified incubator and cell 

viability was maintained within hydrogels for up to 7 days (Figure 4.4a). 
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Collagen extraction 

Collagen was extracted from the tendon of rat tail as described previously (277). Rat tails were 

dissected using scalpels under sterile conditions. The skin was removed and their tendons were 

extracted and dissolved in 0.1% acetic acid at 4°C for 48 hours. Dissolved collagen was centrifuged 

(Avanti J-25, Beckman Coulter, CA) at ×15,000g for 90 minutes in order to remove the insoluble 

contents such as residual fat and facia from the collagen solution. The solution was placed in a 

freezer overnight, and subsequently lyophilized for 48 h until complete dryness. Lyophilized 

collagen was kept in the freezer until ready for use. 

 

Construction of 3D collagen scaffolds 

Two different stock solution concentrations of collagen (4.5 mg/mL and 30 mg/mL) were created 

by dissolving concentrated lyophilized collagen in 0.1% acetic acid in the amounts necessary to 

achieve the desire stock concentration. Scaffolds with a final concentration of 2 mg/mL and 20 

mg/mL were made from concentrated collagen stocks to create collagen gels of 0.2% (w/w) and 

2% (w/w). Neutralized collagen solutions were created by mixing acid-dissolved collagen with 

10X DMEM (10% of total collagen solution volume) and sufficient volumes of 1N NaOH until a 

pH in the range of 7.0-7.4 was achieved. pH was determined by a color change visible in the 

collagen solution calibrated by testing with a pH probe. The following steps were carried out under 

sterile conditions: (1) in a flat-bottomed microtube, the desired amount of collagen solution was 

added according to the desired final concentration, (2) in another microtube, the dilutant media 

consisting of Dulbecco's modification of eagles medium (DMEM) (Corning Cellgro, VA) 10× (0.1 

final volume neutralized collagen), NaOH (volume of collagen × 0.02), DMEM 1× (as much as 
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necessary to adjust the final concentration) were pipetted, and (3) the dilutant media was pipetted 

in the collagen solution and gently mixed. All tubes and mixing hardware were kept on ice to 

prevent premature crosslinking of the collagen. The neutralized collagen was mixed with cells 

suspended in DMEM or NHA media to achieve a cell density of 1x106 cells/mL in the final 

collagen mixture. Solutions were mixed carefully with a spatula to ensure homogenous distribution 

throughout the gel without damaging cells. Collagen solutions were then dispensed into a 

polydimethylsiloxane (PDMS) mold with a cut-out of 10 mm diameter and 1 mm depth and 

molded flat to ensure consistent scaffold geometry (Figure 4.1). Our previous mathematical 

modeling and experiments on oxygen (O2) consumption rates by tumor cells (134) confirms that 

at this cell density and scaffold thickness, O2 concentration is uniform throughout the scaffold 

depth.  Collagen was allowed to polymerize at 37°C and 5% CO2 for 30 minutes. A cell density of 

1x106 cells/mL was chosen as it gave us enough cells within the hydrogel to determine an accurate 

ablation area from a live/dead stain but was not a density high enough to establish a necrotic core 

in the hydrogel on the timescales of these experiments. It should be noted that experiments were 

conducted on a variety of cell densities, ranging from 5x105 cells/mL to 5x106 cells/mL and no 

difference was seen in electric field thresholds despite differences in cell densities. While the brain 

consists of relatively low amounts of fibrous proteins, collagen provides a convenient scaffold 

material that produces relevant 3D geometry, integrin engagement with surrounding extracellular 

matrix, and appropriate cell-cell interactions. 
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Figure 4.1 Cell-seeded collagen hydrogel maintained in PDMS well for controlled geometry. 

 

Construction of 3D alginate scaffolds 

Calcium alginate gels were created using the same PDMS molds as for collagen, creating discs 10 

mm in diameter and 1 mm in thickness. Two alginate gel stock concentrations (0.4% and 4.0% 

(w/v) were prepared using powdered alginate (Protanal LF 10/60, FMC BioPolymer) that was 

dissolved in buffer, dialyzed, frozen and lyophilized, followed by re-constitution in serum-free 

DMEM, as we have previously reported(134). Alginate concentrations were chosen to span a wide 

range in mechanical stiffness, similar to the collagen concentrations used. Alginate solutions were 

mixed with cells at a density of 1x106 cells/mL and dispensed into PDMS molds and molded flat 

with a porous membrane. Alginate hydrogels were cross-linked by submerging under 0.1M CaCl2 

dispensed over a porous membrane cover for 45 min. The alginate hydrogels were then cultured 

in 24 well plates with DMEM supplemented with 10% FBS and 1% PS at 37oC, 5% CO2.   

 

Construction of co-culture scaffolds 
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Before seeding cells into collagen hydrogels, U87 cells were incubated for 30 minutes with calcein 

green, AM (Molecular Probes, Eugene, OR) and NHA cells were incubated for 30 minutes with 

calcein red-orange, AM (Molecular Probes, Eugene, OR) to distinguish cell populations from each 

other in co-culture. Importantly, calcein stains for flow cytometry were shown to be retained by 

cells for longer time periods of incubation in the hydrogel so these stains were used for co-culture 

experiments to maintain fluorescence on the timescales needed to allow for cell engagement with 

the matrix. After staining, cells were rinsed and seeded into collagen hydrogels at a totally density 

of 1x106 cells/mL of collagen with each cell type making up half of the total cell density. 

Electroporation treatment was delivered 12 hours after seeding cells into collagen scaffolds. Upon 

electroporation treatment, calcein stains were no longer fluorescent in dead cells and lesion 

diameters were measured from the cells that were fluorescent 1 hour after treatment. Imaging for 

co-culture experiments were done 1 hour after electroporation treatment to ensure the fluorescent 

stains hadn’t dissipated from the live cells.  

 

Determination of shape factors 

U-87 MG, DBTRG, C6, NHA, D1TNC1, and PC12 cells were individually seeded in hydrogels 

of one of the four conditions described previously (0.2%, 2% collagen, 0.4%, 4% alginate). After 

culturing the cells for 24 hours, the hydrogels were fixed using 4% formalin and blocked and 

permeabilized using 40 mg/mL bovine serum albumin (BSA) and 0.5% Triton-X. Cellular actin 

was stained with Alexa Flour 568 phalloidin (Life Technologies, Carlsbad, CA) while cell nuclei 

were stained with diaminophenylindole (DAPI; Sigma-Aldrich, St. Louis, MO). Cells were 

visualized using a Zeiss LSM510 (Carl Zeiss Microscopy LLC, Thornwood, NY) laser scanning 

confocal microscope. The stained cells were then used to determine cellular shape factors for cells 
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in each of the four conditions. Image analysis was done in Image J (NIH, Bethesda, MD) to 

determine the nuclear area, nuclear perimeter, cytoplasmic area, cytoplasmic perimeter, and 

longest and shortest diameter of the cell. Z-stack images were converted into 2D projection images 

and cell measurements were made from these projections.  Measurements were made on at least 

four cells per hydrogel and at least 5 hydrogels were analyzed for each condition.  

 

Live fluorescent imaging 

U-87 MG cells were cultured under normal culture conditions and incubated for 16 hours with 

CellLight Nucleus-RFP, Bacman 2.0 (Molecular Probes, Eugene, OR) and CellLight Tubulin-GFP 

(Molecular Probes, Eugene, OR) added to the media at a concentration of 10 particles per cell. 

Cells were then passaged and seeded into hydrogels of a final concentration of 0.2% collagen at a 

density of 1x106 cells/mL. After cells were cultured in collagen hydrogels for 24 hours, 

electroporation of hydrogels was performed on the stage of a Zeiss Observer Z1 microscope (Carl 

Zeiss Microscopy LLC, Thornwood, NY) to allow for imaging during treatment. Images were 

taken of single cells immediately before pulsing treatments were started and then every 30 seconds 

for 5 minutes after pulsing began. Cells were imaged upon exposure to IRE treatment or H-FIRE 

treatment. Cells that were not exposed to pulses were imaged as a control. 

 

Electroporation of 3D scaffolds 

Pulsed electroporation experiments were performed in hydrogels with constant electrical 

properties.  The electrical conductivities of each of the gel-cell mixtures were measured with a 

conductivity meter to ensure similar electrical properties (0.98 ± 0.04 S/m). The IRE pulses were 
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generated using an ECM 830 pulse generator (Harvard apparatus, Holliston, MA) and delivered to 

the tissue through custom electrodes. High- frequency pulses were delivered using a custom-built 

pulse generation system (INSPIRE 2.0, VoltMed Inc., Blacksburg, VA). Two solid stainless steel 

cylinders with diameters of 0.87 mm, separated 3.3 mm edge-to-edge, were used as electrodes. A 

custom-made part housed the electrodes to ensure uniform spacing and placement in each collagen 

scaffold. Treatments were performed delivering a total of 50 square pulses (IRE) or 50 bursts of 1 

µs pulses (H-FIRE). The IRE protocol delivered 100 µs pulses with a repetition rate of 1 pulse per 

second. In the H-FIRE protocol, a burst consisting of 100x 1µs pulses with a 5µs inter-pulse delay 

was delivered as shown in Figure 4.3a with a repetition rate of 1 burst per second. For IRE 

treatments, the pulse amplitude was set to 450 Vpeak while for H-FIRE treatments 700 Vpeak was 

used to produce ablations of approximately the same volume as the IRE group.  

 

Determination of electric field distribution in hydrogels 

Finite element models using COMSOL Multiphysics (Version 4.3, COMSOL Inc., Palo Alto, CA) 

were used to solve the Laplace equation to find the electric field distribution within the hydrogels 

for each different voltage used. COMSOL Multiphysics was also used to solve the Joule heating 

equation to calculate the temperature distribution in the hydrogel as a result of each treatment. The 

simulation geometry was modeled as a 10 mm diameter and 1 mm thick cylinder with two steel 

electrode cylinders (d = 0.87 mm) spanning the depth of the hydrogel. Thermal and electrical 

properties for each domain can be found in Table 4.1. The mesh was refined until error between 

successive refinements was less than 1%. The final mesh contained 47,438 elements and solutions 

were found in approximately 3 minutes on a Pentium i3 processor.   



61 
 

 

From Maxwell’s equations, a relation for electric potential can derived that can be solved to 

calculate the electric field distribution across a given volume. 

Combining equation 3.3 with equation 3.7, derived from Maxwell equations shown previously 

gives  

∇ ⋅ 𝐸𝐸 = 𝜌𝜌𝑒𝑒
𝜀𝜀

 (4.1) 

Combining equation 4.1 with equation 3.6 results in  

∇ ⋅ ∇𝛷𝛷 = ∇2𝛷𝛷 =-𝜌𝜌𝑒𝑒
𝜀𝜀

 (4.2) 

In a charge free region of space, 𝜌𝜌𝑒𝑒 = 0 and equation 4.2 becomes 

∇2𝛷𝛷 =0 (4.3) 

Equation 4.3 is known as Laplace’s equation where 𝛷𝛷 is the electric potential. This equation can 

be solved with appropriate initial and boundary conditions with finite element modeling to 

determine electric field distribution from pulsed electric fields (278). This solution depends only 

on the applied voltage, electrode geometry, and electrode placement. The boundaries of one 

electrode were set to the applied voltage (𝛷𝛷=Vapplied) and the boundaries of the second were set to 

ground (𝛷𝛷 = 0) while the initial voltage (V0) for all subdomains were set to 0 V. All other external 

boundaries were set to electrical insulation (−𝒏𝒏 ∙ 𝑱𝑱 = 0). 

 

The experimental platform enables us to visualize a range of electric field magnitudes as opposed 

to a single value that is applied when testing cells in suspension using plate electrodes. In our 

numerical model of the collagen scaffolds, the electric field distribution throughout the hydrogel 

can be distinctly visualized. By bounding regions of different electric field magnitudes using a 
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contour plot, the model allows us to determine the field threshold that causes an equivalent area of 

cell death for each of our treatments. This highlights our ability to precisely predict ablation sizes. 

 

Table 4.1 Physical properties used in finite element models of hydrogel treatments. * measured 
values, ‡ default material values in COMSOL 

Parameter Symbol Value Unit Reference 

IRE Voltage VIRE 450 [V] * 

H-FIRE Voltage VHFIRE 450-700 [V] * 

Electrode Density ρe 7850 [kg/m3] ‡ 

Electrode Specific Heat Capacity Cpe 475 [J/(kg·K)] ‡ 

Electrode Thermal Conductivity ke 44.5 [W/(m·K)] ‡ 

Electrode Conductivity σe 4.03x106 [S/m] ‡ 

Electrode Permittivity Ɛ e 1  ‡ 

Hydrogel Density ρh 997.8 [kg/m3] 18 

Hydrogel Specific Heat Capacity Cph 4181.8 [J/(kg·K)] 18 

Hydrogel Thermal Conductivity kh 0.6 [W/(m·K)] 18 

Hydrogel Conductivity σh 1.2 [S/m] 18 

Hydrogel Permittivity Ɛ h 0  18 

 

Determination of Joule heating in hydrogels 

Thermal effects on the scaffolds due to resistive losses were modeled by solving the Joule heating 

equation: 

 

∇ ∙ (𝑘𝑘∇𝑇𝑇) + 𝜎𝜎|∇𝜙𝜙|2 ∙ 𝑑𝑑
𝜏𝜏

 = 𝜌𝜌𝑐𝑐𝑝𝑝
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿

   (4.4) 
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where 𝑘𝑘 is the thermal conductivity, 𝑇𝑇 is the temperature, cp is the specific heat capacity, and 𝜌𝜌 is 

the density of the 3D scaffold. 𝜎𝜎|∇𝜙𝜙|2 is the Joule heating term, which was simplified by using a 

scaling factor proportional to the ratio of pulse duration 𝑑𝑑 and pulse interval 𝜏𝜏. This duty cycle 

approach, in which the total energy delivered to the tissue is averaged throughout the duration of 

the treatment, has been shown to accurately reproduce experimental results in hydrogels (171) and 

tissue. Provided that the upper most boundary (perpendicular to electrodes) was exposed to the 

environment, it was assigned convective cooling properties (−𝑛𝑛 ∙ (−𝑘𝑘∇T) = ℎ(𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑇𝑇) with a 

coefficient value, h, of 50 W/m2∙K while the remaining external boundaries of the simulation 

domain were set to thermal insulation (−𝑛𝑛 ∙ (−𝑘𝑘∇T) = 0). The initial temperatures for all domains 

as well as the exterior temperature were set to 20°C.  

 

Finite element analysis of individual cells 

The transmembrane potentials across the cell membrane and nuclear envelope were modeled using 

a finite element model with an impedance boundary condition scheme(271). These finite element 

models were used to numerically investigate the response of representative cell geometries to 

simulated IRE and H-FIRE pulses (Figure 4.2). Cell geometry was determined based on average 

measurements made in ImageJ image analysis software (NIH, Bethesda, MD) from confocal 

microscopy images. Geometries for U-87 cells in two different collagen densities (0.2%, 2%) as 

well as four different cell types (U-87, NHA, C6, D1TNC1) in a 0.2% collagen matrix were used. 

All models were solved using a 2D-axisymmetric platform in COMSOL Multiphysics. A large 

media domain, with sides of 300 µm, was used to avoid any significant boundary effects. The cell 

and the nucleus were modeled as half-ovals where their lengths and widths were varied according 
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to measurements from confocal microscopy images (Table 4.2). Simulations were solved in the 

time-domain using an electric currents module. To account for the resistance and capacitance 

posed by the cell membrane and the nuclear envelope the boundaries of the nucleus and cytoplasm 

were assigned impedance properties based on the existing literature, as summarized in Table 4.2. 

For most single cell simulations the final mesh contained around 3,000 elements and solutions 

were found in no longer than 1 minute on a Pentium i3 processor. For each domain (media, 

cytoplasm, nucleoplasm), a separate Electric Currents physics module was used and the dependent 

electric potential variables 𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚,𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, 𝜙𝜙𝑛𝑛𝑛𝑛𝑛𝑛 for the media, cytoplasm, and nucleoplasm 

domains were defined, respectively. These variables were then defined to calculate the voltage 

across the cell membrane (𝜙𝜙𝑚𝑚) and nuclear envelope (𝜙𝜙𝑛𝑛)  

𝜙𝜙𝑚𝑚 =  𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (4.5) 

𝜙𝜙𝑛𝑛 = 𝜙𝜙𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝜙𝜙𝑛𝑛𝑛𝑛𝑛𝑛 (4.6) 

In each Electric Currents module, the boundaries representing membranes were defined as 

impedance boundary conditions with reference potentials prescribed as the electric potential in the 

adjacent (φref) domain 

 

 

 

where σ is the conductivity, ε0 is the permittivity of free space, εm is the relative permittivity, and 

d is the thickness of the cell membrane or nuclear envelope. The boundary was defined as a ‘thin 

layer’ and the electrical conductivity, relative permittivity, and surface thickness were defined 

𝒏𝒏 ∙ (𝑱𝑱1 − 𝑱𝑱2) =
1
𝑑𝑑
�𝜎𝜎�𝜙𝜙 − 𝜙𝜙𝑟𝑟𝑟𝑟𝑟𝑟� + 𝜀𝜀0𝜀𝜀𝑚𝑚

𝜕𝜕
𝜕𝜕𝜕𝜕
�𝜙𝜙 − 𝜙𝜙𝑟𝑟𝑟𝑟𝑟𝑟�� (4.7) 
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using the values presented in Table 4.2. Domain boundaries perpendicular to the z-axis (z = ±150 

µm) were defined as time domain voltages (𝜙𝜙 = V(t)) simulating the 1 or 100 µs pulses with rise 

times of 16 ns or 10 µs, respectively. The remaining external boundary was given electrically 

insulating properties (−𝒏𝒏 ∙ 𝑱𝑱 = 0). To simplify the model, these simulations do not take into 

account the rapid change in membrane conductivity which occurs when cells become 

electroporated by pulsed electric fields. Incorporating these changes in conductivity would require 

us to experimentally quantify the dielectric response of the cell membrane and nuclear envelope 

to the H-FIRE pulse parameters used, which goes beyond the scope this study. 

 

Figure 4.2. Individual cells modeled in a large 2D axisymmetric domain. (a) For numerical modeling of a single 
cell an electric field is applied across a block of media and a cell centered within. Changes in TMP and nTMP are 
calculated from time-dependent solutions. (b) Electric field isocontours in cytoplasm for H-FIRE therapy (700V) of 
glioma cell model  
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Table 4.2. Physical properties used in finite element models of single cells. * measured values, ‡ 
approximation based on water composition 

Parameter Symbol Value Units Reference 

Media Conductivity σm 0.98 [S/m] * 

Media Permittivity Ɛm 80Ɛ0 [F/m] ‡ 

Cytoplasm Conductivity σcyt 0.3 [S/m] (279) 

Cytoplasm Permittivity Ɛcyt 154.4Ɛ0 [F/m] (280) 

Nucleoplasm Conductivity  σnuc 1.35 [S/m] (279) 

Nucleoplasm Permittivity Ɛ nuc 52Ɛ0 [F/m] (279) 

Cell Membrane Thickness t mem 5x10-9 [m] (281) 

Nuclear Membrane Thickness t Nmem 40x10-9 [m] (279) 

Cell Membrane Conductivity  σmem 3x10-7 [S/m] (282) 

Cell Membrane Permittivity Ɛ mem 8.57Ɛ0 [F/m] (283) 

Nuclear Membrane Conductivity σNmem 6x10-3 [S/m] (279) 

Nuclear Membrane Permittivity Ɛ Nmem 28Ɛ0 [F/m] (279) 

Domain Side Length Ld 300x10-6 [m] - 

Benign Cell Length Lc 60x10-6 [m] * 

Benign Cell Width wc 20x10-6 [m] * 

Benign Nuclear Length Ln 19.7x10-6 [m] * 

Benign Nuclear Width wn  6.2x10-6 [m] * 

Malignant Cell Length Lc 120x10-6 [m] * 

Malignant Cell Width wc 20x10-6 [m] * 

Malignant Nuclear Length Ln 20.4x10-6 [m] * 

Malignant Nuclear Width wn  14.7x10-6 [m] * 
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Determination of lethal thresholds 

The thresholds for cell death were determined by first performing a live-dead stain on the 

hydrogels 24 hours after delivering treatment. It has been reported that this is sufficient time to 

allow transient pores formed in the cell membrane to recover (284). Live cells were stained with 

Calcein AM (Biotium, Hayward, CA) and fluoresced as green while dead cells were stained with 

ethidium homodimer III (Biotium, Hayward, CA) and fluoresced as red. The diameter of the red-

stained dead region was measured using ImageJ image analysis software. Geometric 

measurements of the ablation zones were mapped to a finite element model to calculate the electric 

field during treatments of the scaffolds (Figure 4.4). The electric field magnitude at the edge of the 

live and dead regions was considered the electric field threshold for cell death for the given cell 

type. Imaging of samples presented some background noise mainly due to debris from the 

remaining 3D microenvironment and re-seeding of detached cells post-treatment.   

 

In vivo canine treatment 

All canine in vivo studies were approved by the institutional animal care and use committee (08-

218-CVM).  IRE treatments were performed in the brains of anesthetized normal canine subjects, 

and in dogs with spontaneous malignant gliomas according to previously described methods  (184, 

226, 285).  In tumor-bearing dogs, biopsy of the brain lesion was performed prior to IRE ablation 

to allow for histopathological diagnosis and grading of tumors, and an additional biopsy of the 

ablated region obtained within 24 hours of the IRE to characterize the effects of the IRE treatment.   

 

Histomorphological staining 
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Archived, paraffin embedded, transversely oriented brain sections from normal and tumor-bearing 

dogs treated with IRE were retrieved, cut at 5 µm thickness, mounted on positively charged slides, 

and stained routinely with hematoxylin and eosin(226, 285). Digital photomicrographs of regions 

of interest representing IRE ablated regions of cerebral cortex, subcortical white matter, 

contralateral homologous cortical and white matter controls, and a canine GBM pre- and post-IRE 

treatment were captured with charge-coupled device digital camera (Nikon DS-Fi1c, Nikon, 

Japan) and commercial imaging analysis software system (NIS Elements AR, Nikon, Japan).   

 

Statistical Analysis 

Statistical significance was determined by a two-tailed t-test performed in Prism Statistical 

Software (Version 6, Graphpad, La Jolla, CA). A 95% confidence interval was used with 

significance defined as p<0.05. All numerical results are reported as the mean and the standard 

deviation of all experimental measurements. No outliers were excluded.  

 

4.3 Results 

4.3.1 Cell size selectivity of pulsed electric fields 

Single cell responses to electric field pulses were simulated with finite element modeling. 

Simulated TMP changes in response to modeled IRE pulses (Figure 4.3a) are highly dependent on 

cell size (Figure 4.3b). In contrast, cells exposed to H-FIRE pulses do not show significant TMP 

variation with cell size in these models (Figure 4.3c). It should be noted that the maximum TMP 

reached by both cell types when exposed to H-FIRE pulses is significantly lower than the TMP for 

IRE pulses. This is because the 1 µs H-FIRE pulse durations are shorter than the cell membrane 
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charging time. If the pulse duration was progressively increased, the TMP would approach the 

values calculated in the IRE case (271). 



70 
 

 

Figure 4.3. Finite element modeling using two pulse waveforms predicts IRE is cell size depended while H-FIRE 
is cell size independent (a) Simulated unipolar 100 μs IRE waveform and bipolar 1 μs H-FIRE waveform. (b) 
Calculated cellular TMP response for two different cell sizes exposed to an IRE waveform applying 500 V/cm 
shows TMP size dependence. (c) H-FIRE pulse waveform response shows no TMP cell size dependence at 
500 V/cm. TMP values were calculated at a point where the cell membrane is perpendicular to the direction of 
the electric field. 



71 
 

To experimentally explore the effect of cell size on electric field thresholds for cell death, we tuned 

the mechanical and chemical structure of the tumor microenvironment using a three-dimensional 

GBM hydrogel tumor model (Figure 4.4a) to then be used as a therapy-testing platform (Figure 

4.4b). We determined the lethal electric field threshold by simulating the electric field within the 

hydrogels during pulse exposure, at the two experimental voltages, using finite element modeling 

(Figure 4.4c-d).  These simulations reveal the change in expected lesion shape as a function of 

voltage, evolving from a peanut to a circular shape as the electric field magnitude increases.  Finite 

element modeling of treatment-induced temperature distribution in the hydrogel demonstrates that 

cellular damage does not occur through thermal effects, as cells are not exposed to temperatures 

above physiological levels (Figure 4.4e), with no long-term temperature increases evident (Figure 

4.4f). 

 

Figure 4.4. Finite element models predict the electric field and thermal distributions within hydrogel 
platforms. (a) Engineered 3D collagen hydrogels are made by adding cell-seeded collagen (0.2% or 2% w/w) 
into PDMS wells of controlled geometry. They are kept in a well plate under cell culture conditions with 
nutrients supplied by culture media. (b) Mesh used to calculate the electric field distribution within the tissue 
mimics illustrates the experimental setup for therapy testing. Electric field (V/cm) isocontours when (c) 450 V 
and (d) 700 V pulses are simulated. (e) Temperature isocontours immediately post-therapy (50 pulses of 700 V) 
show a maximum temperature rise of 12 °C above room temperature. (f) Temperature isocontours one minute 
post-therapy confirm that cells are not exposed to any long-term thermal effects as a result of IRE or H-FIRE 
pulses. 
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Cell size and shape within hydrogel scaffolds are functions of scaffold density; by varying collagen 

density in the tissue model we were able to control cell size and outer membrane perimeter for a 

single cell type. U-87 MG human GBM cells exhibited a significantly smaller area (p=0.005) in 

the higher density (2% w/w) collagen (920 ± 249 µm2) as compared with lower density (0.2% 

w/w) collagen (1572 ± 503 µm2) (Figure 4.5a).  Using this in vitro model we then determined that 

these cell geometries determined lethal thresholds for IRE but not for H-FIRE pulses. As predicted 

by the model, IRE lesions for cells in 0.2% collagen were larger than the lesions for cells in 2.0% 

collagen (Figure 4.5b, p<0.0001). The larger cells were killed by IRE pulses with amplitude 

exceeding 428 ± 47 V/cm, while the smaller cells required a larger field for cell death (492 ± 41 

V/cm).  In contrast, H-FIRE treatments did not result in statistically significant differences in 

lesion size, corresponding to an average lethal threshold of 601 ± 65 V/cm that was independent 

of collagen density (Figure 4.5c).  The electrical conductivity for the two scaffolds was 

experimentally comparable, and cell densities were identical in the two conditions.   
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Figure 4.5. ECM-tuned hydrogels reveal cell size dependent IRE lesions and cell size independent H-FIRE 
lesions. (a) Altered cell morphology and overall cell size results from changing density of hydrogel matrix from 
0.2% to 2.0% collagen (n = 25, scale bar 50 μm) (b) Comparison of IRE treatment for larger cells in 0.2% 
collagen reveals larger lesion and thus lower death threshold than for smaller cells in 2% collagen (n = 20, 
p < 0.001) (scale bar 1 mm) (c) Comparison of H-FIRE treatment in 0.2% and 2% collagen reveals uniform 
lesions and thus equivalent death thresholds despite cell size differences. (n = 20, p ≥ 0.1) (scale bar 1 mm). 
(***p ≤ 0.0005 and ****p ≤ 0.0001). 

 

We performed additional experiments in calcium alginate hydrogels, in which cell morphology is 

relatively constant for different scaffold densities due to the lack of cell-ECM binding sites (Figure 
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4.6a). In alginate hydrogels, lesion sizes and lethal thresholds were independent of polymer 

concentration for both IRE (Figure 4.6b) and H-FIRE (Figure 4.6c).  

 

Figure 4.6. Constant cell morphology with changing stiffness results in equivalent lethal thresholds for IRE 
and H-FIRE. (a) Changing the density of alginate does not change cell morphology due to lack of cell-ECM 
binding sites, allowing for isolating the effect of stiffness on treatments (n = 25) (b) IRE lesions and lethal 
thresholds are equivalent across stiffness differences for equivalent cell morphology (n = 20, p ≥ 0.1) (scale bar 
1 mm) (c) H-FIRE lesions and lethal thresholds are equivalent across alginate stiffness differences (n = 20, 
p ≥ 0.1) (scale bar 1 mm). 

 



75 
 

4.3.2 Lack of selectivity of IRE 

We previously treated canine patients with naturally occurring malignant gliomas using IRE (184).  

Histology from this treatment provides an important comparison point between our 3D in vitro 

ablation results presented here, and the in vivo outcome in a context that is highly representative 

of the human GBM phenotype.  When untreated cerebrocortical grey matter (Figure 4.7a) was 

exposed to IRE treatment, non-discriminate cell death occurred as both neuronal and glial cells 

were ablated (Figure 4.7b). Similarly, untreated white matter of the internal capsule (Figure 4.7c) 

treated with IRE resulted in glial death in addition to vacuolization and axonal loss (Figure 4.7d). 

Though malignant glioblastoma cells (Figure 4.7e) were ablated with IRE treatment (Figure 4.7f), 

so too is the stromal cytoarchitecture. Based on these in vivo results demonstrating the relatively 

non-selective nature of IRE ablation in canine GBM, combined with our in vitro studies 

demonstrating statistically significant yet small differences in IRE threshold based on cell size, we 

next focused on the potential for pulsed electric fields to exert cell-specific targeting.  Histology 

images from canine patients illustrate the well-known tumor cell phenotype characterized by the 

enlarged nuclei of GBM cells (Figure 4.7e) compared to healthy tissue (Figure 4.7a,c), therefore 

motivating our hypothesis that intracellular localization of treatment electric fields may enable 

tumor cell targeting due to nuclear size differences. 
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Figure 4.7. Histomorphology of normal and neoplastic canine brain tissues ablated with IRE. (a) Normal, 
untreated cerebrocortical grey matter (c) and white matter of the internal capsule. IRE ablation results in 
neuronal (b) and glial death (b,d), as well as vacuolization and axonal loss (d). Biopsy of glioblastoma 
multiforme before (e) and after (f) IRE ablation. The IRE treatment causes disruption of tumor and stromal 
cytoarchitecture, and tumor cell death. All sections stained with hematoxylin and eosin. 
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4.3.3 Intracellular effect of pulsed electric fields 

To examine the potential for H-FIRE pulses to exert their effect via intracellular localization of 

electric fields, we performed finite element modeling of field distribution across a single cell 

(Figure 4.2). This model predicts that for a simulated IRE pulse with an electric field magnitude 

of 500 V/cm applied for 100 μs, only 14% of the external electric field traverses the cell membrane 

and is present in the cytoplasm (Figure 4.8a). In contrast, H-FIRE pulses deliver most of their 

energy to the inside of the cell (Figure 4.8b). The cytoplasm is charged over 400 V/cm for the 

entire duration of each 1μs H-FIRE pulse while the same is true for only 8% of each 100 μs IRE 

pulse.  
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Figure 4.8 The electric field produced by H-FIRE can penetrate the cell membrane while the inside of the cell is 
mostly shielded from IRE electric fields (a) Numerical modeling of the electric field produced by IRE pulses 
predicts the electric field reaches the cytoplasm inside the cell for only a short duration of the pulse time while 
the majority of the electric field is retained in the media where it aggregates around the cell membrane. (b) 
Numerical modeling of the electric field distribution predicts the electric field produced by H-FIRE pulses 
penetrates through the plasma membrane into the cytoplasm for the entire duration of the pulse on-time. 

 

To test the implications of effects on tumor cell nuclei for this prediction of a strong intracellular 

field created by H-FIRE, we constructed 3D models using six different cell types (Figure 4.9a), 

chosen to include multiple malignant versus normal cell comparisons. Malignant cell types include 

two human malignant glioma cell lines (U-87 and DBTRG) and a rat glioblastoma line (C6). Non-
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malignant cell types include primary normal human astrocytes (NHA), normal rat astrocytes 

(D1TNC1), and undifferentiated rat neurons (PC12).   These 3D cultured cells exhibited no 

significant difference in cell area (Figure 4.9b), but did exhibit significant differences in nuclear 

area (Figure 4.9c). All three tumor cell populations that we cultured exhibited enlarged nuclei 

when compared with each of the normal cell populations.  

 

 

Figure 4.9. Inner organelle effect of H-FIRE predicted to allow for cell-selective differences between 
malignant and non-malignant cell types by affecting nuclear transmembrane potential. (a) Fluorescent 
imaging of U-87, DBTRG, C6, NHA, D1TNC1, and PC12 cells allows for determination of shape factors to be 
used in modeling and to correlate to experimental lesion results. (b) U-87, DBTRG, C6, NHA, D1TNC1, and 
PC12 cells show no significant difference (p ≥ 0.1) in overall cell area (n = 20). (c) Nuclear area of malignant 
glioma cells (U-87, DBTRG, and C6) is greater than for non-malignant cells (NHA, D1TNC1, and PC12) 
(n = 20, **p ≤ 0.005 and ***p ≤ 0.0005). 

 

Consistent with model predictions of IRE cell size dependence and nuclear size independence, the 

four cell types exhibited similar IRE lesions (Figure 4.10a). In contrast, H-FIRE lesions in the 

tissue mimics with GBM cells were significantly larger than lesions with non-transformed cell 
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types (Figure 4.10b). The similar lethal IRE thresholds across cell types (Figure 4.10c) is consistent 

with the fact that all four cell types have similar outer membrane areas. H-FIRE experimental 

results, however, reveal a lower lethal threshold for malignant cells (Figure 4.10d), which have 

larger nuclei compared with their normal cell counterparts. For H-FIRE treatments, U87 human 

glioblastoma cells were killed at a threshold of 601 +/- 71 V/cm, DBTRG human glioblastoma 

cells were killed at a threshold of 720 +/- 67 V/cm, and C6 rat glioblastoma cells were killed at a 

threshold of 752 +/- 58 V/cm. All normal cell types tested had a significantly larger lethal threshold 

than any of the malignant cell types tested (p<0.0001). NHAs were killed at a threshold of 1006 

+/- 81 V/cm, D1TNC1 cells had a lethal threshold of 1107 +/- 106 V/cm, and PC12 cells had a 

lethal threshold of 1076 +/- 57 V/cm.  
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Figure 4.10. H-FIRE threshold is dependent on nuclear size, resulting in cell selective targeting. (a) IRE 
lesion sizes have no significant difference across different cell types (n = 10, p ≥ 0.1). (b) H-FIRE lesion size for 
malignant glioma cells (U-87, DBTRG, and C6) is greater than non-malignant astrocytes (NHA and D1TNC1) 
and neurons (PC12) (n = 10). (c) COMSOL modeling relating lesion size to death thresholds shows no 
significant difference between IRE thresholds for different cell types (n = 10, p ≥ 0.1), confirming the hypothesis 
that IRE thresholds are primarily dependent on cell size. (d) Death thresholds for malignant cells are smaller 
than normal cells with H-FIRE treatment suggesting a range of electric field values that will kill malignant cells 
without killing healthy cells (n = 10, ****p ≤ 0.0001). 

 

As in mono-culture hydrogels, equivalent lesions were achieved for U87 and NHA cells in co-

culture hydrogels treated with IRE (Figure 4.11a). Selective killing of malignant cells was 

demonstrated using H-FIRE in a co-culture environment, as U87 lesions were significantly larger 

than NHA lesions within the same hydrogel (Figure 4.11b). H-FIRE and IRE lethal thresholds for 

each cell type in co-culture were unchanged from those in monoculture. The selective killing in 

co-culture demonstrated by H-FIRE further supports the feasibility of selective targeting in a 

complex environment with multiple cell types such as at the periphery of a tumor.   
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Figure 4.11. Co-culture treatment demonstrates equivalent lesions with IRE and selective targeting of 
malignant cells with H-FIRE. (a) U87 cells (green) and NHA cells (red) co-cultured in a hydrogel and treated 
with IRE show lethal thresholds in co-culture that match the lethal thresholds seen in monoculture with the 
lethal threshold of the two cell types being equivalent (scale bar 1 mm). (b) U87 cells (green) and NHA cells 
(red) treated with H-FIRE show lethal thresholds in co-culture that match the lethal thresholds seen in 
monoculture with the lethal threshold of malignant U87 cells being significantly lower than that of the NHA 
cells resulting in a larger lesion (scale bar 1 mm). 

 

4.3.4 Death mechanisms of IRE and H-FIRE 

To investigate the differences between the mechanism of death with IRE and H-FIRE we 

performed single cell imaging upon exposure to each treatment regime. Cell nuclei and tubulin 

were stained by live fluorescent stain and cultured in 3D collagen hydrogels. Fluorescent imaging 

in situ within these hydrogels was performed directly before, and then at 30-second intervals after 

exposure to IRE, revealing an outward diffusion of dye from the cell membrane within 1 minute 

after pulsing (Figure 4.12a). By 5 minutes after treatment the tubulin dye had diffused almost 
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entirely out of the cell while the nuclear dye showed a disruption of the integrity of the nucleus.  

In contrast, cells exposed to H-FIRE showed a strong inward collapse of the nucleus followed by 

a collapse of the tubulin stained cytoplasm on the 5-minute timescale (Figure 4.12b). A control 

cell that was not exposed to either treatment imaged over the same time course confirms that 

treatment-induced changes are not related to photo-bleaching (Figure 4.12c). The marked increase 

in cytoplasm area with time after IRE treatment is different from the small decrease in cytoplasm 

area as a result of H-FIRE treatment (p<0.0001) (Figure 4.12d). The H-FIRE response shows a 

consistent decrease of the nuclear area with time after treatment that is significantly greater than 

the decrease in nuclear area evident after IRE treatment (p=0.0066) (Figure 4.12e). 
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Figure 4.12. Cell responses after treatment show difference in IRE and H-FIRE mechanism. (a) Cell exposed 
to IRE treatment shows a diffusion of stained tubulin from the cell cultured in a 3D hydrogel over a 5-minute 
time course, suggesting a disruption of the outer cell membrane as a result of pulses. (b) Cell exposed to H-
FIRE treatment shows a sharp collapse of the nucleus, and while tubulin staining dims, it does not clearly 
diffuse outside of original cell membrane area as in the IRE case. This suggests a different effect on both the 
nucleus and cell between IRE and H-FIRE. (c) Cell not exposed to any pulses acts as a control to ensure no 
photo-bleaching effects from imaging over 5-minute time course. (d) Change of cytoplasm area in response to 
IRE and H-FIRE shows a significant difference in the cytoplasmic response to therapy (n = 3, p ≤ 0.0001). 
Cytoplasm area increases in response to IRE as a result of tubulin diffusion, which is not present with H-FIRE. 
(e) Change in nuclear area in response to IRE and H-FIRE shows a significant difference in nuclear response to 
therapy (n = 3, p = 0.0066). The more drastic collapse of the nucleus with H-FIRE supports a nuclear effect in 
H-FIRE that isn’t present with IRE. 
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4.3.5 Estimate of lethal threshold for nuclear disruption 

We next further explored the relationship between H-FIRE lethal thresholds and nuclear size, 

leveraging our experimental data as input for subsequent mathematical models.  We hypothesized 

that cell death occurs at a critical nTMP disruption that is independent of cell type, whereas the 

external field required for this nuclear disruption scales inversely with nucleus size.  Using 

experimental findings for lethal thresholds, nuclear geometries, and idealized cell geometries for 

glioma cells and astrocytes, we performed finite element modeling of single cell response to 

minimum lethal electric fields for each cell type. In search for the potential mechanism of action 

for H-FIRE, we simulated electric field magnitudes of 1006 V/cm for NHA cells and 601 V/cm 

for U-87 cells. We found a larger increase in TMP for the astrocyte than for the glioma cell (Figure 

4.13a), however these TMPs were significantly below the anticipated 1 V instantaneous lethal 

threshold for IRE. In contrast, simulation of nTMP response across the entire area of the nuclear 

envelope predicts similar increases in nTMP for both cell types, indicating that irreversible 

electroporation is occurring at a common value (~130 mV) of nTMP for both cells (Figure 4.13b). 

 

Figure 4.13. Predicted TMP and nTMP response to H-FIRE experimental lethal thresholds for modeled 
glioma and astrocyte cells suggests a nTMP effect. (a) Modeled cells with experimental geometries for glioma 
cell and astrocytes exposed to simulated H-FIRE experimental lethal electric field thresholds for the given cell 
type show a difference in TMP increase in response. (b) Modeled cells with experimental geometries for glioma 
cell and astrocytes exposed to simulated H-FIRE experimental lethal electric field thresholds for the given cell 
type show a similar nTMP increase in response, suggesting a value for nTMP increase that will cause cell 
death. TMPs and nTMPs presented in this figure correspond to the surface average. 
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4.4 Discussion 

The overall goal of our current study was to leverage tissue engineered models of tumor versus 

normal brain microenvironments, based on our previously published methods(134), to investigate 

the response of representative cell geometries to IRE and H-FIRE pulses.  These platforms 

critically provide a three-dimensional physiological tissue context in which to explore the effects 

of 3D cell morphology on response to electric fields, not possible with 2D experiments, while 

eliminating other confounding variables found in vivo. Hydrogels have been previously established 

as a relevant platform to test tissue responses to IRE pulses(225), while such models have also 

been demonstrated to better recapitulate human tumor physiology and therapy response as 

compared with 2D models(139, 286). With the ability to easily tune targeting parameters and 

microenvironment, these models provide a valuable tool for measuring the impact of cell 

morphology and tissue physics on therapy response broadly, and more specifically on response to 

therapeutic electric fields, which are the focus of this study.   

 

It is important to note that our work is informed by, and builds on our experience in treating 

spontaneous GBM in canine patients. Spontaneous, primary brain tumors are only relatively 

common in two species – dogs and humans. Human and canine brain tumors share many features, 

including histopathologic and diagnostic imaging characteristics, which allows application of 

World Health Organization pathologic classification and imaging based therapeutic response 

assessment schemes used in human clinical practice.  Canine and human brain tumors have also 

been demonstrated to have similar expression patterns of growth factor receptors, chromosomal 

deletions, and losses of function of tumor suppressor genes.  As tumors progress 5- to 7-fold faster 

in dogs relative to humans, dogs with spontaneous brain tumors are an attractive model for the 
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faithful and rapid evaluation and translation of novel brain tumor therapeutics(287). While our in 

vivo work in treating primary canine GBM tumors demonstrates the great potential for IRE for the 

treatment of human GBM, this work also demonstrates a limitation inherent in IRE in terms of its 

potential for tumor cell specific ablation.  However our 3D models are significantly more amenable 

to exploring cell-level responses and death mechanisms, needed to advance electric field ablation 

to a more cell-targeted modality.         

 

Size selective ablation using PEFs has been previously reported, both on the single cell level in 

2D culture(288), and in cell suspensions for the application of differentiating tumor from blood 

cells based on large differences in size (289), but has yet to be demonstrated for cells cultured in 

physiologically-relevant tissues. Our experiments support the concept that IRE results in cell size-

selective lethal thresholds in 3D tissues.  The bulk electrical resistance properties of the cell-seeded 

hydrogels did not vary as a function of collagen density, and we therefore believe differences 

measured are a result of cell morphology rather than altered tissue electrical properties. Control 

experiments performed in alginate further support this hypothesis that the differences observed in 

collagen resulted from cell size variations rather than additional factors such as direct sensing of 

matrix density. Although this finding does not eliminate the possibility that variables such as 

variation in binding ligand density, matrix structure, and matrix mechanics may also impact lesion 

size, this size dependence is consistent with previously published data on cells in solution (289). 

Furthermore this correlation of threshold with altered matrix density is absent for H-FIRE, 

suggesting a cellular effect rather than a matrix effect.  We hypothesize that this is due to the H-

FIRE field primarily interacting with the inner organelles of the cell. There is the possibility that 

the IRE changes are related to cell-ECM interaction changes that are sensed for IRE response, 
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which effects the outer membrane, but not H-FIRE, which is hypothesized to be enhanced by 

differences in intracellular structures. However, because the effect here is so small over a large 

ECM density range, we don’t believe this will impact therapy.  Our finite element modeling 

supports the hypothesis that H-FIRE can induce intracellular effects as a single H-FIRE burst 

applied to a single cell model produces a much higher field inside the cell than a simulated IRE 

burst. H-FIRE treatment delivers a rapid burst of over 100 of these 1µs pulses. This allows H-

FIRE pulses to preferentially charge intracellular membranes, which we anticipated would have 

profound effects on cell death as a function of cell type. 

 

Our in vitro 3D model results demonstrate a statistically significant dependence of field threshold 

on cell size, however the narrow range of selectivity evident along with the degree of cell size 

heterogeneity observed in vivo may prevent this dependence from being leveraged for targeting 

specificity.  A much more obvious difference between cell types, clearly evident in our H&E 

staining of tumorous and healthy canine brain samples, is the enlarged nuclei of cancer cells 

compared to healthy brain tissue. Therefore, enlarged nuclei of cancerous cells represent the metric 

we explored for selective targeting. Used as an pathological indicator of cancer, enlarged nuclei 

compared with their non-malignant counterparts is one of the most reliable distinguishing 

characteristics of tumor cells(290), however the targeting of anti-cancer therapy against this 

hallmark has never been demonstrated. We justified our assumption in using enlarged nuclei as a 

predictor of malignancy because it is a fundamental morphologic marker for cancer, and is nearly 

universally applied when diagnosing cancers, including brain tumors. Although it is not as 

important in brain malignancies compared to some other cancers, nuclear pleomorphism is a 

criteria used when grading brain tumors as described by the WHO(291). The exuberant giant, 
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multinucleated features present in some glioblastomas provide an excellent example of the extreme 

nuclear pleomorphism that can be present in cancer. It is true that histologic and other morphologic 

criteria are gradually being supplemented and improved when complemented with genetic and 

other diagnostic criterion towards the development of personalized medicine. However, as the 

WHO classification system is currently an accepted and the most widely used gold standard, and 

histological diagnosis remains a primary method of cancer diagnosis, the nuclear pleomorphism 

and NCR are still a valid surrogate of malignancy.   

 

The nucleus is typically the largest contiguous intracellular feature and a likely target for damage 

by the high intracellular fields produced by H-FIRE. To experimentally test the effect of nuclear 

area on treatments, we chose different cell types, which exhibited differences in nuclear sizes 

without significant differences in plasma membrane area, allowing us to eliminate confounding 

effects due to cell size. Numerical simulations identified increased nuclear size as an important 

variable for increased nTMP. We hypothesized that an increase in nTMP could trigger cell death 

above a specific threshold, and therefore malignant cells with enlarged nuclei should have a lower 

H-FIRE lethal threshold than normal cells, in contrast with IRE, which would not exhibit nuclear 

selectivity. The similarity of IRE thresholds is consistent with the fact that there was no significant 

difference in plasma membrane areas. The differences in H-FIRE lesion sizes supports the 

hypothesis that H-FIRE threshold differences are related to nucleus area as opposed to overall cell 

area, with lower lethal thresholds corresponding to larger nuclei. The intracellular field produced 

from H-FIRE seems to affect the nucleic membrane in a way at least partially analogous to the 

way IRE affects the plasma membrane, as a larger membrane exposed to the majority of the electric 

field is easier to affect than a smaller membrane. Our main goal in this work is to demonstrate that 
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enlarged nuclei may provide a viable target for H-FIRE therapies. A critical point for the purpose 

of this study is that the cell populations we have chosen exhibit significant differences in the 

morphological features we are interested in, namely enlarged nuclei. Here we show a relationship 

between enlarged nuclei and lower lethal thresholds with H-FIRE treatment, which we believe we 

will be able to leverage in future work in vivo due to the known enlargement of NCR in cancer. It 

may be possible to sort malignant populations based on marker expression and to then establish a 

robust understanding of the connection between H-FIRE lethal thresholds and molecular 

signatures. Our continuing work will follow this important line of study, specifically involving the 

H-FIRE response of glioma cells expressing differing levels of known cancer stem cells markers.  

 

By varying collagen matrix density we show that GBM cells in 0.2% collagen demonstrate a more 

elongated morphology than in 2% collagen, which may be similar to the morphology changes seen 

in invasive cells, which tend to elongate and lose bulk in the cytoplasm surrounding the nucleus. 

However, no experimental steps were taken to specifically induce an invasive phenotype in these 

cells. Based on histological examination of invasive cells, it appears that an enlarged nucleus in 

malignant cells is conserved even during the dynamic process of invasion. Though further 

investigation is necessary, the results presented here indicate that H-FIRE should be capable of 

targeting these invasive cells.  

 

Time-course images of single cells exposed to each treatment show a distinct difference in 

mechanism of killing between H-FIRE and IRE, consistent with the findings that different cellular 

characteristics are important variables with the two treatments. The time-course of cell death after 
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IRE treatment strongly implicates the immediate disruption of the cell membrane as a cause of cell 

death, as tubulin proteins originally confined in the cell by the cell membrane begin diffusing out 

of the cell upon exposure to IRE. In contrast, cells exposed to H-FIRE show no diffusion from the 

outer cell membrane but rather a nuclear collapse while the tubulin is retained within the original 

cell area. These findings suggest that while the outer membrane may be subject to a small degree 

of electroporation, it does not play as much of a role in the mechanism of cell death in H-FIRE, 

but rather that the primary effect is on the nucleus.  

 

Given our results, we hypothesize that H-FIRE is acting on the biophysical structure of the cells 

in a way that nuclear area becomes a key variable. When glioma and astrocyte cells were simulated 

at their respective lethal H-FIRE thresholds (601 V/cm vs. 1006 V/cm), we found similar TMP 

and nTMP ranges of approximately 150-250 mV and 100-130 mV, respectively. These simulations 

did interestingly predict a small difference in outer TMP as a function of nuclear size.  However 

the magnitude of this TMP, approximately 150 mV, was significantly lower than the anticipated 

instantaneous threshold (1 V) for cell death by irreversible electroporation. This supports the 

hypothesis that the primary mechanism of death with H-FIRE is not an increase in cell TMP, but 

rather is related to intracellular effects. For glioma and astrocyte cells, the maximum simulated 

nTMP of 130 mV is also well below the lethal threshold for death resulting from outer membrane 

disruption, suggesting that small disruptions of nTMP may significantly impact cell survival. It is 

unclear whether the pathway to cell death is dominated by effects on the nuclear envelope alone, 

versus in combination with cell membrane disruption, or a separate cascade of intracellular effects. 

However, the correlation of nTMP values between the two different cell types, at different lethal 
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electric field strengths, indicates that nuclear area impacts the cell death process after H-FIRE 

treatment.  

 

Our mathematical model does have limitations, as outer cell membranes are approximated as 

elliptical, and do not account for the irregular shape of physiological cells, or heterogeneity in 

electrical properties of individual cells. Inclusion of membrane conductivity changes due to 

electroporation effects would also enhance the accuracy of our simulations. While IRE models 

accounting for such effects do exists, these have not been characterized for H-FIRE pulses. 

Characterization of the cell membrane response to H-FIRE pulses (e.g., conductivity, porosity) is 

beyond the scope of this project thus both models are presented with non-dynamic cell membrane 

properties. As pulse-width of H-FIRE pulses increases TMP values start approaching those of IRE. 

It is important to note that the cell-specific thresholds presented in this paper may no longer hold 

for different pulse widths. 

 

While experimental evidence also suggests that outer membrane electroporation is occurring 

during H-FIRE, our experimental results and model findings strongly suggest an active role for 

nTMP effects in the H-FIRE mechanism of action. It is widely recognized that the mechanism of 

death in irreversible electroporation using short pulses is complex, poorly understood, and can 

follow multiple different pathways (242). Furthermore, nuclear poration may be aided not only by 

increased nuclear size of cancer cells but also other abnormalities of the nucleus such as reduced 

nucleus stiffness necessary for invasion(292). Another possibility is an amplification of the electric 

field applied to the cytoplasm caused by distortion around an enlarged nucleus. This may result in 

other inner organelles, such as mitochondria, being disrupted by H-FIRE pulses. Future work will 
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be needed to explore these additional effects, however our results highlight the importance of TMP 

increases in both IRE and H-FIRE and nTMP increases specifically associated with H-FIRE, in 

determining cell death PEF thresholds.  

 

It is important to note, the electric field therapies explored in these studies differ from the 

alternating electric field treatments being used clinically (218). These tumor treating fields 

(TTFields), such as the OptuneTM system (Novocure, Saint Helier, Jersey), have specific inhibitory 

effects on dividing cells, while H-FIRE and IRE target the physical properties of cells through 

membrane disruption. While having the benefit of being less invasive than H-FIRE treatment, 

TTFields rely on targeting the properties of highly proliferative cells, and would leave behind the 

quiescent tumor initiating cells that cause recurrence. Because IRE and H-FIRE operate via a 

different mechanism, they should elicit a death response through membrane disruption for both 

bulk tumor cells and non-dividing tumor initiating cells. In addition, it is unlikely that this physical 

death mechanism result in the emergence of resistant subpopulations on short timescales, because 

a large number of genetic mutations would likely be required to render a cell resistant to electric 

field-induced damage.  

 

Because an enlarged nucleus is a conserved phenotype in malignant cells and H-FIRE is not 

dependent on cell size, it is hypothesized that consistent and tunable lesions can be achieved in 

heterogeneous tumors so as not to leave behind cells that will repopulate the tumor. There is 

certainly heterogeneity in nuclear size of cells in malignant tumors and therefore H-FIRE will not 

be perfectly able to selectively kill all malignant cells. However, when H-FIRE is used as a 

supplement to current therapies, any cells left behind from H-FIRE due to nuclear area 
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heterogeneity are unlikely to also be resistant to the adjunctive therapies as these therapies operate 

by different mechanisms. Because malignancy correlates with altered nuclear morphology, the 

malignant selection mechanisms should be different with this method than other treatment methods 

and should not leave behind highly malignant cells. A major difference between H-FIRE and other 

therapies that select out resistant populations is that H-FIRE acts on physical aspects of the cell, 

which are highly conserved in malignant populations.  Based on our results, we also show H-FIRE 

selectivity may be beneficial because there is no associated dose limiting toxicity (DLT) to normal 

tissues.  DLT, biological resistance/escape, and off target effects are major problems associated 

with chemotherapy, radiotherapy, and molecular immunotherapies, which may not be an issue 

with a treatment based on physical properties of cells. However, all these hypotheses will need to 

be tested in more complex models of disease.  

 

It is important to note that the results reported here were obtained in an in vitro model of disease, 

which was intended to maximally replicate in vivo morphological features, by tuning matrix 

conditions, while also minimizing confounding factors. It is likely that local and systemic immune 

effects will be observed when this therapy is implemented in vivo. It is unclear if a differential 

immune effect between H-FIRE and IRE treatments will be observable due to the relative 

intracellular and membrane targeting processes and future studies in appropriate in vivo models of 

disease will be necessary to optimize protocols which result in targeting of malignant cells. 

 

Though the exact mechanism of cell killing with H-FIRE is not yet known, our modeling and 

experimental data suggest a mechanism that is different than that of long IRE pulses which target 

the plasma membrane, and that, unlike for IRE, is cell type dependent among cells of similar size. 
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The H-FIRE killing mechanism is such that the biophysical structure of malignant cells allows for 

the selective targeting of these cells using a range of electric field distributions that induce no 

damage to the healthy cells studied but elicit a death response in malignant cells.  Though it is 

unlikely that 100% selective killing of malignant cells can be achieved due to the heterogeneity 

that does exist in physical properties of cells, H-FIRE can be used to ablate all cells within the 

tumor margin and pulse parameters can be tuned to achieve preferential killing of a significant 

fraction of the malignant cells past the tumor margin. Because malignant cells that comprise the 

tumor have a lower death threshold (~530-810 V/cm) than normal astrocytes (~930-1200 V/cm) 

surrounding the tumor, it follows that a treatment regime delivering a voltage between these two 

thresholds to the edge of the tumor may result in ablation of tumor cells while sparing healthy 

astrocytes. While the response of other cell types and structures within the brain parenchyma must 

be investigated in future work, a threshold in such a range at the edge of the tumor may be effective 

at killing the invasive glioblastoma cells that render surgery to be an ineffective treatment for 

GBM, and infiltrative tumors more broadly.  
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Chapter 5 Using Targeted Molecular Therapy to Enhance the 
Selectivity of H-FIRE2 

 

5.1 Introduction 

The high rate of tumor recurrence in many cancers including GBM, has motivated research into a 

new class of therapies that may eliminate the more resistant sub-clones when used alone or in 

combination with other treatments. One such class of therapies is irreversible electroporation 

(IRE), which uses high intensity but low energy electric fields to disrupt the integrity of cell 

membranes, causing cell death. Treatment with IRE involves exposing cells to a series of pulsed 

electric fields delivered through electrodes inserted into the tissue. The electric field causes a 

buildup of charge across the cell membrane, and a subsequent increase in the transmembrane 

potential (TMP) of the cell. Once the transmembrane potential reaches a critical value of ~250 

mV, transient nanoscale pores form in the membrane allowing the passage of otherwise excluded 

molecules through the membrane barrier (151). This reversible electroporation technique has been 

used for gene transfection, gene therapy, and cancer electrochemotherapy (ECT) (157, 158). When 

the transmembrane potential reaches another critical value of ~ 1 V, the cell cannot recover from 

the pore formation and dies due to loss of homeostasis (171). This method of cell ablation, termed 

irreversible electroporation (IRE), has been used for the treatment of a variety of cancers including 

prostate, pancreas, and liver cancers (186, 187, 192, 293). While the benefits of this treatment 

modality have underpinned its successful use for a variety of cancers, invasive cancers such as 

glioblastoma (GBM) still present challenges. IRE methods do not allow for the treatment of diffuse 

                                                 
2 Chapter 5 is adapted from J.W. Ivey, E.L. Latouche, M.L. Richards, G.J. Lesser, W. Debinski R.V. Davalos, S.S. 
Verbridge, Enhancing Irreversible Electroporation by Manipulating Cellular Biophysics with a Molecular Adjuvant, 
Biophysical Journal, 113, 472-480 (2017). 
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cells outside the tumor margin without ablation of healthy tissue, a situation especially problematic 

in the brain. To address these challenges and improve selectivity outside the tumor margin, 

investigators have begun studying combination therapies such as IRE used with ECT (294).   

 

A parallel and promising direction for glioma treatment has been provided by molecularly-targeted 

therapies. These involve identifying either receptors or signaling pathways that are altered in 

cancerous cells, which can then be used to target drug-carrying particles (295, 296), or else provide 

a target through pathway manipulation via a molecular drug (297, 298). The EphA2 receptor, a 

member of the largest class of receptor tyrosine kinases, has been identified as overexpressed in a 

large number of cancers (299, 300), including GBM (301). While GBM tumors have demonstrated 

high expression of EphA2, normal brain does not express appreciable levels of the receptor (301). 

GBM cell lines have also been shown to over-express EphA2 compared to normal cell lines (301). 

In general, Eph receptors and ephrin ligands seem to have a physiological role in development, as 

the proteins are expressed at the highest level during this time are at low levels in normal adult 

tissue (302, 303).  In the brain, Eph and ephrin gene expression seems to be mostly confined to 

specific cell populations involved in processes such as remodeling and the formation of new 

neuronal connections (304). Contrary to normal physiological levels, EphA2 is highly 

overexpressed in the majority of patient tumors and is highly overexpressed in terms of the 

percentage of cells within a given tumor(305). Additionally, EphA2 plays an important role in 

tumor progression and has been linked to tumor grade and poor prognosis (306, 307). The 

overabundance of EphA2 receptor is correlated with lesser presence of ephrinA1 (eA1), the 

preferred ligand for EphA2 (308, 309).  eA1 has been explored as a therapeutic option due to its 

ability to decrease invasion and proliferation of malignant cells (301, 309).  EphA2 makes for an 
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attractive target as it is a plasma membrane–localized receptor that can internalize on ligand 

binding (310).  

 

In order to increase the selective capabilities of IRE treatment, here we investigate a new 

combinatorial treatment concept, combining electroporation with a molecular therapy that we 

hypothesized would act in a synergistic manner to the physical treatment. Our previous research 

efforts have identified the receptor EphA2 as a promising target for selective molecular treatment 

for GBM (301). Our research efforts have shown that exogenous soluble eA1 is a functional ligand 

for EphA2 (311)  and progress has been made in creating ephrin-based therapeutic agents through 

conjugation of a bacterial toxin protein to soluble eA1 that selectively targets GBM cells (312). 

From this work developing an ephrin-based molecular targeted therapy, we noted a selective 

morphology change in GBM cells upon exposure to eA1. This physical response, characterized by 

a rounding of the cell and a shrinking of the cell cytoplasm (311, 313, 314), formed the basis of 

the currently presented investigation into a combinatorial treatment with IRE therapies.  

 

In considering IRE, the physical attributes of a cell are important, as electroporation is dependent 

on both cell size and morphology. The effect of cell size on electroporation has been demonstrated 

for a variety of pulse widths ranging from a few microseconds (289) to hundreds of milliseconds 

(288). The steady-state scenario is valid for the understanding of electroporation phenomenon 

involved in typical IRE protocols used in the treatment of cancer. These protocols involve the 

application of around 90 pulses of 50-100 µs duration delivered through electrodes inserted into 

the tissue (187, 315). We have shown that by reducing the duration of the electric field pulses to 

be shorter than the charging time of the cell membrane, the field can penetrate the cell interior, and 
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the dependence of electroporation on cell size is reduced (256, 316). This shorter pulse technique, 

termed high-frequency IRE (H-FIRE), which uses trains of ≤ 2µs duration bipolar pulses, exposes 

inner organelles to large electric fields. H-FIRE acts on cells in a way that nuclear size becomes a 

more important predictor of cell death than cell size, with a lower electric field needed to kill cells 

with a higher nuclear to cytoplasm ratio (NCR) (316). However a major limitation remains the 

relatively small size of resulting lesions, and methods to extend the field-induced damage into the 

infiltrative niche are greatly needed in order to translate this specificity in the treatment of 

clinically relevant tumors. 

 

 

Despite some efforts to predict the TMP of cells exposed to PEFs on the order of a few 

microseconds no mathematical models for cells of a high NCR have been developed (272, 317). 

In this study we look further into the impact of cell size and morphology on electroporation 

phenomenon at short pulse lengths, where the steady-state electroporation equation breaks down 

and frequency is known to play an important role in predicting induced TMP. Equipped with the 

finding that NCR is an important predictor of electroporation using H-FIRE pulse lengths, we 

investigated the NCR effect on H-FIRE ablation by combining H-FIRE therapy with a molecular 

intervention using eA1 to increase NCR.  

 

The overabundance of EphA2 receptor and diminished presence of eA1 in GBM tissue open up 

this receptor ligand interaction as a unique method for selectively tuning cell morphology to isolate 

the NCR effect on H-FIRE. These biological cell manipulations allow us to discover 

electroporation behaviors in the pulse space where traditional analytical model predictions do not 
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apply. Additionally, this work highlights a novel correlation—an increase in electroporation 

efficacy due to decreasing cell size—thereby highlighting the complexities ignored by the Schwan 

equation in describing cell response to electric fields with short pulses.  

 

5.2 Materials and methods 

Cell culture 

U-87 MG human glioblastoma cells (ATCC) were cultured in Dulbecco’s Modified Eagle Medium 

(DMEM) containing 10% fetal bovine serum (FBS) and 1% penicillin/streptomycin (PS). Normal 

Human Astrocyte (NHA) cells (Lonza) were cultured in Astrocyte Growth Media (Lonza). U-251 

MG human glioblastoma cells (ATCC) cells were grown in DMEM containing 10% FBS, 1% PS, 

and 0.1 mM non-essential amino acid. DBTRG human glioblastoma cells (ATCC) were culture in 

RPMI medium containing 10% FBS, 2 mM L-glutamine, 1% PS and 0.1 mM non-essential amino 

acids. All cells were grown in culture at 37 °C in 5% CO2 in a humidified incubator. Cells were 

seeded in hydrogels at a density of 1 × 106 cells/mL. The hydrogels were submerged in appropriate 

growth media for the cell type at 37 °C in 5% CO2 in a humidified incubator and cell viability was 

maintained within hydrogels for up to 7 days. 

 

Construction of collagen scaffolds  

Stocks of type I collagen were prepared by dissolving rat tail tendon in acetic acid, followed by 

freezing and lyophilization as described previously (140). Stock solution concentrations of 

collagen were created at a density of 10 mg/mL. Scaffolds with a final concentration of 5 mg/mL 

were made from concentrated collagen stocks to create collagen gels of 0.5% (w/w). Neutralized 

collagen solutions were created by mixing acid-dissolved collagen with 10X DMEM (10% of total 
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collagen solution volume) and sufficient volumes of 1N NaOH until a pH in the range of 7.0–7.4 

was achieved. The neutralized collagen was mixed with cells suspended in DMEM or NHA media 

to achieve a cell density of 1 × 106 cells/mL in the final collagen mixture. Solutions were mixed 

carefully with a sterilized spatula to ensure homogenous distribution throughout the gel without 

damaging cells. Collagen solutions were then dispensed into a polydimethylsiloxane (PDMS) 

mold with a cut-out of 10 mm diameter and 1 mm depth and molded flat to ensure consistent 

scaffold geometry. Our previous mathematical modeling and experiments on oxygen (O2) 

consumption rates by tumor cells(140) confirms that at this cell density and scaffold thickness, O2 

concentration is uniform throughout the scaffold depth. Collagen was allowed to polymerize at 

37 °C and 5% CO2 for 30 minutes. 

 

Treatment with ephrinA1 

Cells seeded in collagen hydrogels were cultured for 24 hours after seeding to allow for cells to 

engage the collagen and achieve a physiologically relevant morphology. After 24 hours, hydrogels 

in the ephrin A1 treated condition were cultured in serum-free cell culture media with 1µg/mL 

ephrin A1-FC (R&D Systems) added to the media for 12 hours prior to electroporation treatment 

or fixation for immunofluorescence staining. Control cells were cultured in hydrogels submerged 

in serum-free culture media without the added ephrin A1-FC for 12 hours prior to use in 

experiments. The 12-hour time point was chosen because a full morphological change of the cells 

within the hydrogels was seen by 12 hours and no further changes were observed at longer 

exposure times. The concentration of 1µg/mL ephrin A1 was chosen because it has been shown 

previously to induce a collapse of the cytoplasm. Experiments with 2 µg/mL ephrin A1 showed 

no further morphological change past that observed with 1µg/mL ephrin A1.  No difference was 
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seen in viability between hydrogels cultured in ephrin A1-FC conditioned media and control media 

before exposure to electroporation therapy. 

 

Fluorescent staining 

U-87, U251, DBTRG, and NHA cells were individually seeded in hydrogels described previously. 

After culturing the cells for 24 hours for engagement with the matrix and then an addition 12 hours 

after treatment, the hydrogels were fixed using 4% formalin and blocked and permeabilized using 

40 mg/mL bovine serum albumin (BSA) and 0.05% Triton-X. Cellular F-actin was stained with 

Alexa Flour 568 phalloidin (Life Technologies, Carlsbad, CA) while cell nuclei were stained with 

diaminophenylindole (DAPI; Sigma-Aldrich, St. Louis, MO). Cells were visualized using a Zeiss 

LSM880 (Carl Zeiss Microscopy LLC, Thornwood, NY) laser scanning confocal microscope.  

 

Determination of NCR 

Untreated hydrogels seeded at the same cell density and collagen conditions as treated hydrogels 

were fixed and fluorescently stained to determine overall cell area and nuclear area for cells in the 

control condition and in the ephA1 treated condition. Measurements were made on at least four 

cells per hydrogel and at least 5 hydrogels were analyzed for each condition so at least 20 cells 

were used to determine average NCR for each cell type in each condition. Image analysis was done 

in Image J (NIH, Bethesda, MD. Z-stack images were converted into 2D projection images and 

cell measurements were made from these projections. NCR was calculated from the measured cell 

area (AC) and nuclear area (AN) as follows: 

𝑁𝑁𝑁𝑁𝑁𝑁 = 𝐴𝐴𝑁𝑁
𝐴𝐴𝐶𝐶−𝐴𝐴𝑁𝑁

 (5.1) 
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Finite element analysis in hydrogels 

Finite element models using COMSOL Multiphysics (Version 4.3, COMSOL Inc., Palo Alto, CA) 

were used to solve the Laplace equation to find the electric field distribution within the hydrogels 

for each different voltage used. The electric field distribution within the hydrogel was found by 

solving the Laplace Equation:  

∇2𝜙𝜙 = 0  (5.2) 

where 𝜙𝜙 is the electrical potential. The boundaries of one electrode were set to the applied voltage 

(𝜙𝜙 = Vapplied) and the boundaries of the second were set to ground (𝜙𝜙 = 0) while the initial voltage 

(V0) for all subdomains were set to 0V. All other external boundaries were set to electrical 

insulation (−𝒏𝒏 ∙ 𝑱𝑱 = 0). The mesh was refined until error between successive refinements was less 

than 1%. The final mesh contained 47,438 elements and solutions were found in approximately 

3 minutes on a Pentium i3 processor.  

 

Finite element analysis of individual cells based on NCR 

The electrodynamic solutions of interest were reached by modeling a spherical cell membrane and 

nuclear envelope and solving a finite element model with an impedance boundary condition 

scheme as previously described (271, 316). The models used in to investigate the membrane 

response to different pulse parameters changed its NCR based on representative cell geometries 

determined based on average measurements made in ImageJ image analysis software (NIH, 

Bethesda, MD) from confocal microscopy images. In order to better understand the effect of high 

frequency components of H-FIRE on individual cells a frequency-dependent module was used to 

mimic the increase in frequency for different H-FIRE pulse lengths and IRE-type pulses. The 

geometry and physical properties of the cell can be found in Table 5.1.  
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Simulations were solved in the frequency-domain using an electric currents module, which has 

been previously shown to correlate well for spherical cells exposed to rectangular pulses in the 

order of 1-2µs (272). To account for the impedance posed by the membranes of the cell and 

nucleus their boundaries were assigned impedance properties found in literature (Table 5.1).  
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Table 5.1 Physical properties used in single cell analysis for H-FIRE + eA1 treatment. * 
measured values, ‡ approximation based on water composition 

Parameter Symbol Value Units Reference 

Media Conductivity σm 0.98 [S/m] * 

Media Permittivity Ɛm 80Ɛ0 [F/m] ‡ 

Cytoplasm Conductivity σcyt 0.3 [S/m] (279) 

Cytoplasm Permittivity Ɛcyt 154.4Ɛ0 [F/m] (280) 

Nucleoplasm Conductivity  σnuc 1.35 [S/m] (279) 

Nucleoplasm Permittivity Ɛ nuc 52Ɛ0 [F/m] (279) 

Cell Membrane Thickness t mem 5x10-9 [m] (281) 

Nuclear Membrane Thickness t Nmem 40x10-9 [m] (279) 

Cell Membrane Conductivity  σmem 3x10-7 [S/m] (282) 

Cell Membrane Permittivity Ɛ mem 8.57Ɛ0 [F/m] (283) 

Nuclear Membrane Conductivity σNmem 6x10-3 [S/m] (279) 

Nuclear Membrane Permittivity Ɛ Nmem 28Ɛ0 [F/m] (279) 

Domain Side Length Ld 300x10-6 [m] - 

Benign Cell Radius Rc 20x10-6 [m] * 

Benign Nuclear Radius Rn 6.2x10-6 [m] * 

Malignant Cell Radius Rmc 20x10-6 [m] * 

Malignant Nuclear Radius Rmn 14.7x10-6 [m] * 

Malignant Cell Radius (post-
ephrin) Rmce  16.7x10-6 [m] * 

Malignant Nuclear Radius (post-
ephrin) 

Rmne  14.7x10-6 [m] * 

 

While some equations such as the one presented by Huang et al have been useful for calculating 

the TMP for cells exposed to an AC signal, further development of the model needs to be done 

(318). Our group developed an equivalent circuit model considering the general dimensions, 

conductivity, and permittivity of the cell membrane, cytoplasm, nucleic envelope, and nucleus. 
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While the equation describing this model can be further refined it provides evidence that changes 

to the NCR mostly affect the capacitive component representing the cytoplasm. 

 

5.3 Results 

5.3.1 EphA2 activation by eA1 induces a targeted morphology change in malignant cells 

To investigate the dynamics of eA1 induced morphology changes, we cultured malignant GBM 

and normal brain cells in 3D hydrogels and exposed them to eA1. EphA2 activation by eA1 in 

malignant cell lines (U-87 MG, U-251 MG, and DBTRG) led to visible cell morphology changes 

characterized by cell rounding and a collapse of the cytoplasm (Figure 5.1a). Cell rounding was 

visible after 6 hours of culture in media containing eA1 (1 µg/mL) with the full morphological 

change accomplished by 12 hours (Figure 5.2). In normal human astrocyte (NHA) cells, no 

morphological change was observed at any time point out to 48 hours when culturing hydrogels in 

eA1 media. For the malignant cell lines, the cytoplasm collapse upon EphA2 activation resulted 

in a significant change in the NCR of the cells (Figure 5.1b). NHA cells showed no significant 

change in NCR under these treatment conditions. No morphology change was observed in control 

tumor cells cultured in media without eA1 present.  
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Figure 5.1. Treatment with soluble ephrin A1 causes glioma morphology change, while not altering NCR for 
astrocytes. (a) Malignant cells stain with DAPI (blue) and phalloidin (red) cultured in media with 1µg/mL eA1 for 12 
hours exhibit cell rounding and a collapse of the cytoplasm around the nucleus while healthy cell morphology remains 
unchanged upon exposure to eA1. Scale bar 50µm  (b) eA1 induced morphology change results in a quantitative 
increase in NCR for malignant cells while NCR remains unchanged for normal astrocytes.(n=20) ****p ≤ 0.0001, 
*p=0.027 
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The longer-term dynamics of eA1 activation and morphology change were studied by observing 

cells cultured with 1 µg/mL eA1 over a time course of 14 days. After the initial 12 hours, no 

additional morphology changes were observed up to an additional 12 hours of culture with 1 

µg/mL eA1. We replaced eA1 media with basal media after 24 hours and cultured cells out to 14 

days in basal media to determine the reversibility of the morphology change. Cells activated by 

eA1 did not return to their original morphology after 14 days of culture in basal media. A visual 

comparison on images, presents evidence that cells remained viable but with a reduced 

proliferation rate after activated with eA1 for 24 hours and cultured in basal media out to 14 days 

compared to control cultures (Figure 5.2). After activation with eA1 cells have reduced actin as 

seen by the diminished phalloidin stain. 
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Figure 5.2. Time course of U-251 cells cultured with eA1 (1 µg/mL) which is removed after induced morphology 
change. U-251 cells stain with DAPI (blue) and phalloidin (red) undergo a full morphology change after 12 hours in 
culture with 1 µg/mL eA1. Upon removal of eA1 media and replacement with normal culture media, U-251 cells do 
not return to normal morphology after 14 days in culture. Cells remain viable with reduced proliferation rates and 
reduced actin compared to cells cultured only with normal culture media. Scale bar 100 µm. 

 

5.3.2 Extent of electroporation for different cell morphologies is dependent on frequency of 
electric field 

Finite element modeling was used to predict the induced TMP on a variety of cell morphologies 

as a function of the frequency of a steady-state, AC electric field. Characteristic morphologies 

determined from experimental culture of glioma cells, normal astrocytes, and glioma cells treated 

with eA1 were used. At lower frequencies, characteristic of IRE pulse waveforms, larger cells 

experience a greater induced transmembrane potential compared with a glioma cell that shrinks in 

volume due to treatment with eA1. At a frequency of approximately 10 kHz, the enlarged nucleus 
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of the glioma cell causes it to experience a greater transmembrane potential than the astrocyte of 

the same size but smaller nucleus. This trend continued throughout higher frequencies of electric 

field, suggesting that fields of frequency higher than 10 kHz can be used to accomplish greater 

electroporation on cells with a larger nucleus than in cells with a smaller nucleus. At an electric 

field frequency of approximately 100 kHz the smaller cell experiences a larger induced 

transmembrane potential than the larger cells, suggesting a greater extent of electroporation of 

smaller cells than larger cells.  

 

As the duration of the applied pulse is decreased, a greater proportion of the power is concentrated 

in higher frequency signal content. The experimental pulse train of 1 µs bipolar pulses with a 5 µs 

delay between pulses (Figure 5.3a), delivers the majority of its power between 100 kHz and 1000 

kHz (Figure 5.3b). Interestingly, these frequencies correspond to the frequencies predicted to allow 

for a cross-over in TMP for the eA1-induced cell morphologies when exposed to an AC signal 

(Figure 5.3c). 
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Figure 5.3. a) Experimental pulse waveform applied to hydrogels. A bipolar waveform of 1 us pulses separated by 
a 5 us delay was used to accomplish electroporation in hydrogel platform b) Power spectrum analysis of experimental 
pulse train. Amplitude frequency distribution found by Fast Fourier Transform of experimental pulse trains shows 
that the pulse train of 1us bipolar pulses separated by a 5us delay delivers the majority of its power in the frequencies 
around 100 kHz. c) Single cell steady-state response to electric field of 1000V/cm applied as AC signal. As expected, 
larger cells (U87 and Astrocyte) present larger TMP’s at lower frequencies. However, cells of higher NCR will have 
larger TMP’s at higher frequencies (>100kHz). 

 

 
5.3.3 Morphology change impacts lethal thresholds for electroporation of malignant cells 

To determine if the increase in NCR in malignant cells led to a change in H-FIRE threshold as 

predicted by finite element modeling, eA1 treated hydrogels were exposed to a regimen of H-FIRE 

treatment and compared with control hydrogels. Malignant hydrogels treated with eA1 had 

significantly larger lesions than control hydrogels while non-malignant hydrogels had no 

significant difference between conditions (Figure 5.4a). The increase in NCR for malignant cells 

corresponded to a smaller lethal threshold for H-FIRE while the lethal threshold did not change 
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for non-malignant cells (Figure 5.4b). For U87 cells, under normal conditions the lethal threshold 

is 603 ± 65 V/cm (n=8) while treated with eA1 the lethal threshold is 446 ± 55 V/cm (n=8). For 

U-251 cells, under normal conditions the lethal threshold is 662 ± 57 V/cm (n=8) while treated 

with eA1 the lethal threshold is 415 ± 48 V/cm (n=8). For DBTRG cells, under normal conditions 

the lethal threshold is 712 ± 68 V/cm (n=6) while treated with eA1 the lethal threshold is 532 ± 48 

V/cm (n=6). Lethal thresholds for non-malignant cell types remained unchanged. Control NHA 

cells are killed at a threshold of 1028 ± 47 V/cm (n=6) and eA1 treated NHA cells have a lethal 

threshold of 1032 ± 82 V/cm (n=6). For the most responsive cell type, U-251 cells, eA1 treatment 

resulted in a 37% decrease in lethal threshold for H-FIRE therapy. 
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Figure 5.4. NCR change induced by ephrinA1 enhances H-FIRE lesions in malignant cells. (a) H-FIRE lesion size 
for malignant glioma cells (U-87, U-251, and DBTRG) is increased from control when hydrogels are cultured with 
eA1 ligand. H-FIRE lesions in non-malignant astrocytes (NHA) remain unchanged with eA1 exposure. Scale bar 1 
mm (b) COMSOL modeling relating lesion size to lethal thresholds shows a significant decrease in H-FIRE lethal 
threshold for malignant cells when treated with eA1 prior to electroporation exposure. H-FIRE lethal threshold for 
non-malignant cells remains unchanged with eA1 exposure. 
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The correlation between NCR and lethal electric field threshold is summarized in Figure 5.5. 

Healthy cells are unaffected by eA1 in terms of an NCR change so the lethal threshold remains the 

same for healthy cells treated with eA1 and H-FIRE and those treated with only H-FIRE. 

Malignant cells have an inherent larger NCR than healthy cells which corresponds to a lower lethal 

electric field threshold when treated with H-FIRE. This difference in NCR between healthy and 

malignant cells is increased even more when cells are treated with eA1 before H-FIRE. Malignant 

cells treated with H-FIRE + eA1 have a larger NCR than cells not treated with eA1 and therefore 

have a lower electric threshold for cell death. 

 

Figure 5.5. Lethal threshold is correlated with NCR. Summary of data shows a correlation between average NCR 
of a given cell type in the hydrogel and the lethal electric field threshold for that cell type in the hydrogel. Healthy 
astrocytes (gray markers) show no change with eA1 treatment while malignant cells (black markers) show a 
decreased lethal electric field threshold when treated with eA1 to induce an NCR increase. ****p ≤ 0.0001 

  

 

Similarly, eA1 treated hydrogels were exposed to traditional IRE pulses of 100 µs pulse width to 

determine if these lesions would change as a result of the eA1-induced morphology change in 
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treated cells. In contrast to the trend seen using H-FIRE pulses, IRE lesions of eA1-treated U-251 

cells are significantly smaller than control hydrogels of U-251 cells cultured in normal media 

(Figure 5.6). U-251 cells cultured in normal media within the hydrogels had an IRE lethal threshold 

of 517 ± 45 V/cm (n=6). U-251 cells cultured with media containing 1 µg/mL eA1 within the 

hydrogels had an IRE lethal threshold of 684 ± 44 V/cm (n=6). 

 

Figure 5.6. NCR change induced by ephrinA1 results in smaller IRE lesions. (a) IRE lesion size for U-251 glioma 
cells is smaller compared to the control when hydrogels are cultured with eA1 ligand. Scale bars 1 mm. (b) COMSOL 
modeling relating lesion size to lethal thresholds shows a significant increase in IRE lethal threshold for U-251 cells 
when treated with eA1 prior to electroporation exposure.(n=6) ****p ≤ 0.0001 
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5.3.4 eA1 treatment enhances malignant cell selectivity of H-FIRE 

To demonstrate the enhanced selectivity of malignant cells possible with combination H-FIRE and 

eA1 treatment, we performed co-culture experiments. Hydrogels of NHAs and U-87 GBM cells 

were cultured in media containing eA1 and then exposed to a regime of H-FIRE pulses. While 

selective killing of U87 cells and not NHA cells is achieved in the control condition, the region of 

U87 killing is significantly enlarged while the NHA lesion remains the same for cells exposed to 

eA1 (Figure 5.7). 

 

Figure 5.7. Treatment with eA1 enhances selectivity of H-FIRE for malignant cells in co-culture. The area of 
ablated malignant cells and live healthy cells in extended by treating co-culture hydrogels with eA1 prior to H-FIRE 
exposure. Scale bars 1 mm. 

 



117 
 

5.3.5 eA1 at nonlethal doses is effective at enhancing H-FIRE 

To determine if the enhancement seen with the use of eA1 was due entirely to its synergistic action 

with H-FIRE or if the eA1 was having an effect on viability on its own we cultured hydrogels in 

basal media and eA1 media for 14 days without exposing them to H-FIRE therapy. eA1 treated 

gels were submerged in eA1 media for 12 hours as done in the H-FIRE experiments. Media was 

removed and replaced with basal culture media after 12 hours and the hydrogels were cultured out 

to 14 days. A comparison of live/dead stain between eA1 treated hydrogels and control hydrogels 

cultured only in basal media shows no difference in overall cell viability (Figure 5.8). Therefore, 

it can be concluded that the concentration of eA1 used to induce the morphology change (1 µg/mL) 

is not lethal for these cells at the timescales they are exposed to treatment. This will be important 

in designing treatments in vivo. If non-lethal concentrations can be used, then the control of 

diffusion of the ligand need not be strict for the safety of the healthy tissues. Rather a large area 

surrounding the tumor can safely be exposed to eA1 pre-treatment while still accomplishing the 

necessary morphology change in malignant cells to lower the required electric field threshold for 

cell ablation.  
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Figure 5.8. Live dead staining of cells cultured with eA1 in hydrogels. Cells were cultured in collagen hydrogels 
with 1 µg/mL eA1 media for 12 hrs which was then replaced with basal media and cells were cultured out to 14 days. 
Calcien AM staining of the live cells (green) and ethD-III staining of dead cells (red) shows no visible cell death for 
eA1 treatment. Scale bar 1 mm.  

 

5.3.6 Predicted clinical effects of eA1 

A canine patient brain was used as a theoretical model for testing the effect of combination H-

FIRE and eA1 therapy on clinical electroporation regimes (Figure 5.9a). Finite element modeling 

was used to determine the electric field distribution in the canine patient’s brain upon receiving 

electroporation therapy. Using experimental thresholds for cell death for healthy cells and 

malignant cells for each treatment regime (IRE, H-FIRE, or H-FIRE + eA1) we were able to map 

out which areas of the brain experienced cell death due to the treatment. Distinguishing healthy 

cell death from tumor cell death by the segmentation of the tumor in the MRI, we can determine 

what percentage of the tumor would be ablated and what percentage of the healthy brain would be 

ablated with a given electroporation regime. The extent of ablation for tumorous and healthy tissue 

for IRE, H-FIRE, and H-FIRE and eA1 combination therapy are plotted in Figure 5.9b. As applied 
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voltage increases, the volume of tumor treated increases but so do damage to healthy cells. H-

FIRE treatment causes significantly less healthy brain damage than IRE due to the ability to ablate 

malignant cells at a lower threshold than healthy brain cells. Combining H-FIRE treatment with 

eA1 allows for a greater extent of tumor ablation without increasing healthy tissue damage due to 

the decrease in lethal threshold for eA1 treated malignant cells.  

 

 

Figure 5.9. Treatment planning comparison across proposed therapies. a) Canine patient anatomy consisting of 
brain (V = 64.56cm3), tumor (V = 2.32 cm3), and electrodes in gray, blue, and black meshes, respectively. b) Expected 
therapeutic impact of IRE, H-FIRE, and H-FIRE+eA1 at different applied voltages for patient in a). Best coverage 
with least damage to healthy tissue is achieved through combinatorial H-FIRE and eA1 therapy. 

 

5.3.7 Analytical cell circuit model 

The TMP response of the cell follows the form of a low pass filter where the effect on TMP 

decreases as frequency is increased due to the electric field passing through the cell membrane at 

high frequencies. The gain for a low pass filter takes the general form of 

𝑔𝑔 = 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜
𝑉𝑉𝑖𝑖𝑖𝑖

= 1
�1+(𝜔𝜔∗𝑅𝑅∗𝐶𝐶)2

 (5.4) 

A modified low pass filter equation can be used to illustrate the important variables in predicting 

response to different frequencies. Each component of the cell—cell membrane, cytoplasm, and 

nuclear membrane—has a characteristic impedance that affects the TMP response of the cell to 
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varying degrees depending on the cell morphology. As the cell shrinks the cytoplasm can be 

modeled as a third membrane, having a resistance and capacitance. As the capacitance of each 

section of the cell is dependent on the surface area, the change in morphology induced by eA1 

treatment will produce changes in cell capacitance, which shifts the curve of the low pass filter 

plot. The equivalent circuit model of a cell can contain capacitive and resistive components for the 

cell membrane, cytoplasm, and nucleus. We derived an equation in order to calculate the 

transmembrane potential of the cell when exposed to AC fields at different frequencies. Equations 

5.5-5.8 relate the induced TMP on a cell to the resistances of the cell, nucleus and cytoplasm (Rm, 

Rn, and Rcyt respectively) and the capacitances of the cell, nucleus and cytoplasm (Cc, Cn, and Ccyt 

respectively). Each component of the cell is modeled as a capacitor and a resistor in parallel (Figure 

5.10a). 

𝑇𝑇𝑇𝑇𝑇𝑇 = 1.5 ∗ 𝑟𝑟 ∗ 𝐸𝐸 ∗ cos(𝜃𝜃) ∗ 𝑔𝑔 (5.5) 

where g is the gain across the cell membrane, a function of the impedance of the cellular 

components, defined as 

𝑔𝑔 = 𝑍𝑍𝑚𝑚
𝑍𝑍𝑚𝑚+𝑍𝑍𝑐𝑐𝑐𝑐𝑐𝑐+𝑍𝑍𝑛𝑛

 (5.6) 

Where Z is the impedance of a component calculated as 

𝑍𝑍(𝑎𝑎=𝑚𝑚,𝑐𝑐𝑐𝑐𝑐𝑐,𝑛𝑛) = 𝑅𝑅𝑎𝑎∗𝑋𝑋𝑎𝑎

�𝑅𝑅𝑎𝑎2+𝑋𝑋𝑎𝑎2
 (5.7) 

Impedance of each component a is a function of the resistance of the component (Ra) and the 

reactance of each component (Xa) defined as 

𝑋𝑋𝑎𝑎 = 1
𝜔𝜔∗𝐶𝐶𝑎𝑎

 (5.8) 
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The equation presented in this study, while subject to further refinement, predicts that changes to 

the NCR result in higher order changes in the overall capacitance of the cell. This can be explained 

by the dependence of capacitance to surface area, which in turn is dependent on a cell’s NCR. Also 

predicted by FEA at higher frequencies, the equation shows that the TMP of a smaller cell can 

exceed that of a larger cell if the NCR of the smaller cell is larger than that of the large cell (Figure 

5.10b), which has been not previously described in electroporation theory.  

 

Figure 5.10. Cell circuit model predictions. (a) Cell circuit model with 3 components including cell membrane, 
cytoplasm, and nuclear membrane. (b) Three shell model of a cell as a low pass filter predicts pulse frequency 
affects relationship between TMP and cell NCR. Cell NCR changes reflect a varied cell size of a cell with a constant 
nuclear size. 
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5.4 Discussion 

The steady-state Schwan equation describing TMP change in an external field (eq 3.17) is valid 

for the understanding of electroporation phenomenon involved in typical IRE protocols used in 

the treatment of cancer. These protocols involve the application of around 90 pulses of 50-100 µs 

duration delivered through electrodes inserted into the tissue (187, 315). As seen from equation 

3.17, the cell shape and cell radius are important predictors of the induced transmembrane 

potential. The effect of cell size on electroporation, as predicted by equation 3.17, has been 

demonstrated for a variety of pulse widths ranging from a few microseconds (289) to hundreds of 

milliseconds (288). This variance of extent of electroporation with cell size can cause uncertainty 

in planning the application of treatment pulses. Cell size and morphology have been shown to vary 

depending on many factors including the stage in the cell growth cycle (319) and active process 

such as invasion (93). In cancer especially, many of these processes are dysregulated resulting in 

a large variance in cell size and morphology, which could cause uncertainty and discrepancies 

between IRE treatment planning and actual tumor coverage. This remains a major limitation to 

traditional IRE protocols for ablation of highly heterogeneous or infiltrative tumor tissues.  

 

We have demonstrated that the cell size dependence for electroporation-induced cell death depends 

critically on frequency range. Each component of the cell—membrane, cytoplasm, and nuclear 

membrane—has a characteristic impedance that affects the TMP response to varying degrees 

depending on the cell morphology. As the capacitance of each part of the cell is dependent on the 

surface area, the change in morphology induced by eA1 treatment will produce changes in cell 

capacitance, which shifts the TMP curve of our analytical model. Using a simplified three 
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component circuit model of the cell, we predict a pulse frequency region that can achieve greater 

electroporation for smaller cells (Figure 5.10).  

 

We hypothesize that the effect demonstrated here of high frequency pulses preferentially ablating 

cells of smaller volume but higher NCR may be due to changes in impedance of the cytoplasm. 

For AC fields, a frequency-dependent model takes into account the capacitance of the cell 

membrane in determining TMP. If part of the external field is able to bypass the cell membrane 

and interact with internal components of the cell, the impedance of the cytoplasm and nucleus 

become important factors. This effect will be magnified as the volume of the cytoplasm is 

decreased, which can be exploited through treatment with eA1. Therefore, for high frequency 

pulses, the NCR of a cell becomes a significant variable in predicting electroporation response. 

This finding is significant for the understanding of electroporation theory because it clearly 

illustrates that the relationship between cell size and electroporation is closely dependent on 

waveform frequency, which would impact electroporation protocols both for research as well as 

therapeutic applications.    

 

As the association between cell morphology change and response to electric fields cannot be 

directly investigated in vivo due to the many confounding variables, three dimensional tissue 

engineered models become an invaluable resource in this study. Within hydrogels, cells take on a 

physiologically relevant three-dimensional morphology, not possible with two-dimensional 

experiments. The hydrogel experimental platform allows for tuning of the tissue 

microenvironment while allowing for real time observation of morphology change upon ephrinA1 
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treatment. In addition, hydrogels have been established as a relevant platform for testing of pulsed 

electric field therapies(225).  

 

We have shown for the first time that molecular targeting with ensuing changes in GBM cell 

morphology may be used to enhance the selectivity of PEFs to induce tumor cell death. Selectivity, 

regulated by NCR, opens up the possibility of enhanced targeted cancer therapy, as malignant cells 

are known to often have increased NCR compared to normal cells (273, 274). Because the EphA2 

receptor is overexpressed specifically on malignant cells in adulthood, the induced morphology 

change can be exploited in developing combinatorial targeted therapies using H-FIRE. The ability 

to selectively target cells with increased NCR is significant for the future of GBM treatment 

because it may allow for the treatment of diffuse malignant cells that have invaded into normal 

brain tissue. Invasive cells should be particularly susceptible to this combinatorial therapy because 

of their consistent over-expression of the EphA2 receptor in a variety of cancers (320-323). 

Binding of eA1 decreases invasion (301, 309), suggesting that highly invasive cells exist in an 

environment of low eA1 with an abundance of unbound EphA2 receptors, making them especially 

susceptible to effects induced by local delivery of soluble ephrinA1. By lowering the lethal 

threshold for malignant cells in the outermost regions of the tumor where selectivity is most 

important, eA1 treatment can increase the margin of tumor that can safely be ablated with H-FIRE 

therapy regimes.  

 

We have shown that the morphology change induced by treatment with eA1 remains after removal 

of eA1 (Figure 5.2). This morphology change that sensitizes cells to H-FIRE damage will therefore 

be amenable to clinical application as the timing between eA1 activation and H-FIRE treatment 
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does not need to be precise. The long-term implications of eA1 exposure have been relatively 

unexplored and our initial investigations suggest cells exposed to this molecular treatment exhibit 

sustained effects that should be investigated in the future. 

 

The failure of molecular targeting therapeutics is often attributed to the heterogeneous expression 

of receptors both within a single tumor and across different tumors. Heterogeneous expression of 

EphA2 has indeed been seen in resected human glioma tissues (308). However, because the EphA2 

targeting used in this combination therapy is used for enhancement, even cells that do not 

overexpress the receptor will be susceptible to H-FIRE targeting. Because the two therapies work 

on different mechanisms, the resistant populations to each therapy should not overlap. Though 

many attempts have been made to use EphA2 as a direct therapeutic target (312, 324), this work 

is the first to our knowledge that utilizes a resulting morphological change to enhance targeting by 

combination with a physical therapy in the form of PEFs. We furthermore note that high frequency 

(~100 kHz) pulses in particular are necessary to induce this synergistic tumor cell death response, 

as we have demonstrated that lower frequency IRE pulses of the sort most commonly used for 

clinical tumor ablation (186, 187) become less effective in combination with sub-lethal eA1 

treatment in our studies.   

 

The EphA2 receptor has been identified as overexpressed in various cancers (299, 300, 325-327) 

in addition to GBM, suggesting the broader application of our results for treatments in other tumor 

sites for which more traditional surgical or radiotherapy options may be limited, for example 

tumors that surround sensitive nerve or vascular structures. Areas of increased EphA2 expression 

are important therapy targets as elevated EphA2 expression has been correlated with higher 
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pathological grade (306) and poor prognosis (307, 328). EphA2 is an important target for this 

synergistic therapy for another important reason, specifically that it may allow for the targeting of 

highly tumorigenic glioma stem cells (GSCs), which ECT combinatorial treatments may leave 

behind due to their highly chemo-resistant nature (329). EphA2 receptors have been found to be 

expressed most highly on tumor initiating cells with the highest levels of expression in the most 

aggressive, stem cell-like mesenchymal subtype (330). Though the EphA2/ephrinA1 interaction 

has been the subject of our study, multi-ligand cocktails can also be explored to capitalize on the 

other ephrin interactions in cancer.  

 

The findings presented here highlight the importance of considering the physical phenotypes of 

cells both for treatment planning and for exploitation to improve treatment efficacy. The classical 

understanding of electroporation simplifies the relationship between TMP and cell shape and size. 

However, we have shown that the relationship is more complex, and the vast pulse frequency 

parameter space should be further explored to identify novel therapeutic synergies of the sort that 

we have demonstrated here. Taking into account the complex relationship between these variables 

may open up the possibility for significantly improved cancer therapies by targeting the physical 

hallmarks of tumor cells with next generation combinatorial therapies. Though our findings are 

presented here in the context of tumor ablation, the importance of considering cellular biophysics 

extends to other applications of electroporation as well. Applications such as genetic engineering 

may benefit from manipulating cellular biophysics to more effectively deliver intracellular cargo 

both in therapy applications but also as a practice in basic research.   
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Chapter 6 Towards Optimizing Pulse Parameters for Selectivity 

 

6.1 Introduction 

Malignant gliomas and other such aggressive tumors present a challenging problem from a 

therapeutic perspective with limited treatment options due to their infiltrative nature. In the case 

of GBM, cells possess a myriad of resistance mechanism that allow them to escape radiation and 

chemotherapy. Surgery is limited to the bulk tumor volume as removal of tissue outside of the 

tumor boundary is especially deleterious in the brain. Therefore the invasive front of the GBM 

tumor, which can extend cm into the healthy brain tissue, represents an important target for next-

generation GBM treatments. In order to target cells at the margin of the tumor and beyond, a 

selective therapy for malignant cells must be developed. We have previously shown that H-FIRE 

therapy exhibits an inherent selectivity for malignant cells due to their increased NCR compared 

to healthy cells. Though this selectivity is important, the margin of safe treatment achieved by 

selectively killing malignant cells with H-FIRE when applied to a clinical tumor is likely to be 

only a few mm. However other aspects of the pulse parameters may be optimized to further extend 

the margin past the tumor where safe treatment may be applied.  

 

When treating tissue with IRE, a number of conditions determine the extent of electroporation. 

While the primary predictor of electroporation is local electric field strength, the electric field 

distribution as well as the tissue response to the electric field depends on the tissue type and 

intrinsic structure of the tissue (331). Additionally, pulse parameters greatly affect the response of 

the tissue, as demonstrated by the different response of a single cell to H-FIRE pulse durations (1 

µs) and IRE pulse durations (100 µs) (316, 332). In addition to pulse duration, other pulse 
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parameters such as pulse number, pulse shape, pulse amplitude, and pulse repetition rate all have 

an influence on the extent a tissue is electroporated. Electric field distribution depends highly on 

the electrode geometry, as well as tissue conductivity. Therefore, in designing a clinical IRE 

therapy, there are more variables affecting tissue response than can reasonably be completely 

studied. In H-FIRE therapy, an added variable of the delay between the bipolar pulses is likely to 

play an important role in tissue response. In this study we attempt to determine the effect of some 

of these variables—specifically pulse number, pulse duration, and inter-pulse delay—in the 

context of malignant cell selectivity, with the goal of finding pulse parameters for further in vitro 

studies as well as possibly informing in vivo treatments.   

 

6.2 Materials and methods 

Cell culture 

U-87 MG human glioblastoma cells (ATCC) were cultured in Dulbecco’s Modified Eagle Medium 

(DMEM) containing 10% fetal bovine serum (FBS) and 1% penicillin/streptomycin (PS). Normal 

Human Astrocyte (NHA) cells (Lonza) were cultured in Astrocyte Growth Media (Lonza). All 

cells were grown in culture at 37 °C in 5% CO2 in a humidified incubator. Cells were seeded in 

hydrogels at a density of 1 × 106 cells/mL. The hydrogels were submerged in appropriate growth 

media for the cell type at 37 °C in 5% CO2 in a humidified incubator and cell viability was 

maintained within hydrogels for up to 7 days. 

 

Construction of collagen scaffolds  

Stocks of type I collagen were prepared by dissolving rat tail tendon in acetic acid, followed by 

freezing and lyophilization as described previously (140). Stock solution concentrations of 
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collagen were created at a density of 10 mg/mL. Scaffolds with a final concentration of 5 mg/mL 

were made from concentrated collagen stocks to create collagen gels of 0.5% (w/w). Neutralized 

collagen solutions were created by mixing acid-dissolved collagen with 10X DMEM (10% of total 

collagen solution volume) and sufficient volumes of 1N NaOH until a pH in the range of 7.0–7.4 

was achieved. The neutralized collagen was mixed with cells suspended in DMEM or NHA media 

to achieve a cell density of 1 × 106 cells/mL in the final collagen mixture. Solutions were mixed 

carefully with a sterilized spatula to ensure homogenous distribution throughout the gel without 

damaging cells. Collagen solutions were then dispensed into a polydimethylsiloxane (PDMS) 

mold with a cut-out of 10 mm diameter and 1 mm depth and molded flat to ensure consistent 

scaffold geometry. Our previous mathematical modeling and experiments on oxygen (O2) 

consumption rates by tumor cells (140) confirms that at this cell density and scaffold thickness, O2 

concentration is uniform throughout the scaffold depth. Collagen was allowed to polymerize at 

37 °C and 5% CO2 for 30 minutes. 

  

Finite element analysis in hydrogels 

Finite element models using COMSOL Multiphysics (Version 4.3, COMSOL Inc., Palo Alto, CA) 

were used to solve the Laplace equation to find the electric field distribution within the hydrogels 

for each different voltage used. The electric field distribution within the hydrogel was found by 

solving the Laplace Equation:  

∇2𝜙𝜙 = 0  (6.1) 

where 𝜙𝜙 is the electrical potential. The boundaries of one electrode were set to the applied voltage 

(𝜙𝜙 = Vapplied) and the boundaries of the second were set to ground (𝜙𝜙 = 0) while the initial voltage 

(V0) for all subdomains were set to 0V. All other external boundaries were set to electrical 
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insulation (−𝒏𝒏 ∙ 𝑱𝑱 = 0). The mesh was refined until error between successive refinements was less 

than 1%. The final mesh contained 47,438 elements and solutions were found in approximately 

3 minutes on a Pentium i3 processor.  

 

Electroporation techniques 

Pulsed electroporation experiments were performed in collagen hydrogels with constant 

electrical properties. High- frequency pulses were delivered using a custom-built pulse 

generation system (INSPIRE 2.0, VoltMed Inc., Blacksburg, VA). Pulses were delivered 

through custom-built electrodes composed of two solid stainless steel cylinders with diameters 

of 0.87 mm, separated 3.3 mm edge-to-edge, with spacing and geometry maintained by a 3D 

printed electrode holder. In the H-FIRE pulsing protocol, treatments were performed delivering 

a variety of pulses ranging from 10 bursts to 200 bursts. Pulse numbers of 10, 25, 40, 50, 100, 

and 200 bursts were studied. For pulse number studies, a burst consisted of 1 μs pulses of 

alternating polarity with a 5 μs inter-pulse delay delivered with a repetition rate of 1 burst per 

second. Voltage output was set to 700 V to achieve measurable lesions within the hydrogel 

geometry. To determine the effect of pulse width on selectivity, pulses of varying waveforms 

were used. H-FIRE pulse waveforms studied included 10 x 5 μs pulses of alternating polarity 

with a 5 μs inter-pulse delay, 25 x 2 μs pulses of alternating polarity with a 2 μs inter-pulse 

delay, 50 x 1 μs pulses of alternating polarity with a 5 μs inter-pulse delay, and 50 x 1 μs pulses 

of alternating polarity with a 1 μs inter-pulse delay. Conventional IRE pulse waveforms of 

unipolar 100 μs pulses were also studied. All pulses were delivered with a pulse number of 50 

and a repetition rate of 1 burst per second. The total on-time of the electric field was constant 

at 100 μs per burst across all pulse widths studied. Conventional IRE pulses were delivered 
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using an ECM 830 pulse generator (Harvard apparatus, Holliston, MA) through the same 

custom-built electrodes. IRE voltage output was set to 350 V to achieve measurable lesions 

within the hydrogel geometry.  

 

Determination of lethal threshold in hydrogels 

The thresholds for cell death were determined by first performing a live-dead stain on the 

hydrogels 24 hours after delivering treatment. Live cells were stained with Calcein AM (Biotium, 

Hayward, CA) and fluoresced as green while dead cells were stained with ethidium homodimer 

III (Biotium, Hayward, CA) and fluoresced as red. The size of the red-stained dead region was 

measured using ImageJ image analysis software. Geometric measurements of the ablation zones 

were mapped to a finite element model to calculate the electric field during treatments of the 

scaffolds. The electric field magnitude at the edge of the live and dead regions was considered the 

electric field threshold for cell death for the given cell type. Each individual hydrogel exposed to 

either H-FIRE or IRE therapy that was measured to determine the lethal electric field for the cell 

type was considered an independent sample representing the response of approximately 125,000 

cells. For each condition, hydrogels were pulsed in at least 3 different independent experiments on 

different days. 

 

Power spectral analysis  

A power spectral analysis was conducted by running a Fast Fourier Transform (FFT) on the 

experimental H-FIRE pulses. The pulse waveform of 1 µs positive pulse, 5 µs inter-pulse delay, 

and 1 µs negative pulse was analyzed as was the pulse waveform of 1 µs positive pulse, 1 µs inter-

pulse delay, and 1 µs negative pulse. The power spectral analysis was used to determine the 
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dominant frequencies a cell is exposed to upon treatment as demonstrated elsewhere as a tool for 

understanding bipolar pulses (333).  

 

Quantification of selectivity 

Selectivity was quantified by measuring the area of ablation of malignant cells (AM) and the area 

of ablation (AH) for healthy cells in the hydrogel using ImageJ image processing software. 

Percent selective ablation area was calculated according to the formula 

% 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  𝐴𝐴𝑀𝑀−𝐴𝐴𝐻𝐻
𝐴𝐴𝑀𝑀

 * 100% (6.2) 

 

Statistical analysis 

Statistical significance was determined by a two-tailed t-test performed in Prism Statistical 

Software (Version 6, Graphpad, La Jolla, CA). A 95% confidence interval was used with 

significance defined as p < 0.05. All numerical results are reported as the mean and the standard 

deviation of all experimental measurements. No outliers were excluded. 

 

6.3 Results 

6.3.1 Pulse duration and inter-pulse delay affect malignant cell selectivity 

In order to determine the pulse duration that achieves treatment with the most selectivity for 

malignant cells, co-culture hydrogels of malignant U87-MG cells and normal human astrocytes 

were treated. Co-culture hydrogels were exposed to a range of pulse durations ranging from 100 

µs unipolar IRE pulses to 1 µs H-FIRE pulses. As seen in Figure 6.1, increasing selectivity is 

achieved with decreasing pulse width. This finding is consistent with the hypothesis that the shorter 

pulses are able to penetrate the cell membrane and interact with the abnormal inner organelles in 
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malignant cells. A comparison of 5µs-5µs-5µs, 2µs-2µs-2µs, and 1µs-1µs-1µs pulses shows that 

decreasing the pulse width of a symmetric bipolar pulse allows for greater selective ablation of 

malignant cells. In order to investigate the impact on inter-pulse delay, co-culture hydrogels pulsed 

with 1µs-5µs-1µs pulses can be compared to co-culture hydrogels pulsed with 1µs-1µs-1µs pulses. 

The range of electric field thresholds for selective ablation of malignant cells increases with 

decreasing pulse width and decreases with decreasing inter-pulse delay.  

 

Figure 6.1. Co-culture of malignant U87 cells and healthy NHA treated with H-FIRE show that increasing 
selectivity is achieved as pulse width and inter-pulse delay are decreased. As pulse width is decreased from 100 µs 
to 1 µs the healthy astrocytes (green) display a smaller ablation area relative to the ablation area of malignant glioma 
cells (red). Comparison of a 5 µs and 1 µs inter-pulse delay shows greater selectivity with the shorter delay. 

 

To quantify the selectivity of each pulse waveform, we calculated the percentage of total ablation 

volume that was selective ablation of malignant cells. As seen in Figure 6.2a, with decreasing pulse 

width comes an increasing degree of selectivity achieved for malignant cell death. A comparison 
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between the 1µs-5µs-1µs waveform and 1µs-1µs-1µs waveform shows a significantly (p=0.005) 

greater degree of selectivity with the 1µs-1µs-1µs waveform. From this it can be concluded that 

by shortening the inter-pulse delay, we can achieve a higher degree of selectivity. A comparison 

between the selectivity achieved by the 1µs-5µs-1µs waveform and the 2µs-2µs-2 µs waveform 

shows a significantly (p=0.04) greater percentage selectivity with the 1µs-5µs-1µs waveform, 

suggesting that though inter-pulse delay plays a role in selectivity, the pulse width is the 

dominating variable. As pulse width is decreased the range between which malignant cells can be 

killed while healthy cells remain alive is widened (Figure 6.2b).  

 

Figure 6.2. Quantification of selectivity from co-culture hydrogels. a) Percent selective ablation, defined as the 
percent of total cell ablation area that is solely ablation of malignant cells and not healthy cells is increased with 
decreasing pulse width. Decreasing inter-pulse delay from 5 µs to 1 µs in the 1 µs bipolar pulse form also increases 
percent selectivity. b) The increasing selectivity seen with decreasing pulse width and decreasing inter-pulse delay 
results in a greater range of electric fields that are lethal for malignant cells but safe for healthy cell exposure. 

 

In order to understand the effect of changing pulse width and inter-pulse delay, it is useful to 

understand the frequency components involved in the individual pulse waveform. As demonstrated 

in the previous chapter and displayed in Figure 5.3, as frequency of the applied waveform is 



135 
 

increased, the induced TMP on the cell with the geometry of a glioma cell increases more than the 

TMP on the cell with healthy cell geometry. This effect is hypothesized to be due to the effect of 

the enlarged nucleus interacting with the electric field that bypasses the cell membrane in high 

frequency applied fields. This predicted selectivity begins at frequencies slightly greater than 104 

Hz but becomes most pronounced at frequencies between 105 to 106 Hz. Both decreasing the pulse 

width and decreasing the delay between the bipolar pulses effectively pushes more of the delivered 

power into higher frequencies. For 1 µs bipolar pulses, changing the inter-pulse delay from 5 µs 

to 1 µs pushes the majority of the power delivered into the range between 105-106 Hz that is 

predicted to be optimal for achieving selectivity (Figure 6.3). 
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Figure 6.3 Power spectral analysis for experimental pulses. The FFT performed on the experimental pulsing schemes 
1-5-1 (top) and 1-1-1 (bottom) show the frequency at which the majority of the power is delivered for each waveform. 
By decreasing inter-pulse delay, the majority of the power delivered is shifted into the higher frequency range.  

 

6.3.2 Number of applied pulses affects malignant cell selectivity 

Another parameter that is important in determining the electroporation response of a cell is the 

number of applied pulses. In order to determine the effect of pulse number on selectivity we 

exposed U87 malignant glioma cells and healthy NHAs to treatments with a range of pulse 

numbers applied to the hydrogel tissue mimic (Figure 6.4).  
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Figure 6.4 Number of applied pulses affects ablation in hydrogel tumor mimics. Increasing pulse number applied 
to the hydrogel increases the ablation area for U87 cells. 

 

As seen in Figure 6.5, the drop in lethal electric field threshold with increasing pulse number 

follows a rough exponential trend. Importantly, the dynamics of the changing lethal electric field 

threshold with pulse number differ across the two cell types. This creates an optimal separation 

between lethal electric field thresholds around 50 pulses before the lethal electric field thresholds 

for the two cell types begin to converge at higher pulse numbers.  
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Figure 6.5 Effect of pulse number on selective malignant cell killing compared to healthy astrocytes. a) As the 
number of pulses applied to cells increases, the lethal electric field thresholds drops at a diminishing rate for both 
malignant U87 cells and healthy NHAs. The dynamics of the change in lethal electric field threshold with pulse number 
are different for U87 and NHAs b) Changing the number of applied pulses changes the range of electric field 
thresholds that can be used to ablate malignant U87 cells while sparing NHAs. 
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6.4 Discussion 

This work represents an attempt to inform both future in vitro hydrogel experiments as well as in 

vivo clinical application. These findings suggest that to achieve optimal selectivity, shorter 

waveforms with short inter-pulse delays are preferable. Decreasing pulse width as well as 

decreasing inter-pulse delay results in a larger range of selectivity for PEFs targeting malignant 

cells. Electric fields within this range of selectivity can be used at the tumor edge to ablate 

malignant cells while sparing healthy brain tissue. Thus tuning these variables allows for a greater 

possibility for safely treating the invasive cells of a tumor.  

 

It is important to note that the conclusions here apply specifically to the two cell types tested. 

However, all our previous research on the effect of H-FIRE on cells has shown trends that support 

the grouping of cells into categories of malignant and healthy. For all cell types tested, malignant 

cell lines show a similar electroporation response to other malignant cell lines tested. Similarly, 

healthy cell lines all exhibit similar responses to H-FIRE therapy. These responses differ between 

these two classes of cell type designation. Therefore, it is reasonable to assume the selectivity 

achieved between U87 cells and NHA with give pulse parameter results that can be extended to 

other malignant and healthy cell types within the GBM tumor.  

 

There remains an important balance between pulse duration and voltage, thereby limiting the 

degree to which pulse duration can be decreased without sacrificing other aspects of a successful 

therapeutic regime.  As pulse duration is decreased, voltage must be increased in order to achieve 

similar ablation volumes. Additionally there is theoretically a limit to decreasing pulse duration to 
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achieve the electroporation effects on the same scale as is demonstrated in these experiments. For 

instance, as pulse durations reach into the ns range, a new mechanism of action comes into play 

and cell response may differ from pulses in the µs range (334, 335). The current experimental 

waveforms used by us are limited by the capabilities of the electronics used for pulse generation. 

For our custom-built pulse generator, a 1 µs pulse width is the minimal width that can safely be 

delivered at the voltages necessary to cause ablation without damage to the electronics. Further 

studies are warranted for pulse durations less than 1 µs to determine the optimal pulse waveform 

for selectivity. For the current capabilities of the electronics studied, a 1µs-1µs-1µs waveform is a 

preferable output for achieving selectivity between U87 cells and NHAs. Similarly, a regime that 

delivers 50 pulses is preferable for achieving selectivity within this system. The optimal pulse 

number is likely to vary for different cell types and almost certainly to be different in the context 

of in vivo ablation of tumors. Despite this likely variance across different context, these findings 

confirm the importance of pulse number is designing electroporation regimes for selectivity. 

Further studies must be conducted to determine the optimal pulse number for clinical use. As pulse 

number is decreased, voltage must be increased to achieve similar ablation volumes so there exist 

an important balance between these variables in designing electroporation regimes.  As voltage is 

increased, not only is the burden on the electronics greater, but greater thermal damage will occur. 

For safe application of H-FIRE in the brain, thermal damage should be minimized so the applied 

voltage that can be safely delivered to the brain has an upper limit. These variables should all be 

taken into account when designing a clinical protocol for selective ablation in the brain. Therefore, 

many further safety studies are warranted to explore the dynamics of these pulse variables in an in 

vivo context.  
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The studies on pulse number are also important for informing treatments for optimizing electrode 

configuration. For instance, by designing an electrode configuration with 4 spaced electrodes 

where the healthy cells on the edge of the ablation area only receive 25 pulses and the malignant 

cells in the center receive 100 pulses, the difference in lethal electric field for selectivity increases 

from 461 V/cm (if all cells received 25 pulses) or 253 V/cm (if all cells received 100) to 1037 

V/cm (if malignant cell receive 100 pulses and astrocytes receive 25). However if this same 4 

electrode configuration were treated with 50 pulses delivered to each electrode so that healthy cells 

received 50 pulses and malignant cells received 200 pulses, the difference in lethal electric field 

exposure falls from 1037 V/cm to 738 V/cm, suggesting that fewer pulses at a higher voltage may 

be able to achieve greater depth of safe ablation at the tumor edges. 

 

For the particulars of this in vitro experimental set up, the degree of separation between the average 

lethal threshold for malignant GBM cells and the average lethal threshold for normal astrocytes is 

greatest with a 1µs-1µs-1µs waveform and 50 applied pulses. Though the optimal pulse parameters 

may be different in the clinical context due to larger ablation volumes, more connected tissue, and 

limited electrode configurations due to sensitive structures, it is important to note, pulse number 

and pulse duration represents an important variable in malignant cell selectivity. In clinical 

regimes, treatment planning is aimed primarily at ablating the largest volume of bulk tumor with 

a safe voltage. In clinical practice, we often use more pulses in order to keep the applied voltage 

to a level that avoids sparking from the electrodes. As the technology improves and the interaction 

between pulse parameters becomes better understood, there will undoubtedly be an aspect of 

treatment planning directed at optimizing electrode configuration, pulse width, pulse number, and 

voltage in a way to improve selectivity, especially when treating the edge of a tumor. The range 
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of separation, seen to vary across both variables studied, gives us information on how far past the 

tumor margin it is safe to treat with a given waveform, highlighting the importance of both pulse 

duration and pulse number as variables to optimize in a given system. 
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Chapter 7 Testing the Efficacy of H-FIRE Therapy on Glioma Stem 
Cells3 

 

7.1 Introduction 

Central to the highly heterogeneous makeup of a glioblastoma tumor are its initiator cells that are 

the progenitors from which the many subclasses of cells that make up a tumor are derived. The 

search for a subclass of cells at the top of the hierarchy, responsible for initiation or recurrence of 

tumor has brought an intersection between stem cell biology and oncology. It was hypothesized 

that just as an organ develops from stem cells, a tumor is similarly derived from a set of stem-like 

cells that make up a small percentage of the tumor but drive its development and progression (336). 

These cells are able to maintain a tumor despite multimodal assaults by chemotherapies and 

radiation therapies. Though this theory of tumor origin through cancer stem cells has been 

controversial, as more evidence is found of cells with surface markers similar to known stem cell 

markers, the hierarchical model of tumor development has gained traction and esteem. This model 

implies that tumors are derived from a small population of cells that are capable of self-renewal 

and initiation while the rest of the cells that make up the tumor, the bulk tumor cells, represent a 

type of differentiated cancer cell population that cannot form new tumors. There is still some 

speculation over whether these cancer stem cells are originator cells, responsible for the initiation 

and progression of the tumor or whether they are a product of tumor formation(337). However, 

regardless of their standing in the hierarchy of the tumor, they possess two characteristics that 

                                                 
3 This work was done in collaboration with Dr. Akanksha Kanitkar, Dr. Zhi Sheng, and Dr. Scott 
Verbridge and is in preparation for publication.  
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make them very important to the study of cancer therapies—their ability to initiate new tumors 

and their ability to resist current cancer therapies. 

 

In a seminal study identifying cancer stem cells in the brain, it was found that a small population 

(100 cells) of glioma stem cells, identified as such by the CD133 surface marker characteristic of 

embryonic stem cells, were able to recapitulate the heterogeneity of entire tumors in 

immunocompromised mice (91). In contrast, 10,000 CD133- cells never became tumorigenic, 

suggesting that only certain cells had the potential to initiate tumor growth and these cells share 

surface markers with embryonic stem cells.  Since this discovery with regard to CD133+ cells, 

others have identified cancer initiating cells in the brain based on other stem cell markers or the 

ability of cells to form neurospheres, another characteristic of stem cells (338-340). What have 

come to be known as glioma stem cells (GSCs) or brain tumor initiating cells (BTICs) are a class 

of cells that express high levels of stem cell markers involved in self-renewal as well as genes 

involved in neural stem cell proliferation and differentiation.  

 

In addition to their self-renewal properties, cancer stem cells have another important characteristic 

central to their role in the tumor hierarchy.  That is, their high degree of resistance and repair 

mechanisms. A population of GBM cells exposed to a lethal dose of 1,3-bis(2-chloroethyl)-1-

nitrosourea (BCNU) chemotherapy produced a resistant subpopulation of cells with stem-like 

properties, stem cell surface markers, and the ability to produce tumors in immunocompromised 

mice brains (341). Lineage tracing studies in mouse models have shown that brain tumors treated 

with TMZ produce a resistant line of GSCs which repopulate the tumor (342). Similarly, a resistant 
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subpopulation emerges when GBM cells are exposed to radiotherapy that can initiate 

tumorigenesis when implanted into SCID mice (343). These cells have high levels of stem cell 

markers as well as the ability for self-renewal and pluripotency (343). GSCs have been shown to 

have a variety of resistance mechanisms including a variety of drug resistant genes (BCRP, 

MDR1), MGMT activity for DNA repair as well as other DNA repair capacity such as increased 

damage checkpoints, and a variety of apoptosis inhibitors (329, 344-347). Multiple molecular 

mechanisms have been identified in GSCs to mediate therapeutic resistance to cytotoxic therapies 

such as Notch (348), NF-κB (349), EZH2 (350), and PARP (351). Additional mechanisms of 

resistance may evolve from exposure to microenvironmental factors such as hypoxia (352, 353) 

and metabolic stress (354, 355).  In general, cells are characterized as GSCs based on five 

criteria—ability for self-renewal, differentiation potential, high tumorigenicity, drug resistance, 

and radio-resistance (356, 357). Together, these features of GSC make them highly likely to be 

responsible for GBM recurrence.  

 

Because many methods of cancer treatment are ineffective for GSCs and because they are 

important in tumor progression and recurrence, a large need exists for a different class of therapies 

that can work effectively against GSCs. Conventional therapy regimes often eliminate the bulk 

tumor while increasing the pool of GSCs that can propagate a tumor, resulting in near universal 

recurrence in GBM tumors (358). Irreversible electroporation is a therapy that holds promise for 

the treatment of GSCs as it works on a physical mechanism that should not be overcome by drug 

resistance and DNA repair mechanisms. Irreversible electroporation ablates cells through the 

formation of defects in the membranes of the cells, making it likely to be an effective therapy for 

GSC ablation. In addition, our previous studies have shown that by using high frequency 
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irreversible electroporation, the efficacy of the treatment is enhanced for cells with a higher nuclear 

to cytoplasm ratio. Previous studies of the structural characterization of glioma stem cells have 

reported atypical and enlarged nuclei in GSCs as well as irregular physical structure in other 

organelles (356, 359, 360). The purpose of this study is to determine the ability of H-FIRE therapy 

to ablate GSCs and the possibility of selective targeted of these cells due to any structural 

differences they may possess.  

 

7.2 Materials and methods 

Cell culture 

GBM 10, VTC061, and VTC064 patient-derived glioma stem cells were received from the lab of 

Dr. Zhi Sheng. These cells were isolated from resected tumor tissue as described previously (361). 

MES 326 patient derived glioma stem cells were received from the lab of Dr. Ichiro Nakano. These 

cells were isolated from resected tumor tissue as described previously (349). GBM 10, VTC061, 

VTC064 and MES 326 were cultured as free-floating neurospheres in Dulbecco’s Modified Eagle 

Medium (DMEM) supplemented with B27, 20 ng/mL epidermal growth factor (EGF), 20 ng/mL 

basic fibroblast growth factor (bFGF), 1% L-glutamine, and 1% Penicillin/Streptomycin (PS). U-

87 MG human glioblastoma cells (ATCC) were cultured in DMEM containing 10% fetal bovine 

serum (FBS) and 1% (PS). Normal Human Astrocyte (NHA) cells (Lonza) were cultured in 

Astrocyte Growth Media (Lonza). U-251 MG human glioblastoma cells (ATCC) cells were grown 

in DMEM containing 10% FBS, 1% PS, and 0.1 mM non-essential amino acid. DBTRG human 

glioblastoma cells (ATCC) were culture in RPMI medium containing 10% FBS, 2 mM L-

glutamine, 1% PS and 0.1 mM non-essential amino acids. PC12 rat cells (ATCC) were cultured in 

DMEM containing 5% horse serum, 5% calf serum and 1% PS. PC12 cells were differentiated into 
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neuron-like cells by adding 50 ng/mL nerve growth factor (NGF) to the culture media every other 

day for 14 days.  All cells were grown in culture at 37 °C in 5% CO2 in a humidified incubator. 

Cells were seeded in hydrogels at a density of 1 × 106 cells/mL. The hydrogels were submerged in 

appropriate growth media for the cell type at 37 °C in 5% CO2 in a humidified incubator and cell 

viability was maintained within hydrogels for up to 14 days 

 

Construction of collagen scaffolds  

Stocks of type I collagen were prepared by dissolving rat tail tendon in acetic acid, followed by 

freezing and lyophilization as described previously (140). Stock solution concentrations of 

collagen were created at a density of 10 mg/mL. Scaffolds with a final concentration of 5 mg/mL 

were made from concentrated collagen stocks to create collagen gels of 0.5% (w/w). Neutralized 

collagen solutions were created by mixing acid-dissolved collagen with 10X DMEM (10% of total 

collagen solution volume) and sufficient volumes of 1N NaOH until a pH in the range of 7.0–7.4 

was achieved. The neutralized collagen was mixed with cells suspended in DMEM, NHA, or GSC 

media to achieve a cell density of 1 × 106 cells/mL in the final collagen mixture. Solutions were 

mixed carefully with a sterilized spatula to ensure homogenous distribution throughout the gel 

without damaging cells. Collagen solutions were then dispensed into a polydimethylsiloxane 

(PDMS) mold with a cut-out of 10 mm diameter and 1 mm depth and molded flat to ensure 

consistent scaffold geometry. Our previous mathematical modeling and experiments on oxygen 

(O2) consumption rates by tumor cells (134) confirms that at this cell density and scaffold 

thickness, O2 concentration is uniform throughout the scaffold depth. Collagen was allowed to 

polymerize at 37 °C and 5% CO2 for 30 minutes. For testing of GSCs neurosphere morphology, 
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hydrogels were seeded with single cells at a cell density of 1 × 105 cells/mL and maintained in 

culture for 9 days to allow time for large neurospheres to grow from the individual cells.  

 

Fluorescent staining 

GBM 10, VTC064, VTC061, MES 326, U87, U251, DBTRG, NHA, and PC12 cells were 

individually seeded in hydrogels described previously. After culturing the cells for 24 hours, the 

hydrogels were fixed using 4% formalin and blocked and permeabilized using 40 mg/mL bovine 

serum albumin (BSA) and 0.05% Triton-X. Cellular F-actin was stained with Alexa Flour 568 

phalloidin (Life Technologies, Carlsbad, CA) while cell nuclei were stained with 

diaminophenylindole (DAPI; Sigma-Aldrich, St. Louis, MO). Cells were visualized using a Zeiss 

LSM880 (Carl Zeiss Microscopy LLC, Thornwood, NY) laser scanning confocal microscope.  

 

Determination of NCR 

Fluorescent stained cells were used to determine overall cell area and nuclear area for cells. Image 

analysis was done in Image J (NIH, Bethesda, MD. Z-stack images were converted into 2D 

projection images and cell measurements were made from these projections. Measurements were 

made on at least four cells per hydrogel and at least 5 hydrogels were analyzed for each condition. 

NCR was calculated from the measured cell area (AC) and nuclear area (AN) as follows: 

𝑁𝑁𝑁𝑁𝑁𝑁 = 𝐴𝐴𝑁𝑁
𝐴𝐴𝐶𝐶−𝐴𝐴𝑁𝑁

 (7.1) 

 

Electroporation of 3D scaffolds 
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Pulsed electroporation experiments were performed in hydrogels with constant electrical 

properties.  The electrical conductivities of each of the gel-cell mixtures were measured with a 

conductivity meter to ensure similar electrical properties (0.98 ± 0.04 S/m). H-FIRE pulses were 

delivered using a custom-built pulse generation system (INSPIRE 2.0, VoltMed Inc., Blacksburg, 

VA). Two solid stainless steel cylinders with diameters of 0.87 mm, separated 3.3 mm edge-to-

edge, were used as electrodes. Treatments were performed delivering a total of 50 bursts of 500 ns 

pulses. In the H-FIRE protocol, a burst consisting of 100 x 500 ns pulses with a 2µs inter-pulse 

delay was delivered with a repetition rate of 1 burst per second. In H-FIRE treatments 800 Vpeak 

was used to produce ablations in the hydrogel large enough for distinct electric field lines to be 

measured but small enough that boundary effects of the hydrogel edge didn’t interfere with the 

electric field distribution at the lethal threshold. As the hardware has improved throughout the 

course of the experiments presented in this document, the pulse waveform used in this study used 

500 ns pulses as that is the shortest pulse duration safely delivered by the pulse generator. 

 

Finite element analysis in hydrogels 

Finite element models using COMSOL Multiphysics (Version 4.3, COMSOL Inc., Palo Alto, CA) 

were used to solve the Laplace equation to find the electric field distribution within the hydrogels 

for each different voltage used. COMSOL Multiphysics was also used to solve the Joule heating 

equation to calculate the temperature distribution in the hydrogel as a result of each treatment. The 

simulation geometry was modeled as a 10 mm diameter and 1 mm thick cylinder with two steel 

electrode cylinders (d = 0.87 mm) spanning the depth of the hydrogel. Thermal and electrical 

properties for each domain can be found in Table 4.1. The mesh was refined until error between 
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successive refinements was less than 1%. The final mesh contained 47,438 elements and solutions 

were found in approximately 3 minutes on a Pentium i3 processor.  

 

Determination of lethal threshold 

The thresholds for cell death were determined by analyzing images taken of live-dead stain on the 

hydrogels 24 hours after delivering treatment. Live cells were stained with Calcein AM (Biotium, 

Hayward, CA) and fluoresced as green while dead cells were stained with ethidium homodimer 

III (Biotium, Hayward, CA) and fluoresced as red. The diameter of the red-stained dead region 

was measured using ImageJ image analysis software. Geometric measurements of the ablation 

zones were mapped to a finite element model to calculate the electric field during treatments of 

the scaffolds. The electric field magnitude at the edge of the live and dead regions was considered 

the lethal electric field threshold for the given cell type.  

 

Statistical analysis 

Statistical significance was determined by a two-tailed t-test performed in Prism Statistical 

Software (Version 6, Graphpad, La Jolla, CA). A 95% confidence interval was used with 

significance defined as p < 0.05. All numerical results are reported as the mean and the standard 

deviation of all experimental measurements. No outliers were excluded. 

 



151 
 

7.3 Results 

7.3.1 GSCs exhibit enlarged nuclei compared to healthy brain cells 

The GSCs tested all grow as non-adherent neurospheres, a common morphological marker of stem 

cells (Figure 7.1a). To confirm that GSCs follow the trend of enlarged nuclear to cytoplasm ratio 

that many other cancerous cells have been shown to exhibit, we used confocal imaging to 

determine the nuclear and cell size of GSCs in three dimensional hydrogels (Figure 7.1b).  

 

Figure 7.1 Glioma stem cell morphology (a) GSCs grow as spherical cells into large free-floating neurospheres in 
normal culture conditions. (b) Confocal images of GSCs show a spherical cell with a large nucleus and a small volume 
of cytoplasm surrounding the nucleus.  

 

As seen in Figure 7.2a, within the platform of collagen hydrogels, the nuclear sizes of the GSC 

populations (GBM10, VTC064, and MES 326) are significantly larger than the healthy cell types 

measured (NHA, D1TNC1, and PC12). The GSCs have a nuclear size similar to those of a variety 

of glioblastoma cell lines (U87, DBTRG, and U251). Because of their spherical shape, the GSCs 

have substantially less spreading and therefore a smaller cytoplasmic area. This morphological 

feature is reflected in their nuclear to cytoplasm ratio, which is significantly greater than that of 

either bulk tumor cells or healthy cells (Figure 7.2b).  
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Figure 7.2 Glioma stem cells exhibit a cell morphology characterized by an enlarged nuclear area and enlarged 
nuclear to cytoplasm ratio compared to healthy brain cells. (a) Comparison of the nuclear size of GSCs with other 
cell times shows a trend of enlarged nuclei for malignant cells compared to healthy brain cells (b) GSCs exhibit an 
enlarged NCR compared to both bulk tumor cells and healthy astrocytes due to their spherical morphology. 
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7.3.2 GSCs are successfully ablated with H-FIRE therapy 

Four different populations of patient derived stem cells (GBM 10, VTC061, VTC064 and MES 

326) were seeded in 3D hydrogels and exposed to H-FIRE therapy with pulse waveforms of 0.5µs-

2µs-0.5µs. For all GSC populations a noticeable lesion was produced by exposing the hydrogel to 

H-FIRE pulses (Figure 7.3a). To understand the efficacy of H-FIRE on GSC populations, these 

ablation areas were compared to the ablation areas for U251 bulk tumor cells (Figure 7.3b) and 

normal healthy astrocytes (NHA) (Figure 7.3c). The ablation areas of all four GSC populations 

tested were significantly greater than the ablation area of U251 (p=0.002) (Figure 7.3d). Both the 

GSCs and the bulk tumor cells exhibited significantly greater ablation areas than NHAs 

(p<0.0001). 
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Figure 7.3 Populations of patient derived glioma stem cells are successfully ablated by H-FIRE therapy at lower 
thresholds than bulk tumor cells or healthy astrocytes. Comparison of lesion sizes shows (a)  four GSC populations 
have greater lesion sizes to (b) than bulk tumor cells or (c) healthy astrocytes for the same pulse parameters (d) GSC 
populations have a lower lethal threshold than bulk tumor cells or healthy astrocytes when exposed to H-FIRE pulses. 
***p=0.002, ****p<0.0001 

 

 

7.3.3 GSC selectivity is dependent on pulse waveform 

As seen in Figure 7.4a, the larger ablation areas of GSC correspond to lower lethal electric field 

thresholds for GSCs compared to both bulk U251 glioma cells and healthy astrocytes. For the 

GBM 10 population treated with H-FIRE delivering a 0.5µs-2µs-0.5µs waveform, the lethal 

threshold is 1020 ± 73 V/cm. For VTC061 cells, the lethal threshold is 1088± 32 V/cm. For 

VTC064 cells the lethal threshold is 1018 ± 30 V/cm. MES 326 cells are killed at a lethal threshold 

of 987 ± 61 V/cm. The lethal threshold for all four GSC populations treated with a 0.5µs-2µs-
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0.5µs waveform is significantly lower than U251 bulk cells, which have a lethal threshold of 1285 

± 148 V/cm. The lethal threshold for NHA is significantly greater than the thresholds for both 

GSCs and U251s at 1610 ± 140 V/cm ± 140 V/cm.  

 

In order to compare the results presented in this chapter with previous experimental results, we 

tested GSC ablation with the 1µs-5µs-1µs waveform we have used previously. As seen in Figure 

7.4b, when cells were treated with a 1µs-5µs-1µs waveform, all cell types exhibit a lower lethal 

electric field threshold than when treated with a 0.5µs-2µs-0.5µs waveform. GBM 10 cells treated 

with a 1µs-5µs-1µs waveform are killed at an electric field distribution of 722 ± 98 V/cm. MES 

326 cells have a lethal electric field distribution of 660 ± 27 V/cm. U251 cells are ablated when 

exposed to electric fields of 690 ± 44 V/cm while NHAs require 1125 ± 74 V/cm for ablation. 

Importantly, while the selective killing of GSCs and bulk tumor cells relative to healthy astrocytes 

remains, the selectivity between GSCs and U251 cells is not achieved. While GSCs are ablated at 

lower electric field thresholds than U251s with the 0.5µs-2µs-0.5µs, the lethal thresholds for the 

GSCs and U251 is not significantly different when the frequency of the pulse duration is increased 

by using a 1µs-5µs-1µs waveform.  
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Figure 7.4 GSC selective killing with H-FIRE is improved with higher frequency pulses. a) When treated with a 
0.5µs-2µs-0.5µs H-FIRE pulseform, all four GSC populations tested had significantly lower lethal electric field 
thresholds than bulk tumor cells or healthy astrocytes. Bulk tumor cells had significantly lower lethal electric field 
thresholds than healthy astrocytes. b) When treated with a 1µs-5µs-1µs waveform, GSC populations have a 
significantly lower lethal electric field thresholds than healthy astrocytes but the difference between GSC and bulk 
GBM cell line ablation thresholds is not significant.  
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Because GSCs grow in neurospheres (Figure 7.1a) that can reach hundreds of cells in diameter, 

we next determined the lethal threshold of cells in large neurospheres to determine if the bunched 

cell morphology changes response to H-FIRE. GSCs were cultured in hydrogels for 9 days and 

exposed to H-FIRE pulses. This time-scale allowed cells to grow into large neurospheres within 

the collagen hydrogels. The spheroid clusters exhibit lethal thresholds with no significant 

difference from single cell GSC hydrogels. From these results it can be concluded that the growth 

of spheroids does not affect GSC cell response to H-FIRE treatment.  

 

7.4 Discussion 

The results of this study show that H-FIRE can be an effective therapy for the ablation of GSCs. 

Though these cells may be resistant to other therapies, they are susceptible to H-FIRE ablation on 

a similar scale to bulk tumor cells and significantly more susceptible than healthy astrocytes. 

Interestingly, two of the GSC populations tested (VTC061 and VTC064) have been shown 

previously to be resistant to chemotherapeutics (362) while another (MES 326) has been shown to 

be resistant to radiation therapy (349). Therefore, the ablation of these cell populations represents 

a successful treatment of therapy-resistant cells that may repopulate tumors if found in vivo.  The 

nuclear size of GSCs is enlarged as seen in other malignant cells, and our measurements on H-

FIRE thresholds are consistent with the hypothesis that NCR is an important predictor of cell 

response to H-FIRE. It is important to note that while the GSCs presented here exhibit the enlarged 

NCR seen in vivo (359), the morphology of these cells in the collagen hydrogel does not reflect 

the morphology of these cells in vivo. Importantly for this study, the hydrogel platform was able 

to provide a 3D environment where enlarged nuclei could be confirmed in patient derived cells 

and this variable could be correlated to lethal electric field threshold. However, collagen is not an 
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ideal material for recapitulating stem cell properties found in vivo. Future work will explore 

hydrogels composed of more physiologically relevant materials such as hyaluronic acid. 

Recreating the morphology of GSCs using in vitro models remains a challenge. Future work will 

be done where H-FIRE ablation is tested on biopsies of canine patient tissues in which the response 

of an in vivo morphology can be compared to the responses seen in vitro.  Despite any lack of 

physiological relevance for GSC morphology in hydrogel tissue mimics, the high nuclear to 

cytoplasmic ratio of GSCs has been confirmed in vivo (359, 360, 363). The experimental evidence 

presented throughout this dissertation suggests a strong correlation between NCR and lethal 

electric field threshold for H-FIRE treatment that is expected to extend to in vivo morphologies, 

suggesting that the results of GSC ablation presented here should be applicable to more 

physiologically relevant morphologies of GSCs as well.  

 

Informed by our experiments carried out in Chapter 6, we used the shortest pulse width and pulse 

duration possible while maintaining the stability of the electronics. As these experiments progress, 

so too have the capabilities of the electronics as we continually improve the pulse generator used 

for H-FIRE delivery.  For the experiments performed in this chapter, a pulse waveform of 0.5µs-

2µs-0.5µs was used. In the experiments presented in Chapters 4 and 5, a 1µs-5µs-1µs  pulse 

waveform of was used, as this was the shortest pulse width and inter-pulse delay available to us at 

the time of these experiments. Consistent with the results presented in Chapter 6, changing the 

pulse waveform resulted in a change in the selectivity accomplished by H-FIRE. Decreasing the 

pulse wave length improves the ability of H-FIRE to selectively target GSCs over both healthy 

astrocytes and bulk tumor cells. This is hypothesized to be due to the enhanced NCR in GSCs 

relative to the bulk tumor cells and healthy astrocytes. As the waveform shifts to one of shorter 
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pulse duration and shorter inter-pulse delay, the majority of the power is delivered at a higher-

frequency. This allows more of the electric field to bypass the cell membrane and interact with the 

enlarged nucleus. As the capabilities of the electronics in the pulse generator continue to improve, 

it will be important to further optimize these pulse parameters for malignant cell selectivity. 

 

The results of this study confirm and expand on previous results demonstrating a lower H-FIRE 

threshold is required for ablation of malignant cells than for healthy cells. The results of this study 

add robustness to this conclusion as all previous malignant cells used were immortalized cell lines. 

The use of patient derived cells in this study adds a degree of clinical relevance to the conclusions 

regarding the relationship between lethal threshold and malignancy. This study demonstrates the 

feasibility of using patient derived cells for therapy testing if different thresholds are found for 

different patient samples. This use of patient-specific cells could be expanded for determination of 

lethal thresholds for personalized treatment of individual tumors. 

 

The results of this study may be of high clinical relevance because they suggest an option for 

treatment of cells currently considered therapy-resistant. Assuming that there may be a subclass of 

cells that have some degree of resistance to H-FIRE therapy, there is no reason to believe these 

populations would overlap with populations resistant to other therapies. We have demonstrated 

successful and selective ablation of a population of cells previously shown to be highly resistant 

to radiotherapy (MES 326) and chemotherapy (VTC064 and VTC061) (349, 362). These results 

suggest H-FIRE may be a valuable therapy to be used in conjunction with more traditional 

therapies to reduce the population of resistant cells that may be left behind to cause tumor 
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recurrence. Studies have shown cancer stem cells usually exist in a quiescent state but the 

population may grow exponentially when stimulated by surgery, chemotherapy, and radiotherapy 

(364). Further studies must be done to ensure H-FIRE does not produce an increase in growth 

kinetics of these GSCs. If no such effect is found, it may be a valuable practice to follow surgery, 

chemotherapy, and radiotherapy used in GBM treatment with a regime of H-FIRE pulses. This 

may protect against GSCs causing a recurrent tumor as the result of therapy resistance and 

increased growth. 
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Chapter 8 Summary 

 

8.1 Introduction 

Irreversible electroporation is a form of pulsed electric field therapy used for ablating tissue in a 

minimally invasive non-thermal manner. Useful in the clinical setting for treatment of cancer, IRE 

involves introducing electrodes into and around a tumor and delivering a train of pulses of 

relatively high amplitude and low duration. This technique is currently used clinically for the 

treatment of several types of cancers, including with liver, kidney, pancreatic, and prostate cancer 

(187, 195, 198, 199, 365). Additionally the safe and effective IRE treatment of spontaneous canine 

gliomas has been demonstrated (184).  

 

High-frequency irreversible electroporation is a second generation form of IRE which was 

developed primarily as a means to mitigate muscle contractions upon treatment with the goal of 

reducing the need for general anesthesia and neuroparalytic agents. Beyond these features, H-FIRE 

has important differences from IRE on the level of cellular response that we hypothesized could 

make it useful as a selective therapy. 

 

The goal of this dissertation was to describe the development and testing of high-frequency 

irreversible electroporation as a selective therapy for the treatment of brain cancer. To accomplish 

this we performed experiments testing the effect of H-FIRE on a variety of cells representative of 

those found in the brain tumor microenvironment, including bulk glioblastoma cells, healthy 

astrocytes, healthy neurons, and glioma stem cells. These cell responses were compared to 

responses achieved with IRE treatment. Through manipulating both the biophysics of the cell and 
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the pulse parameters of the treatment, we have made progress towards enhancing the selectivity of 

electroporation therapy for malignant cell ablation.  

 

8.2 What this dissertation accomplished 

In this dissertation, we hypothesized that by lowering the pulse duration of a classical irreversible 

electroporation treatment, in the form of high-frequency irreversible electroporation, we could 

induce selective malignant cell killing through interaction with the altered inner organelles in 

cancer cells. Because cancer cells often exhibit morphological alterations from normal cells, such 

as enlarged nuclei, we hypothesized that we could use H-FIRE to target these alterations in a way 

that may produce a selective therapy.  

 

In Chapter 4, our finite element models of experimental cell morphologies exposed to experimental 

electric field distributions confirmed that the electric fields, though confined to the cell membrane 

in IRE pulses, should be able to partially bypass the outer membrane with H-FIRE pulses to 

interact with the inner organelles. H & E staining of canine patients’ tumor tissue and healthy 

tissue showed that enlarged nuclear to cytoplasm ratio is a marker of cancerous cells in 

glioblastoma multiforme. Culture of a number of different cell types, including multiple human 

and rat glioblastoma lines, human and rat healthy astrocytes, and healthy neuron-like cells, 

confirmed the trend of enlarged nuclear to cytoplasm ratio in malignant cells compared to healthy 

cells when cultured in 3D hydrogel tissue mimics. Tissue engineering methods for hydrogel 

construction allowed for the isolation of nuclear size as the key morphological variable across cell 

types cultured in collagen hydrogels. Within the hydrogel platform, the responses of multiple cell 
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types to IRE (100 µs) and H-FIRE (1 µs) pulses were studied. Live/dead staining of electroporation 

treated hydrogels was used to determine ablation area which was correlated to a lethal electric field 

threshold using COMSOL modeling of the electric field distribution within the treated hydrogel. 

An important trend emerged from these studies. Consistent with previous studies and classical 

electroporation theory, IRE lesions were similar across all cell types with similar cell area. 

Interestingly, cell-seeded hydrogels treated with H-FIRE pulses differed in lesion size depending 

on the size of the nucleus in the particular cell line. Cell lines with larger nuclei—the malignant 

cells tested—displayed greater ablation areas and thus lower lethal electric field thresholds than 

cell lines with smaller relative nuclei—the healthy cell lines tested. This correlation strengthens 

our hypothesis informed by mathematical modeling that electric fields created by H-FIRE pulses 

may bypass the cell membrane to target altered morphological structures inside the cancerous cell 

such as enlarged nuclei. Fluorescent microscopy of single cells undergoing treatment with either 

IRE or H-FIRE showed a difference in death mechanism between the two treatments. Upon 

exposure to IRE a cell is likely to experience the dissipation of cytoplasm from the outer membrane 

as defects form, while cells treated with H-FIRE exhibit a consistent decrease of stained nuclear 

area. Though these differences have been observed, the specific mechanism of cell death with H-

FIRE has yet to be characterized.  

 

We demonstrated the inherent selectivity of H-FIRE for ablation of malignant cells at an electric 

field range of approximately 600 V/cm to 1000 V/cm for the pulse parameters studied. This finding 

is significant as it increases our understanding of the complexity of electroporation phenomenon 

past the simplified rule of electroporation theory that maintains electroporation extent at a given 

voltage depends primarily on cell size. Additionally, this finding represents the identification and 
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targeting of a conserved alteration in glioblastoma cells—enlarged nuclear to cytoplasm ratio—

that has not previously been used as a therapeutic target, though it represents a key diagnostic 

phenotype used routinely by pathologists. Despite the importance of the inherent selectivity of H-

FIRE demonstrated in Chapter 4, this range of selective malignant cell killing achieved with high-

frequency pulses, when translated into a clinical ablation, only allows for safe ablation of 

millimeters past the visible tumor margin. Therefore, attempts were made in Chapters 5 and 6 to 

extend the region of selectivity achieved by H-FIRE by manipulating cell biophysics and 

manipulating pulse parameters, respectively. 

 

In Chapter 5, we demonstrated that the biophysics of a cell can be externally manipulated in a way 

that allows for greater malignant cell selectivity to be achieved with H-FIRE pulses. Using the 

same H-FIRE pulse waveform as used in the studies in Chapter 4, a 1 µs bipolar pulse separated 

by a 5 µs delay, we were able to extend ablation area of malignant cells by around 30% while 

avoiding an extension of healthy cell ablation areas. This was accomplished by using a targeted 

molecular therapy to shrink the cytoplasm of malignant cells. The EphA2 receptor which is 

overexpressed on glioblastoma cells compared to healthy brain cells, when bound by its preferred 

ligand, eA1, induces a morphology change characterized by a shrinking of the cytoplasm, which 

effectively induces an increase in NCR. This molecular therapy was used to confirm the 

importance of NCR as a variable in predicting electroporation response, demonstrate an external 

manipulation of cellular biophysics, and improve selectivity for malignant cell ablation. We 

confirmed that within the hydrogel platform, malignant glioma cells treated with eA1 ligand 

underwent a morphology change that produced an increased NCR. Healthy astrocytes kept a 

similar morphology to that seen before treatment, unaffected by eA1 presumably due to the low 
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level of EphA2 receptors on the astrocytes. The morphology change induced in malignant cells 

resulted in enlarged ablation area in the hydrogels, corresponding to significantly lower lethal 

electric field thresholds. Alternatively, healthy cells treated with eA1 and H-FIRE exhibited no 

change in ablation area. Because of the selectivity of the eA1-induced morphology change for 

malignant cells, inherent in the natural expression of EphA2, this combination treatment resulted 

in greater selective malignant cell killing compared to H-FIRE alone. This selectivity enhancement 

was demonstrated in co-culture hydrogels of malignant U87 cells and healthy NHAs. Using 

experimentally-determined lethal electric field thresholds, we predicted the effect of this enhanced 

selectivity in vivo using finite element modeling of a canine patient’s brain tumor. Finite element 

models predicted that by using combination eA1 and H-FIRE treatment we can safely treat 

significantly more of a patient tumor than with either H-FIRE or IRE alone.  

 

To understand the effect demonstrated in these experiments, which is contrary to classical 

electroporation theory which holds larger cells will experience greater electroporation at the same 

applied voltage, we looked at the effect of frequency on cell response using finite element 

modeling. Experimental cell morphologies of both healthy astrocytes and malignant glioma cells, 

both untreated and treated with eA1 were used in mathematical models. Our findings showed that 

at a pulse frequency of around 104 Hz, a glioma cell with the enlarged nucleus compare to the 

healthy cell, will experience a greater induced TMP on the cell membrane. At a slightly higher 

pulse frequency, around 105 Hz, the eA1 treated glioma cell with an enlarged nucleus and reduced 

cell size will experience a greater induced TMP than either the untreated glioma cell or the treated 

or untreated healthy cell. These results highlight the importance of pulse frequency in predicting 

electroporation response of a cell. Additionally they inform general electroporation theory as to 
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the complexities involved in the relationship between electroporation, pulse frequency, cell size, 

and the effect of inner organelles.  

 

In Chapter 6, we explored how different pulse variables affect malignant cell selectivity with 

electroporation therapy. The number of variables that can be explored in a given electroporation 

regime are numerous, highlighting the importance of vitro 3D hydrogel platforms for testing. In 

this chapter we explored the effect of pulse duration, inter-pulse delay and pulse number on the 

ablation of malignant cells and healthy astrocytes with the goal of achieving maximum selectivity 

within the experimental system. We showed that malignant cell selectivity increases as pulse width 

decreases, with the greatest selectivity achieved for the shortest pulse duration studied—1 µs. 

Similarly, selectivity increases as the delay between pulses is decreased with the greatest 

selectivity in our system achieved for the shortest inter-pulse delay studied—again 1 µs. Of the 

two, we showed that pulse duration seems to have a greater effect on selectivity than inter-pulse 

delay. Our studies on the effect of changing pulse number showed evidence that there is an optimal 

pulse number for selectivity, beyond which the lethal electric field thresholds for malignant cells 

and healthy cells begin to converge. For the system studied, the optimal pulse number was 50 

pulses, information which is important for informing future studies. These findings highlight the 

importance of pulse variables in determining electroporation response and could be useful for 

informing the design of electrode configuration in clinical regimes using multiple electrode 

insertions.   
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In Chapters 4-6, the focus is the ablation of bulk malignant cells. The motivation for the selective 

ablation achieved and enhanced in these chapters is primarily focused on the invasive cells that 

spread past the tumor margin and escape surgical resection. In Chapter 7, we focus on the second 

class of therapy-resistant cells problematic in glioma recurrence—glioma stem cells. In this 

Chapter, we demonstrate that the selective ablation of H-FIRE extends to patient-derived glioma 

stem cells. Interestingly, H-FIRE is more effective at ablating the GSCs studied than the bulk 

tumor cells or healthy cells studied when using 500ns pulses. Within the culture of the hydrogel, 

the GSCs exhibit enlarged nuclear to cytoplasm ratio to an even greater extent than bulk glioma 

cells. This correlates with lower electric field thresholds for cell death. The selectivity of GSCs, 

then, extends beyond that of bulk glioma cells. Importantly, we demonstrated effective ablation of 

two cell populations previously determined to be resistant to chemotherapeutics and one 

population previously determined to be resistant to radiotherapies, suggesting the ability to ablate 

cells that are likely responsible for recurrence in vivo. Glioma stem cells are an important class of 

cells given much attention in current research into glioblastoma treatments. The results presented 

in this chapter represent an exciting extension of the selective capabilities of H-FIRE therapy to 

another highly problematic class of cells. 

 

Overall, the goals of this work were to demonstrate the selectivity of an electroporation therapy 

for two important class of cells considered problematic in a glioblastoma tumor. To that end, we 

have been successful in demonstrating inherent selectivity of IRE by decreasing pulse duration to 

fall in the high-frequency range, specifically prevalent with pulses of 0.5 -1 µs duration. We have 

successfully extended the margin of selectivity achieved by H-FIRE both by tuning pulse 

parameters, and by using a combination therapy with molecular targeted eA1 ligand to enhance 
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the enlarged NCR of cancer cells. Finally, we have demonstrated successful ablation of therapy-

resistant GSCs. This dissertation represents the beginnings of the development of a selective 

therapy for GBM that has promise for use in the clinic. Additionally, the thorough exploration of 

cellular response in the frequency range of H-FIRE pulses, a range previously minimally explored, 

has helped to inform electroporation theory. Many of the predictions of steady-state 

electroporation theory do not hold for H-FIRE length pulses, a fact that should be considered when 

exploring these pulses for treatment of tissue in vivo. Additionally, an understanding of the 

complexitity of electroporation phenomenon in these frequency ranges may be valuable for 

electroporation tools in basic research, such as gene transfection applications. Many pulse 

parameters remain to be explored and further efforts to enhance the selectivity margin will prove 

useful in translating this therapy to the clinic for treatment of brain cancer. 

 

8.3 Future work 

Two important questions remain to be explored as extensions of this dissertation work. The first 

is what the specific mechanism of cell death is with H-FIRE treatment. By gaining knowledge of 

the mechanism by which H-FIRE induces cell death, we hope to be able to gain better ideas on 

methods to enhance the malignant cell selectivity demonstrated in this work. Understanding the 

mechanism of H-FIRE and the differences of the death response at the cellular level when treated 

with H-FIRE and IRE is the next step in propelling investigations of other interventions and 

manipulations that may be useful for improving the efficacy of the therapy. Secondly, though in 

vitro studies are invaluable in the early stages of developing this treatment method, ultimately the 

goal is to develop the treatment to be used clinically for the treatment of glioblastoma. There are 

a multitude of variables found in vivo that may diminish the selectivity demonstrated here in vitro. 
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Our next efforts in the course of developing this selective treatment is to test the findings presented 

here in an in vivo context to confirm the ability to translate these findings to the clinic.  

 

8.3.1 Mechanism of H-FIRE 

Future work on this project will include a further investigation of the mechanism of both H-FIRE 

and IRE at the cellular and subcellular level. Because pulse duration determines how the cell 

interacts with the electric field, many results reported may not hold for different regimes that use 

different pulse parameters. For pulse durations longer than 10 µs, poration of the cell membrane 

seems to be a consistent response to treatment. Cells exposed to 100 µs IRE pulses were observed 

using scanning electron microscopy and were seen to exhibit nanometer sized pores in the cell 

membrane (160). However, reports have stated that nanosecond pulses can affect intracellular 

structures without first electroporating the outer membrane (248). Though other groups have 

suggested that even at pulse widths of 2ns small pores form in the plasma membrane (243). The 

conflicting results reported are compounded by the fact that membrane charging times are not set 

properties of the cell but are sensitive to differences in geometric and dielectric properties of the 

cell and surrounding environment. 

 

Membrane poration 

Our own work comparing the mechanism of IRE and H-FIRE has shown cell membrane 

permeabilization with all pulse durations tested, from the 100 µs pulse IRE case down to the 500 

ns H-FIRE pulses. The plasma membrane permeabilization was observed as the fluorescence of 

propidium iodide (PI) entering the cell immediately upon pulsing. Thus, we know that even the 

pulse trains of the shortest duration tested (500 ns) are affecting the plasma membrane. It will be 
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a priority in future work to determine if any inner organelle membranes are also being affected. 

Our previous finite element modeling has predicted that a larger portion of the electric field reaches 

the inside of the cell with H-FIRE pulses. It has been theorized that the threshold value for 

electroporation may be less for inner organelles, because these membranes have greater curvature 

than the plasma membrane (262, 366). The possibility of inner organelle electroporation should be 

explored with unbound stains for internal organelles of interest, such as the nucleus and 

mitochondria.  

 

Apoptosis vs. necrosis vs. autophagy 

In addition to evidence of inner membrane permeabilization, a priority of future work will be on 

characterizing the necrotic, apoptotic, or autophagic death response that occurs after treatment by 

IRE or H-FIRE. There have been a variety of conflicting results reported as to how IRE induces 

cell death. Cell death by apoptosis (367, 368) and by necrosis (369, 370) have both been reported. 

Despite the challenges and complications involved in determining the mechanistic pathway of cell 

death with IRE and H-FIRE, it is an important path to pursue in future work. It seems likely that 

the two regimes will fall on different places on the apoptosis-necrosis spectrum. Whereas necrotic 

cell death has been reported for IRE pulses in the 100 microsecond pulse duration range (369, 

370), most groups investigating nsPEF have reported cell death by apoptosis while the evidence 

for necrotic cell death with nsPEFs seems to be limited. Two hypothesis for the mechanism of 

necrotic cell death with IRE seem likely. The first is that IRE treatment causes the formation of a 

population of pores in such significant numbers and/or size that pores become held open 

permanently. This permanent pore could be due to the interaction between a formed pore and a 

channel or other structures within the membrane. The irreversible trapping of pores then causes a 
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lethal biochemical imbalance leading to cell death. The second hypothesis attributes cell death to 

internal cellular compartments which are exposed to a lethal biochemical change even if the initial 

pores reseal after a short time (159). For nsPEFs, it is generally assumed initial pores in the plasma 

membrane reseal and death is a product of chemical imbalances in cellular compartments, such as 

the release of calcium activating apoptotic pathways (334, 335). Because H-FIRE pulse regimes 

lie somewhere in between the spectrum of cellular response of IRE and nsPEFs, the death 

mechanism for H-FIRE remains largely unexplored. 

 

In order to further investigate the question of how IRE and H-FIRE induce cell death, Western 

blotting can be used to determine protein levels for common apoptotic and autophagic markers. 

These markers include pro/p17-caspase 3, cleaved PARP, muscle actin for apoptosis and LC3A/B, 

P62, Atg5, and Beclin 1 for autophagy. By comparing the level of apoptotic and autophagic 

markers in cells exposed to different pulse regimes, it should be possible to determine if shorter 

pulses may invoke more of an apoptotic response while longer pulses cause more necrosis to occur. 

If caspase activation is observed, a further mechanistic understanding can be found by looking at 

calcium release using calcium indicators such as Fura-2 or Calcium Green, loaded into cells before 

treatment.  

 

The determination of H-FIRE mechanism is important for both clinical application as well as for 

guiding further experimental investigations. Necrotic and apoptotic cell death mechanisms 

manifest differently in clinical response as necrosis has been shown to induce an inflammatory 

response while apoptosis has not (371). Therefore, answering the question of H-FIRE mechanism 
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may lead to measures to improve clinical outcomes. Additionally, by understanding the lethal 

mechanism of H-FIRE, we may gain knowledge that would help pinpoint variables to be 

manipulated to optimize cell death. 

 

8.3.2 Determination of selectivity in vivo 

The ultimate goal of this work is to form a basis for developing a therapy to be used for the 

treatment of human glioblastoma. The next major step along that path is to test the therapy in vivo. 

This in vivo testing will happen in two stages, first in a rat model of glioblastoma followed by 

testing on canine patients with spontaneous brain tumors.  

 

Though mouse models are the most common in vivo cancer model, for this application a rat model 

is preferable due to the limitations associated with the surgery and electrode insertion in a model 

as small as a mouse. The larger size of the rat model is more appropriate for these studies. Human 

malignant glioma cells will be implanted in anesthetized rats using sterile, stereotactic surgery to 

accomplish injection of cells into the brain via a needle. The model will be of human glioma cells 

seeded in a rat brain in order to maintain the brain tumor microenvironment, which is integral in 

establishing physiological relevance for glioma treatment testing. After treatment with H-FIRE, 

alone or in combination with eA1, rat brains can be sectioned and submitted for histological 

analysis. A variety of standard (HE) and immunohistochemical stains will be used to facilitate 

observation of treatment-related effects. This model can be used for studying the selective abilities 

of H-FIRE alone and in combination with eA1. Additionally, this model will give us information 

about how the lethal thresholds change from in vitro platforms to in vivo platforms.  
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After H-FIRE efficacy is established in the rat brain tumor model, testing will be done in canine 

patients, to further improve the relevance to humans. Canine patients are an ideal model for testing 

next generation GBM therapies because dogs are the only species other than humans in which 

spontaneous primary brain tumors are common. These tumors are three times more common in 

dogs, making them a relatively readily available model (372, 373). Additionally, it has been 

demonstrated that EphA2 is overexpressed in canine gliomas as in human gliomas (374), opening 

up this model for testing biophysics manipulation with eA1. Unlike rodent models where injected 

tumors are often small and treatment application must be scaled down, spontaneous brain tumors 

of dogs are large enough to allow for testing of devices, concentrations, and pulse parameters that 

can be easily scaled to human patients. 

 

We have previously treated 3 canine patients diagnosed with meningiomas with H-FIRE therapy 

and have demonstrated the feasibility of the treatment for spontaneous brain tumors in canines. 

The treated patients exhibited no signs of muscle contractions during treatment, sharp delineation 

between treated and untreated regions in biopsied samples, and no adverse effects.  However, we 

have yet to demonstrate selective killing of malignant cells. The demonstration of selective 

malignant cell killing at the tumor margin is a goal of future work. In order to inform canine 

treatment, it will be valuable to treat biopsies of canine tumor tissue and healthy tissue to determine 

lethal electric field thresholds relevant to the in vivo canine model. Additionally, a demonstration 

of the ablation of GSCs in a canine patient is a necessary part of future work.  
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